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The elements

Name Symbol Atomic Molar mass Name Symbol Atomic Molar mass
number (g mol™7) number (g mol™7)
Actinium Ac 89 227 Meitnerium Mt 109 268
Aluminium (aluminum) Al 13 26.98 Mendelevium Md 101 258
Americium Am 95 243 Mercury Hg 80 200.59
Antimony Sbh 51 121.76 Molybdenun Mo 42 95.94
Argon Ar 18 39.95 Neodymium Nd 60 144.24
Arsenic As 33 74.92 Neon Ne 10 20.18
Astatine At 85 210 Neptunium Np 93 237
Barium Ba 56 137.33 Nickel Ni 28 58.69
Berkelium Bk 97 247 Niobium Nb 41 92.91
Beryllium Be 4 9.01 Nitrogen N 7 14.01
Bismuth Bi 83 208.98 Nobelium No 102 259
Bohrium Bh 107 264 Osmium Os 76 190.23
Boron B 5 10.81 Oxygen 0] 8 16.00
Bromine Br 35 79.90 Palladium Pd 46 106.42
Cadmium Cd 48 112.41 Phosphorus P 15 30.97
Caesium (cesium) Cs 55 132.91 Platinum Pt 78 195.08
Calcium Ca 20 40.08 Plutonium Pu 94 244
Californium Cf 98 251 Polonium Po 84 209
Carbon C 6 12.01 Potassium K 19 39.10
Cerium Ce 58 140.12 Praseodymium Pr 59 140.91
Chlorine cl 17 35.45 Promethium Pm 61 145
Chromium Cr 24 52.00 Protactinium Pa 91 231.04
Cobalt Co 27 58.93 Radium Ra 88 226
Copernicum ? 112 ? Radon Rn 86 222
Copper Cu 29 63.55 Rhenium Re 75 186.21
Curium Cm 96 247 Rhodium Rh 45 102.91
Darmstadtium Ds 110 271 Roentgenium Rg m 272
Dubnium Db 105 262 Rubidium Rb 37 85.47
Dysprosium Dy 66 162.50 Ruthenium Ru 44 101.07
Einsteinium Es 99 252 Rutherfordium Rf 104 261
Erbium Er 68 167.27 Samarium Sm 62 150.36
Europium Eu 63 151.96 Scandium Sc 21 44.96
Fermium Fm 100 257 Seaborgium Sg 106 266
Fluorine F 9 19.00 Selenium Se 34 78.96
Francium Fr 87 223 Silicon Si 14 28.09
Gadolinium Gd 64 157.25 Silver Ag 47 107.87
Gallium Ga 31 69.72 Sodium Na 11 22.99
Germanium Ge 32 72.64 Strontium Sr 38 87.62
Gold Au 79 196.97 Sulfur S 16 32.06
Hafnium Hf 72 178.49 Tantalum Ta 73 180.95
Hassium Hs 108 269 Technetium Tc 43 98
Helium He 2 4.00 Tellurium Te 52 127.60
Holmium Ho 67 164.93 Terbium Tb 65 158.93
Hydrogen H 1 1.008 Thallium Tl 81 204.38
Indium In 49 114.82 Thorium Th 90 232.04
lodine | 53 126.90 Thulium Tm 69 168.93
Iridium Ir 77 192.22 Tin Sn 50 118.71
Iron Fe 26 55.84 Titanium Ti 22 47.87
Krypton Kr 36 83.80 Tungsten W 74 183.84
Lanthanum La 57 138.91 Uranium U 92 238.03
Lawrencium Lr 103 262 Vanadium Vv 23 50.94
Lead Pb 82 207.2 Xenon Xe 54 131.29
Lithium Li 3 6.94 Ytterbium Yb 70 173.04
Lutetium Lu 71 174.97 Yttrium Y 39 88.91
Magnesium Mg 12 24.31 Zinc Zn 30 65.41
Manganese Mn 25 54.94 Zirconium Zr 40 91.22
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Preface

Our aim in the fifth edition of Shriver and Atkins’ Inorganic Chemistry is to provide a
comprehensive and contemporary introduction to the diverse and fascinating discipline of
inorganic chemistry. Inorganic chemistry deals with the properties of all of the elements
in the periodic table. These elements range from highly reactive metals, such as sodium,
to noble metals, such as gold. The nonmetals include solids, liquids, and gases, and range
from the aggressive oxidizing agent fluorine to unreactive gases such as helium. Although
this variety and diversity are features of any study of inorganic chemistry, there are under-
lying patterns and trends which enrich and enhance our understanding of the discipline.
These trends in reactivity, structure, and properties of the elements and their compounds
provide an insight into the landscape of the periodic table and provide a foundation on
which to build understanding.

Inorganic compounds vary from ionic solids, which can be described by simple ap-
plications of classical electrostatics, to covalent compounds and metals, which are best
described by models that have their origin in quantum mechanics. We can rationalize and
interpret the properties of most inorganic compounds by using qualitative models that
are based on quantum mechanics, such as atomic orbitals and their use to form molecular
orbitals. The text builds on similar qualitative bonding models that should already be fa-
miliar from introductory chemistry courses. Although qualitative models of bonding and
reactivity clarify and systematize the subject, inorganic chemistry is essentially an experi-
mental subject. New areas of inorganic chemistry are constantly being explored and new
and often unusual inorganic compounds are constantly being synthesized and identified.
These new inorganic syntheses continue to enrich the field with compounds that give us
new perspectives on structure, bonding, and reactivity.

Inorganic chemistry has considerable impact on our everyday lives and on other sci-
entific disciplines. The chemical industry is strongly dependent on it. Inorganic chemistry
is essential to the formulation and improvement of modern materials such as catalysts,
semiconductors, optical devices, superconductors, and advanced ceramic materials. The
environmental and biological impact of inorganic chemistry is also huge. Current topics
in industrial, biological, and environmental chemistry are mentioned throughout the book
and are developed more thoroughly in later chapters.

In this new edition we have refined the presentation, organization, and visual represen-
tation. All of the book has been revised, much has been rewritten and there is some com-
pletely new material. We have written with the student in mind, and we have added new
pedagogical features and have enhanced others.

The topics in Part 1, Foundations, have been revised to make them more accessible
to the reader with more qualitative explanation accompanying the more mathematical
treatments.

Part 2, The elements and their compounds, has been reorganized. The section starts with
a new chapter which draws together periodic trends and cross references forward to the
descriptive chapters. The remaining chapters start with hydrogen and proceed across the
periodic table from the s-block metals, across the p block, and finishing with the d- and
f-block elements. Most of these chapters have been reorganized into two sections: Essen-
tials describes the essential chemistry of the elements and the Detail provides a more thor-
ough account. The chemical properties of each group of elements and their compounds are
enriched with descriptions of current applications. The patterns and trends that emerge are
rationalized by drawing on the principles introduced in Part 1.

Part 3, Frontiers, takes the reader to the edge of knowledge in several areas of current
research. These chapters explore specialized subjects that are of importance to industry,
materials, and biology, and include catalysis, nanomaterials, and bioinorganic chemistry.

All the illustrations and the marginal structures—nearly 1500 in all—have been re-
drawn and are presented in full colour. We have used colour systematically rather than just
for decoration, and have ensured that it serves a pedagogical purpose.



Preface

We are confident that this text will serve the undergraduate chemist well. It provides the
theoretical building blocks with which to build knowledge and understanding of inorganic
chemistry. It should help to rationalize the sometimes bewildering diversity of descriptive
chemistry. It also takes the student to the forefront of the discipline and should therefore
complement many courses taken in the later stages of a programme.

Peter Atkins

Tina Overton
Jonathan Rourke
Mark Weller
Fraser Armstrong
Mike Hagerman

March 2009



Acknowledgements

We have taken care to ensure that the text is free of errors. This is difficult in a rapidly
changing field, where today’s knowledge is soon replaced by tomorrow’s. We would
particularly like to thank Jennifer Armstrong, University of Southampton; Sandra Dann,
University of Loughborough; Rob Deeth, University of Warwick; Martin Jones, Jennifer
Creen, and Russ Egdell, University of Oxford, for their guidance and advice.

Many of the figures in Chapter 27 were produced using PyYMOL software; for more
information see DeLano, W.L. The PyMOL Molecular Graphics System (2002), De Lano

Scientific, San Carlos, CA, USA.

We acknowledge and thank all those colleagues who so willingly gave their time and

expertise to a careful reading of a variety of draft chapters.

Rolf Berger, University of Uppsala, Sweden

Harry Bitter, University of Utrecht, The Netherlands
Richard Blair, University of Central Florida

Andrew Bond, University of Southern Denmark, Denmark
Darren Bradshaw, University of Liverpool

Paul Brandt, North Central College

Karen Brewer, Hamilton College

George Britovsek, Imperial College, London

Scott Bunge, Kent State University

David Cardin, University of Reading

Claire Carmalt, University College London

Carl Carrano, San Diego State University

Neil Champness, University of Nottingham

Ferman Chavez, Oakland University

Ann Chippindale, University of Reading

Karl Coleman, University of Durham

Simon Collison, University of Nottingham

Bill Connick, University of Cincinnati

Stephen Daff, University of Edinburgh

Sandra Dann, University of Loughborough

Nancy Dervisi, University of Cardiff

Richard Douthwaite, University of York

Simon Duckett, University of York

A.W. Ehlers, Free University of Amsterdam, The Netherlands
Anders Eriksson, University of Uppsala, Sweden
Andrew Fogg, University of Liverpool

Margaret Geselbracht, Reed College

Gregory Grant, University of Tennessee

Yurii Gun’ko, Trinity College Dublin

Simon Hall, University of Bristol

Justin Hargreaves, University of Glasgow

Richard Henderson, University of Newcastle
Eva Hervia, University of Strathclyde

Brendan Howlin, University of Surrey
Songping Huang, Kent State University

Carl Hultman, Gannon University

Stephanie Hurst, Northern Arizona University
Jon Iggo, University of Liverpool

S. Jackson, University of Glasgow

Michael Jensen, Ohio University

Pavel Karen, University of Oslo, Norway
Terry Kee, University of Leeds

Paul King, Birbeck, University of London
Rachael Kipp, Suffolk University

Caroline Kirk, University of Loughborough
Lars Kloo, KTH Royal Institute of Technology, Sweden
Randolph Kohn, University of Bath

Simon Lancaster, University of East Anglia
Paul Lickiss, Imperial College, London

Sven Lindin, University of Stockholm, Sweden
Paul Loeffler, Sam Houston State University
Paul Low, University of Durham

Astrid Lund Ramstrad, University of Bergen, Norway
Jason Lynam, University of York

Joel Mague, Tulane University

Francis Mair, University of Manchester
Mikhail Maliarik, University of Uppsala, Sweden
David E. Marx, University of Scranton
Katrina Miranda, University of Arizona

Grace Morgan, University College Dublin
Ebbe Nordlander, University of Lund, Sweden
Lars Ohrstrom, Chalmers (Goteborg), Sweden



X Acknowledgements

Ivan Parkin, University College London

Dan Price, University of Glasgow

T. B. Rauchfuss, University of Illinois

Jan Reedijk, University of Leiden, The Netherlands
David Richens, St Andrews University

Denise Rooney, National University of Ireland, Maynooth
Graham Saunders, Queens University Belfast

Ian Shannon, University of Birmingham

P. Shiv Halasyamani, University of Houston
Stephen Skinner, Imperial College, London

Bob Slade, University of Surrey

Peter Slater, University of Surrey

LeGrande Slaughter, Oklahoma State University

Martin B. Smith, University of Loughborough
Sheila Smith, University of Michigan

Jake Soper, Georgia Institute of Technology
Jonathan Steed, University of Durham

Gunnar Svensson, University of Stockholm, Sweden
Andprei Verdernikov, University of Maryland
Ramon Vilar, Imperial College, London

Keith Walters, Northern Kentucky University
Robert Wang, Salem State College

David Weatherburn, University of Victoria, Wellington
Paul Wilson, University of Bath

Jingdong Zhang, Denmark Technical University



About the book

Inorganic chemistry is an extensive subject that at first sight can seem daunting. We have
made every effort to help by organizing the information in this textbook systematically,
and by including numerous features that are designed to make learning inorganic chemis-
try more effective and more enjoyable. Whether you work through the book chronologic-
ally or dip in at an appropriate point in your studies, this text will engage you and help you
to develop a deeper understanding of the subject. We have also provided further electronic
resources in the accompanying Book Companion Site. The following paragraphs explain

the features of the text and website in more detail.

Organizing the information

Key points

The key points act as a summary of the main take-home
message(s) of the section that follows. They will alert you to
the principal ideas being introduced.

Context boxes

The numerous context boxes illustrate the diversity of inor-
ganic chemistry and its applications to advanced materials,
industrial processes, environmental chemistry, and everyday
life, and are set out distinctly from the text itself.

Further reading

Each chapter lists sources where more information can be
found. We have tried to ensure that these sources are easily
available and have indicated the type of information each one
provided.

Resource section

At the back of the book is a collection of resources, including
an extensive data section and information relating to group
theory and spectroscopy.

2.1 The octet rule

Key point: Atoms share electron pairs until they have acquired an octet of valence electrons.

Lewis found that he could account for the existence of a wide range of molecules by pro-
posing the octet rule:

BOX 11.1 Lithium batteries

The very negative standard potential and low molar mass of lithium make  the redox reaction in a similar way to the cobalt. The latest generation of
it an ideal anode material for batteries. These batteries have high specific electric cars uses lithium battery technology rather than lead-acid cells.

energy (energy production divided by the mass of the battery) because  Another popular lithium battery uses thionyl chloride, SOCL, This system

lithium metal and compounds containing lithium are relatively light in
comparison with some other materials used in batteries, such as lead and
zinc. Lithium batteries are common, but there are many types based on
different lithium compounds and reactions.

“The lithium rechargeable battery, used in portable computers and phones,
mainly uses Liy_CoO, (x < 1) as the cathode with a lithium,/graphite anode,

produces a light, high+oltage cell with a stable energy output. The overall
reaction in the battery is

2Li(s) + 350CI(1) — LiCl(s) + S(s) + SO,(1)

The battery requires no additional solvent as both SOCI, and SO, are
liquids at the intemal battery pressure. This battery is not rechargeable as

FURTHER READING

P. Atkins and J. de Paula, Physical chemistry. Oxford University Press  P. Atkins and R. Friedman, Molecular quantum mechanics. Oxford
and W.H. Freeman & Co (2010). An account of the generation and ~ University Press (2005).
use of character tables without too much mathematical background.

For more rigorous introductions, see: J.S. Ogden, Introduction to
molecular symmetry. Oxford University Press (2001).

Resource section 1
Selected ionic radii

lonic radii are given (in picometres, pm) for the most common oxidation states and
coordination geometries. The coordination number is given in parentheses. All d-block
species are low-spin unless labelled with', in which case values for high-spin are quoted.
Most data are taken from R.D. Shannon, Acta Cryst., 1976, A32, 751, where values for
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x.

Problem solving

EXAMPLE 6.1 Identifying symmetry elements

Identify the symmetry elements in the eclipsed and staggered conformations of an ethane molecule.

Answer We need to identify the rotations, reflections, and inversions that leave the molecule apparently
unchanged. Don't forget that the identity is a symmetry operation. By inspection of the molecular models,

we see that the eclipsed conformation of a CH,CH, molecule (1) has the elements £, C,, C,, o,, o, and S..
The staggered conformation (2) has the elements £, C,, o, /, and S.

Lo Gy

Self-test 6.1 Sketch the S, axis of an NH; ion. How many of these axes does the ion possess?

EXERCISES

6.1 Draw sketches to identify the following symmetry clements: (a)

a C,axis and a o, planc in the NH, molecule, (b) a C, axis and a o,
planc in the square-planar [PCl, | ion.

6.2 Which of the following molecules and ions has (a) a centre of
inversion, (b) an S, axis: (i) CO,, (ii) C,H,, (iii) BF, (iv) SO;?

6.3 Determine the symmetry clements and assign the point group of
(a) NH,Cl, (b) CO¥, (c) SiF,, (d) HCN, (e) SiFCIBrI, (f) BF,

6.4 How many plancs of symmetry does a benzene molecule possess?
What chloro-substituted benzene of formula C,H,Cl,_, has exactly
four planes of symmetry?

6.5 Determine the symmetry clements of objects with the same shape
as the boundary surface of (a) an s orbital, (b) a p orbital, (c)a d,,
orbital, (d) a d.,, orbial.

6.6 (a) Determine the symmetry group of an SO ion. (b) What is
the maximum degeneracy of a molecular orbital in this ion? (c) If
the sulfur orbitals arc 3s and 3p, which of them can contribute to
molecular orbitals of this maximum degeneracy?

6.7 (a) Determine the point group of the PF, molecule. (Use VSEPR, if
necessary, to assign geometry.) (b) What is the maximum degeneracy
of its molecular orbitals? (c) Which P3p orbitals contribute to a
molecular orbital of this degeneracy?

220,213, and 83 cm™. Detailed analysis of the 369 and 295 cm™!
bands show them to arise from totally symmetric modes. Show that
the Raman spectrum is consistent with a trigonal-bipyamidal geometry.
6.9 How many vibrational modes does an SO, molecule have (a) in
the plane of the nuclei, (b) perpendicular to the molecular plane?
6.10 What are the symmetry specics of the vibrations of (a) SF,, (b)
BF, that are both IR and Raman active?
6.1 What are the symmetry species of the vibrational modes of a C,,
molecule that are neither IR nor Raman active?
6.12 The [AuCl,]" ion has D, symmetry. Determine the

T of all 3N displac and reduce it o obtain the
symmetry species of the irreducible representations.

6.13 How could IR and Raman spectroscopy be used to distinguish
between: (a) planar and pyramidal forms of P, (b) planar and
90°-twisted forms of B,F, (D, and D, respectively).

6.14 (a) Take the four hydrogen Is orbitals of CH, and determine how
they transform under T,. (b) Confirm that it is possible to reduce this
representation to A, + T,. (c) With which atomic orbitals on C would
it be possible to form MOs with Hls SALCs of symmetry A, + T,?
6.15 Consider CH, . Use the projection operator method to construct
the SALCs of A, + T, symmetry that derive from the four H1s orbitals.

PROBLEMS

6.1 Consider a molecule IF,0, (with I as the central atom). How many
isomers are possible? Assign point group designations to each isomer.
6.2 (a) Determine the point group of the most symmetric planar
conformation of B(OH), and the most symmetric nonplanar

conformation of B(OH),. Assume that the B—O—H bond angles are
109.5° in all conformations. (b) Sketch a conformation of B(OH),
that is chiral, once again keeping all three B—O—H bond angles
equal to 109.5°.

Examples and Selftests

We have provided numerous Worked examples throughout the
text. Each one illustrates an important aspect of the topic under
discussion or provides practice with calculations and problems.

Each Example is followed by a Self-test, where the answer
is provided as a check that the method has been mastered.
Think of Self-tests as in-chapter exercises designed to help
you monitor your progress.

Exercises

There are many brief Exercises at the end of each chapter.
Answers are found in the Answers section and fully worked
answers are available in the separate Solutions manual. The
Exercises can be used to check your understanding and gain
experience and practice in tasks such as balancing equations,
predicting and drawing structures, and manipulating data.

Problems

The Problems are more demanding in content and style than the
Exercises and are often based on a research paper or other addi-
tional source of information. Problems generally require a discur-
sive response and there may not be a single correct answer. They
may be used as essay type questions or for classroom discussion.

New Molecular Modelling Problems
Over the past two decades computational chemistry has
evolved from a highly specialized tool, available to relatively
few researchers, into a powerful and practical alternative to
experimentation, accessible to all chemists. The driving force
behind this evolution is the remarkable progress in computer
technology. Calculations that previously required hours or days
on giant mainframe computers may now be completed in a frac-
tion of time on a personal computer. It is natural and necessary
that computational chemistry finds its way into the undergradu-
ate chemistry curriculum. This requires a hands-on approach,
just as teaching experimental chemistry requires a laboratory.
With this edition we have the addition of new molecular
modelling problems for almost every chapter, which can be
found on the text’s companion web site. The problems were
written to be performed using the popular Spartan Student™
software. With purchase of this text, students can purchase
Wavefunction’s Spartan Student™ at a significant discount
from www.wavefun.com/cart/spartaned.html using the code
WHFICHEM. While the problems are written to be per-
formed using Spartan Student™ they can be completed using
any electronic structure program that allows Hartree-Fock,
density functional, and MP2 calculations.


www.wavefun.com/cart/spartaned.html

About the Book Companion Site

The Book Companion Site which accompanies this book provides teaching and learning
resources to augment the printed book. It is free of charge, and provides additional mater-
ial for download, much of which can be incorporated into a virtual learning environment.

You can access the Book Companion Site by visiting
www.whfreeman.com/ichemS5e

Please note that instructor resources are available only to registered adopters of the text-
book. To register, simply visit www.whfreeman.com/ichem5e and follow the appropriate
links. You will be given the opportunity to select your own username and password, which
will be activated once your adoption has been verified.

Student resources are openly available to all, without registration.

Instructor resources

Artwork

An instructor may wish to use the figures from this text in a lecture. Almost all the figures
are available in PowerPoint® format and can be used for lectures without charge (but not
for commercial purposes without specific permission).

Tables of data

All the tables of data that appear in the chapter text are available and may be used under
the same conditions as the figures.

New Molecular Modelling Problems

With this edition we have the addition of new molecular modelling problems for almost
every chapter, which can be found on the text’s companion web site. The problems were
written to be performed using the popular Spartan Student™ software. With purchase of this
text, students can purchase Wavefunction’s Spartan Student™ at a significant discount from
www.wavefun.com/cart/spartaned.html using the code WHFICHEM. While the problems
are written to be performed using Spartan Student™ they can be completed using any elec-
tronic structure program that allows Hartree-Fock, density functional, and MP2 calculations.

Student resources

3D rotatable molecular structures

Nearly all the numbered molecular structures featured in the book are available in a
three-dimensional, viewable, rotatable form along with many of the crystal structures
and bioinorganic molecules. These have been produced in collaboration with Dr Karl
Harrison, University of Oxford.

Group theory tables
Comprehensive group theory tables are available for downloading.

Videos of chemical reactions

Video clips showing demonstrations of inorganic chemistry reactions are available for
viewing.



www.whfreeman.com/ichem5e
www.whfreeman.com/ichem5e
www.wavefun.com/cart/spartaned.html

Solutions manual

As with the previous edition, Michael Hagerman, Christopher Schnabel, and Kandalam
Ramanujachary have produced the solutions manual to accompany this book. A Solu-
tion Manual (978-142-925255-3) provides completed solutions to most end of chapter
Exercises and Self-tests.

Spartan Student discount
With purchase of this text, students can purchase Wavefunction’s Spartan Student™ at a
significant discountat www.wavefun.com/cart/spartaned.html using the code WHFICHEM.

Answers to Self-tests and Exercises

Please visit the Book Companion Site at www.whfreeman.com/ichemSe/ to download a
PDF document containing answers to the end-of-chapter exercises in this book.


www.wavefun.com/cart/spartaned.html
www.whfreeman.com/ichem5e/
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Glossary of chemical abbreviations

Ac

acac

en
Et
gly
Hal
Pr
KCP

™

€

mes

ox
Ph
phen

py
Sol

soln

THF
TMEDA

trien

acetyl, CH,CO
acetylacetonato

aqueous solution species
2,2'-bipyridine
1,5-cyclooctadiene
cyclooctatetraene

cyclohexyl

cyclopentadienyl
pentamethylcyclopentadienyl
tetraazacyclotetradecane
diethylenetriamine
dimethylsulfoxide
dimethylformamide

hapticity
ethylenediaminetetraacetato
ethylenediamine (1,2-diaminoethane)
ethyl

glycinato

halide

isopropyl

K Pt(CN),Br, -3H,0

a ligand

signifies a bridging ligand

a metal

methyl

mesityl, 2,4,6-trimethylphenyl
an oxidized species

oxalato

phenyl

phenanthroline

pyridine

solvent, or a solvent molecule
nonaqueous solution species
tertiary butyl

tetrahydrofuran

N, N,N’,N’-tetramethylethylenediamine
2,2’.2"-triaminotriethylene
generally halogen, also a leaving group or an anion

an entering group



This page intentionally left blank



PART 1

Foundations

The eight chapters in this part of the book lay the foundations of inorganic chemistry. The first
three chapters develop an understanding of the structures of atoms, molecules, and solids.
Chapter 1 introduces the structure of atoms in terms of quantum theory and describes important
periodic trends in their properties. Chapter 2 develops molecular structure in terms of increasingly
sophisticated models of covalent bonding. Chapter 3 describes ionic bonding and the structures
and properties of a range of typical ionic solids. The next two chapters focus on two major types
of reactions. Chapter 4 introduces the definitions of acids and bases, and uses their properties
to systematize many inorganic reactions. Chapter 5 describes oxidation and reduction, and dem-
onstrates how electrochemical data can be used to predict and explain the outcomes of redox
reactions. Chapter 6 shows how a systematic consideration of the symmetry of molecules can
be used to discuss the bonding and structure of molecules and help interpret the techniques
described in Chapter 8. Chapter 7 describes the coordination compounds of the elements. We
discuss bonding, structure, and reactions of complexes, and see how symmetry considerations
can provide useful insight into this important class of compounds. Chapter 8 provides a toolbox
for inorganic chemistry: it describes a wide range of the instrumental techniques that are used to
identify and determine the structures of compounds.
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Atomic structure

This chapter lays the foundations for the explanation of the trends in the physical and chemical
properties of all inorganic compounds. To understand the behaviour of molecules and solids we
need to understand atoms: our study of inorganic chemistry must therefore begin with a review
of their structures and properties. We begin with discussion of the origin of matter in the solar
system and then consider the development of our understanding of atomic structure and the be-
haviour of electrons in atoms. We introduce quantum theory qualitatively and use the results to
rationalize properties such as atomic radii, ionization energy, electron affinity, and electronegativ-
ity. An understanding of these properties allows us to begin to rationalize the diverse chemical
properties of the more than 110 elements known today.

The observation that the universe is expanding has led to the current view that about 15 billion
years ago the currently visible universe was concentrated into a point-like region that exploded
in an event called the Big Bang. With initial temperatures immediately after the Big Bang of
about 10° K, the fundamental particles produced in the explosion had too much kinetic energy
to bind together in the forms we know today. However, the universe cooled as it expanded, the
particles moved more slowly, and they soon began to adhere together under the influence of
a variety of forces. In particular, the strong force, a short-range but powerful attractive force
between nucleons (protons and neutrons), bound these particles together into nuclei. As the
temperature fell still further, the electromagnetic force, a relatively weak but long-range force
between electric charges, bound electrons to nuclei to form atoms, and the universe acquired
the potential for complex chemistry and the existence of life.

Table 1.1 summarizes the properties of the only subatomic particles that we need to con-
sider in chemistry. All the known elements—by 2008, 112 had been confirmed and several
more are candidates for confirmation—that are formed from these subatomic particles are
distinguished by their atomic number, Z, the number of protons in the nucleus of an atom
of the element. Many elements have a number of isotopes, which are atoms with the same
atomic number but different atomic masses. These isotopes are distinguished by the mass

Table 1.1 Subatomic particles of relevance to chemistry

Practice Symbol Mass/m * Mass number ~ Charge/et  Spin
Electron e~ 5486 X 1074 0 =1 1
Proton p 1.0073 1 aF 1
Neutron n 1.0087 1 0 1
Photon Y 0 0 0 1
Neutrino v c.0 0 0 1
Positron e’ 5486 X 10 * 0 + 1 1
a particle a [ 4He** nucleus ] 4 +2 0
{3 particle [e~ ejected from nucleus] 0 =1 1
v photon Y [electromagnetic radiation from nucleus] 0 0 1

* Masses are expressed relative to the atomic mass constant, m, = 1.6605 X 10~ kg.
t The elementary charge is e = 1.602 X 107 C.
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1 Atomic structure

number, A, which is the total number of protons and neutrons in the nucleus. The mass
number is also sometimes termed more appropriately the nucleon number. Hydrogen, for
instance, has three isotopes. In each case Z = 1, indicating that the nucleus contains one
proton. The most abundant isotope has A = 1, denoted 'H, its nucleus consisting of a sin-
gle proton. Far less abundant (only 1 atom in 6000) is deuterium, with A = 2. This mass
number indicates that, in addition to a proton, the nucleus contains one neutron. The for-
mal designation of deuterium is H, but it is commonly denoted D. The third, short-lived,
radioactive isotope of hydrogen is tritium, *H or T. Its nucleus consists of one proton and
two neutrons. In certain cases it is helpful to display the atomic number of the element as
a left suffix; so the three isotopes of hydrogen would then be denoted {H,2H,and ?H.

The origin of the elements

About two hours after the start of the universe, the temperature had fallen so much that
most of the matter was in the form of H atoms (89 per cent) and He atoms (11 per cent). In
one sense, not much has happened since then for, as Fig. 1.1 shows, hydrogen and helium
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Figure 1.1 The abundances of the elements in the Earth's crust and the Sun. Elements with odd Z are less
stable than their neighbours with even Z.



remain overwhelmingly the most abundant elements in the universe. However, nuclear re-
actions have formed a wide assortment of other elements and have immeasurably enriched
the variety of matter in the universe, and thus given rise to the whole area of chemistry.

1.1 The nucleosynthesis of light elements

Key points: The light elements were formed by nuclear reactions in stars formed from primeval hydro-
gen and helium; total mass number and overall charge are conserved in nuclear reactions; a large bind-
ing energy signifies a stable nucleus.

The earliest stars resulted from the gravitational condensation of clouds of H and He at-
oms. The compression of these clouds under the influence of gravity gave rise to high tem-
peratures and densities within them, and fusion reactions began as nuclei merged together.
The earliest nuclear reactions are closely related to those now being studied in connection
with the development of controlled nuclear fusion.

Energy is released when light nuclei fuse together to give elements of higher atomic
number. For example, the nuclear reaction in which an « particle (a *He nucleus with two
protons and two neutrons) fuses with a carbon-12 nucleus to give an oxygen-16 nucleus
and a y-ray photon (vy) is

12 4 16
CHio— %O+

This reaction releases 7.2 MeV of energy.! Nuclear reactions are very much more ener-
getic than normal chemical reactions because the strong force is much stronger than the
electromagnetic force that binds electrons to nuclei. Whereas a typical chemical reaction
might release about 10° k] mol™!, a nuclear reaction typically releases a million times more
energy, about 10° k] mol™'. In this nuclear equation, the nuclide, a nucleus of specific
atomic number Z and mass number A, is designated 2E , where E is the chemical symbol
of the element. Note that, in a balanced nuclear equation, the sum of the mass numbers of
the reactants is equal to the sum of the mass numbers of the products (12 + 4 = 16). The
atomic numbers sum similarly (6 + 2 = 8) provided an electron, e~, when it appears as a
B particle, is denoted (e and a positron, e*, is denoted %e. A positron is a positively charged
version of an electron: it has zero mass number (but not zero mass) and a single positive
charge. When it is emitted, the mass number of the nuclide is unchanged but the atomic
number decreases by 1 because the nucleus has lost one positive charge. Its emission is
equivalent to the conversion of a proton in the nucleus into a neutron: }p = n+e" +v.A
neutrino, v (nu), is electrically neutral and has a very small (possibly zero) mass.

Elements up to Z = 26 were formed inside stars. Such elements are the products of the
nuclear fusion reactions referred to as ‘nuclear burning’. The burning reactions, which
should not be confused with chemical combustion, involved H and He nuclei and a com-
plicated fusion cycle catalysed by C nuclei. (The stars that formed in the earliest stages of
the evolution of the cosmos lacked C nuclei and used noncatalysed H-burning reactions.)
Some of the most important nuclear reactions in the cycle are

Proton (p) capture by carbon-12: 2C+ip = BN+y
Positron decay accompanied by neutrino (v) emission: N — DC+e* +v
Proton capture by carbon-13: BC+ip = “N+y
Proton capture by nitrogen-14: UN+lp = 30+y
Positron decay, accompanied by neutrino emission: 5O = UN+e +v

1 . 15 1 12 4
Proton capture by nitrogen-135: N+ip = 2C+3a

The net result of this sequence of nuclear reactions is the conversion of four protons
(four 'H nuclei) into an « particle (a “He nucleus):

4'p = Jat+2e +2v+3y

! An electronvolt (1 eV) is the energy required to move an electron through a potential difference of 1 V.
It follows that 1 eV = 1.602 X 107" J, which is equivalent to 96.48 k] mol™'; 1 MeV = 10° eV.

The origin of the elements
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Figure 1.2 Nuclear binding energies. The
greater the binding energy, the more stable
is the nucleus. Note the alternation in
stability shown in the inset.

The reactions in the sequence are rapid at temperatures between 5 and 10 MK (where
1 MK = 10°¢ K). Here we have another contrast between chemical and nuclear reactions,
because chemical reactions take place at temperatures a hundred thousand times lower.
Moderately energetic collisions between species can result in chemical change, but only
highly vigorous collisions can provide the energy required to bring about most nuclear
processes.

Heavier elements are produced in significant quantities when hydrogen burning is
complete and the collapse of the star’s core raises the density there to 10% kg m~3 (about
10° times the density of water) and the temperature to 100 MK. Under these extreme
conditions, helium burning becomes viable. The low abundance of beryllium in the
present-day universe is consistent with the observation that $Be formed by collisions
between a particles goes on to react with more a particles to produce the more stable
carbon nuclide * C:

8 4 12
Bet+ia — C+y

Thus, the helium-burning stage of stellar evolution does not result in the formation of
Be as a stable end product; for similar reasons, low concentrations of Li and B are also
formed. The nuclear reactions leading to these three elements are still uncertain, but they
may result from the fragmentation of C, N, and O nuclei by collisions with high-energy
particles.

Elements can also be produced by nuclear reactions such as neutron (n) capture accom-
panied by proton emission:

14 1 14 1
IN+ n - 2C+p

This reaction still continues in our atmosphere as a result of the impact of cosmic rays
and contributes to the steady-state concentration of radioactive carbon-14 on Earth.

The high abundance of iron and nickel in the universe is consistent with these elements
having the most stable of all nuclei. This stability is expressed in terms of the binding
energy, which represents the difference in energy between the nucleus itself and the same
numbers of individual protons and neutrons. This binding energy is often presented in
terms of a difference in mass between the nucleus and its individual protons and neu-
trons because, according to Einstein’s theory of relativity, mass and energy are related
by E = mc?, where c is the speed of light. Therefore, if the mass of a nucleus differs from
the total mass of its components by Am = m - m then its binding energy is

nucleons nucleus?

E, , = (Am)c*. The binding energy of *°Fe, for example, is the difference in energy between
the °Fe nucleus and 26 protons and 30 neutrons. A positive binding energy corresponds to
a nucleus that has a lower, more favourable, energy (and lower mass) than its constituent
nucleons (Box 1.1).

Figure 1.2 shows the binding energy per nucleon, E,, /A (obtained by dividing the total
binding energy by the number of nucleons), for all the elements. Iron and nickel occur at
the maximum of the curve, showing that their nucleons are bound more strongly than
in any other nuclide. Harder to see from the graph is an alternation of binding energies
as the atomic number varies from even to odd, with even-Z nuclides slightly more stable
than their odd-Z neighbours. There is a corresponding alternation in cosmic abundances,
with nuclides of even atomic number being marginally more abundant than those of odd
atomic number. This stability of even-Z nuclides is attributed to the lowering of energy by
pairing nucleons in the nucleus.

1.2 The nucleosynthesis of heavy elements

Key point: Heavier nuclides are formed by processes that include neutron capture and subsequent
B decay.

Nuclei close to iron are the most stable and heavier elements are produced by a variety of
processes that require energy. These processes include the capture of free neutrons, which
are not present in the earliest stages of stellar evolution but are produced later in reactions
such as

23 4 26 1
1oNa—i— ja o Mg+ on
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BOX 1.1 Nuclear fusion and nuclear fission

If two nuclei with mass numbers lower than 56 merge to produce a new
nucleus with a larger nuclear binding energy, the excess energy is released.
This process is called fusion. For example, two neon-20 nuclei may fuse to
give a calcium-40 nucleus:

22Ne — %Ca
The value of £, /A for Ne is approximately 8.0 MeV. Therefore, the total
binding energy of the species on the lefthand side of the equation is 2 X
20 X 8.0 MeV = 320 MeV. The value of £, , /A for Ca is close to 8.6 MeV
and so the total energy of the species on the righthand side is 40 X 8.6
MeV = 344 MeV. The difference in the binding energies of the products
and reactants is therefore 24 MeV.

For nuclei with A > 56, binding energy can be released when they split
into lighter products with higher values of £ . /A. This process is called
fission. For example, uranium-236 can undergo fission into (among many
other modes) xenon-140 and strontium-93 nuclei:

U > Xe+E Srekn

The values of £ /A for 2°U, °Xe, and *Sr nuclei are 7.6, 8.4, and 8.7 MeV,
respectively. Therefore, the energy released in this reaction is (140 X 8.4) +
(93 X 8.7) — (236 X 7.6) MeV = 191.5 MeV for the fission of each 2**U nucleus.

Fission can also be induced by bombarding heavy elements with
neutrons:

RU+ o — fissionproducts + neutrons

The kinetic energy of fission products from 23°U is about 165 MeV, that of
the neutrons is about 5 MeV, and the -y-rays produced have an energy of
about 7 MeV. The fission products are themselves radioactive and decay
by B- y- and Xradiation, releasing about 23 MeV. In a nuclear fission
reactor the neutrons that are not consumed by fission are captured with
the release of about 10 MeV. The energy produced is reduced by about 10
MeV, which escapes from the reactor as radiation, and about 1 MeV which
remains as undecayed fission products in the spent fuel. Therefore, the total
energy produced for one fission event is about 200 MeV, or 32 pJ. It follows
that about T W of reactor heat (where T W = 1 J s7') corresponds to about
3.1 X 10 fission events per second. A nuclear reactor producing 3 GW has
an electrical output of approximately T GW and corresponds to the fission
of 3 kg of 23°U per day.

The use of nuclear power is controversial in large part on account of
the risks associated with the highly radioactive, long-lived spent fuel. The
declining stocks of fossil fuels, however, make nuclear power very attractive
as it is estimated that stocks of uranium could last for about 100 years. The
cost of uranium ores is currently very low and one small pellet of uranium
oxide generates as much energy as three barrels of oil or 1 tonne of coal.
The use of nuclear power would also drastically reduce the rate of emission
of greenhouse gases. The environmental drawback with nuclear power is
the storage and disposal of radioactive waste and the public's continued
nervousness about possible nuclear accidents and misuse in pursuit of
political ambitions.

Under conditions of intense neutron flux, as in a supernova (one type of stellar explosion),
a given nucleus may capture a succession of neutrons and become a progressively heavier
isotope. However, there comes a point at which the nucleus will eject an electron from the
nucleus as a B particle (a high-velocity electron, e”). Because B decay leaves the mass number
of the nuclide unchanged but increases its atomic number by 1 (the nuclear charge increases
by 1 unit when an electron is ejected), a new element is formed. An example is

Neutron capture:

Followed by B decay accompanied by neutrino emission:

98 1 99
sMo+ n = “Mo+y

99 99 -
Mo — Y Tet+e +v

The daughter nuclide, the product of a nuclear reaction ( J; Tc , an isotope of technetium,
in this example), can absorb another neutron, and the process can continue, gradually

building up the heavier elements (Box 1.2).

BOX 1.2 Technetium—the first synthetic element

A synthetic element is one that does not occur naturally on Earth but
that can be artificially generated by nuclear reactions. The first synthetic
element was technetium (Tc, Z = 43), named from the Greek word for
‘artificial’. Its discovery—more precisely, its preparation—filled a gap in the
periodic table and its properties matched those predicted by Mendeleev.
The longestlived isotope of technetium (**Tc) has a halfife of 4.2 million
years so any produced when the Earth was formed has long since decayed.
Technetium is produced in red giant stars.

The most widely used isotope of technetium is **™Tc, where the ‘m'’
indicates a metastable isotope. Technetium-99m emits high-energy y-rays
but has a relatively short halflife of 6.01 hours. These properties make
the isotope particularly attractive for use in vivo as the y-ray energy is
sufficient for it to be detected outside the body and its half-life means

that most of it will have decayed within 24 hours. Consequently, **™Tc is
widely used in nuclear medicine, for example in radiopharmaceuticals for
imaging and functional studies of the brain, bones, blood, lungs, liver,
heart, thyroid gland, and kidneys. Technetium-99m is generated through
nuclear fission in nuclear power plants but a more useful laboratory
source of the isotope is a technetium generator, which uses the decay
of **Mo to **™Tc. The halflife of ®*Mo is 66 hours, which makes it more
convenient for transport and storage than *°Tc itself. Most commercial
generators are based on **Mo in the form of the molybdate ion, MoO 2-,
adsorbed on Al,0.. The ®Mo0;~ ion decays to the pertechnetate ion,
99mcO,”, which is less tightly bound to the alumina. Sterile saline solution
is washed through a column of the immobilized **Mo and the *™Tc
solution is collected.
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Figure 1.3 The spectrum of atomic
hydrogen and its analysis into series.

EXAMPLE 1.1 Balancing equations for nuclear reactions

Synthesis of heavy elements occurs in the neutron-capture reactions believed to take place in the interior of
cool ‘red giant' stars. One such reaction is the conversion of $ Zn to $?Ga by neutron capture to form $Zn,

which then undergoes B decay. Write balanced nuclear equations for this process.

Answer We use the fact that the sum of the mass numbers and the sum of the atomic numbers on each
side of the equation must be the same. Neutron capture increases the mass number of a nuclide by 1 but
leaves the atomic number (and hence the identity of the element) unchanged:

%Zn+in > S7Zn+ry
The excess energy is carried away as a photon. The loss of an electron from the nucleus by B decay leaves

the mass number unchanged but increases the atomic number by 1. Because zinc has atomic number 30, the
daughter nuclide has Z = 31, corresponding to gallium. Therefore, the nuclear reaction is

69 69 -
win — SGate

In fact, a neutrino is also emitted, but this cannot be inferred from the data as a neutrino is effectively
massless and electrically neutral.

Self-test 1.1 Write the balanced nuclear equation for neutron capture by Br.

The structures of hydrogenic atoms

The organization of the periodic table is a direct consequence of periodic variations in the
electronic structure of atoms. Initially, we consider hydrogen-like or hydrogenic atoms,
which have only one electron and so are free of the complicating effects of electron—
electron repulsions. Hydrogenic atoms include ions such as He™ and C°* (found in stellar
interiors) as well as the hydrogen atom itself. Then we use the concepts these atoms intro-
duce to build up an approximate description of the structures of many-electron atoms (or
polyelectron atoms), which are atoms with more than one electron.

1.3 Spectroscopic information

Key points: Spectroscopic observations on hydrogen atoms suggest that an electron can occupy only
certain energy levels and that the emission of discrete frequencies of electromagnetic radiation occurs
when an electron makes a transition between these levels.

Electromagnetic radiation is emitted when an electric discharge is passed through hydro-
gen gas. When passed through a prism or diffraction grating, this radiation is found to
consist of a series of components: one in the ultraviolet region, one in the visible region,
and several in the infrared region of the electromagnetic spectrum (Fig. 1.3; Box 1.3).
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BOX 1.3 Sodium street lamps

The emission of light when atoms are excited is put to good use in lighting
streets in many parts of the world. The widely used yellow street lamps are
based on the emission of light from excited sodium atoms.

Low pressure sodium (LPS) lamps consist of a glass tube coated with
indium tin oxide (ITO), a solid solution of In,0, with typically 10 per cent
by mass SnO,. The indium tin oxide reflects the infrared radiation and
transmits the visible light. Two inner glass tubes hold solid sodium and
a small amount of neon and argon, the same mixture as found in neon

lights. When the lamp is turned on, the neon and argon emit a red glow
and heat the sodium metal. The sodium rapidly starts to vaporize and
the electrical discharge excites the atoms and they re-emit the energy
as yellow light from the transition 3p — 3s. One advantage of sodium
lamps over other types of street lighting is that their light output does not
diminish with age. They do, however, use more energy towards the end of
their life, which may make them less attractive from environmental and
economic perspectives.

The nineteenth-century spectroscopist Johann Rydberg found that all the wavelengths

(A, lambda) can be described by the expression

1 1 1
=Rl —_-
A [nz nzj

1 2

(1.1)

where R is the Rydberg constant, an empirical constant with the value 1.097 X 107 m~'. The
n are integers, with n, = 1,2,...andn, = n + 1,1, + 2,....The series with , = 1 is called
the Lyman series and lies in the ultraviolet. The series with 7, = 2 lies in the visible region
and is called the Balmer series. The infrared series include the Paschen series (n, = 3) and the

Brackett series (n, = 4).

The structure of the spectrum is explained if it is supposed that the emission of radiation
takes place when an electron makes a transition from a state of energy —hcR/n,? to a state of
energy —hcR/n* and that the difference, which is equal to hcR(1/n,* — 1/n,?),is carried away as
a photon of energy hc/A. By equating these two energies, and cancelling hc, we obtain eqn 1.1.

The question these observations raise is why the energy of the electron in the atom is
limited to the values —hcR/n* and why R has the value observed. An initial attempt to
explain these features was made by Niels Bohr in 1913 using an early form of quantum
theory in which he supposed that the electron could exist in only certain circular orbits.
Although he obtained the correct value of R, his model was later shown to be untenable
as it conflicted with the version of quantum theory developed by Erwin Schrodinger and

Werner Heisenberg in 1926.

1.4 Some principles of quantum mechanics

Key points: Electrons can behave as particles or as waves; solution of the Schrédinger equation gives
wavefunctions, which describe the location and properties of electrons in atoms. The probability of find-
ing an electron at a given location is proportional to the square of the wavefunction. Wavefunctions
generally have regions of positive and negative amplitude, and may undergo constructive or destruc-

tive interference with one another.

In 1924, Louis de Broglie suggested that because electromagnetic radiation could be con-
sidered to consist of particles called photons yet at the same time exhibit wave-like prop-
erties, such as interference and diffraction, then the same might be true of electrons. This
dual nature is called wave—particle duality. An immediate consequence of duality is that
it is impossible to know the linear momentum (the product of mass and velocity) and the
location of an electron (and any particle) simultaneously. This restriction is the content of
Heisenberg’s uncertainty principle, that the product of the uncertainty in momentum and
the uncertainty in position cannot be less than a quantity of the order of Planck’s constant

(specifically, 1%, where &7 = h/2n).

Schroédinger formulated an equation that took account of wave—particle duality and ac-
counted for the motion of electrons in atoms. To do so, he introduced the wavefunction,
i (psi), a mathematical function of the position coordinates x, y, and z which describes the
behaviour of an electron. The Schrodinger equation, of which the wavefunction is a solu-

tion, for an electron free to move in one dimension is

Kinetic energy

contribution Potential energy ~ Total energy

f—ﬁ’z?dl contribution contribution
- + Vx)g(x) = Eg(x)

2m_ dx?

(1.2)
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where m_is the mass of an electron, V is the potential energy of the electron, and E is its
total energy. The Schrodinger equation is a second-order differential equation that can
be solved exactly for a number of simple systems (such as a hydrogen atom) and can be
solved numerically for many more complex systems (such as many-electron atoms and
molecules). However, we shall need only qualitative aspects of its solutions. The generali-
zation of eqn 1.2 to three dimensions is straightforward, but we do not need its explicit
form.

One crucial feature of eqn 1.2 and its analogues in three dimensions is that physi-
cally acceptable solutions exist only for certain values of E. Therefore, the quantiza-
tion of energy, the fact that an electron can possess only certain discrete energies in an
atom, follows naturally from the Schrodinger equation, in addition to the imposition
of certain requirements (‘boundary conditions’) that restrict the number of acceptable
solutions.

A wavefunction contains all the dynamical information possible about the electron, in-
cluding where it is and what it is doing. Specifically, the probability of finding an electron
at a given location is proportional to the square of the wavefunction at that point, ¢>. Ac-
cording to this interpretation, there is a high probability of finding the electron where /?
is large, and the electron will not be found where ¢/ is zero (Fig. 1.4). The quantity ¢/ is
called the probability density of the electron. It is a ‘density’ in the sense that the product
of ¢ and the infinitesimal volume element d7 = dxdydz (where 7 is tau) is proportional
to the probability of finding the electron in that volume. The probability is equal to *dr
if the wavefunction is ‘normalized’. A normalized wavefunction is one that is scaled so that
the total probability of finding the electron somewhere is 1.

Like other waves, wavefunctions in general have regions of positive and negative am-
plitude, or sign. The sign of the wavefunction is of crucial importance when two wave-
functions spread into the same region of space and interact. Then a positive region of one
wavefunction may add to a positive region of the other wavefunction to give a region of
enhanced amplitude. This enhancement is called constructive interference (Fig. 1.5a). It
means that, where the two wavefunctions spread into the same region of space, such as
occurs when two atoms are close together, there may be a significantly enhanced probabil-
ity of finding the electrons in that region. Conversely, a positive region of one wavefunc-
tion may be cancelled by a negative region of the second wavefunction (Fig. 1.5b). This
destructive interference between wavefunctions reduces the probability that an electron
will be found in that region. As we shall see, the interference of wavefunctions is of great
importance in the explanation of chemical bonding. To help keep track of the relative signs
of different regions of a wavefunction in illustrations, we label regions of opposite sign
with dark and light shading (sometimes white in the place of light shading).

1.5 Atomic orbitals

The wavefunction of an electron in an atom is called an atomic orbital. Chemists use
hydrogenic atomic orbitals to develop models that are central to the interpretation of in-
organic chemistry, and we shall spend some time describing their shapes and significance.

(a) Hydrogenic energy levels

Key points: The energy of the bound electron is determined by n, the principal quantum number; in
addition, / specifies the magnitude of the orbital angular momentum and m, specifies the orientation of
that angular momentum.

Each of the wavefunctions obtained by solving the Schrodinger equation for a hydrogenic
atom is uniquely labelled by a set of three integers called quantum numbers. These quan-
tum numbers are designated 7, [, and m2;: 7 is called the principal quantum number, /is the
orbital angular momentum quantum number (formerly the ‘azimuthal quantum number’),
and m, is called the magnetic quantum number. Each quantum number specifies a physical
property of the electron: 7 specifies the energy, / labels the magnitude of the orbital angular
momentum, and 7, labels the orientation of that angular momentum. The value of 7 also
indicates the size of the orbital, with high 7, high-energy orbitals more diffuse than low
n compact, tightly bound, low-energy orbitals. The value of / also indicates the angular
shape of the orbital, with the number of lobes increasing as [ increases. The value of 772, also
indicates the orientation of these lobes.
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The allowed energies are specified by the principal quantum number, #. For a hydro-
genic atom of atomic number Z, they are given by

2
@:—hf? (1.3)
withn =1,2,3,...and
m e*
R=—=:= 1.4
8h’ce} (14)

(The fundamental constants in this expression are given inside the back cover.) The calcu-
lated numerical value of R is 1.097 X 107 m™!, in excellent agreement with the empirical
value determined spectroscopically. For future reference, the value of hcR corresponds to
13.6 eV. The zero of energy (at n = o) corresponds to the electron and nucleus being wide-
ly separated and stationary. Positive values of the energy correspond to unbound states
of the electron in which it may travel with any velocity and hence possess any energy.
The energies given by eqn 1.3 are all negative, signifying that the energy of the electron
in a bound state is lower than a widely separated stationary electron and nucleus. Finally,
because the energy is proportional to 1/7%, the energy levels converge as the energy increases
(becomes less negative, Fig. 1.6).

The value of [ specifies the magnitude of the orbital angular momentum through
{I(I + 1)}'25, with [ = 0, 1, 2,.... We can think of [ as indicating the rate at which
the electron circulates around the nucleus. As we shall see shortly, the third quantum
number 72, specifies the orientation of this momentum, for instance whether the circu-
lation is clockwise or anticlockwise.

(b) Shells, subshells, and orbitals

Key points: All orbitals with a given value of n belong to the same shell, all orbitals of a given shell
with the same value of / belong to the same subshell, and individual orbitals are distinguished by the
value of m,

In a hydrogenic atom, all orbitals with the same value of 7 have the same energy and are
said to be degenerate. The principal quantum number therefore defines a series of shells of
the atom, or sets of orbitals with the same value of # and hence with the same energy and
approximately the same radial extent. Shells with 7 = 1,2, 3 ... are commonly referred to
as K, L, M, ... shells.

The orbitals belonging to each shell are classified into subshells distinguished by a quan-
tum number [. For a given value of 7, the quantum number / can have the values / = 0,
1,..., n — 1, giving n different values in all. For example, the shell with » = 1 consists
of just one subshell with [ = 0, the shell with 7 = 2 consists of two subshells, one with
| = 0 and the other with [ = 1, the shell with #z = 3 consists of three subshells, with values of
[ of 0,1, and 2. It is common practice to refer to each subshell by a letter:

Value of / 0 1 2 3 4
Subshell designation s p d f g

For most purposes in chemistry we need consider only s, p, d, and f subshells.

A subshell with quantum number [ consists of 2/ + 1 individual orbitals. These orbitals
are distinguished by the magnetic quantum number, 72, which can have the 2/ + 1 integer
values from +/ down to —/. This quantum number specifies the component of orbital an-
gular momentum around an arbitrary axis (commonly designated z) passing through the
nucleus. So, for example, a d subshell of an atom (I = 2) consists of five individual atomic
orbitals that are distinguished by the values m, = +2, +1,0, =1, —=2.

A note on good practice Write the sign of m, even when it is positive. Thus, we write m, = +2, not m, = 2.

The practical conclusion for chemistry from these remarks is that there is only one orbit-
al in an s subshell (/ = 0), the one with 72, = 0: this orbital is called an s orbital. There are
three orbitals in a p subshell (/ = 1), with quantum numbers 72, = +1, 0, —1; they are called
p orbitals. The five orbitals of a d subshell (I = 2) are called d orbitals, and so on (Fig. 1.7).
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Figure 1.6 The quantized energy levels of
an Hatom (Z= 1) and an He" ion (Z = 2).
The energy levels of a hydrogenic atom are
proportional to Z2.
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Figure 1.7 The classification of orbitals into
subshells (same value of /) and shells (same
value of n).
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Figure 1.8 Spherical polar coordinates: »
is the radius, 0 (theta) the colatitude, and
¢ (phi) the azimuth.

EXAMPLE 1.2 Identifying orbitals from quantum numbers

Which set of orbitals is defined by n = 4 and / = 1?7 How many orbitals are there in this set?

Answer We need to remember that the principal quantum number n identifies the shell and that the orbital
quantum number / identifies the subshell. The subshell with / = 1 consists of p orbitals. The allowed values
of m =1 1—1,..., —Igive the number of orbitals of that type. In this case, m, = +1, 0, and —1. There
are therefore three 4p orbitals.

Self-test 1.2 Which set of orbitals is defined by the quantum numbers n = 3 and / = 2? How many orbitals
are there in this set?

(c) Electron spin

Key points: The intrinsic spin angular momentum of an electron is defined by the two quantum num-
bers s and m_. Four quantum numbers are needed to define the state of an electron in a hydrogenic
atom.

In addition to the three quantum numbers required to specify the spatial distribution of
an electron in a hydrogenic atom, two more quantum numbers are needed to define the
state of an electron. These additional quantum numbers relate to the intrinsic angular
momentum of an electron, its spin. This evocative name suggests that an electron can be
regarded as having an angular momentum arising from a spinning motion, rather like the
daily rotation of a planet as it travels in its annual orbit around the sun. However, spin is a
quantum mechanical property and this analogy must be viewed with great caution.

Spin is described by two quantum numbers, s and #2_. The former is the analogue of / for
orbital motion but it is restricted to the single, unchangeable value s = 3. The magnitude
of the spin angular momentum is given by the expression {s(s + 1)}"?%, so for an electron
this magnitude is fixed at %\/375 for any electron. The second quantum number, the spin
magnetic quantum number, 72, may take only two values, +1 (anticlockwise spin, imag-
ined from above) and —1 (clockwise spin). The two states are often represented by the
two arrows T (‘spin-up’, m_=+7%) and ! (‘spin-down’, m_=—1%) or by the Greek letters
a and B, respectively.

Because the spin state of an electron must be specified if the state of the atom is to
be specified fully, it is common to say that the state of an electron in a hydrogenic atom
is characterized by four quantum numbers, namely #, [, m, and m_(the fifth quantum
number, s, is fixed at 1).

(d) Nodes

Key point: Regions where wavefunctions pass through zero are called nodes.

Inorganic chemists generally find it adequate to use visual representations of atomic or-
bitals rather than mathematical expressions. However, we need to be aware of the math-
ematical expressions that underlie these representations.

Because the potential energy of an electron in the field of a nucleus is spherically sym-
metric (it is proportional to Z/r and independent of orientation relative to the nucleus), the
orbitals are best expressed in terms of the spherical polar coordinates defined in Fig. 1.8.
In these coordinates, the orbitals all have the form

Variation with radius ~ Variation with angle
—_— —_—

Uy = R,(r) X Y, (6,4) (1.5)
This expression expresses the simple idea that a hydrogenic orbital can be written as the
product of a function R(r) of the radius and a function Y(6,¢) of the angular coordinates.
The positions where either component of the wavefunction passes through zero are called
nodes. Consequently, there are two types of nodes. Radial nodes occur where the radial
component of the wavefunction passes through zero and angular nodes occur where the
angular component of the wavefunction passes through zero. The numbers of both types
of node increase with increasing energy and are related to the quantum numbers 7 and .



The structures of hydrogenic atoms

(e) The radial variation of atomic orbitals

Key point: An s orbital has nonzero amplitude at the nucleus; all other orbitals (those with / > 0) van-

ish at the nucleus.

Figures 1.9 and 1.10 show the radial variation of some atomic orbitals. A 1s orbital, the
wavefunction with » = 1, = 0, and m, = 0, decays exponentially with distance from
the nucleus and never passes through zero. All orbitals decay exponentially at sufficiently
great distances from the nucleus and this distance increases as 7 increases. Some orbitals
oscillate through zero close to the nucleus and thus have one or more radial nodes before
beginning their final exponential decay. As the principal quantum number of an electron
increases, it is found further away from the nucleus and its energy increases.

An orbital with quantum numbers 7 and / in general has 7 — [ — 1 radial nodes. This os-
cillation is evident in the 2s orbital, the orbital with » = 2,/ = 0, and m, = 0, which passes
through zero once and hence has one radial node. A 3s orbital passes through zero twice
and so has two radial nodes. A 2p orbital (one of the three orbitals with n = 2 and [ = 1)
has no radial nodes because its radial wavefunction does not pass through zero anywhere.
However, a 2p orbital, like all orbitals other than s orbitals, is zero at the nucleus. For any
series of the same type of orbital, the first occurrence has no radial nodes, the second has
one radial node, and so on.

Although an electron in an s orbital may be found at the nucleus, an electron in any
other type of orbital will not be found there. We shall soon see that this apparently minor
detail, which is a consequence of the absence of orbital angular momentum when [ = 0, is
one of the key concepts for understanding chemistry.

EXAMPLE 1.3 Predicting numbers of radial nodes

How many radial nodes do 3p, 3d, and 4f orbitals have?

Answer We need to make use of the fact that the number of radial nodes is given by the expression
n—I/— 1anduse it to find the values of n and /. The 3p orbitals have n = 3 and / = 1 and the number of
radial nodes will be n — | — 1 = 1. The 3d orbitals have n = 3 and / = 2. Therefore, the number of radial
nodes will n — / — 1 = 0. The 4f orbitals have n = 4 and / = 3 and the number of radial nodes will be
n — [ — 1= 0.The 3d and 4f orbitals are the first occurrence of the d and f orbitals so this also indicates
that they will have no radial nodes.

Self-test 1.3 How many radial nodes does a 5s orbital have?

() The radial distribution function

Key point: A radial distribution function gives the probability that an electron will be found at a given
distance from the nucleus, regardless of the direction.

The Coulombic (electrostatic) force that binds the electron is centred on the nucleus, so it
is often of interest to know the probability of finding an electron at a given distance from
the nucleus, regardless of its direction. This information enables us to judge how tightly
the electron is bound. The total probability of finding the electron in a spherical shell of
radius 7 and thickness dr is the integral of /*dr over all angles. This result is written P(r)
dr, where P(r) is called the radial distribution function. In general,

P(r) = 7 R(r)? (1.6)

(For s orbitals, this expression is the same as P = 4nri)?.) If we know the value of P at
some radius 7, then we can state the probability of finding the electron somewhere in a
shell of thickness dr at that radius simply by multiplying P by dr. In general, a radial distri-
bution function for an orbital in a shell of principal quantum number 7 has 7 — 1 peaks,
the outermost peak being the highest.

Because the wavefunction of a 1s orbital decreases exponentially with distance from
the nucleus and the factor 72 in eqn 1.6 increases, the radial distribution function of a 1s
orbital goes through a maximum (Fig. 1.11). Therefore, there is a distance at which the
electron is most likely to be found. In general, this most probable distance decreases as the
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Figure 1.9 The radial wavefunctions of
the Ts, 2s, and 3s hydrogenic orbitals. Note
that the number of radial nodes is 0, 1, and
2, respectively. Each orbital has a nonzero
amplitude at the nucleus (at r = 0).
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Figure 1.10 The radial wavefunctions of
the 2p and 3p hydrogenic orbitals. Note
that the number of radial nodes is 0 and T,
respectively. Each orbital has zero amplitude
at the nucleus (at r = 0).



1 Atomic structure
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Figure 1.11 The radial distribution function
of a hydrogenic 1s orbital. The product of
41tr? (which increases as r increases) and

2 (which decreases exponentially) passes
through a maximum atr = a,/Z.
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Figure 1.12 The radial distribution
functions of hydrogenic orbitals. Although
the 2p orbital is on average closer to the
nucleus (note where its maximum lies), the
2s orbital has a high probability of being
close to the nucleus on account of the inner
maximum.

Figure 1.13 The spherical boundary surface
of an s orbital.

nuclear charge increases (because the electron is attracted more strongly to the nucleus),
and specifically

A (1.7)

where a, is the Bohr radius, a, = & /*/mm e, a quantity that appeared in Bohr’s formula-
tion of his model of the atom; its numerical value is 52.9 pm. The most probable distance
increases as 7 increases because the higher the energy, the more likely it is that the electron
will be found far from the nucleus.

EXAMPLE 1.4 Interpreting radial distribution functions

Figure 1.12 shows the radial distribution functions for 2s and 2p hydrogenic orbitals. Which orbital gives
the electron a greater probability of close approach to the nucleus?

Answer By examining Fig. 1.12 we can see that the radial distribution function of a 2p orbital approaches
zero near the nucleus faster than a 2s electron does. This difference is a consequence of the fact that a
2p orbital has zero amplitude at the nucleus on account of its orbital angular momentum. Thus, the 2s
electron has a greater probability of close approach to the nucleus.

Self-test 1.4 Which orbital, 3p or 3d, gives an electron a greater probability of being found close to the
nucleus?

(g) The angular variation of atomic orbitals

Key points: The boundary surface of an orbital indicates the region of space within which the electron
is most likely to be found; orbitals with the quantum number / have / nodal planes.

The angular wavefunction expresses the variation of angle around the nucleus and this de-
scribes the orbital’s angular shape. An s orbital has the same amplitude at a given distance
from the nucleus whatever the angular coordinates of the point of interest: that is, an s or-
bital is spherically symmetrical. The orbital is normally represented by a spherical surface
with the nucleus at its centre. The surface is called the boundary surface of the orbital, and
defines the region of space within which there is a high (typically 90 per cent) probability
of finding the electron. The planes on which the angular wavefunction passes through zero
are called angular nodes or nodal planes. An electron will not be found anywhere on a
nodal plane. A nodal plane cuts through the nucleus and separates the regions of positive
and negative sign of the wavefunction.

In general, an orbital with the quantum number / has / nodal planes. An s orbital, with
[ = 0, has no nodal planes and the boundary surface of the orbital is spherical (Fig. 1.13).

All orbitals with / > 0 have amplitudes that vary with angle. In the most common graphi-
cal representation, the boundary surfaces of the three p orbitals of a given shell are identi-
cal apart from the fact that their axes lie parallel to each of the three different Cartesian
axes centred on the nucleus, and each one possesses a nodal plane passing through the
nucleus (Fig. 1.14). This representation is the origin of the labels p_, P, and p,, which are

4
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Figure 1.14 The boundary surfaces of p orbitals. Each orbital has one nodal plane running through the
nucleus. For example, the nodal plane of the p orbital is the xy-plane. The lightly shaded lobe has a positive
amplitude, the more darkly shaded one is negative.



alternatives to the use of 7, to label the individual orbitals. Each p orbital, with / = 1, has a
single nodal plane.

The boundary surfaces and labels we use for the d and f orbitals are shown in Figs 1.15
and 1.16, respectively. The d , orbital looks different from the remaining d orbitals. There
are in fact six possible combinations of double dumb-bell shaped orbitals around three
axes: three with lobes between the axes, as in dxy, dyz, and d_, and three with lobes along
the axis. One of these orbitals is d,, . The d , orbital can be thought of as the superposi-
tion of two contributions, one with lobes along the z- and x-axes and the other with lobes
along the z- and y-axes. Note that a d orbital with (/ = 2) has two nodal planes that inter-
sect at the nucleus; a typical f orbital (I = 3) has three nodal planes.

Many-electron atoms

As we have remarked, a ‘many-electron atom’ is an atom with more than one electron,
so even He, with two electrons, is technically a many-electron atom. The exact solution
of the Schrodinger equation for an atom with N electrons would be a function of the 3N
coordinates of all the electrons. There is no hope of finding exact formulas for such com-
plicated functions; however, it is straightforward to perform numerical computations by
using widely available software to obtain precise energies and probability densities. This
software can also generate graphical representations of the resulting orbitals that can as-
sist in the interpretation of the properties of the atom. For most of inorganic chemistry we
rely on the orbital approximation, in which each electron occupies an atomic orbital that
resembles those found in hydrogenic atoms. When we say that an electron ‘occupies’ an
atomic orbital, we mean that it is described by the corresponding wavefunction.

Many-electron atoms

Figure 1.15 One representation of the
boundary surfaces of the d orbitals. Four

of the orbitals have two perpendicular
nodal planes that intersect in a line passing
through the nucleus. In the d , orbital, the
nodal surface forms two cones that meet at
the nucleus.

Figure 1.16 One representation of the
boundary surfaces of the f orbitals. Other
representations (with different shapes) are
also sometimes encountered.
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Figure 1.17 The electron at the r radius
experiences a repulsion from the total
charge within the sphere of radius r; charge
outside that radius has no net effect.
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Figure 1.18 The penetration of a 2s
electron through the inner core is greater
than that of a 2p electron because the
latter vanishes at the nucleus. Therefore, the
2s electrons are less shielded than the 2p
electrons.

1.6 Penetration and shielding

Key points: The ground-state electron configuration is a specification of the orbital occupation of an
atom in its lowest energy state. The exclusion principle forbids more than two electrons to occupy a
single orbital. The nuclear charge experienced by an electron is reduced by shielding by other electrons.
Trends in effective nuclear charge can be used to rationalize the trends in many properties. As a result
of the combined effects of penetration and shielding, the order of energy levels in a shell of a many-
electron atomiss<p<d<f.

It is quite easy to account for the electronic structure of the helium atom in its ground
state, its state of lowest energy. According to the orbital approximation, we suppose that
both electrons occupy an atomic orbital that has the same spherical shape as a hydrogenic
1s orbital. However, the orbital will be more compact because, as the nuclear charge of
helium is greater than that of hydrogen, the electrons are drawn in towards the nucleus
more closely than is the one electron of an H atom. The ground-state configuration of an
atom is a statement of the orbitals its electrons occupy in the ground state. For helium,
with two electrons in the 1s orbital, the ground-state configuration is denoted 1s* (read
‘one s two’).

As soon as we come to the next atom in the periodic table, lithium (Z = 3), we en-
counter several major new features. The configuration 1s° is forbidden by a fundamental
feature of nature known as the Pauli exclusion principle:

No more than two electrons may occupy a single orbital and, if two do occupy a single
orbital, then their spins must be paired.

By ‘paired’ we mean that one electron spin must be T and the other |; the pair is denoted
Tl. Another way of expressing the principle is to note that, because an electron in an atom
is described by four variable quantum numbers, 7, [, 7, and 7, no two electrons can have
the same four quantum numbers. The Pauli principle was introduced originally to account
for the absence of certain transitions in the spectrum of atomic helium.

Because the configuration 1s? is forbidden by the Pauli exclusion principle, the third
electron must occupy an orbital of the next higher shell, the shell with 7z = 2. The question
that now arises is whether the third electron occupies a 2s orbital or one of the three 2p
orbitals. To answer this question, we need to examine the energies of the two subshells and
the effect of the other electrons in the atom. Although 2s and 2p orbitals have the same
energy in a hydrogenic atom, spectroscopic data and calculations show that this is not the
case in a many-electron atom.

In the orbital approximation we treat the repulsion between electrons in an approxi-
mate manner by supposing that the electronic charge is distributed spherically around the
nucleus. Then each electron moves in the attractive field of the nucleus and experiences an
average repulsive charge from the other electrons. According to classical electrostatics, the
field that arises from a spherical distribution of charge is equivalent to the field generated
by a single point charge at the centre of the distribution (Fig. 1.17). This negative charge
reduces the actual charge of the nucleus, Ze, to Z e, where Z . (more precisely, Z .e) is
called the effective nuclear charge. This effective nuclear charge depends on the values of 7
and / of the electron of interest because electrons in different shells and subshells approach
the nucleus to different extents. The reduction of the true nuclear charge to the effect-
ive nuclear charge by the other electrons is called shielding. The effective nuclear charge
is sometimes expressed in terms of the true nuclear charge and an empirical shielding
constant, o, by writing Z . = Z — ¢. The shielding constant can be determined by fitting
hydrogenic orbitals to those computed numerically.

The closer to the nucleus that an electron can approach, the closer is the value of Z  to Z
itself because the electron is repelled less by the other electrons present in the atom. With this
point in mind, consider a 2s electron in the Li atom. There is a nonzero probability that the
2s electron can be found inside the 1s shell and experience the full nuclear charge (Fig. 1.18).
The presence of an electron inside shells of other electrons is called penetration. A 2p electron
does not penetrate so effectively through the core, the filled inner shells of electrons, because its
wavefunction goes to zero at the nucleus. As a consequence, it is more fully shielded from the
nucleus by the core electrons. We can conclude that a 2s electron has a lower energy (is bound
more tightly) than a 2p electron, and therefore that the 2s orbital will be occupied before the
2p orbitals, giving a ground-state electron configuration for Li of 1s?2s. This configuration is
commonly denoted [He]2s', where [He] denotes the atom’s helium-like 1s? core.



Table 1.2 Effective nuclear charge, Z

H He
V4 1 2
1s 1.00 1.69
Li Be B © N (0] F Ne
V4 3 4 5 6 7 8 9 10
1s 2.69 3.68 4.68 5.67 6.66 7.66 8.65 9.64
2s 1.28 1.91 2.58 3.22 3.85 4.49 5.13 5.76
2p 242 3.14 3.83 4.45 5.10 5.76
Na Mg Al Si P S cl Ar
Z 11 12 13 14 15 16 17 18
1s 10.63 11.61 12.59 13.57 14.56 15.54 16.52 17.51
2s 6.57 7.39 8.21 9.02 9.82 10.63 11.43 12.23
2p 6.80 7.83 8.96 9.94 10.96 11.98 12.99 14.01
3s 2.51 3.31 4.12 4.90 5.64 6.37 7.07 7.76
3p 4.07 4.29 4.89 5.48 6.12 6.76

The pattern of energies in lithium, with 2s lower than 2p, and in general ns lower than
np, is a general feature of many-electron atoms. This pattern can be seen from Table 1.2,
which gives the values of Z  for a number of valence-shell atomic orbitals in the ground-
state electron configuration of atoms. The typical trend in effective nuclear charge is an
increase across a period, for in most cases the increase in nuclear charge in successive
groups is not cancelled by the additional electron. The values in the table also confirm that
an s electron in the outermost shell of the atom is generally less shielded than a p electron
of that shell. So, for example, Z . = 5.13 for a 2s electron in an F atom, whereas for a 2p
electron Z , = 5.10, a lower value. Similarly, the effective nuclear charge is larger for an
electron in an np orbital than for one in an #nd orbital.

As a result of penetration and shielding, the order of energies in many-electron atoms is
typically ns < np < nd < nf because, in a given shell, s orbitals are the most penetrating
and f orbitals are the least penetrating. The overall effect of penetration and shielding is
depicted in the energy-level diagram for a neutral atom shown in Fig. 1.19.

Figure 1.20 summarizes the energies of the orbitals through the periodic table. The ef-
fects are quite subtle, and the order of the orbitals depends strongly on the numbers of
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Figure 1.19 A schematic diagram of the
energy levels of a many-electron atom

with Z < 21 (as far as calcium). There is a
change in order for Z = 21 (from scandium
onwards). This is the diagram that justifies
the building-up principle, with up to two
electrons being allowed to occupy each
orbital.

Figure 1.20 A more detailed portrayal of
the energy levels of many-electron atoms
in the periodic table. The inset shows a
magnified view of the order near Z = 20,
where the 3d series of elements begins.



1 Atomic structure

electrons present in the atom and may change on ionization. For example, the effects of
penetration are very pronounced for 4s electrons in K and Ca, and in these atoms the 4s
orbitals lie lower in energy than the 3d orbitals. However, from Sc through Zn, the 3d
orbitals in the neutral atoms lie close to but lower than the 4s orbitals. In atoms from Ga
(Z = 31) onwards, the 3d orbitals lie well below the 4s orbital in energy, and the outer-
most electrons are unambiguously those of the 4s and 4p subshells.

1.7 The building-up principle

The ground-state electron configurations of many-electron atoms are determined experi-
mentally by spectroscopy and are summarized in Resource section 2. To account for them,
we need to consider both the effects of penetration and shielding on the energies of the
orbitals and the role of the Pauli exclusion principle. The building-up principle (which
is also known as the Aufbau principle and is described below) is a procedure that leads
to plausible ground-state configurations. It is not infallible, but it is an excellent starting
point for the discussion. Moreover, as we shall see, it provides a theoretical framework for
understanding the structure and implications of the periodic table.

(a) Ground-state electron configurations

Key points: The order of occupation of atomic orbitals follows the order 1s, 2s, 2p, 3s, 3p, 4s, 3d,
4p, . ... Degenerate orbitals are occupied singly before being doubly occupied; certain modifications of
the order of occupation occur for d and f orbitals.

According to the building-up principle, orbitals of neutral atoms are treated as being oc-
cupied in the order determined in part by the principal quantum number and in part by
penetration and shielding:

Order of occupation: 1s 2s 3s 3p 4s 3d 4p...

Each orbital can accommodate up to two electrons. Thus, the three orbitals in a p subshell
can accommodate a total of six electrons and the five orbitals in a d subshell can accom-
modate up to ten electrons. The ground-state configurations of the first five elements are
therefore expected to be

H He Li Be B
1s! 1s? 1s?2s! 1s%2s? 1s2s2p!

This order agrees with experiment. When more than one orbital of the same energy is
available for occupation, such as when the 2p orbitals begin to be filled in B and C, we
adopt Hund’s rule:

When more than one orbital has the same energy, electrons occupy separate orbitals and

do so with parallel spins (TT).

The occupation of separate orbitals of the same value of / (such as a p,_ orbital and a p,
orbital) can be understood in terms of the weaker repulsive interactions that exist between
electrons occupying different regions of space (electrons in different orbitals) than between
those occupying the same region of space (electrons in the same orbital). The requirement
of parallel spins for electrons that do occupy different orbitals is a consequence of a quan-
tum mechanical effect called spin correlation, the tendency for two electrons with parallel
spins to stay apart from one another and hence to repel each other less. One consequence
of this effect is that half-filled shells of electrons with parallel spins are particularly stable.
For example, the ground state of the chromium atom is 4s'3d° rather than 4s?3d*. Further
examples of the effect of spin correlation will be seen later in this chapter.

It is arbitrary which of the p orbitals of a subshell is occupied first because they are
degenerate, but it is common to adopt the alphabetical order p, p, p_. It then follows
from the building-up principle that the ground-state configuration of C is 1s*2s’2p 2p|
or, more simply, 1s?2s?2p?. If we recognize the helium-like core (1s?), an even briefer no-
tation is [He|2s?2p?, and we can think of the electronic valence structure of the atom as
consisting of two paired 2s electrons and two parallel 2p electrons surrounding a closed
helium-like core. The electron configurations of the remaining elements in the period are
similarly



C N O F Ne
[He]2s?2p? [He]2s?2p®  [He]2s?2p*  [He]2s22p®  [He]2s22p®
The 2s22p® configuration of neon is another example of a closed shell, a shell with its full

complement of electrons. The configuration 1s22s22p® is denoted [Ne| when it occurs as
a core.

EXAMPLE 1.5 Accounting for trends in effective nuclear charge

The increase in Z . between C and N is 0.69 whereas the increase between N and O is only 0.62. Suggest
a reason why the increase in Z . for a 2p electron is smaller between N and O than between C and N given
the configurations of the atoms listed above.

Answer We need to identify the general trend and then think about an additional effect that might
modify it. In this case, we expect to see an increase in effective nuclear charge across a period. However,
on going from C to N, the additional electron occupies an empty 2p orbital whereas on going from N to
0, the additional electron must occupy a 2p orbital that is already occupied by one electron. It therefore
experiences stronger electron-electron repulsion, and the increase in Z . is not as great.

Self-test 1.5 Account for the larger increase in effective nuclear charge for a 2p electron on going from B
to C compared with a 2s electron on going from Li to Be.

The ground-state configuration of Na is obtained by adding one more electron to a
neon-like core, and is [Ne]3s!, showing that it consists of a single electron outside a com-
pletely filled 1s22s?2p® core. Now a similar sequence of filling subshells begins again, with
the 3s and 3p orbitals complete at argon, with configuration [Ne]3s23p®, which can be
denoted [Ar]. Because the 3d orbitals are so much higher in energy, this configuration is ef-
fectively closed. Moreover, the 4s orbital is next in line for occupation, so the configuration
of K is analogous to that of Na, with a single electron outside a noble-gas core: specifically,
it is [Ar]4s'. The next electron, for Ca, also enters the 4s orbital, giving [Ar]4s?, which is
the analogue of Mg. However, in the next element, Sc, the added electron occupies a 3d
orbital, and filling of the d orbitals begins.

(b) Exceptions

The energy levels in Figs 1.19 and 1.20 are for individual atomic orbitals and do not fully
take into account repulsion between electrons. For elements with an incompletely filled
d subshell, the determination of actual ground states by spectroscopy and calculation shows
that it is advantageous to occupy orbitals predicted to be higher in energy (the 4s orbitals).
The explanation for this order is that the occupation of orbitals of higher energy can result
in a reduction in the repulsions between electrons that would occur if the lower-energy
3d orbitals were occupied. It is essential when assessing the total energy of the electrons
to consider all contributions to the energy of a configuration, not merely the one-electron
orbital energies. Spectroscopic data show that the ground-state configurations of these
atoms are mostly of the form 3d"4s?, with the 4s orbitals fully occupied despite individual
3d orbitals being lower in energy.

An additional feature, another consequence of spin correlation, is that in some cases
a lower total energy may be obtained by forming a half-filled or filled d subshell, even
though that may mean moving an s electron into the d subshell. Therefore, as a half-filled
d shell is approached the ground-state configuration is likely to be d’s' and not d*s? (as for
Cr). As a full d subshell is approached the configuration is likely to be d'%s! rather than d’s?
(as for Cu) or d'%° rather than d®? (as for Pd). A similar effect occurs where f orbitals are
being occupied, and a d electron may be moved into the f subshell so as to achieve an f” or
an ' configuration, with a net lowering of energy. For instance, the ground-state electron
configuration of Gd is [Xe]4f75d'6s? and not [Xe]4f%6s.

For cations and complexes of the d-block elements the removal of electrons reduces the
complicating effects of electron—electron repulsions and the 3d orbital energies fall well
below that of the 4s orbitals. Consequently, all d-block cations and complexes have d”
configurations and no electrons in the outermost s orbitals. For example, the configura-
tion of Fe is [Ar]3d®4s* whereas that of [Fe(CO),] is [Ar]3d® and Fe** is [Ar]3d°®. For the

Many-electron atoms
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purposes of chemistry, the electron configurations of the d-block ions are more important
than those of the neutral atoms. In later chapters (starting in Chapter 19), we shall see
the great significance of the configurations of the d-metal ions, for the subtle modulations
of their energies provide the basis for the explanations of important properties of their
compounds.

EXAMPLE 1.6 Deriving an electron configuration

Predict the ground-state electron configurations of (a) Ti and (b) Ti**.

Answer We need to use the building-up principle and Hund's rule to populate atomic orbitals with electrons.
(a) For the neutral atom, for which Z = 22, we must add 22 electrons in the order specified above, with
no more than two electrons in any one orbital. This procedure results in the configuration [Ar]4s23d?, with
the two 3d electrons in different orbitals with parallel spins. However, because the 3d orbitals lie below
the 4s orbitals for elements beyond Ca, it is appropriate to reverse the order in which they are written. The
configuration is therefore reported as [Ar]3d*4s?. (b) The cation has 19 electrons. We should fill the orbitals
in the order specified above remembering, however, that the cation will have a d” configuration and no
electrons in the s orbital. The configuration of Ti** is therefore [Ar]3d'.

Self-test 1.6 Predict the ground-state electron configurations of Ni and Ni?*.

1.8 The classification of the elements

Key points: The elements are broadly divided into metals, nonmetals, and metalloids according to
their physical and chemical properties; the organization of elements into the form resembling the mod-
ern periodic table is accredited to Mendeleev.

A useful broad division of elements is into metals and nonmetals. Metallic elements (such
as iron and copper) are typically lustrous, malleable, ductile, electrically conducting solids
at about room temperature. Nonmetals are often gases (oxygen), liquids (bromine), or sol-
ids that do not conduct electricity appreciably (sulfur). The chemical implications of this
classification should already be clear from introductory chemistry:

1. Metallic elements combine with nonmetallic elements to give compounds that are
typically hard, nonvolatile solids (for example sodium chloride).

2. When combined with each other, the nonmetals often form volatile molecular
compounds (for example phosphorus trichloride).

3. When metals combine (or simply mix together) they produce alloys that have most of
the physical characteristics of metals (for example brass from copper and zinc).

Some elements have properties that make it difficult to classify them as metals or nonmet-
als. These elements are called metalloids. Examples of metalloids are silicon, germanium,
arsenic, and tellurium.

A note on good practice You will sometimes see metalloids referred to as ‘semi-metals’. This name
is best avoided because a semi-metal has a well defined and quite distinct meaning in physics (see
Section 3.19).

(a) The periodic table

A more detailed classification of the elements is the one devised by Dmitri Mendeleev in
1869; this scheme is familiar to every chemist as the periodic table. Mendeleev arranged
the known elements in order of increasing atomic weight (molar mass). This arrangement
resulted in families of elements with similar chemical properties, which he arranged into
the groups of the periodic table. For example, the fact that C, Si, Ge, and Sn all form
hydrides of the general formula EH, suggests that they belong to the same group. That N,
P, As, and Sb all form hydrides with the general formula EH, suggests that they belong to
a different group. Other compounds of these elements show family similarities, as in the
formulas CF, and SiF, in the first group, and NF, and PF, in the second.
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Mendeleev concentrated on the chemical properties of the elements. At about the same
time Lothar Meyer in Germany was investigating their physical properties, and found
that similar values repeated periodically with increasing molar mass. Figure 1.21 shows a
classic example, where the molar volume of the element (its volume per mole of atoms) at
1 bar and 298 K is plotted against atomic number.

Mendeleev provided a spectacular demonstration of the usefulness of the periodic table
by predicting the general chemical properties, such as the numbers of bonds they form, of
unknown elements corresponding to gaps in his original periodic table. (He also predicted
elements that we now know cannot exist and denied the presence of elements that we now
know do exist, but that is overshadowed by his positive achievement and has been quietly
forgotten.) The same process of inference from periodic trends is still used by inorganic
chemists to rationalize trends in the physical and chemical properties of compounds and
to suggest the synthesis of previously unknown compounds. For instance, by recognizing
that carbon and silicon are in the same family, the existence of alkenes R,C=CR, suggests
that R Si=SiR, ought to exist too. Compounds with silicon—silicon double bonds (disila-
ethenes) do indeed exist, but it was not until 1981 that chemists succeeded in isolating one.
The periodic trends in the properties of the elements are explored further in Chapter 9.

(b) The format of the periodic table

Key points: The blocks of the periodic table reflect the identity of the orbitals that are occupied last in
the building-up process. The period number is the principal quantum number of the valence shell. The
group number is related to the number of valence electrons.

The layout of the periodic table reflects the electronic structure of the atoms of the ele-
ments (Fig. 1.22). We can now see, for instance, that a block of the table indicates the type
of subshell currently being occupied according to the building-up principle. Each period,
or row, of the table corresponds to the completion of the s and p subshells of a given shell.
The period number is the value of the principal quantum number 7 of the shell which ac-
cording to the building-up principle is currently being occupied in the main groups of the
table. For example, Period 2 corresponds to the # = 2 shell and the filling of the 2s and
2p subshells.

The group numbers, G, are closely related to the number of electrons in the valence
shell, the outermost shell of the atom. In the ‘1-18” numbering system recommended by

[UPAC:
Block: s p d

Number of electrons in valence shell: G G-10 G

Many-electron atoms

Figure 1.21 The periodic variation of molar
volume with atomic number.
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For the purpose of this expression, the ‘valence shell’ of a d-block element consists of the #s
and (nz — 1)d orbitals, so a Sc atom has three valence electrons (two 4s and one 3d electron).
The number of valence electrons for the p-block element Se (Group 16) is 16 — 10 = 6,
which corresponds to the configuration s*p*.

EXAMPLE 1.7 Placing elements within the periodic table.

State to which period, group, and block of the periodic table the element with the electron configuration
1522522p%3s23p* belongs. Identify the element.

Answer We need to remember that the period number is given by the principal quantum number, n, that
the group number can be found from the number of valence electrons, and that the identity of the block
is given by the type of orbital last occupied according to the building-up principle. The valence electrons
have n = 3, therefore the element is in Period 3 of the periodic table. The six valence electrons identify the
element as a member of Group 16. The electron added last is a p electron, so the element is in the p block.
The element is sulfur.

Self-test 1.7 State to which period, group, and block of the periodic table the element with the electron
configuration 1s22s22p®3s23p®4s? belongs. Identify the element.

1.9 Atomic properties

Certain characteristic properties of atoms, particularly their radii and the energies associ-
ated with the removal and addition of electrons, show regular periodic variations with
atomic number. These atomic properties are of considerable importance for understanding
the chemical properties of the elements and are discussed further in Chapter 9. A knowl-
edge of these trends enables chemists to rationalize observations and predict likely chemi-
cal and structural behaviour without having to refer to tabulated data for each element.

(a) Atomic and ionic radii

Key points: Atomic radii increase down a group and, within the s and p blocks, decrease from left to right
across a period. The lanthanide contraction results in a decrease in atomic radius for elements following the
f block. All monatomic anions are larger than their parent atoms and all monatomic cations are smaller.



One of the most useful atomic characteristics of an element is the size of its atoms and
ions. As we shall see in later chapters, geometrical considerations are central to explaining
the structures of many solids and individual molecules. In addition, the average distance
of electrons from the nucleus of an atom correlates with the energy needed to remove it in
the process of forming a cation.

An atom does not have a precise radius because far from the nucleus the electron density
falls off only exponentially (but sharply). However, we can expect atoms with numerous
electrons to be larger, in some sense, than atoms that have only a few electrons. Such con-
siderations have led chemists to propose a variety of definitions of atomic radius on the
basis of empirical considerations.

The metallic radius of a metallic element is defined as half the experimentally determined
distance between the centres of nearest-neighbour atoms in the solid (Fig. 1.23a, but see Sec-
tion 3.7 for a refinement of this definition). The covalent radius of a nonmetallic element is
similarly defined as half the internuclear distance between neighbouring atoms of the same
element in a molecule (Fig. 1.23b). We shall refer to metallic and covalent radii jointly as
atomic radii (Table 1.3). The periodic trends in metallic and covalent radii can be seen from
the data in the table and are illustrated in Fig. 1.24. As will be familiar from introductory
chemistry, atoms may be linked by single, double, and triple bonds, with multiple bonds
shorter than single bonds between the same two elements. The ionic radius (Fig. 1.23¢) of an
element is related to the distance between the centres of neighbouring cations and anions in
an ionic compound. An arbitrary decision has to be taken on how to apportion the cation—
anion distance between the two ions. There have been many suggestions: in one common
scheme, the radius of the O? ion is taken to be 140 pm (Table 1.4; see Section 3.7 for a re-
finement of this definition). For example, the ionic radius of Mg?* is obtained by subtracting
140 pm from the internuclear distance between adjacent Mg?* and O~ ions in solid MgO.

The data in Table 1.3 show that atomic radii increase down a group, and that they de-
crease from left to right across a period. These trends are readily interpreted in terms of the
electronic structure of the atoms. On descending a group, the valence electrons are found
in orbitals of successively higher principal quantum number. The atoms within the group
have a greater number of completed shells of electrons in successive periods and hence
their radii increase down the group. Across a period, the valence electrons enter orbitals
of the same shell; however, the increase in effective nuclear charge across the period draws
in the electrons and results in progressively more compact atoms. The general increase in
radius down a group and decrease across a period should be remembered as they correlate
well with trends in many chemical properties.

Period 6 shows an interesting and important modification to these otherwise general
trends. We see from Fig. 1.24 that the metallic radii in the third row of the d block are
very similar to those in the second row, and not significantly larger as might be expected
given their considerably greater numbers of electrons. For example, the atomic radii of Mo
(Z = 42) and W (Z = 74) are 140 and 141 pm, respectively, despite the latter having many
more electrons. The reduction of radius below that expected on the basis of a simple ex-
trapolation down the group is called the lanthanide contraction. The name points to the

Table 1.3 Atomic radii, r/pm*

Li Be B C N O F

157 112 88 77 74 73 71
Na Mg Al Si P s
191 160 143 118 110 104 99

K Ca Sc Ti \' Ct Mn Fe Co Ni Cu Zn Ga Ge As Se Br
235 197 164 147 135 129 137 126 125 125 128 137 140 122 122 117 114
Rb  Sr Y Zr Nb Mo Tc Ru Rh Pd Ag Cd In Sn Sb Te |
250 215 182 160 147 140 135 134 134 137 144 152 150 140 141 135 133

* The values refer to coordination number 12 for metallic radii (see Section 3.2).

Many-electron atoms
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(b)
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Figure 1.23 A representation of
(a) metallic radius, (b) covalent radius,
and (c) ionic radius.
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Figure 1.24 The variation of atomic
radii through the periodic table. Note

the contraction of radii following the
lanthanoids in Period 6. Metallic radii
have been used for the metallic elements
and covalent radii have been used for the
nonmetallic elements.
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origin of the effect. The elements in the third row of the d block (Period 6) are preceded
by the elements of the first row of the f block, the lanthanoids, in which the 4f orbitals are
being occupied. These orbitals have poor shielding properties and so the valence electrons
experience more attraction from the nuclear charge than might be expected. The repulsions
between electrons being added on crossing the f block fail to compensate for the increasing
nuclear charge, so Z  increases from left to right across a period. The dominating effect of
the latter is to draw in all the electrons and hence to result in a more compact atom. A similar
contraction is found in the elements that follow the d block for the same reasons. For ex-
ample, although there is a substantial increase in atomic radius between C and Si (77 and 118
pm, respectively), the atomic radius of Ge (122 pm) is only slightly greater than that of Al

Relativistic effects, especially the increase in mass as particles approach the speed of
light, have an important role to play on the elements in and following Period 6 but are
rather subtle. Electrons in s and p orbitals, which approach closely to the highly charged
nucleus and experience strong accelerations, contract whereas electrons in the less pen-
etrating d and f orbitals expand. One consequence of the latter expansion is that d and f
electrons become less effective at shielding other electrons, and the outermost s electrons
contract further. For light elements, relativistic effects can be neglected but for the heavier
elements with high atomic numbers they become significant and can result in an approxi-
mately 20 per cent reduction in the size of the atom.

Another general feature apparent from Table 1.4 is that all monatomic anions are larger
than their parent atoms and all monatomic cations are smaller than their parent atoms (in
some cases markedly so). The increase in radius of an atom on anion formation is a result
of the greater electron—electron repulsions that occur when an additional electron is added
to form an anion. There is also an associated decrease in the value of Z .. The smaller ra-
dius of a cation compared with its parent atom is a consequence not only of the reduction
in electron—electron repulsions that follow electron loss but also of the fact that cation
formation typically results in the loss of the valence electrons and an increase in Z . That
loss often leaves behind only the much more compact closed shells of electrons. Once these
gross differences are taken into account, the variation in ionic radii through the periodic
table mirrors that of the atoms.

Although small variations in atomic radii may seem of little importance, in fact atomic
radius plays a central role in the chemical properties of the elements. Small changes can
have profound consequences, as we shall see in Chapter 9.

(b) lonization energy

Key points: First ionization energies are lowest at the lower left of the periodic table (near caesium)
and greatest near the upper right (near helium). Successive ionizations of a species require higher
energies.

The ease with which an electron can be removed from an atom is measured by its ioniza-
tion energy, I, the minimum energy needed to remove an electron from a gas-phase atom:

Ag) —» A*(g)+e(g) I=E(A*,g)—E(Ag) (1.8)



Table 1.4 lonic radii, r/pm’

Li+ Be?" B3+ N3 0+ F-

59(4) 27(4) 11(4) 146 135(2) 128(2)

76(6) 138(4) 131(4)
140(6) 133(6)
142(8)

Na* Mg?* A+ p3- 52 -

99(4) 49(4) 39(4) 212 184(6) 181(6)

102(6) 72(6) 53(6)

132(8) 103(8)

K* Ca’* Ga** As*~ Se?” Br-

138(6) 100(6) 62(6) 222 198(6) 196(6)

151(8) 112(8)

159(10) 123(10)

160(12) 134(12)

Rb* Sr2t In3* Sn** Sn** Te?™ I~

148(6) 118(6) 80(6) 83(6) 69(6) 221(6) 220(6)

160(8) 125(8) 92(8) 93(8)

173(12) 144(12)

Cs* Ba?* T3+

167(6) 135(6) 89(6)

174(8) 142(8) TI*

188(12) 175(12) 150(6)

* Numbers in parentheses are the coordination number of the ion. For more values, see Resource section 1.

The first ionization energy, I, is the energy required to remove the least tightly bound
electron from the neutral atom, the second ionization energy, I, is the energy required to
remove the least tightly bound electron from the resulting cation, and so on. Ionization
energies are conveniently expressed in electronvolts (eV), but are easily converted into
kilojoules per mole by using 1 eV = 96.485 k] mol~'. The ionization energy of the H atom
is 13.6 €V, so to remove an electron from an H atom is equivalent to dragging the electron
through a potential difference of 13.6 V.

In thermodynamic calculations it is often more appropriate to use the ionization
enthalpy, the standard enthalpy of the process in eqn 1.8, typically at 298 K. The molar
ionization enthalpy is larger by 3 RT than the ionization energy. This difference stems
from the change from T = 0 (assumed implicitly for I) to the temperature T (typically
298 K) to which the enthalpy value refers, and the replacement of 1 mol of gas particles
by 2 mol of gaseous ions plus electrons. However, because RT is only 2.5 k] mol™" (cor-
responding to 0.026 eV) at room temperature and ionization energies are of the order of
102—10° k] mol™! (1—10 eV), the difference between ionization energy and enthalpy can
often be ignored.

To a large extent, the first ionization energy of an element is determined by the energy
of the highest occupied orbital of its ground-state atom. First ionization energies vary sys-
tematically through the periodic table (Table 1.5), being smallest at the lower left (near Cs)
and greatest near the upper right (near He). The variation follows the pattern of effective
nuclear charge, and (as Z_, itself shows) there are some subtle modulations arising from
the effect of electron—electron repulsions within the same subshell. A useful approximation
is that for an electron from a shell with principal quantum number 7

Z2

T« n—czf‘

Tonization energies also correlate strongly with atomic radii, and elements that have small
atomic radii generally have high ionization energies. The explanation of the correlation is

Many-electron atoms
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Table 1.5 First, second, and third (and some fourth) ionization energies of the elements, 1/(kJ mol™")

H He
1312 2373
5259
Li Be B @ N (0} F Ne
513 899 801 1086 1402 1314 1681 2080
7297 1757 2426 2352 2855 3386 3375 3952
11809 14844 3660 4619 4577 5300 6050 6122
25018
Na Mg Al Si P S cl Ar
495 737 577 786 101 1000 1251 1520
4562 1476 1816 1577 1903 2251 2296 2665
6911 7732 2744 3231 2911 3361 3826 3928
11574
K Ca Ga Ge As Se Br Kr
419 589 579 762 947 941 1139 1351
3051 1145 1979 1537 1798 2044 2103 3314
4410 4910 2963 3302 2734 2974 3500 3565
Rb Sr In Sn Sh Te | Xe
403 549 558 708 834 869 1008 1170
2632 1064 1821 1412 1794 1795 1846 2045
3900 4210 2704 2943 2443 2698 3197 3097
Cs Ba Tl Pb Bi Po At Rn
375 502 590 716 704 812 926 1036
2420 965 1971 1450 1610 1800 1600
3400 3619 2878 3080 2466 2700 2900

that in a small atom an electron is close to the nucleus and experiences a strong Coulombic
attraction, making it difficult to remove. Therefore, as the atomic radius increases down
a group, the ionization energy decreases and the decrease in radius across a period is ac-
companied by a gradual increase in ionization energy.

Some deviation from this general trend in ionization energy can be explained quite
readily. An example is the observation that the first ionization energy of boron is smaller
than that of beryllium, despite the former’s higher nuclear charge. This anomaly is readily
explained by noting that, on going to boron, the outermost electron occupies a 2p orbital
and hence is less strongly bound than if it had occupied a 2s orbital. As a result, the value
of I, decreases from Be to B. The decrease between N and O has a slightly different expla-
nation. The configurations of the two atoms are

N[He]ZsZZpLZP;Zpi @) [He]ZSZZpin;Zpi

We see that, in an O atom, two electrons are present in a single 2p orbital. They repel
each other strongly, and this strong repulsion offsets the greater nuclear charge. Another
contribution to the difference is the lower energy of the O* ion on account of its having
a 2s?2p3 configuration: as we have seen, a half-filled subshell has a relatively low energy
(Fig. 1.25). Additionally, the half-filled shell of p orbitals of nitrogen is a particularly stable
configuration.

When considering F and Ne on the right of Period 2, the last electrons enter orbitals
that are already half full, and continue the trend from O towards higher ionization energy.
The higher values of the ionization energies of these two elements reflect the high value of
Z .. The value of I, falls back sharply from Ne to Na as the outermost electron occupies
the next shell with an increased principal quantum number and is therefore further from
the nucleus.
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EXAMPLE 1.8 Accounting for a variation in ionization energy

Account for the decrease in first ionization energy between phosphorus and sulfur.
Answer We approach this question by considering the ground-state configurations of the two atoms:
P [Ne]3s?3p,3p,3p, S |[Ne]3s?3p:3p}3p}

As in the analogous case of N and O, in the ground state of S, two electrons are present in a single 3p
orbital. They are so close together that they repel each other strongly, and this increased repulsion offsets
the effect of the greater nuclear charge of S compared with P. As in the difference between N and O, the
halfilled subshell of S* also contributes to the lowering of energy of the ion and hence to the smaller
ionization energy.

Self-test 1.8 Account for the decrease in first ionization energy between fluorine and chlorine.

Another important pattern is that successive ionizations of an element require increas-
ingly higher energies (Fig. 1.26). Thus, the second ionization energy of an element E (the
energy needed to remove an electron from the cation E*) is higher than its first ionization
energy, and its third ionization energy (the energy needed to remove an electron from E2*)
is higher still. The explanation is that the higher the positive charge of a species, the greater
the electrostatic attraction experienced by the electron being removed. Moreover, when an
electron is removed, Z , increases and the atom contracts. It is then even more difficult to
remove an electron from this smaller, more compact, cation. The difference in ionization
energy is greatly magnified when the electron is removed from a closed shell of the atom
(as is the case for the second ionization energy of Li and any of its congeners) because the
electron must then be extracted from a compact orbital in which it interacts strongly with
the nucleus. The first ionization energy of Li, for instance, is 513 k] mol~?, but its second
ionization energy is 7297 k] mol~!, more than ten times greater.

The pattern of successive ionization energies down a group is far from simple. Figure
1.26 shows the first, second, and third ionization energies of the members of Group 13.
Although they lie in the expected order I, <1, < I, there is no simple trend. The lesson to
be drawn is that whenever an argument hangs on trends in small differences in ionization
energies, it is always best to refer to actual numerical values rather than to guess a likely
outcome.

(c) Electron affinity
Key point: Electron affinities are highest for elements near fluorine in the periodic table.

The electron-gain enthalpy, A_ H , is the change in standard molar enthalpy when a gase-
ous atom gains an electron:

Alg)+e(g) * A (g)

Many-electron atoms

Figure 1.25 The periodic variation of first
ionization energies.
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ionization energies of the elements of
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EXAMPLE 1.9 Accounting for values of successive energies of ionization

Rationalize the following values for successive ionization energies of boron, where A_ H(N) is the Nth
enthalpy of ionization:

N 1 2 3 4 5

A H(N)/ (k) mol~") 807 2433 3666 25033 32834

Answer When considering trends in ionization energy, a sensible starting point is the electron configurations
of the atoms. The electron configuration of B is 1s22s22p'. The first ionization energy corresponds to
removal of the electron in the 2p orbital. This electron is shielded from nuclear charge by the core and the
full 2s orbital. The second value corresponds to removal of a 2s electron from the B* cation. This electron
is more difficult to remove on account of the increased effective nuclear charge. The effective nuclear
charge increases further on removal of this electron, resulting in an increase between A H(2) and A, H(3).
There is a large increase between A H(3) and A H(4) because the 1s shell lies at very low energy as it
experiences almost the full nuclear charge and also has n = 1. The final electron to be removed experiences
no shielding of nuclear charge so A H(5) is very high, and is given by hcRZ* with Z = 5, corresponding to

(13.6 eV) X 25 = 340 eV (32.8 MJ mol ).

Self-test 1.9 Study the values listed below of the first five ionization energies of an element and deduce
to which group of the periodic table the element belongs. Give your reasoning.

N 1 2 3 4 5
A _H(N)/(kJ mol~) 1093 2359 4627 6229 37838

ion’

Electron gain may be either exothermic or endothermic. Although the electron-gain enthalpy
is the thermodynamically appropriate term, much of inorganic chemistry is discussed in
terms of a closely related property, the electron affinity, E , of an element (Table 1.6), which
is the difference in energy between the gaseous atoms and the gaseous ions at T = 0.

E =E(A,g)—E(A",g) (1.9)

Although the precise relation is A_ H* = —E —3RT, the contribution $RT is commonly
ignored. A positive electron affinity indicates that the ion A~ has a lower, more negative
energy than the neutral atom, A. The second electron-gain enthalpy, the enthalpy change
for the attachment of a second electron to an initially neutral atom, is invariably positive
because the electron repulsion outweighs the nuclear attraction.

The electron affinity of an element is largely determined by the energy of the lowest
unfilled (or half-filled) orbital of the ground-state atom. This orbital is one of the two fron-
tier orbitals of an atom, the other one being the highest filled atomic orbital. The frontier
orbitals are the sites of many of the changes in electron distributions when bonds form,

Table 1.6 First electron affinities of the main-group elements, £ /(kJ mol~")*

H He
72 —48
Li Be B c© N (0] F Ne
60 <0 27 122 -8 141 328 —116
—780
Na Mg Al Si P S cl Ar
53 <0 43 134 72 200 349 —96
—492
K Ca Ga Ge As Se Br Kr
48 2 29 116 78 195 325 —96
Rb Sr In Sn Sb Te | Xe
47 5 29 116 103 190 295 =77

* The first values refer to the formation of the ion X~ from the neutral atom; the second value to the formation of X>~ from X~.




EXAMPLE 1.10 Accounting for the variation in electron affinity

Account for the large decrease in electron affinity between Li and Be despite the increase in nuclear
charge.

Answer When considering trends in electron affinities, as in the case of ionization energies, a sensible
starting point is the electron configurations of the atoms. The electron configurations of Li and Be are
[He]2s" and [He]2s?, respectively. The additional electron enters the 2s orbital of Li but it enters the 2p
orbital of Be, and hence is much less tightly bound. In fact, the nuclear charge is so well shielded in Be
that electron gain is endothermic.

Self-test 1.10 Account for the decrease in electron affinity between C and N.

and we shall see more of their importance as the text progresses. An element has a high
electron affinity if the additional electron can enter a shell where it experiences a strong
effective nuclear charge. This is the case for elements towards the top right of the periodic
table, as we have already explained. Therefore, elements close to fluorine (specifically O
and Cl, but not the noble gases) can be expected to have the highest electron affinities as
their Z  is large and it is possible to add electrons to the valence shell. Nitrogen has very
low electron affinity because there is a high electron repulsion when the incoming electron
enters an orbital that is already half full.

A note on good practice Be alert to the fact that some people use the terms ‘electron affinity’ and
‘electron-gain enthalpy’ interchangeably. In such cases, a positive electron affinity could indicate that
A~ has a higher energy than A.

(d) Electronegativity

Key points: The electronegativity of an element is the power of an atom of the element to attract elec-
trons when it is part of a compound; there is a general increase in electronegativity across a period and
a general decrease down a group.

The electronegativity, y (chi), of an element is the power of an atom of the element to at-
tract electrons to itself when it is part of a compound. If an atom has a strong tendency to
acquire electrons, it is said to be highly electronegative (like the elements close to fluorine).
Electronegativity is a very useful concept in chemistry and has numerous applications,
which include a rationalization of bond energies and the types of reactions that substances
undergo and the prediction of the polarities of bonds and molecules (Chapter 2).

Periodic trends in electronegativity can be related to the size of the atoms and electron
configuration. If an atom is small and has an almost closed shell of electrons, then it is
more likely to attract an electron to itself than a large atom with few valence electrons.
Consequently, the electronegativities of the elements typically increase left to right across
a period and decrease down a group.

Quantitative measures of electronegativity have been defined in many different ways.
Linus Pauling’s original formulation (which results in the values denoted y, in Table 1.7)
draws on concepts relating to the energetics of bond formation, which will be dealt with
in Chapter 2.2 A definition more in the spirit of this chapter, in the sense that it is based on
the properties of individual atoms, was proposed by Robert Mulliken. He observed that,
if an atom has a high ionization energy, I, and a high electron affinity, E , then it will be
likely to acquire rather than lose electrons when it is part of a compound, and hence be
classified as highly electronegative. Conversely, if its ionization energy and electron affinity
are both low, then the atom will tend to lose electrons rather than gain them, and hence
be classified as electropositive. These observations motivate the definition of the Mulliken
electronegativity, y,,, as the average value of the ionization energy and the electron affinity
of the element (both expressed in electronvolts):

Xy =3(I+E) (1.10)

2 Pauling values of electronegativity are used throughout the following chapters.

Many-electron atoms
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Figure 1.27 The periodic variation of
Pauling electronegativities.

Table 1.7 Pauling x,, Mulliken, y,, and Allred—Rochow, y, ., electronegativities

H He
2.20 55
3.06

2.20

Li Be B C N (0] F Ne
0.98 1.57 2.04 2.55 3.04 344 3.98

1.28 1.99 1.83 2.67 3.08 322 443 4.60
0.97 1.47 2.01 2.50 3.07 3.50 4.10 5.10
Na Mg Al Si P S cl Ar
0.93 1.31 1.61 1.90 2.19 2.58 3.16

1.21 1.63 1.37 2.03 2.39 2.65 3.54 3.36
1.01 1.23 1.47 1.74 2.06 244 2.83 3.30
K Ca Ga Ge As Se Br Kr
0.82 1.00 1.81 2.01 2.18 2.55 2.96 3.0
1.03 1.30 1.34 1.95 2.26 2.51 3.24 2.98
0.91 1.04 1.82 2.02 2.20 248 2.74 3.10
Rb Sr In Sn Sb Te I Xe
0.82 0.95 1.78 1.96 2.05 2.10 2.66 2.6
0.99 1.21 1.30 1.83 2.06 2.34 2.88 2.59
0.89 0.99 1.49 1.72 1.82 2.01 2.21 2.40
Cs Ba Tl Pb Bi

0.79 0.89 2.04 2.33 2.02

0.70 0.90 1.80 1.90 1.90

0.86 0.97 144 1.55 1.67

The hidden complication in the apparently simple definition of the Mulliken electron-
egativity is that the ionization energy and electron affinity in the definition relate to the
valence state, the electron configuration the atom is supposed to have when it is part of a
molecule. Hence, some calculation is required because the ionization energy and electron
affinity to be used in calculating y,, are mixtures of values for various actual spectroscop-
ically observable states of the atom. We need not go into the calculation, but the resulting
values given in Table 1.7 may be compared with the Pauling values (Fig. 1.27). The two
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scales give similar values and show the same trends. One reasonably reliable conversion
between the two is

X, =1.35x> —1.37 (1.11)

Because the elements near F (other than the noble gases) have high ionization energies and
appreciable electron affinities, these elements have the highest Mulliken electronegativities.
Because Xy depends on atomic energy levels—and in particular on the location of the high-
est filled and lowest empty orbitals—the electronegativity of an element is high if the two
frontier orbitals of its atoms are low in energy.

Various alternative ‘atomic’ definitions of electronegativity have been proposed. A widely
used scale, suggested by A.L. Allred and E. Rochow, is based on the view that electronegativity
is determined by the electric field at the surface of an atom. As we have seen, an electron in an
atom experiences an effective nuclear charge Z . The Coulombic potential at the surface of
such an atom is proportional to Z . /r, and the electric field there is proportional to Z ,/*. In the
Allred—Rochow definition of electronegativity, y, , is assumed to be proportional to this field,
with 7 taken to be the covalent radius of the atom:

35.90Z

eff

=0.744 +
o (r / pm)?

(1.12)
The numerical constants have been chosen to give values comparable to Pauling elec-
tronegativities. According to the Allred—Rochow definition, elements with high electro-
negativity are those with high effective nuclear charge and the small covalent radius: such
elements lie close to F. The Allred-Rochow values parallel closely those of the Pauling
electronegativities and are useful for discussing the electron distributions in compounds.

() Polarizability

Key points: A polarizable atom or ion is one with orbitals that lie close in energy; large, heavy atoms
and ions tend to be highly polarizable.

The polarizability, o, of an atom is its ability to be distorted by an electric field (such as that
of a neighbouring ion). An atom or ion (most commonly, an anion) is highly polarizable if its
electron distribution can be distorted readily, which is the case if unfilled atomic orbitals lie
close to the highest-energy filled orbitals. That is, the polarizability is likely to be high if the
separation of the frontier orbitals is small and the polarizability will be low if the separation
of the frontier orbitals is large (Fig. 1.28). Closely separated frontier orbitals are typically
found for large, heavy atoms and ions, such as the atoms and ions of the heavier alkali met-
als and the heavier halogens, so these atoms and ions are the most polarizable. Small, light
atoms, such as the atoms and ions near fluorine, typically have widely spaced energy levels,
so these atoms and ions are least polarizable. Species that effectively distort the electron dis-
tribution of a neighbouring atom or anion are described as having polarizing ability.

We shall see the consequences of polarizability when considering the nature of bonding
in Section 2.2, but it is appropriate to anticipate here that extensive polarization leads to
covalency. Fajan’s rules summarize the factors that affect polarization:

e Small, highly charged cations have polarizing ability.
e Large, highly charged anions are easily polarized.

e Cations that do not have a noble-gas electron configuration are easily polarized.

The last rule is particularly important for the d-block elements.

EXAMPLE 1.11 Identifying polarizable species

Which would be the more polarizable, an F~ ion or an I~ ion?

Answer We can make use of the fact that polarizable anions are typically large and highly charged. An
F~ ion is small and singly charged. An I~ ion has the same charge but is large. Therefore, an I~ ion is likely
to be the more polarizable.

Self-test 1.11 Which would be more polarizing, Na* or Cs*?

Many-electron atoms

lonization limit

2 A4

Energy—>

(a) (b)

Figure 1.28 The interpretation of the
electronegativity and polarizability of an
element in terms of the energies of the
frontier orbitals (the highest filled and
lowest unfilled atomic orbitals). (a) Low
electronegativity and polarizability; (b) high
electronegativity and polarizability.



1 Atomic structure

FURTHER READING

M. Laing, The different periodic tables of Dmitrii Mendeleev. J. Chem.
Educ., 2008, 85, 63.

M.W. Cronyn, The proper place for hydrogen in the periodic table.
J. Chem. Educ. 2003, 80, 947.

P.A. Cox, Introduction to quantum theory and atomic structure. Oxford
University Press (1996). An introduction to the subject.

P. Atkins and J. de Paula, Physical chemistry. Oxford University Press
and W.H. Freeman & Co. (2010). Chapters 7 and 8 give an account
of quantum theory and atomic structure.

J. Emsley, Nature’s building blocks. Oxford University Press (2003). An
interesting guide to the elements.

EXERCISES

1.1 Write balanced equations for the following nuclear reactions
(show emission of excess energy as a photon of electromagnetic
radiation, v): (a) N + *He to produce 7O, (b) >C + p to

produce BN, (c) N + n to produce H and '?C. (The last reaction
produces a steady-state concentration of radioactive *H in the upper
atmosphere.)

1.2 Balance the following nuclear reaction:
246 12 P41
$Cm +12C - 2+ n

1.3 In general, ionization energies increase across a period from left
to right. Explain why the second ionization energy of Cr is higher, not
lower, than that of Mn.

1.4 One possible source of neutrons for the neutron-capture processes
mentioned in the text is the reaction of ?Ne with « particles to
produce Mg and neutrons. Write the balanced equation for the
nuclear reaction.

1.5 ?Be undergoes a decay to produce >C and neutrons. Write a
balanced equation for this reaction.

1.6 The natural abundances of adjacent elements in the periodic
table usually differ by a factor of 10 or more. Explain this
phenomenon.

1.7 Explain how you would determine, using data you would look
up in tables, whether or not the nuclear reaction in Exercise 1.2
corresponds to a release of energy.

1.8 What is the ratio of the energy of a ground-state He" ion to that of
a Be’" ion?

1.9 The ionization energy of H is 13.6 eV. What is the difference in
energy between the » = 1 and n = 6 levels?

1.10 Calculate the wavenumber (7 =1/A) and wavelength of the

first transition in the visible region of the atomic spectrum of
hydrogen.

1.11 Show that the following four lines in the Lyman series can be
predicted from equation 1.1: 91.127, 97.202, 102.52, and 121.57 nm.

1.12 What is the relation of the possible angular momentum quantum
numbers to the principal quantum number?

1.13 How many orbitals are there in a shell of principal quantum
number #? (Hint: begin with # = 1, 2, and 3 and see if you can
recognize the pattern.)

D.M.P.Mingos, Essential trends in inorganic chemistry. Oxford University
Press (1998). Includes a detailed discussion of the important horizontal,
vertical, and diagonal trends in the properties of the atoms.

P.A. Cox, The elements: their origin, abundance, and distribution.
Oxford University Press (1989). Examines the origin of the elements,
the factors controlling their widely differing abundances, and their
distributions in the Earth, the solar system, and the universe.

N.G. Connelly, T. Danhus, R.M. Hartshoin, and A.T Hutton,
Nomenclature of inorganic chemistry. Recommendations 2005. Royal
Society of Chemistry (2005). This book outlines the conventions for
the periodic table and inorganic substances. It is known colloquially
as the ‘Red Book’ on account of its distinctive red cover.

1.14 Complete the following table:

n / m, Orbital Number of
designation orbitals

2 2p

3 2
4s

4 A3, 2000 oo i =3

1.15 What are the values of the #, [, and 2, quantum numbers that
describe the 5f orbitals?

1.16 Use the data in Table 1.2 to calculate the screening constants for
the outermost electron in the elements Li to F. Comment on the values
you obtain.

1.17 Consider the process of shielding in atoms, using Be as an
example. What is being shielded? What is it shielded from? What is
doing the shielding?

1.18 Use sketches of 2s and 2p orbitals to distinguish between

(a) the radial wavefunction and (b) the radial distribution

function.

1.19 Compare the first ionization energy of Ca with that of Zn. Explain
the difference in terms of the balance between shielding with increasing
numbers of d electrons and the effect of increasing nuclear charge.

1.20 Compare the first ionization energies of Sr, Ba, and Ra. Relate the
irregularity to the lanthanide contraction.

1.21 The second ionization energies of some Period 4 elements are

Ca Sc Ti v Cr Mn

1145 1235 1310 1365 1592 1509 kJ mol™!
Identify the orbital from which ionization occurs and account for the
trend in values.

1.22 Give the ground-state electron configurations of (a) C, (b) E (c)
Ca, (d) Ga*, (¢) Bi, (f) Pb2*.

1.23 Give the ground-state electron configurations of (a) Sc, (b) V3%,
(c) Mn2*, (d) Cr2*, (e) Co*™, (f) Cr®*, (g) Cu, (h) Gd**.

1.24 Give the ground-state electron configurations of (a) W, (b) Rh**,
(c) Eu’*, (d) Eu?", (e) V31, (f) Mo**.



1.25 Identify the elements that have the ground-state electron
configurations: (a) [Ne]3s23p*, (b) [Kr]5s?, (c) [Ar]4s23d3,

(d) [Kr]5s24d’, (e) [Kr]5s?4d!°5p!, (f) [Xe]6s24f°.

1.26 Without consulting reference material, draw the form of the
periodic table with the numbers of the groups and the periods and
identify the s, p, and d blocks. Identify as many elements as you can.
(As you progress through your study of inorganic chemistry, you should
learn the positions of all the s-, p-, and d-block elements and associate
their positions in the periodic table with their chemical properties.)

PROBLEMS

1.1 Show that an atom with the configuration ns?zp® is spherically
symmetrical. Is the same true of an atom with the configuration
ns*np’?

1.2 According to the Born interpretation, the probability of finding an
electron in a volume element dr is proportional to *dr. (a) What is
the most probable location of an electron in an H atom in its ground
state? (b) What is its most probable distance from the nucleus, and
why is this different? (c) What is the most probable distance of a 2s
electron from the nucleus?

1.3 The ionization energies of rubidium and silver are 4.18 and 7.57
eV, respectively. Calculate the ionization energies of an H atom with
its electron in the same orbitals as in these two atoms and account for
the differences in values.

1.4 When 58.4 nm radiation from a helium discharge lamp is directed
on a sample of krypton, electrons are ejected with a velocity of 1.59
X 10°m s~!. The same radiation ejects electrons from Rb atoms with
a velocity of 2.45 X 10°m s~'. What are the ionization energies (in
electronvolts, eV) of the two elements?

1.5 Survey the early and modern proposals for the construction

of the periodic table. You should consider attempts to arrange the
elements on helices and cones as well as the more practical two-
dimensional surfaces. What, in your judgement, are the advantages
and disadvantages of the various arrangements?

1.6 The decision about which elements should be identified as
belonging to the f block has been a matter of some controversy.

Problems

1.27 Account for the trends across Period 3 in (a) ionization energy,
(b) electron affinity, (c) electronegativity.

1.28 Account for the fact that the two Group 5 elements
niobium (Period 5) and tantalum (Period 6) have the same
atomic radii.

1.29 Identify the frontier orbitals of a Be atom in its ground state.

1.30 Use the data in Tables 1.6 and 1.7 to test Mulliken’s proposition
that electronegativity values are proportional to I + E .

A view has been expressed by W.B. Jensen (J. Chem. Educ., 1982,
59, 635). Summarize the controversy and Jensen’s arguments. An
alternative view has been expressed by L. Lavalle (J. Chem. Educ.,
2008, 85, 1482). Summarize the controversy and the arguments.

1.7 Draw pictures of the two d orbitals in the xy-plane as flat
projections in the plane of the paper. Label each drawing with the
appropriate mathematical function, and include a labelled pair of
Cartesian coordinate axes. Label the orbital lobes correctly with +
and — signs.

1.8 During 1999 several papers appeared in the scientific literature
claiming that d orbitals of Cu,O had been observed experimentally. In
his paper ‘Have orbitals really been observed?’ (J. Chem. Educ., 2000,
77, 1494), Eric Scerri reviews these claims and discusses whether
orbitals can be observed physically. Summarize his arguments briefly.

1.9 At various times the following two sequences have been proposed
for the elements to be included in Group 3: (a) Sc, Y, La, Ac, (b) Sc, Y,
Lu, Lr. Because ionic radii strongly influence the chemical properties
of the metallic elements, it might be thought that ionic radii could be
used as one criterion for the periodic arrangement of the elements. Use
this criterion to describe which of these sequences is preferred.

1.10 In the paper ‘lonization energies of atoms and atomic ions’ (P.F.
Lang and B.C. Smith, J. Chem. Educ.,2003, 80, 938) the authors
discuss the apparent irregularities in the first and second ionization
energies of d- and f-block elements. Describe how these inconsistencies
are rationalized.
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Molecular structure
and bonding

The interpretation of structures and reactions in inorganic chemistry is often based on semiquan-
titative models. In this chapter we examine the development of models of molecular structure
in terms of the concepts of valence bond and molecular orbital theory. In addition, we review
methods for predicting the shapes of molecules. This chapter introduces concepts that will be
used throughout the text to explain the structures and reactions of a wide variety of species. The
chapter also illustrates the importance of the interplay between qualitative models, experiment,
and calculation.

Lewis structures

Lewis proposed that a covalent bond is formed when two neighbouring atoms share an
electron pair. A single bond, a shared electron pair (A:B), is denoted A—B; likewise, a dou-
ble bond, two shared electron pairs (A::B), is denoted A=B, and a triple bond, three shared
pairs of electrons (A:::B), is denoted A=B. An unshared pair of valence electrons on an
atom (A:) is called a lone pair. Although lone pairs do not contribute directly to the bond-
ing, they do influence the shape of the molecule and play an important role in its properties.

2.1 The octet rule

Key point: Atoms share electron pairs until they have acquired an octet of valence electrons.

Lewis found that he could account for the existence of a wide range of molecules by pro-
posing the octet rule:

Each atom shares electrons with neighbouring atoms to achieve a total of eight valence
electrons (an ‘octet’).

As we saw in Section 1.8, a closed-shell, noble-gas configuration is achieved when eight
electrons occupy the s and p subshells of the valence shell. One exception is the hydrogen
atom, which fills its valence shell, the 1s orbital, with two electrons (a ‘duplet’).

The octet rule provides a simple way of constructing a Lewis structure, a diagram that
shows the pattern of bonds and lone pairs in a molecule. In most cases we can construct a
Lewis structure in three steps.

1. Decide on the number of electrons that are to be included in the structure by adding
together the numbers of all the valence electrons provided by the atoms.

Each atom provides all its valence electrons (thus, H provides one electron and O, with the
configuration [He]2s?2p*, provides six). Each negative charge on an ion corresponds to an
additional electron; each positive charge corresponds to one electron less.

2. Write the chemical symbols of the atoms in the arrangement that shows which atoms
are bonded together.

In most cases we know the arrangement or can make an informed guess. The less electro-
negative element is usually the central atom of a molecule, as in CO, and SO;~, but there
are many well-known exceptions (H,O and NH, among them).



Lewis structures

3. Distribute the electrons in pairs so that there is one pair of electrons forming a single
bond between each pair of atoms bonded together, and then supply electron pairs (to
form lone pairs or multiple bonds) until each atom has an octet.

Each bonding pair (:) is then represented by a single line (—). The net charge of a polyat-
omic ion is supposed to be possessed by the ion as a whole, not by a particular individual
atom.

EXAMPLE 2.1 Writing a Lewis structure

Write a Lewis structure for the BF, ion.

Answer We need to consider the total number of electrons supplied and how they are shared to complete
an octet around each atom. The atoms supply 3 + (4 X 7) = 31 valence electrons; the single negative
charge of the ion reflects the presence of an additional electron. We must therefore accommodate 32
electrons in 16 pairs around the five atoms. One solution is (1). The negative charge is ascribed to the ion
as a whole, not to a particular individual atom.

Self-test 2.1 Write a Lewis structure for the PCl, molecule.

Table 2.1 gives examples of Lewis structures of some common molecules and ions. Except .

in simple cases, a Lewis structure does not portray the shape of the species, but only the . 'T .
pattern of bonds and lone pairs: it shows the number of the links, not the geometry of F—B—F:
the molecule. For example the BF; ion is actually tetrahedral (2), not planar, and PF, is . Il °
trigonal pyramidal (3). .

2.2 Resonance

Key points: Resonance between Lewis structures lowers the calculated energy of the molecule and
distributes the bonding character of electrons over the molecule; Lewis structures with similar energies
provide the greatest resonance stabilization.

A single Lewis structure is often an inadequate description of the molecule. The Lewis
structure of O, (4), for instance, suggests incorrectly that one O—O bond is different from
the other, whereas in fact they have identical lengths (128 pm) intermediate between those
of typical single O—O and double O=O bonds (148 pm and 121 pm, respectively). This
deficiency of the Lewis description is overcome by introducing the concept of resonance,

Table 2.1 Lewis structures of some simple molecules* 2 BF,

H—H IN=N: :C=0:

O/O\\O.' O/S\\O.. O/N\\()T' —_
H 508
| g
:(ljlz I Ee :(|)|: s ;'Cl'); - ;
CaC

(l) g O 4 O3

* Only representative resonance structures are given. Shapes are indicated only for
diatomic and triatomic molecules.
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in which the actual structure of the molecule is taken to be a superposition, or average, of
all the feasible Lewis structures corresponding to a given atomic arrangement.
Resonance is indicated by a double-headed arrow, as in

o /O\\

o)

. O ..

0 ~—g7 0.

At this stage we are not indicating the shape of the molecule. Resonance should be pic-
tured as a blending of structures, not a flickering alternation between them. In quantum
mechanical terms, the electron distribution of each structure is represented by a wavefunc-
tion, and the actual wavefunction, s, of the molecule is the superposition of the individual
wavefunctions for each contributing structure:!

Y =(0—-0=0) + y(0O=0-0)

The overall wavefunction is written as a superposition with equal contributions from both
structures because the two structures have identical energies. The blended structure of two
or more Lewis structures is called a resonance hybrid. Note that resonance occurs between
structures that differ only in the allocation of electrons; resonance does not occur between
structures in which the atoms themselves lie in different positions. For instance, there is no
resonance between the structures SOO and OSO.

Resonance has two main effects:

1. Resonance averages the bond characteristics over the molecule.

2. The energy of a resonance hybrid structure is lower than that of any single contributing
structure.

The energy of the O, resonance hybrid, for instance, is lower than that of either individual
structure alone. Resonance is most important when there are several structures of identical
energy that can be written to describe the molecule, as for O,. In such cases, all the struc-
tures of the same energy contribute equally to the overall structure.

Structures with different energies may also contribute to an overall resonance hybrid
but, in general, the greater the energy difference between two Lewis structures, the smaller
the contribution of the higher energy structure. The BF, molecule, for instance, could
be regarded as a resonance hybrid of the structures shown in (5), but the first structure
dominates even though the octet is incomplete. Consequently, BF, is regarded primarily
as having that structure with a small admixture of double-bond character. In contrast, for
the NO; ion (6), the last three structures dominate, and we treat the ion as having partial
double-bond character.

:F': ||: I||:|Z I.Il—;:
|
. B.. ™. B_. 7 . B_- . _Be.
FTOF. “F7OFL “F” F. -F’ QE'
5 BF,

. N_. . _N_.

N\Q'

2.3 The VSEPR model

There is no simple method for predicting the numerical value of bond angles even in
simple molecules, except where the shape is governed by symmetry. However, the valence

'"This wavefunction is not normalized (Section 1.5). We shall often omit normalization constants from
linear combinations in order to clarify their structure. The wavefunctions themselves are formulated in the
valence bond theory, which is described later.
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Table 2.2 The basic arrangement of
regions of electron density according
to the VSEPR model

shell electron pair repulsion (VSEPR) model of molecular shape, which is based on some
simple ideas about electrostatic repulsion and the presence or absence of lone pairs, is
surprisingly useful.

(a) The basic shapes Number of ' Arrangement
electron regions
Key points: In the VSEPR model, regions of enhanced electron density take up positions as far apart Pl e
as possible, and the shape of the molecule is identified by referring to the locations of the atoms in the :
. B Trigonal planar
resulting structure.
4 Tetrahedral
The primary assumption of the VSEPR model is that regions of enhanced electron density, 5 Trigonal bipyramidal
by which we mean bonding pairs, lone pairs, or the concentrations of electrons associ- . el

ated with multiple bonds, take up positions as far apart as possible so that the repulsions
between them are minimized. For instance, four such regions of electron density will lie
at the corners of a regular tetrahedron, five will lie at the corners of a trigonal bipyramid,
and so on (Table 2.2). -
Although the arrangement of regions of electron density, both bonding regions and re- cl ‘w
gions associated with lone pairs, governs the shape of the molecule, the name of the shape
is determined by the arrangement of atoms, not the arrangement of the regions of elec- &, P
tron density (Table 2.3). For instance, the NH, molecule has four electron pairs that are
disposed tetrahedrally, but as one of them is a lone pair the molecule itself is classified as &""
trigonal pyramidal. One apex of the pyramid is occupied by the lone pair. Similarly, H,O
has a tetrahedral arrangement of its electron pairs but, as two of the pairs are lone pairs,
the molecule is classified as angular (or ‘bent’). &
To apply the VSEPR model systematically, we first write down the Lewis structure for
the molecule or ion and identify the central atom. Next, we count the number of atoms
and lone pairs carried by that atom because each atom (whether it is singly or multiply
bonded to the central atom) and each lone pair counts as one region of high electron den-
sity. To achieve lowest energy, these regions take up positions as far apart as possible, so we
identify the basic shape they adopt by referring to Table 2.2. Finally, we note which loca-
tions correspond to atoms and identify the shape of the molecule from Table 2.3. Thus, a
PCI, molecule, with five single bonds and therefore five regions of electron density around
the central atom, is predicted (and found) to be trigonal bipyramidal (7).

EXAMPLE 2.2 Using the VSEPR model to predict shapes

Predict the shape of (a) a BF, molecule, (b) an SO2~ ion, and (c) a PCI;' ion.

Answer We begin by drawing the Lewis structure of each species and then consider the number of bonding
and lone pairs of electrons and how they are arranged around the central atom. (a) The Lewis structure of BF is
shown in (5).To the central B atom there are attached three F atoms but no lone pairs. The basic arrangement
of three regions of electron density is trigonal planar. Because each location carries an F atom, the shape of the
molecule is also trigonal planar (8). (b) Two Lewis structures for SO~ are shown in (9): they are representative
of a variety of structures that contribute to the overall resonance structure. In each case there are three atoms
attached to the central S atom and one lone pair, corresponding to four regions of electron density. The basic
arrangement of these regions is tetrahedral. Three of the locations correspond to atoms, so the shape of the

ion is trigonal pyramidal (10). Note that the shape deduced in this way is independent of which resonance 2
structure is being considered. (c) Phosphorus has five valence electrons. Four of these electrons are used to 0 S
form bonds to the four Cl atoms. One electron is removed to give the +1 charge on the ion, so all the electrons o'..—— _0

supplied by the P atom are used in bonding and there is no lone pair. Four regions adopt a tetrahedral
arrangement and, as each one is associated with a Cl atom, the ion is tetrahedral (11).

Self-test 2.2 Predict the shape of (a) an H,S molecule, (b) an XeO, molecule. 10 SO
The VSEPR model is highly successful, but sometimes runs into difficulty when there is T+
more than one basic shape of similar energy. For example, with five electron-dense regions Cl
around the central atom, a square-pyramidal arrangement is only slightly higher in energy
than a trigonal-bipyramidal arrangement, and there are several examples of the former P y
(12). Similarly, the basic shapes for seven electron-dense regions are less readily predicted k @

than others, partly because so many different conformations correspond to similar ener-
gies. However, in the p block, seven-coordination is dominated by pentagonal-bipyramidal
structures. For example, IF. is pentagonal bipyramidal and XeF;, with five bonds and two
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Fig. 2.1 In the VSEPR model a lone pair

in (a) the equatorial position of a trigonal-
bipyramidal arrangement interacts strongly
with two bonding pairs, but in (b) an axial
position it interacts strongly with three
bonding pairs. The former arrangement is
generally lower in energy.

Table 2.3 The description of molecular shapes

Shape Examples

Linear HCN,CO,
Angular (bent) H,0, 0, NO3

Trigonal planar BF,,SO,, NO3, C03"

Trigonal pyramidal NH,, S03-

Tetrahedral CH, SO%

Square planar XeF,

Square pyramidal Sh(Ph),

Trigonal bipyramidal PCl.(g), SOF;

Octahedral SFy B &, IO(OH);

* Approximate shape.

lone pairs, is pentagonal planar. Lone pairs are stereochemically less influential when they
belong to heavy p-block elements. The SeF?~ and TeCl?" ions, for instance, are octahedral
despite the presence of a lone pair on the Se and Te atoms. Lone pairs that do not influ-
ence the molecular geometry are said to be stereochemically inert and are usually in the
non-directional s orbitals.

(b) Modifications of the basic shapes

Key point: Lone pairs repel other pairs more strongly than bonding pairs do.

Once the basic shape of a molecule has been identified, adjustments are made by taking
into account the differences in electrostatic repulsion between bonding regions and lone
pairs. These repulsions are assumed to lie in the order

lone pair/lone pair >lone pair/bonding region >bonding region/bonding region

In elementary accounts, the greater repelling effect of a lone pair is explained by suppos-
ing that the lone pair is on average closer to the nucleus than a bonding pair and therefore
repels other electron pairs more strongly. However, the true origin of the difference is ob-
scure. An additional detail about this order of repulsions is that, given the choice between
an axial and an equatorial site for a lone pair in a trigonal-bipyramidal array, the lone pair
occupies the equatorial site. Whereas in the equatorial site the lone pair is repelled by the
two bonding pairs at 90° (Fig. 2.1), in the axial position the lone pair is repelled by three
bonding pairs at 90°. In an octahedral basic shape, a single lone pair can occupy any posi-
tion but a second lone pair will occupy the position directly trans (opposite) to the first,
which results in a square-planar structure.

In a molecule with two adjacent bonding pairs and one or more lone pairs, the bond
angle is decreased relative to that expected when all pairs are bonding. Thus, the HNH
angle in NH, is reduced from the tetrahedral angle (109.5°) of the underlying basic shape
to a smaller value. This decrease is consistent with the observed HNH angle of 107°. Simi-
larly, the HOH angle in H,O is decreased from the tetrahedral value as the two lone pairs
move apart. This decrease is in agreement with the observed HOH bond angle of 104.5°.
A deficiency of the VSEPR model, however, is that it cannot be used to predict the actual
bond angle adopted by the molecule.?

EXAMPLE 2.3 Accounting for the effect of lone pairs on molecular shape

Predict the shape of an SF, molecule.

Answer We begin by drawing the Lewis structure of the molecule and identify the number of bonding and
lone pairs of electrons; then we identify the shape of the molecule and finally consider any modifications

2 There are also problems with hydrides and fluorides. See Further reading.



due to the presence of lone pairs. The Lewis structure of SF, is shown in (13). The central S atom has
four F atoms attached to it and one lone pair. The basic shape adopted by these five regions is trigonal
bipyramidal. The potential energy is least if the lone pair occupies an equatorial site to give a molecular
shape that resembles a see-saw, with the axial bonds forming the ‘plank’ of the see-saw and the equatorial
bonds the 'pivot'. The S—F bonds then bend away from the lone pair (14).

Self-test 2.3 Predict the shape of an XeF, molecule.

Valence bond theory

The valence bond theory (VB theory) of bonding was the first quantum mechanical theory
of bonding to be developed. Valence bond theory considers the interaction of atomic orbit-
als on separate atoms as they are brought together to form a molecule. Although the com-
putational techniques involved have been largely superseded by molecular orbital theory,
much of the language and some of the concepts of VB theory still remain and are used
throughout chemistry.

2.4 The hydrogen molecule

Key points: In valence bond theory, the wavefunction of an electron pair is formed by superimposing
the wavefunctions for the separated fragments of the molecule; a molecular potential energy curve
shows the variation of the molecular energy with internuclear separation.

The two-electron wavefunction for two widely separated H atoms is ¢ = x, (1)x,(2), where
X, and x, are H1s orbitals on atoms A and B. (Although x, chi, is also used for electronega-
tivity, the context makes it unlikely that the two usages will be confused: y is commonly
used to denote an atomic orbital in computational chemistry.) When the atoms are close, it
is not possible to know whether it is electron 1 that is on A or electron 2. An equally valid
description is therefore 4 = x,(2)x,(1), in which electron 2 is on A and electron 1 is on B.
When two outcomes are equally probable, quantum mechanics instructs us to describe the
true state of the system as a superposition of the wavefunctions for each possibility, so a
better description of the molecule than either wavefunction alone is the linear combination
of the two possibilities.

=X (Dxp(2) + x,(2)x,(1) (2.1)

This function is the (unnormalized) VB wavefunction for an H—H bond. The formation of
the bond can be pictured as being due to the high probability that the two electrons will
be found between the two nuclei and hence will bind them together (Fig. 2.2). More for-
mally, the wave pattern represented by the term x,(1)x,(2) interferes constructively with
the wave pattern represented by the contribution y,(2)x,(1) and there is an enhancement
in the amplitude of the wavefunction in the internuclear region. For technical reasons
stemming from the Pauli principle, only electrons with paired spins can be described by a
wavefunction of the type written in eqn 2.1, so only paired electrons can contribute to a
bond in VB theory. We say, therefore, that a VB wavefunction is formed by spin pairing of
the electrons in the two contributing atomic orbitals. The electron distribution described
by the wavefunction in eqn 2.1 is called a o bond. As shown in Fig. 2.2, a o bond has
cylindrical symmetry around the internuclear axis, and the electrons in it have zero orbital
angular momentum about that axis.

The molecular potential energy curve for H,, a graph showing the variation of the
energy of the molecule with internuclear separation, is calculated by changing the in-
ternuclear separation R and evaluating the energy at each selected separation (Fig. 2.3).
The energy is found to fall below that of two separated H atoms as the two atoms are
brought within bonding distance and each electron becomes free to migrate to the other
atom. However, the resulting lowering of energy is counteracted by an increase in en-
ergy from the Coulombic (electrostatic) repulsion between the two positively charged
nuclei. This positive contribution to the energy becomes large as R becomes small. Con-
sequently, the total potential energy curve passes through a minimum and then climbs
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Fig. 2.2 The formation of a o bond from
(a) s orbital overlap, (b) p orbital overlap.
A o bond has cylindrical symmetry around
the internuclear axis.
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Fig. 2.3 A molecular potential energy curve
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Fig. 2.4 The formation of a 7 bond.

Fig. 2.5 The VB description of N,. Two
electrons form a o bond and another

two pairs form two 1 bonds. In linear
molecules, where the x- and y-axes are not
specified, the electron density of 1 bonds
is cylindrically symmetrical around the
internuclear axis.

to a strongly positive value at small internuclear separations. The depth of the minimum
of the curve is denoted D,. The deeper the minimum, the more strongly the atoms are
bonded together. The steepness of the well shows how rapidly the energy of the molecule
rises as the bond is stretched or compressed. The steepness of the curve, an indication
of the stiffness of the bond, therefore governs the vibrational frequency of the molecule
(Section 8.4).

2.5 Homonuclear diatomic molecules

Key point: Electrons in atomic orbitals of the same symmetry but on neighbouring atoms are paired to
form ¢ and = bonds.

A similar description can be applied to more complex molecules, and we begin by consid-
ering homonuclear diatomic molecules, diatomic molecules in which both atoms belong
to the same element (dinitrogen, N, is an example). To construct the VB description of N,
we consider the valence electron configuration of each atom, which from Section 1.8 we
know to be 2s?2p2p 2p. It is conventional to take the z-axis to be the internuclear axis,
sO we can imagine each atom as having a 2p_orbital pointing towards a 2p_orbital on
the other atom, with the 2p_and 2p orbitals perpendlcular to the axis. A o bond is then
formed by spin pairing between the two electrons in the opposing 2p_ orbitals. Its spatial
wavefunction is still given by eqn 2.1, but now y, and y, stand for the two 2p,_ orbitals. A
simple way of identifying a o bond is to envisage rotation of the bond around the inter-
nuclear axis: if the wavefunction remains unchanged, the bond is classified as o.

The remaining 2p orbitals cannot merge to give o bonds as they do not have cylindrical
symmetry around the internuclear axis. Instead, the orbitals merge to form two w bonds.
A 7 bond arises from the spin pairing of electrons in two p orbitals that approach side by
side (Fig. 2.4). The bond is so-called because, viewed along the internuclear axis, it resem-
bles a pair of electrons in a p orbital. More precisely, an electron in a w bond has one unit
of orbital angular momentum about the internuclear axis. A simple way of identifying a
w bond is to envisage rotation of the bond through 180° around the internuclear axis. If
the signs (as indicated by the shading) of the lobes of the orbital are interchanged, then the
bond is classified as .

There are two 7 bonds in N, one formed by spin pairing in two neighbouring 2p_orbit-
als and the other by spin pairing in two neighbouring 2p orbitals. The overall bonding
pattern in N, is therefore a o bond plus two 7 bonds (Fig. 2.5), which is consistent with
the structure N=N. Analysis of the total electron density in a triple bond shows that it
has cylindrical symmetry around the internuclear axis, with the four electrons in the two
7 bonds forming a ring of electron density around the central o bond.

2.6 Polyatomic molecules

Key points: Each ¢ bond in a polyatomic molecule is formed by the spin pairing of electrons in any
neighbouring atomic orbitals with cylindrical symmetry about the relevant internuclear axis;  bonds
are formed by pairing electrons that occupy neighbouring atomic orbitals of the appropriate symmetry.

To introduce polyatomic molecules we consider the VB description of H,O. The valence
electron configuration of a hydrogen atom is 1s' and that of an O atom is 2s*2p’2p,2p_.
The two unpaired electrons in the O2p orbitals can each pair with an electron in an "His
orbital, and each combination results in the formation of a o bond (each bond has cylindri-
cal symmetry about the respective O—H internuclear axis). Because the 2p and 2p_orbit-
als lie at 90° to each other, the two o bonds also lie at 90° to each other (Fig. 2.6). We can
predict, therefore, that H,O should be an angular molecule, which it is. However, the theory
predicts a bond angle of 90° whereas the actual bond angle is 104.5°. Similarly, to predict
the structure of an ammonia molecule, NH,, we start by noting that the valence electron
configuration of an N atom given previously suggests that three H atoms can form bonds
by spin pairing with the electrons in the three half-filled 2p orbitals. The latter are perpen-
dicular to each other, so we predict a trigonal-pyramidal molecule with a bond angle of 90°.
An NH, molecule is indeed trigonal pyramidal, but the experimental bond angle is 107°.
Another deficiency of the VB theory presented so far is its inability to account for the
tetravalence of carbon, its ability to form four bonds. The ground-state configuration of



Cis 2s’2p2p,, which suggests that a C atom should be capable of forming only two bonds,
not four. Clearly, something is missing from the VB approach.

These two deficiencies—the failure to account for bond angles and the valence of
carbon—are overcome by introducing two new features, promotion and hybridization.

(a) Promotion

Key point: Promotion of electrons may occur if the outcome is to achieve more or stronger bonds and
a lower overall energy.

Promotion is the excitation of an electron to an orbital of higher energy in the course of
bond formation. Although electron promotion requires an investment of energy, that in-
vestment is worthwhile if the energy can be more than recovered from the greater strength
or number of bonds that it allows to be formed. Promotion is not a ‘real’ process in which
an atom somehow becomes excited and then forms bonds: it is a contribution to the over-
all energy change that occurs when bonds form.

In carbon, for example, the promotion of a 2s electron to a 2p orbital can be thought
of as leading to the configuration 2s'2p!2p 2p |, with four unpaired electrons in separate
orbitals. These electrons may pair with four electrons in orbitals provided by four other
atoms, such as four Hls orbitals if the molecule is CH,, and hence form four o bonds.
Although energy was required to promote the electron, it is more than recovered by the
atom’s ability to form four bonds in place of the two bonds of the unpromoted atom.
Promotion, and the formation of four bonds, is a characteristic feature of carbon and of
its congeners in Group 14 (Chapter 14) because the promotion energy is quite small: the
promoted electron leaves a doubly occupied ns orbital and enters a vacant np orbital,
hence significantly relieving the electron—electron repulsion it experiences in the ground
state. This promotion on an electron becomes energetically less favourable as the group is
descended and divalent compounds are common for tin and lead (Section 9.5).

(b) Hypervalence

Key point: Hypervalence and octet expansion occur for elements following Period 2.

The elements of Period 2, Li through Ne, obey the octet rule quite well, but elements of later
periods show deviations from it. For example, the bonding in PCI, requires the P atom to
have 10 electrons in its valence shell, one pair for each P—CI bond (15). Similarly, in SF,
the S atom must have 12 electrons if each F atom is to be bound to the central S atom by
an electron pair (16). Species of this kind, which in terms of Lewis structures demand the
presence of more than an octet of electrons around at least one atom, are called hypervalent.

The traditional explanation of hypervalence invokes the availability of low-lying unfilled
d orbitals, which can accommodate the additional electrons. According to this explana-
tion, a P atom can accommodate more than eight electrons if it uses its vacant 3d orbitals.
In PCI,, with its five pairs of bonding electrons, at least one 3d orbital must be used in
addition to the four 3s and 3p orbitals of the valence shell. The rarity of hypervalence in
Period 2 is then ascribed to the absence of 2d orbitals. However, the real reason for the
rarity of hypervalence in Period 2 may be the geometrical difficulty of packing more than
four atoms around a small central atom and may in fact have little to do with the avail-
ability of d orbitals. The molecular orbital theory of bonding, which is described later in
this chapter, describes the bonding in hypervalent compounds without invoking participa-
tion of d orbitals.

(c) Hybridization

Key points: Hybrid orbitals are formed when atomic orbitals on the same atom interfere; specific
hybridization schemes correspond to each local molecular geometry.

The description of the bonding in AB, molecules of Group 14 is still incomplete because
it appears to imply the presence of three o bonds of one type (formed from x, and x,,,
orbitals) and a fourth o bond of a distinctly different character (formed from y, and x,, ),
whereas all the experimental evidence (bond lengths and strengths) points to the equiva-
lence of all four A—B bonds, as in CH,, for example.

This problem is overcome by realizing that the electron density distribution in the pro-
moted atom is equivalent to the electron density in which each electron occupies a hybrid
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Fig. 2.7 One of the four equivalent sp?
hybrid orbitals. Each one points towards a
different vertex of a regular tetrahedron.

orbital formed by interference, or ‘mixing’, between the A2s and the A2p orbitals. The ori-
gin of the hybridization can be appreciated by thinking of the four atomic orbitals, which
are waves centred on a nucleus, as being like ripples spreading from a single point on the
surface of a lake: the waves interfere destructively and constructively in different regions,
and give rise to four new shapes.

The specific linear combinations that give rise to four equivalent hybrid orbitals are

h1=s+px+py+pZ h2=s—px—py+pz

(2.2)
hszs—px+py—pz h4=s+px—py—pz

As a result of the interference between the component orbitals, each hybrid orbital con-
sists of a large lobe pointing in the direction of one corner of a regular tetrahedron and a
smaller lobe pointing in the opposite direction (Fig. 2.7). The angle between the axes of
the hybrid orbitals is the tetrahedral angle, 109.47°. Because each hybrid is built from one
s orbital and three p orbitals, it is called an sp?® hybrid orbital.

It is now easy to see how the VB description of a CH, molecule is consistent with a tetra-
hedral shape with four equivalent C—H bonds. Each hybrid orbital of the promoted carbon
atom contains a single unpaired electron; an electron in y,,, can pair with each one, giving
rise to a o bond pointing in a tetrahedral direction. Because each sp?® hybrid orbital has
the same composition, all four o bonds are identical apart from their orientation in space.

A further feature of hybridization is that a hybrid orbital has pronounced directional
character, in the sense that it has enhanced amplitude in the internuclear region. This di-
rectional character arises from the constructive interference between the s orbital and the
positive lobes of the p orbitals. As a result of the enhanced amplitude in the internuclear
region, the bond strength is greater than for an s or p orbital alone. This increased bond
strength is another factor that helps to repay the promotion energy.

Hybrid orbitals of different compositions are used to match different molecular ge-
ometries and to provide a basis for their VB description. For example, sp? hybridization is
used to reproduce the electron distribution needed for trigonal-planar species, such as on
B in BF, and N in NOj;, and sp hybridization reproduces a linear distribution. Table 2.4
gives the hybrids needed to match the geometries of a variety of electron distributions.

Table 2.4 Some hybridization schemes

Coordination number Arrangement Composition

Bl lnear spdsd
Angular sd

B Trigonal planar sp?, pd
Unsymmetrical planar spd
Trigonal pyramidal pd?

4 Tetrahedral sp?, sd?
Irregular tetrahedral spd?, pd, pd®
Square planar p?d?, sp*d

5 Trigonal bipyramidal spd, spd?
Tetragonal pyramidal sp’d?, sd*, pd*, p3d?
Pentagonal planar p’d?

6 Octahedral spid?
Trigonal prismatic spd*, pd®
Trigonal antiprismatic pd?

Molecular orbital theory

We have seen that VB theory provides a reasonable description of bonding in simple mole-
cules. However, it does not handle polyatomic molecules very elegantly. Molecular orbital
theory (MO theory) is a more sophisticated model of bonding that can be applied equally
successfully to simple and complex molecules. In MO theory, we generalize the atomic



orbital description of atoms in a very natural way to a molecular orbital description of
molecules in which electrons spread over all the atoms in a molecule and bind them all
together. In the spirit of this chapter, we continue to treat the concepts qualitatively and
to give a sense of how inorganic chemists discuss the electronic structures of molecules by
using MO theory. Almost all qualitative discussions and calculations on inorganic mol-
ecules and ions are now carried out within the framework of MO theory.

2.7 An introduction to the theory

We begin by considering homonuclear diatomic molecules and diatomic ions formed by
two atoms of the same element. The concepts these species introduce are readily extended
to heteronuclear diatomic molecules formed between two atoms or ions of different ele-
ments. They are also easily extended to polyatomic molecules and solids composed of huge
numbers of atoms and ions. In parts of this section we shall include molecular fragments
in the discussion, such as the SF diatomic group in the SF_ molecule or the OO diatomic
group in H,O, as similar concepts also apply to pairs of atoms bound together as parts of
larger molecules.

(a) The approximations of the theory

Key points: Molecular orbitals are constructed as linear combinations of atomic orbitals; there is a
high probability of finding electrons in atomic orbitals that have large coefficients in the linear combi-
nation; each molecular orbital can be occupied by up to two electrons.

As in the description of the electronic structures of atoms, we set out by making the orbital
approximation, in which we assume that the wavefunction, #, of the N_ electrons in the
molecule can be written as a product of one-electron wavefunctions: ¢ = (1){(2) ... (N ).
The interpretation of this expression is that electron 1 is described by the wavefunction
(1), electron 2 by the wavefunction (2), and so on. These one-electron wavefunctions
are the molecular orbitals of the theory. As for atoms, the square of a one-electron wave-
function gives the probability distribution for that electron in the molecule: an electron in a
molecular orbital is likely to be found where the orbital has a large amplitude, and will not
be found at all at any of its nodes.

The next approximation is motivated by noting that, when an electron is close to the nucleus
of one atom, its wavefunction closely resembles an atomic orbital of that atom. For instance,
when an electron is close to the nucleus of an H atom in a molecule, its wavefunction is like
a 1s orbital of that atom. Therefore, we may suspect that we can construct a reasonable first
approximation to the molecular orbital by superimposing atomic orbitals contributed by each
atom. This modelling of a molecular orbital in terms of contributing atomic orbitals is called
the linear combination of atomic orbitals (LCAO) approximation. A ‘linear combination’ is a
sum with various weighting coefficients. In simple terms, we combine the atomic orbitals of
contributing atoms to give molecular orbitals that extend over the entire molecule.

In the most elementary form of MO theory, only the valence shell atomic orbitals are
used to form molecular orbitals. Thus, the molecular orbitals of H, are approximated by
using two hydrogen 1s orbitals, one from each atom:

V=X, T o (2.3)

In this case the basis set, the atomic orbitals y from which the molecular orbital is
built, consists of two Hls orbitals, one on atom A and the other on atom B. The prin-
ciple is exactly the same for more complex molecules. For example, the basis set for the
methane molecule consists of the 2s and 2p orbitals on carbon and four 1s orbitals on the
hydrogen atoms. The coefficients ¢ in the linear combination show the extent to which each
atomic orbital contributes to the molecular orbital: the greater the value of ¢, the greater
the contribution of that atomic orbital to the molecular orbital. To interpret the coefficients
in eqn 2.3 we note that ¢} is the probability that the electron will be found in the orbital
X, and ¢ is the probability that the electron will be found in the orbital y,. The fact that
both atomic orbitals contribute to the molecular orbital implies that there is interference
between them where their amplitudes are nonzero, with the probability distribution being
given by

P =iy + 2o e X Toepxg (2.4)

Molecular orbital theory
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Fig. 2.8 The enhancement of electron
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Fig. 2.9 The destructive interference that
arises if the overlapping orbitals have
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Fig. 2.10 The molecular orbital energy level
diagram for H, and analogous molecules.

The term 2¢,c,x, x, represents the contribution to the probability density arising from this
interference.

Because H, is a homonuclear diatomic molecule, its electrons are equally likely to
be found near each nucleus, so the linear combination that gives the lowest energy will
have equal contributions from each 1s orbital (¢ = ¢?), leaving open the possibility that

¢, = +c,or ¢, = —c,. Thus, ignoring normalization, the two molecular orbitals are

b= X EX (2.5)

The relative signs of coefficients in LCAOs play a very important role in determining the
energies of the orbitals. As we shall see, they determine whether atomic orbitals interfere
constructively or destructively where they spread into the same region and hence lead to
an accumulation or a reduction of electron density in those regions.

Two more preliminary points should be noted. We see from this discussion that two
molecular orbitals may be constructed from two atomic orbitals. In due course, we shall
see the importance of the general point that N molecular orbitals can be constructed
from a basis set of N atomic orbitals. For example, if we use all four valence orbitals
on each O atom in O,, then from the total of eight atomic orbitals we can construct
eight molecular orbitals. In addition, as in atoms, the Pauli exclusion principle implies
that each molecular orbital may be occupied by up to two electrons; if two electrons
are present, then their spins must be paired. Thus, in a diatomic molecule constructed
from two Period 2 atoms and in which there are eight molecular orbitals available for
occupation, up to 16 electrons may be accommodated before all the molecular orbit-
als are full. The same rules that are used for filling atomic orbitals with electrons (the
building-up principle and Hund’s rule, Section 1.8) apply to filling molecular orbitals
with electrons.

The general pattern of the energies of molecular orbitals formed from N atomic orbitals
is that one molecular orbital lies below that of the parent atomic energy levels, one lies higher
in energy than they do, and the remainder are distributed between these two extremes.

(b) Bonding and antibonding orbitals

Key points: A bonding orbital arises from the constructive interference of neighbouring atomic orbit-
als; an antibonding orbital arises from their destructive interference, as indicated by a node between
the atoms.

The orbital ¢, is an example of a bonding orbital. It is so-called because the energy of the
molecule is lowered relative to that of the separated atoms if this orbital is occupied by
electrons. The bonding character of ¢ is ascribed to the constructive interference between
the two atomic orbitals and the resulting enhanced amplitude between the two nuclei
(Fig. 2.8). An electron that occupies ¢, has an enhanced probability of being found in the
internuclear region and can interact strongly with both nuclei. Hence orbital overlap, the
spreading of one orbital into the region occupied by another, leading to enhanced prob-
ability of electrons being found in the internuclear region, is taken to be the origin of the
strength of bonds.

The orbital ¢_ is an example of an antibonding orbital. It is so-called because, if it is oc-
cupied, the energy of the molecule is higher than for the two separated atoms. The greater
energy of an electron in this orbital arises from the destructive interference between the
two atomic orbitals, which cancels their amplitudes and gives rise to a nodal plane be-
tween the two nuclei (Fig. 2.9). Electrons that occupy ¢_ are largely excluded from the
internuclear region and are forced to occupy energetically less favourable locations. It is
generally true that the energy of a molecular orbital in a polyatomic molecule is higher
the more internuclear nodes it has. The increase in energy reflects an increasingly complete
exclusion of electrons from the regions between nuclei. Note that an antibonding orbital
is slightly more antibonding than its partner bonding orbital is bonding: the asymmetry
arises partly from the details of the electron distribution and partly from the fact that in-
ternuclear repulsion pushes the entire energy level diagram upwards.

The energies of the two molecular orbitals in H, are depicted in Fig. 2.10, which is
an example of a molecular orbital energy level diagram, a diagram depicting the rela-
tive energies of molecular orbitals. The two electrons occupy the lower energy molecular
orbital. An indication of the size of the energy gap between the two molecular orbitals
is the observation of a spectroscopic absorption in H, at 11.4 eV (in the ultraviolet at
109 nm), which can be ascribed to the transition of an electron from the bonding orbital



to the antibonding orbital. The dissociation energy of H, is 4.5 eV (434 k] mol™!), which
gives an indication of the location of the bonding orbital relative to the separated atoms.

The Pauli exclusion principle limits to two the number of electrons that can occupy
any molecular orbital and requires that those two electrons be paired (T!). The exclusion
principle is the origin of the importance of the pairing of the electrons in bond formation
in MO theory just as it is in VB theory: in the context of MO theory, two is the maximum
number of electrons that can occupy an orbital that contributes to the stability of the mol-
ecule. The H, molecule, for example, has a lower energy than that of the separated atoms
because two electrons can occupy the orbital ¢, and both can contribute to the lowering
of its energy (as shown in Fig. 2.10). A weaker bond can be expected if only one electron is
present in a bonding orbital, but nevertheless H; is known as a transient gas-phase ion; its
dissociation energy is 2.6 eV (250.9 k] mol~?). Three electrons (as in H;) are less effective
than two electrons because the third electron must occupy the antibonding orbital y_ and
hence destabilize the molecule. With four electrons, the antibonding effect of two electrons
in ¢ overcomes the bonding effect of two electrons in ¢, . There is then no net bonding. It
follows that a four-electron molecule with only 1s orbitals available for bond formation,
such as He,, is not expected to be stable relative to dissociation into its atoms.

So far, we have discussed interactions of atomic orbitals that give rise to molecular
orbitals that are lower in energy (bonding) and higher in energy (antibonding) than the
separated atoms. In addition, it is possible to generate a molecular orbital that has the
same energy as the initial atomic orbitals. In this case, occupation of this orbital neither
stabilizes nor destabilizes the molecule and so it is described as a nonbonding orbital. Typi-
cally, a nonbonding orbital is a molecular orbital that consists of a single orbital on one
atom, perhaps because there is no atomic orbital of the correct symmetry for it to overlap
on a neighbouring atom.

2.8 Homonuclear diatomic molecules

Although the structures of diatomic molecules can be calculated effortlessly by using com-
mercial software packages, the validity of any such calculations must, at some point, be
confirmed by experimental data. Moreover, elucidation of molecular structure can often
be achieved by drawing on experimental information. One of the most direct portrayals of
electronic structure is obtained from ultraviolet photoelectron spectroscopy (UPS, Section
8.8) in which electrons are ejected from the orbitals they occupy in molecules and their
energies determined. Because the peaks in a photoelectron spectrum correspond to the
various kinetic energies of photoelectrons ejected from different orbitals of the molecule,
the spectrum gives a vivid portrayal of the molecular orbital energy levels of a molecule
(Fig. 2.11).

(a) The orbitals

Key points: Molecular orbitals are classified as o, 1, or 3 according to their rotational symmetry about
the internuclear axis, and (in centrosymmetric species) as g or u according to their symmetry with
respect to inversion.

Our task is to see how MO theory can account for the features revealed by photoelectron
spectroscopy and the other techniques, principally absorption spectroscopy, that are used
to study diatomic molecules. We are concerned predominantly with outer-shell valence or-
bitals, rather than core orbitals. As with H,, the starting point in the theoretical discussion
is the minimal basis set, the smallest set of atomic orbitals from which useful molecular
orbitals can be built. In Period 2 diatomic molecules, the minimal basis set consists of the
one valence s orbital and three valence p orbitals on each atom, giving eight atomic orbit-
als in all. We shall now see how the minimal basis set of eight valence shell atomic orbitals
(four from each atom, one s and three p) is used to construct eight molecular orbitals. Then
we shall use the Pauli principle to predict the ground-state electron configurations of the
molecules.

The energies of the atomic orbitals that form the basis set are shown on either side of
the molecular orbital diagram in Fig. 2.12. We form o orbitals by allowing overlap be-
tween atomic orbitals that have cylindrical symmetry around the internuclear axis, which
(as remarked earlier) is conventionally labelled z. The notation o signifies that the orbital
has cylindrical symmetry; atomic orbitals that can form o orbitals include the 2s and 2p_
orbitals on the two atoms (Fig. 2.13). From these four orbitals (the 2s and the 2p_orbitals
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Fig. 2.12 The molecular orbital energy level
diagram for the later Period 2 homonuclear
diatomic molecules. This diagram should be
used for O, and F,.

Fig. 2.13 A o orbital can be formed in
several ways, including s,s overlap, s,p
overlap, and p,p overlap, with the p orbitals
directed along the internuclear axis.
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Fig. 2.14 Two p orbitals can overlap to form
a  orbital. The orbital has a nodal plane
passing through the internuclear axis, shown
here from the side.
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Fig 2.15 (a) Bonding and (b) antibonding
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Fig 2.16 (a) Bonding and (b) antibonding
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on atom A and the corresponding orbitals on atom B) with cylindrical symmetry we can
construct four o molecular orbitals, two of which arise predominantly from interaction
of the 2s orbitals, and two from interaction of the 2p_orbitals. These molecular orbitals
are labelled 10 , 10, 20 , and 20, respectively. Their energies resemble those shown in
Fig. 2.12 but it is difficult to predict the precise locations of the central two orbitals.
Interaction between a 2s on one atom and a 2p_orbital on the other atom is possible if
their relative energies are similar.

The remaining two 2p orbitals on each atom, which have a nodal plane containing the
z-axis, overlap to give w orbitals (Fig. 2.14). Bonding and antibonding m orbitals can be
formed from the mutual overlap of the two 2p_orbitals, and also from the mutual overlap
of the two 2p, orbitals. This pattern of overlap gives rise to the two pairs of doubly degen-
erate energy levels (two energy levels of the same energy) shown in Fig. 2.12 and labelled
1w and 17 .

For homonuclear diatomics, it is sometimes convenient (particularly for spectroscopic
discussions) to signify the symmetry of the molecular orbitals with respect to their be-
haviour under inversion through the centre of the molecule. The operation of inversion
consists of starting at an arbitrary point in the molecule, travelling in a straight line to
the centre of the molecule, and then continuing an equal distance out on the other side of
the centre. This procedure is indicated by the arrows in Figs 2.15 and 2.16. The orbital
is designated g (for gerade, even) if it is identical under inversion, and u (for ungerade,
odd) if it changes sign. Thus, a bonding o orbital is g and an antibonding o orbital is u
(Fig. 2.15). On the other hand, a bonding m orbital is u and an antibonding = orbital is
g (Fig. 2.16). Note that the o, orbitals are numbered separately from the o orbitals, and
similarly for the  orbitals.

The procedure can be summarized as follows:

1. From a basis set of four atomic orbitals on each atom, eight molecular orbitals are
constructed.

2. Four of these eight molecular orbitals are o orbitals and four are  orbitals.

3. The four o orbitals span a range of energies, one being strongly bonding and another
strongly antibonding; the remaining two lie between these extremes.

4. The four 7 orbitals form one doubly degenerate pair of bonding orbitals and one doubly
degenerate pair of antibonding orbitals.

To establish the actual location of the energy levels, it is necessary to use electronic absorp-
tion spectroscopy, photoelectron spectroscopy, or detailed computation.

Photoelectron spectroscopy and detailed computation (the numerical solution of the
Schrodinger equation for the molecules) enable us to build the orbital energy schemes
shown in Fig. 2.17. As we see there, from Li, to N, the arrangement of orbitals is that
shown in Fig. 2.18, whereas for O, and F, the order of the o and  orbitals is reversed and
the array is that shown in Fig. 2.12. The reversal of order can be traced to the increasing
separation of the 2s and 2p orbitals that occurs on going to the right across Period 2. A
general principle of quantum mechanics is that the mixing of wavefunctions is strongest
if their energies are similar; mixing is not important if their energies differ by more than
about 1 eV. When the s,p energy separation is small, each ¢ molecular orbital is a mixture
of s and p character on each atom. As the s and p energy separation increases, the molecu-
lar orbitals become more purely s-like and p-like.

When considering species containing two neighbouring d-block atoms, as in Hg2* and
[Cl,ReReCl,]*~, we should also allow for the possibility of forming bonds from d orbitals.
A dzl orbital has cylindrical symmetry with respect to the internuclear (z) axis, and hence
can contribute to the o orbitals that are formed from s and p_orbitals. The d _ and d_
orbitals both look like p orbitals when viewed along the internuclear axis, and hence can
contribute to the 7 orbitals formed from p_and p. . The new feature is the role of d,._. and
d_, which have no counterpart in the orbitals discussed up to now. These two orbitals can
overlap with matching orbitals on the other atom to give rise to doubly degenerate pairs
of bonding and antibonding 8 orbitals (Fig. 2.19). As we shall see in Chapter 19, 8 orbitals
are important for the discussion of bonds between d-metal atoms, in d-metal complexes,
and in organometallic compounds.
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Fig. 2.17 The variation of orbital energies for Period 2 homonuclear diatomic molecules from Li, to F,.

(b) The building-up principle for molecules

Key points: The building-up principle is used to predict the ground-state electron configurations by
accommodating electrons in the array of molecular orbitals summarized in Fig. 2.12 or Fig. 2.18 and
recognizing the constraints of the Pauli principle.

We use the building-up principle in conjunction with the molecular orbital energy level
diagram in the same way as for atoms. The order of occupation of the orbitals is the order
of increasing energy as depicted in Fig. 2.12 or Fig. 2.18. Each orbital can accommodate
up to two electrons. If more than one orbital is available for occupation (because they
happen to have identical energies, as in the case of pairs of 7 orbitals), then the orbitals
are occupied separately. In that case, the electrons in the half-filled orbitals adopt parallel
spins (TT), just as is required by Hund’s rule for atoms (Section 1.7a). With very few ex-
ceptions, these rules lead to the actual ground-state configuration of the Period 2 diatomic
molecules. For example, the electron configuration of N, with 10 valence electrons, is

N,: lo2lo21mw! 202
e

Molecular orbital configurations are written like those for atoms: the orbitals are listed in
order of increasing energy, and the number of electrons in each one is indicated by a super-
script. Note that w* is shorthand for the occupation of two different w orbitals.

EXAMPLE 2.4 Predicting the electron configurations of diatomic molecules

Predict the ground-state electron configurations of the oxygen molecule, O,, the superoxide ion, O;, and
the peroxide ion, 07"

Answer We need to determine the number of valence electrons and then populate the molecular orbitals
with them in accord with the building-up principle. An O, molecule has 12 valence electrons. The first ten
electrons recreate the N, configuration except for the reversal of the order of the 11, and 20, orbitals (see
Fig. 2.17). Next in line for occupation are the doubly degenerate 1, orbitals. The last two electrons enter
these orbitals separately and have parallel spins. The configuration is therefore

0, 12102202 1! 172
g TutPg Mu My
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Fig. 2.20 The molecular orbital energy
level diagram arising from interaction of
two atomic orbitals with different energies.
The lower molecular orbital is primarily
composed of the lower energy atomic
orbital, and vice versa. The shift in energies
of the two levels is less than if the atomic
orbitals had the same energy.

The O, molecule is interesting because the lowest energy configuration has two unpaired electrons in
different 1w orbitals. Hence, O, is paramagnetic (tends to be attracted into a magnetic field). The next two
electrons can be accommodated in the T, orbitals, giving

0,: 16102221 w1 7’
9 u 9 u 9
02 1o21022021 w1 !
9 u 9 u 9
We are assuming that the orbital order remains that shown in Fig. 2.17; this might not be the case.

Self-test 2.4 Write the valence electron configuration for S~ and CI2™.

The highest occupied molecular orbital (HOMO) is the molecular orbital that, according to
the building-up principle, is occupied last. The lowest unoccupied molecular orbital (LUMO)
is the next higher molecular orbital. In Fig. 2.17, the HOMO of F, is 1 and its LUMO is
20,; for N, the HOMO is 20, and the LUMO is 1. We shall 1ncreasmgly see that these
frontler orbltals the LUMO and the HOMO, play special roles in the interpretation of struc-
tural and kinetic studies. The term SOMO, denoting a singly occupied molecular orbital, is
sometimes encountered and is of crucial importance for the properties of radical species.

2.9 Heteronuclear diatomic molecules

The molecular orbitals of heteronuclear diatomic molecules differ from those of homonu-
clear diatomic molecules in having unequal contributions from each atomic orbital. Each
molecular orbital has the form

r=cX, T Xyt e (2.6)

The unwritten orbitals include all the other orbitals of the correct symmetry for forming
o or m bonds but which typically make a smaller contribution than the two valence shell
orbitals we are considering. In contrast to orbitals for homonuclear species, the coefficients
¢, and ¢, are not necessarily equal in magnitude. If ¢} > ¢, the orbital is composed prin-
cipally of y, and an electron that occupies the molecular orbital is more likely to be found
near atom A than atom B. The opposite is true for a molecular orbital in which ¢} < ¢].
In heteronuclear diatomic molecules, the more electronegative element makes the larger
contribution to bonding orbitals and the less electronegative element makes the greater

contribution to the antibonding orbitals.

(a) Heteronuclear molecular orbitals

Key points: Heteronuclear diatomic molecules are polar; bonding electrons tend to be found on the
more electronegative atom and antibonding electrons on the less electronegative atom.

The greater contribution to a bonding molecular orbital normally comes from the more
electronegative atom: the bonding electrons are then likely to be found close to that atom
and hence be in an energetically favourable location. The extreme case of a polar covalent
bond, a covalent bond formed by an electron pair that is unequally shared by the two at-
oms, is an ionic bond. In an ionic bond, one atom gains complete control over the electron
pair. The less electronegative atom normally contributes more to an antibonding orbital
(Fig. 2.20), that is antibonding electrons are more likely to be found in an energetically
unfavourable location, close to the less electronegative atom.

A second difference between homonuclear and heteronuclear diatomic molecules stems
from the energy mismatch in the latter between the two sets of atomic orbitals. We have
already remarked that two wavefunctions interact less strongly as their energies diverge.
This dependence on energy separation implies that the lowering of energy as a result of
the overlap of atomic orbitals on different atoms in a heteronuclear molecule is less pro-
nounced than in a homonuclear molecule, in which the orbitals have the same energies.
However, we cannot necessarily conclude that A—B bonds are weaker than A—A bonds
because other factors (including orbital size and closeness of approach) are also important.
The heteronuclear CO molecule, for example, which is isoelectronic with its homonuclear
counterpart N, has an even higher bond enthalpy (1070 k] mol~!) than N, (946 kJ mol™?).



(b) Hydrogen fluoride

Key points: In hydrogen fluoride the bonding orbital is more concentrated on the F atom and the anti-
bonding orbital is more concentrated on the H atom.

As an illustration of these general points, consider a simple heteronuclear diatomic molecule,
HE. The five valence orbitals available for molecular orbital formation are the 1s orbital of
H and the 2s and 2p orbitals of F; there are 1 + 7 = 8 valence electrons to accommodate in
the five molecular orbitals that can be constructed from the five basis orbitals.

The o orbitals of HF can be constructed by allowing an H1s orbital to overlap the F2s
and F2p_orbitals (z being the internuclear axis). These three atomic orbitals combine to
give three ¢ molecular orbitals of the form ¢ = ¢ x;,,. + X, + Xy This procedure
leaves the F2p_and F2p, orbitals unaffected as they have m symmetry and there is no
valence H orbital of that symmetry. These 7 orbitals are therefore examples of the non-
bonding orbitals mentioned earlier, and are molecular orbitals confined to a single atom.
Note that, because there is no centre of inversion in a heteronuclear diatomic molecule, we
do not use the g,u classification for its molecular orbitals.

Figure 2.21 shows the resulting energy level diagram. The 1o bonding orbital is predomi-
nantly F2s in character as the energy difference between it and the H1s orbital is large.
It is, therefore, confined mainly to the F atom and essentially nonbonding. The 2o orbital is
more bonding than the 1o orbital and has both H1s and F2p character. The 3¢ orbital
is antibonding, and principally H1s in character: the 1s orbital has a relatively high energy
(compared with the fluorine orbitals) and hence contributes predominantly to the high-
energy antibonding molecular orbital.

Two of the eight valence electrons enter the 20 orbital, forming a bond between the two
atoms. Six more enter the 1o and 17 orbitals; these two orbitals are largely nonbonding
and confined mainly to the F atom. This is consistent with the conventional model of three
lone pairs on the fluorine atom. All the electrons are now accommodated, so the configura-
tion of the molecule is 16*20?17*. One important feature to note is that all the electrons
occupy orbitals that are predominantly on the F atom. It follows that we can expect the
HF molecule to be polar, with a partial negative charge on the F atom, which is found
experimentally.

(c) Carbon monoxide

Key points: The HOMO of a carbon monoxide molecule is an almost nonbonding o orbital largely local-
ized on C; the LUMO is an antibonding 7 orbital.

The molecular orbital energy level diagram for carbon monoxide is a somewhat more com-
plicated example than HF because both atoms have 2s and 2p orbitals that can participate
in the formation of ¢ and m orbitals. The energy level diagram is shown in Fig. 2.22. The
ground-state configuration is

CO: 16220?17m*30?

The 1o orbital is localized mostly on the O atom and essentially nonbonding. The 2o
orbital is bonding. The 1w orbitals constitute the doubly degenerate pair of bonding
orbitals, with mainly C2p orbital character. The HOMO in CO is 30, which is predomi-
nantly C2p_in character, largely nonbonding, and located on the C atom. The LUMO is
the doubly degenerate pair of antibonding m orbitals, with mainly C2p orbital character
(Fig. 2.23). This combination of frontier orbitals—a full o orbital largely localized on C
and a pair of empty 7 orbitals—is one reason why metal carbonyls are such a characteris-
tic feature of the d metals: in d-metal carbonyls, the HOMO lone pair orbital of CO par-
ticipates in the formation of a ¢ bond and the LUMO antibonding m orbital participates
in the formation of w bonds to the metal atom (Chapter 22).

Although the difference in electronegativity between C and O is large, the experimental
value of the electric dipole moment of the CO molecule (0.1 D) is small. Moreover, the
negative end of the dipole is on the C atom despite that being the less electronegative atom.
This odd situation stems from the fact that the lone pairs and bonding pairs have a com-
plex distribution. It is wrong to conclude that, because the bonding electrons are mainly
on the O atom, O is the negative end of the dipole, as this ignores the balancing effect of
the lone pair on the C atom. The inference of polarity from electronegativity is particularly
unreliable when antibonding orbitals are occupied.
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Fig. 2.21 The molecular orbital energy
level diagram for HF. The relative positions
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Fig. 2.22 The molecular orbital energy level
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Fig. 2.24 A schematic illustration of the
energies of the molecular orbitals of ICI.

EXAMPLE 2.5 Accounting for the structure of a heteronuclear diatomic molecule

The halogens form compounds among themselves. One of these ‘interhalogen’ compounds is iodine
monochloride, ICl, in which the order of orbitals is 10, 20, 30, 17, 2, 40 (from calculation). What is the
ground-state electron configuration of ICI?

Answer First, we identify the atomic orbitals that are to be used to construct molecular orbitals: these are
the ClI3s and CI3p valence shell orbitals of Cl and the I5s and I5p valence shell orbitals of I. As for Period 2
elements, an array of o and 7 orbitals can be constructed, and is shown in Fig. 2.24. The bonding orbitals
are predominantly Cl in character (because that is the more electronegative element) and the antibonding
orbitals are predominantly | in character. There are 7 + 7 = 14 valence electrons to accommodate, which
results in the ground-state electron configuration 1622021430227,

Self-test 2.5 Predict the ground-state electron configuration of the hypochlorite ion, CIO~.

2.10 Bond properties

We have already seen the origin of the importance of the electron pair: two electrons is the
maximum number that can occupy a bonding orbital and hence contribute to a chemical
bond. We now extend this concept by introducing the concept of ‘bond order’.

(a) Bond order

Key points: The bond order assesses the net number of bonds between two atoms in the molecular
orbital formalism; the greater the bond order between a given pair of atoms, the greater the bond
strength.

The bond order, b, identifies a shared electron pair as counting as a ‘bond’ and an electron
pair in an antibonding orbital as an ‘antibond’ between two atoms. More precisely, the
bond order is defined as

b=1%(n-n*) (2.7)

where 7 is the number of electrons in bonding orbitals and #* is the number in antibond-
ing orbitals. Nonbonding electrons are ignored when calculating bond order.

B A brief illustration. Difluorine, F,, has the configuration 1 051 062031 asl 17‘9‘ and, because 1o, 17,
and 20, orbitals are bonding but 1o, and I, are antibonding, b= 12 +2+4-2-4)=1
The bond order of F, is 1, which is consistent with the structure F—F and the conventional description
of the molecule as having a single bond. Dinitrogen, N, has the configuration 16210217207 and
b= 3(2+ 4+ 2 —2)= 3.Abond order of 3 corresponds to a triply bonded molecule, which is
in line with the structure N=N. The high bond order is reflected in the high bond enthalpy of the

molecule (946 kJ mol~"), one of the highest for any molecule. m

Isoelectronic molecules and ions have the same bond order, so F, and O3~ both have bond
order 1. The bond order of the CO molecule, like that of the isoelectronic molecule N, is 3,
in accord with the analogous structure C=0. However, this method of assessing bonding
is primitive, especially for heteronuclear species. For instance, inspection of the computed
molecular orbitals suggests that 1o and 30 are best regarded as nonbonding orbitals largely
localized on O and C, and hence should really be disregarded in the calculation of b. The
resulting bond order is unchanged by this modification. The lesson is that the definition of
bond order provides a useful indication of the multiplicity of the bond, but any interpret-
ation of contributions to b needs to be made in the light of guidance from the composition
of computed orbitals.

The definition of bond order allows for the possibility that an orbital is only singly
occupied. The bond order in O, for example, is 1.5 because three electrons occupy the L,
antibonding orbitals. Electron loss from N, leads to the formation of the transient species
N; in which the bond order is reduced from 3 to 2.5. This reduction in bond order is ac-
companied by a corresponding decrease in bond strength (from 946 to 855 k] mol™') and
increase in the bond length from 109 pm for N, to 112 pm for N.



EXAMPLE 2.6 Determining bond order
Determine the bond order of the oxygen molecule, O,, the superoxide ion, O;, and the peroxide
ion, 0%~

re2

Answer We must determine the number of valence electrons, use them to populate the molecular orbitals,
and then use eqn 2.7 to calculate b. The species O,, O, and 02~ have 12, 13, and 14 valence electrons,
respectively. Their configurations are

0,: 1o2102202 1wl w2
g u g u g
0;: 1a?21a?2021 mimw?
g u g u g
02~ 1a21e220? 1wl
g u g u g
The 109, 1w, and 20g orbitals are bonding and the 1o, and 1frrg orbitals are antibonding. Therefore, the
bond orders are
0,:b= H2+2-2+4-2)=2
O;:b:%(2+2—2+4—3):1.5
0Ftb=32+2-2+4-4)=1

Self-test 2.6 Predict the bond order of the carbide anion, C2~.

(b) Bond correlations

Key point: For a given pair of elements, bond strength increases and bond length decreases as bond
order increases.

The strengths and lengths of bonds correlate quite well with each other and with the bond
order. For a given pair of atoms:

Bond enthalpy increases as bond order increases.
Bond length decreases as bond order increases.

These trends are illustrated in Figs 2.25 and 2.26. The strength of the dependence var-
ies with the elements. In Period 2 the correlation is relatively weak for CC bonds, with
the result that a C=C double bond is less than twice as strong as a C—C single bond.
This difference has profound consequences in organic chemistry, particularly for the
reactions of unsaturated compounds. It implies, for example, that it is energetically
favourable (but slow in the absence of a catalyst) for ethene and ethyne to polymerize:
in this process, C—C single bonds form at the expense of the appropriate numbers of
multiple bonds.

Familiarity with carbon’s properties, however, must not be extrapolated without caution
to the bonds between other elements. An N=N double bond (409 k] mol™!) is more than
twice as strong as an N—N single bond (163 kJ mol™'), and an N=N triple bond (946 k]
mol™!) is more than five times as strong. It is on account of this trend that NN multiply
bonded compounds are stable relative to polymers or three-dimensional compounds hav-
ing only single bonds. The same is not true of phosphorus, where the P—P, P=P, and P=P
bond enthalpies are 200, 310, and 490 k] mol™!, respectively. For phosphorus, single bonds
are stable relative to the matching number of multiple bonds. Thus, phosphorus exists in a
variety of solid forms in which P—P single bonds are present, including the tetrahedral P,
molecules of white phosphorus. Diphosphorus molecules, P,, are transient species gener-
ated at high temperatures and low pressures.

The two correlations with bond order taken together imply that, for a given pair of elements:

Bond enthalpy increases as bond length decreases.

This correlation is illustrated in Fig. 2.27: it is a useful feature to bear in mind when con-
sidering the stabilities of molecules because bond lengths may be readily available from
independent sources.
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Fig. 2.28 The UV photoelectron spectrum
of NH,, obtained using He 21 eV radiation.

EXAMPLE 2.7 Predicting correlations between bond order, bond length, and
bond strength

Use the bond orders of the oxygen molecule, O,, the superoxide ion, O, and the peroxide ion, 02~ calculated
in Example 2.6 to predict the relative bond lengths and strengths of the species.

Answer We need to remember that bond enthalpy increases as bond order increases. The bond orders of
0, 0,,and 02" are 2, 1.5, and 1, respectively. Therefore, we expect the bond enthalpies to increase in the
order 02~ <0, < 0,. Bond length decreases as the bond enthalpy increases, so bond length should follow
the opposite trend: 03~ > 0, > 0,. These predictions are supported by the gas phase bond enthalpies of
0—0 bonds (146 kJ mol~") and 0=0 bonds (496 kJ mol™') and the associated bond lengths of 132 and
121 pm, respectively.

Self-test 2.7 Predict the order of bond enthalpies and bond lengths for C—N, C=N, and C=N bonds.

2.11 Polyatomic molecules

Molecular orbital theory can be used to discuss in a uniform manner the electronic struc-
tures of triatomic molecules, finite groups of atoms, and the almost infinite arrays of atoms
in solids. In each case the molecular orbitals resemble those of diatomic molecules, the
only important difference being that the orbitals are built from a more extensive basis set
of atomic orbitals. As remarked earlier, a key point to bear in mind is that from N atomic
orbitals it is possible to construct N molecular orbitals.

We saw in Section 2.8 that the general structure of molecular orbital energy level dia-
grams can be derived by grouping the orbitals into different sets, the o and m orbitals,
according to their shapes. The same procedure is used in the discussion of the molecular
orbitals of polyatomic molecules. However, because their shapes are more complex than
diatomic molecules, we need a more powerful approach. The discussion of polyatomic
molecules will therefore be carried out in two stages. In this chapter we use intuitive
ideas about molecular shape to construct molecular orbitals. In Chapter 6 we discuss the
shapes of molecules and the use of their symmetry characteristics to construct molecu-
lar orbitals and account for other properties. That chapter rationalizes the procedures
presented here.

The photoelectron spectrum of NH, (Fig. 2.28) indicates some of the features that a
theory of the structure of polyatomic molecules must elucidate. The spectrum shows two
bands. The one with the lower ionization energy (in the region of 11 eV) has considerable
vibrational structure. This structure indicates that the orbital from which the electron is
ejected plays a considerable role in the determination of the molecule’s shape. The broad
band in the region of 16 eV arises from electrons that are bound more tightly.

(a) Polyatomic molecular orbitals

Key points: Molecular orbitals are formed from linear combinations of atomic orbitals of the same
symmetry; their energies can be determined experimentally from gas-phase photoelectron spectra and
interpreted in terms of the pattern of orbital overlap.

The features that have been introduced in connection with diatomic molecules are present
in all polyatomic molecules. In each case, we write the molecular orbital of a given sym-
metry (such as the o orbitals of a linear molecule) as a sum of all the atomic orbitals that
can overlap to form orbitals of that symmetry:

Y= Zc,-x,- (2.8)

In this linear combination, the x, are atomic orbitals (usually the valence orbitals of each
atom in the molecule) and the index i runs over all the atomic orbitals that have the ap-
propriate symmetry. From N atomic orbitals we can construct N molecular orbitals. Then:

1. The greater the number of nodes in a molecular orbital, the greater the antibonding
character and the higher the orbital energy.

2. Orbitals constructed from lower energy atomic orbitals lie lower in energy (so atomic
s orbitals typically produce lower energy molecular orbitals than atomic p orbitals of
the same shell).



3. Interactions between nonnearest-neighbour atoms are weakly bonding (lower the energy
slightly) if the orbital lobes on these atoms have the same sign (and interfere constructively).
They are weakly antibonding if the signs are opposite (and interfere destructively).

B A brief illustration. To account for the features in the photoelectron spectrum of NH,, we need
to build molecular orbitals that will accommodate the eight valence electrons in the molecule. Each
molecular orbital is the combination of seven atomic orbitals: the three H1s orbitals, the N2s orbital,
and the three N2p orbitals. It is possible to construct seven molecular orbitals from these seven
atomic orbitals (Fig. 2.29). m

It is not always strictly appropriate to use the notation o and m in polyatomic molecules
because these labels apply to a linear molecule. However, it is often convenient to con-
tinue to use the notation when concentrating on the local form of an orbital, its shape
relative to the internuclear axis between two neighbouring atoms (this is an example of
how the language of valence bond theory survives in MO theory). The correct procedure
for labelling orbitals in polyatomic molecules according to their symmetry is described in
Chapter 6. For our present purposes all we need know of this more appropriate procedure
is the following;:

a, b denote a nondegenerate orbital
e denotes a doubly degenerate orbital (two orbitals of the same energy)
t denotes a triply degenerate orbital (three orbitals of the same energy).

Subscripts and superscripts are sometimes added to these letters, as in a , b, e, and t,
because it is sometimes necessary to distinguish different a, b, e, and t orbitals according
to a more detailed analysis of their symmetries.

The formal rules for the construction of the orbitals are described in Chapter 6, but it is
possible to obtain a sense of their origin by imagining viewing the NH, molecule along its
threefold axis (designated z). The N2p_and N2s orbitals both have cylindrical symmetry
about that axis. If the three H1s orbitals are superimposed with the same sign relative to
each other (that is, so that all have the same size and tint in the diagram, Fig. 2.29), then
they match this cylindrical symmetry. It follows that we can form molecular orbitals of
the form

=X, T CZXNPZ & na T X T X (2.9)

From these three basis orbitals (the specific combination of H1s orbitals counts as a single
‘symmetry adapted’ basis orbital), it is possible to construct three molecular orbitals (with
different values of the coefficients ¢). The orbital with no nodes between the N and H
atoms is the lowest in energy, that with a node between all the NH neighbours is the highest
in energy, and the third orbital lies between the two. The three orbitals are nondegenerate
and are labelled 1a, 2a,, and 3a, in order of increasing energy.

The N2p_and N2p_orbitals have 7 symmetry with respect to the z-axis, and can be used

x y

to form orbitals with combinations of the H1s orbitals that have a matching symmetry.
For example, one such superposition will have the form

¥ = ClXNpr * & t X! (2.10)

As can be seen from Fig. 2.29, the signs of the H1s orbital combination match those of
the N2p_orbital. The N2s orbital cannot contribute to this superposition, so only two
combinations can be formed, one without a node between the N and H orbitals and the
other with a node. The two orbitals differ in energy, the former being lower. A similar
combination of orbitals can be formed with the N2p orbital, and it turns out (by the
symmetry arguments that we use in Chapter 6) that the two orbitals are degenerate with
the two we have just described. The combinations are examples of e orbitals (because
they form doubly degenerate pairs), and are labelled 1e and 2e in order of increasing
energy.

The general form of the molecular orbital energy level diagram is shown in Fig. 2.30.
The actual location of the orbitals (particularly the relative positions of the a and the e
sets), can be found only by detailed computation or by identifying the orbitals responsible
for the photoelectron spectrum. We have indicated the probable assignment of the 11 eV
and 16 eV peaks, which fixes the locations of two of the occupied orbitals. The third oc-
cupied orbital is out of range of the 21 eV radiation used to obtain the spectrum.
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Fig. 2.29 A schematic illustration of the
molecular orbitals of NH, with the size of
the atomic orbital indicating the magnitude
of its contribution to the molecular orbital.
The view is along the zaxis.
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Fig. 2.30 The molecular orbital energy
level diagram for NH, when the molecule
has the observed bond angle (107°) and
bond length.
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Fig. 2.31 A schematic molecular orbital
energy level diagram for SF,.

The photoelectron spectrum is consistent with the need to accommodate eight electrons
in the orbitals. The electrons enter the molecular orbitals in increasing order of energy,
starting with the orbital of lowest energy, and taking note of the requirement of the exclu-
sion principle that no more than two electrons can occupy any one orbital. The first two
electrons enter 1a, and fill it. The next four enter the doubly degenerate 1e orbitals and fill
them. The last two enter the 2a orbital, which calculations show is almost nonbonding
and localized on the N atom. The resulting overall ground-state electron configuration is
therefore 1a?le2a?. No antibonding orbitals are occupied, so the molecule has a lower en-
ergy than the separated atoms. The conventional description of NH, as a molecule with a
lone pair is also mirrored in the configuration: the HOMO is 2a,, which is largely confined
to the N atom and makes only a small contribution to the bonding. We saw in Section 2.3
that lone pair electrons play a considerable role in determining the shapes of molecules.
The extensive vibrational structure in the 11 eV band of the photoelectron spectrum is
consistent with this observation, as photoejection of a 2a, electron removes the effective-
ness of the lone pair and the shape of the ionized molecule is considerably different from
that of NH, itself. Photoionization therefore results in extensive vibrational structure in
the spectrum.

(b) Hypervalence in the context of molecular orbitals

Key point: The delocalization of molecular orbitals means that an electron pair can contribute to the
bonding of more than two atoms.

In Section 2.3 we used valence bond theory to explain hypervalence by using d orbitals to
allow the valence shell of an atom to accommodate more than eight electrons. Molecular
orbital theory explains it rather more elegantly.

We consider SF,, which has six S—F bonds and hence 12 electrons involved in forming
bonds and is therefore hypervalent. The simple basis set of atomic orbitals that are used to
construct the molecular orbitals consists of the valence shell s and p orbitals of the S atom
and one p orbital of each of the six F atoms and pointing towards the S atom. We use the
F2p orbitals rather than the F2s orbitals because they match the S orbitals more closely
in energy. From these ten atomic orbitals it is possible to construct ten molecular orbitals.
Calculations indicate that four of the orbitals are bonding and four are antibonding; the
two remaining orbitals are nonbonding (Fig. 2.31).

There are 12 electrons to accommodate. The first two enter 1a, and the next six enter
1t,. The remaining four fill the nonbonding pair of orbitals, resulting in the configuration
la?1tfle*. As we see, none of the antibonding orbitals (2a, and 2t,) is occupied. Molecu-
lar orbital theory, therefore, accounts for the formation of SF,, with four bonding orbitals
and two nonbonding orbitals occupied and does not need to invoke S3d orbitals and octet
expansion. This does not mean that d orbitals cannot participate in the bonding, but it
does show that they are not necessary for bonding six F atoms to the central S atom. The
limitation of valence bond theory is the assumption that each atomic orbital on the central
atom can participate in the formation of only one bond. Molecular orbital theory takes
hypervalence into its stride by having available plenty of orbitals, not all of which are
antibonding. Therefore, the question of when hypervalence can occur appears to depend
on factors other than d-orbital availability, such as the ability of small atoms to pack
around a large atom.

(c) Localization

Key points: Localized and delocalized descriptions of bonds are mathematically equivalent, but one
description may be more suitable for a particular property, as summarized in Table 2.5.

A striking feature of the VB approach to chemical bonding is its accord with chemical
instinct, as it identifies something that can be called ‘an A—B bond’. Both OH bonds in
H, O, for instance, are treated as localized, equivalent structures because each one consists
of an electron pair shared between O and H. This feature appears to be absent from MO
theory because molecular orbitals are delocalized and the electrons that occupy them bind
all the atoms together, not just a specific pair of neighbouring atoms. The concept of an
A—B bond as existing independently of other bonds in the molecule, and of being transfer-
able from one molecule to another, seems to have been lost. However, we shall now show
that the molecular orbital description is mathematically almost equivalent to a localized



Table 2.5 A general indication of the properties for which localized and
delocalized descriptions are appropriate

Localized appropriate Delocalized appropriate

Bondstrengths ~ Electonicspectra
Force constants Photoionization

Bond lengths Electron attachment

Brgnsted acidity* Magnetism

VSEPR description of Walsh description of

molecular geometry molecular geometry

Standard potentialst

* Chapter 4.
tChapter 5.

description of the overall electron distribution. The demonstration hinges on the fact that
linear combinations of molecular orbitals can be formed that result in the same overall
electron distribution, but the individual orbitals are distinctly different.

Consider the H,O molecule. The two occupied bonding orbitals of the delocalized de-
scription, 1a, and 1b,, are shown in Fig. 2.32. If we form the sum 1a, + 1b,, the negative
half of 1b, cancels half the 1a, orbital almost completely, leaving a localized orbital be-
tween O and the other H. Likewise, when we form the difference 1a, — 1b,, the other half
of the 1a, orbital is cancelled almost completely, so leaving a localized orbital between
the other pair of atoms. Therefore, by taking sums and differences of delocalized orbit-
als, localized orbitals are created (and vice versa). Because these are two equivalent ways
of describing the same overall electron population, one description cannot be said to be
better than the other.

Table 2.5 suggests when it is appropriate to select a delocalized description or a local-
ized description. In general, a delocalized description is needed for dealing with global
properties of the entire molecule. Such properties include electronic spectra (UV and vis-
ible transitions, Section 8.3), photoionization spectra, ionization and electron attachment
energies (Section 1.9), and reduction potentials (Section 5.1). In contrast, a localized de-
scription is most appropriate for dealing with properties of a fragment of a total molecule.
Such properties include bond strength, bond length, bond force constant, and some as-
pects of reactions (such as acid—base character): in these aspects the localized description
is more appropriate because it focuses attention on the distribution of electrons in and
around a particular bond.

(d) Localized bonds and hybridization

Key point: Hybrid atomic orbitals are sometimes used in the discussion of localized molecular orbitals.

The localized molecular orbital description of bonding can be taken a stage further by in-
voking the concept of hybridization. Strictly speaking, hybridization belongs to VB theory,
but it is commonly invoked in simple qualitative descriptions of molecular orbitals.

We have seen that in general a molecular orbital is constructed from all atomic orbit-
als of the appropriate symmetry. However, it is sometimes convenient to form a mixture
of orbitals on one atom (the O atom in H,O, for instance), and then to use these hybrid
orbitals to construct localized molecular orbitals. In H,O, for instance, each OH bond can
be regarded as formed by the overlap of an H1s orbital and a hybrid orbital composed of
02s and O2p orbitals (Fig. 2.33).

We have already seen that the mixing of s and p orbitals on a given atom results in
hybrid orbitals that have a definite direction in space, as in the formation of tetrahedral
hybrids. Once the hybrid orbitals have been selected, a localized molecular orbital descrip-
tion can be constructed. For example, four bonds in CF, can be formed by building bond-
ing and antibonding localized orbitals by overlap of each hybrid and one F2p orbital di-
rected towards it. Similarly, to describe the electron distribution of BF,, we could consider
each localized BF o orbital as formed by the overlap of an sp? hybrid with an F2p orbital.
A localized orbital description of a PCI; molecule would be in terms of five PCl o bonds
formed by overlap of each of the five trigonal-bipyramidal sp3d hybrid orbitals with a 2p

Molecular orbital theory
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b, a +b,
N .\
a a-b

Fig. 2.32 The two occupied 1a, and 1b,
orbitals of the H,0 molecule and theirsum
la, + 1b, and difference 1a, — 1b,. In each
case we form an almost fully delocalized
orbital between a pair of atoms.

Hybrid

H1s

Fig. 2.33 The formation of localized 0O—H
orbitals in H,0 by the overlap of hybrid
orbitals on the O atom and H1s orbitals. The
hybrid orbitals are a close approximation to
the sp® hybrids shown in Fig. 2.6.
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17 Diborane, B,H,

¢ Q
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Fig. 2.34 The molecular orbital formed
between two B atoms and one H atom lying
between them, as in B,H,. Two electrons
occupy the bonding combination and hold
all three atoms together.

orbital of a Cl atom. Similarly, where we wanted to form six localized orbitals in a regular
octahedral arrangement (for example, in SF,), we would need two d orbitals: the resulting
six sp*d? hybrids point in the required directions.

(e) Electron deficiency

Key point: The existence of electron-deficient species is explained by the delocalization of the bonding
influence of electrons over several atoms.

The VB model of bonding fails to account for the existence of electron-deficient com-
pounds, which are compounds for which, according to Lewis’s approach, there are not
enough electrons to form the required number of bonds. This point can be illustrated
most easily with diborane, B,H_ (17). There are only 12 valence electrons but, according
to Lewis’s approach, at least eight electron pairs are needed to bind eight atoms together.

The formation of molecular orbitals by combining several atomic orbitals accounts ef-
fortlessly for the existence of these compounds. The eight atoms of this molecule contrib-
ute a total of 14 valence orbitals (three p and one s orbital from each B atom, making
eight, and one s orbital each from the six H atoms). These 14 atomic orbitals can be used
to construct 14 molecular orbitals. About seven of these molecular orbitals will be bond-
ing or nonbonding, which is more than enough to accommodate the 12 valence electrons
provided by the atoms.

The bonding can be best understood if we consider that the MOs produced are as-
sociated with either the terminal BH fragments or with the bridging BHB fragments. The
localized MOs associated with the terminal BH bonds are constructed simply from atomic
orbitals on two atoms (the H1s and a B2s2p” hybrid). The molecular orbitals associated
with the two BHB fragments are linear combinations of the B2s2p” hybrids on each of
the two B atoms and an H1s orbital of the H atom lying between them (Fig. 2.34). Three
molecular orbitals are formed from these three atomic orbitals: one is bonding, one non-
bonding, and the third is antibonding. The bonding orbital can accommodate two elec-
trons and hold the BHB fragment together. The same remark applies to the second BHB
fragment, and the two occupied ‘bridging’ bonding molecular orbitals hold the molecule
together. Thus, overall, 12 electrons account for the stability of the molecule because their
influence is spread over more than six pairs of atoms.

Electron deficiency is well developed not only in boron (where it was first clearly rec-
ognized) but also in carbocations and a variety of other classes of compounds that we
encounter later in the text.

2.12 Molecular shape in terms of molecular orbitals

Key point: In the Walsh model, the shape of a molecule is predicted on the basis of the occupation of
molecular orbitals that, in a correlation diagram, show a strong dependence on bond angle.

In MO theory, the electrons responsible for bonding are delocalized over the entire
molecule. Current ab initio and semiempirical molecular orbital calculations, which are
easily carried out with software, are able to predict the shapes of even quite complicated
molecules with high reliability. Nevertheless, there is still a need to understand the quali-
tative factors that contribute to the shape of a molecule within the framework of MO
theory.

Figure 2.35 shows the Walsh diagram for an XH, molecule. A Walsh diagram is a spe-
cial case of a correlation diagram, a diagram that shows how one set of orbitals evolves
into another as a parameter (such as a bond angle) is changed; we shall meet other
examples later. A Walsh diagram adopts a simple pictorial approach to the task of analys-
ing molecular shape in terms of delocalized molecular orbitals and was devised by A.D.
Walsh in a classic series of papers published in 1953. Such diagrams play an important
role in understanding the shapes, spectra, and reactions of polyatomic molecules. The XH,
diagram has been constructed by considering how the composition and energy of each
molecular orbital changes as the bond angle is varied from 90° to 180°.

The molecular orbitals are constructed from the 2s, 2p , 2p , and 2p_atomic orbitals on
X and the two H1s atomic orbitals. It is convenient to consider the possible combinations
of H1s orbitals before forming the molecular orbitals with X. The linear combinations of



H1s orbitals ¢, and ¢_ are illustrated in Fig. 2.36. ‘Symmetry adapted’ combinations such
as these will figure extensively in later discussions. The molecular orbitals to consider in
the angular molecule are?

lpal = Clxls + CZXZPZ + CS¢+

Py = Xop (2.11)

x

by, = C4Xop, ted

There are three a, orbitals and two b, orbitals; the lowest energy orbitals of each type are
shown on the left of Fig. 2.37. In the linear molecule, the molecular orbitals are
l’b = C1X23 + CZ¢+

og
Uns = Xop, A0 05, (2.12)
l//Uu = 63X2py + C4¢*

These orbitals are shown on the right in Fig. 2.37.

The lowest energy molecular orbital in 90° H,X is the one labelled 1a , which is built
from the overlap of the X2p_orbital with the ¢, combination of H1s orbitals. As the bond
angle changes to 180° the energy of this orbital decreases (Fig. 2.35) in part because the
H—H overlap decreases and in part because the reduced involvement of the X2p_orbital
decreases the overlap with ¢ (Fig. 2.37). The energy of the 1b, orbital is lowered because
the H1s orbitals move into a better position for overlap with the X2p, orbital. The weak-
ly antibonding H—H contribution is also decreased. The biggest change occurs for the
2a, orbital. It has considerable X2s character in the 90° molecule, but the corresponding
molecular orbital in the 180° molecule has pure X2p_orbital character. Hence, it shows a
steep rise in energy as the bond angle increases. The 1b, orbital is a nonbonding X2p or-
bital perpendicular to the molecular plane in the 90° molecule and remains nonbonding in
the linear molecule. Hence, its energy barely changes with angle.

Each of the curves plotted on Fig. 2.35 will have a maximum or minimum on the 180°
axis. The two lowest energy curves have a minimum on the 180° line. Therefore, we would
expect XH, molecules having four valence electrons to be linear. XH, molecules with more
than four valence electrons are expected to be angular because at least one electron is in
the nonbonding 2a, orbital. If the molecule is close to linear then the order of filling the
molecular orbitals will be in the order of their increasing energy, which is 1a, < 2a, < 1b,
< 1b,. The simplest XH, molecule in Period 2 is the transient gas-phase BeH, molecule
(BeH, normally exists as a polymeric solid, with four-coordinate Be atoms). There are four
valence electrons in a BeH, molecule, which occupy the lowest two molecular orbitals. If
the lowest energy is achieved with the molecule angular, then that will be its shape. We can
decide whether or not the molecule is likely to be angular by accommodating the electrons
in the two lowest-energy orbitals corresponding to an arbitrary bond angle in Fig. 2.35.
We then note that the HOMO decreases in energy on going to the right of the diagram (in
the direction of increasing bond angle) and that the lowest total energy is obtained when
the molecule is linear. Hence, BeH, is predicted to be linear and to have the configuration
10?20, In CH,, which has two more electrons than BeH,, three of the molecular orbitals
must be occupied. In this case, the lowest energy is achieved if the molecule is angular and
has configuration 1a?2a?1b2.

In general, any XH, molecule with from five to eight valence electrons is predicted to be
angular. The observed bond angles are

BeH BH CH NH OH

2 2 2 2 2

180° 131°  136° 103° 105°

These experimental observations are qualitatively in line with Walsh’s approach, but for
quantitative predictions we have to turn to detailed molecular orbital calculations.

3We continue to use the letters a and b to label nondegenerate orbitals, and will explain their full
significance in Chapter 6.
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Fig. 2.35 The Walsh diagram for
XH, molecules. Only the bonding and
nonbonding orbitals are shown.
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Fig. 2.36 The combination of H1s orbitals
that are used to construct molecular orbitals
in (a) angular and (b) linear XH,.
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Fig. 2.37 The composition of the molecular
orbitals of an XH, molecule at the two
extremes of the correlation diagram shown
in Fig. 2.35.

Table 2.6 Equilibrium bond
lengths, R_/pm

Hy 106
H, 74

HF 92

HCl 127
HBr 141
HI 160
N, 109
0, 121
F, 144
a, 199
| 267

EXAMPLE 2.8 Using a Walsh diagram to predict a shape

Predict the shape of an H,0 molecule on the basis of a Walsh diagram for an XH, molecule.

Answer We need to choose an angle between 90 and 180°, refer to the appropriate Walsh diagram, fill
the molecular orbitals with the valence electrons, and assess whether the resulting configuration implies
a linear or an angular shape. In this case we choose an intermediate bond angle along the horizontal
axis of the XH, diagram in Fig. 2.37 and accommodate eight electrons. The resulting configuration is
T1ai2a?1bs1b?. The 2a, orbital is occupied, so we expect the nonlinear molecule to have a lower energy
than the linear molecule.

Self-test 2.8 Is any XH, molecule, in which X denotes an atom of a Period 3 element, expected to be linear?
If so, which?

Walsh applied his approach to molecules other than compounds of hydrogen, but the
correlation diagrams soon become very complicated. His approach represents a valuable
model because it traces the influences on molecular shapes of the occupation of orbit-
als spreading over the entire molecule. Correlation diagrams like those introduced by
Walsh are frequently encountered in contemporary discussions of the shapes of complex
molecules, and we shall see a number of examples in later chapters. They illustrate how
inorganic chemists can sometimes identify and weigh competing influences by considering
two extreme cases (such as linear and 90° XH, molecules), and then rationalize the fact
that the state of a molecule is a compromise intermediate between the two extremes.

Structure and bond properties

Certain properties of bonds are approximately the same in different compounds of the ele-
ments. Thus, if we know the strength of an O—H bond in H,O, then with some confidence
we can use the same value for the O—H bond in CH,OH. At this stage we confine our atten-
tion to two of the most important characteristics of a bond: its length and its strength. We

also extend our understanding of bonds to predict the shapes of simple inorganic molecules.

2.13 Bond length

Key points: The equilibrium bond length in a molecule is the separation of the centres of the two bond-
ed atoms; covalent radii vary through the periodic table in much the same way as metallic and ionic radii.

The equilibrium bond length in a molecule is the distance between the centres of the two bond-
ed atoms. A wealth of useful and accurate information about bond lengths is available in the
literature, most of it obtained by X-ray diffraction on solids (Section 8.1). Equilibrium bond
lengths of molecules in the gas phase are usually determined by infrared or microwave spec-
troscopy, or more directly by electron diffraction. Some typical values are given in Table 2.6.

To a reasonable first approximation, equilibrium bond lengths can be partitioned into
contributions from each atom of the bonded pair. The contribution of an atom to a cova-
lent bond is called the covalent radius of the element (18). We can use the covalent radii
in Table 2.7 to predict, for example, that the length of a P—N bond is 110 pm + 74 pm =
184 pm; experimentally, this bond length is close to 180 pm in a number of compounds.
Experimental bond lengths should be used whenever possible, but covalent radii are useful
for making cautious estimates when experimental data are not available.

Covalent radii vary through the periodic table in much the same way as metallic and
ionic radii (Section 1.9a), for the same reasons, and are smallest close to F. Covalent radii
are approximately equal to the separation of nuclei when the cores of the two atoms are in
contact: the valence electrons draw the two atoms together until the repulsion between the
cores starts to dominate. A covalent radius expresses the closeness of approach of bonded
atoms; the closeness of approach of nonbonded atoms in neighbouring molecules that are
in contact is expressed in terms of the van der Waals radius of the element, which is the
internuclear separation when the valence shells of the two atoms are in nonbonding con-
tact (19). van der Waals radii are of paramount importance for understanding the pack-
ing of molecular compounds in crystals, the conformations adopted by small but flexible
molecules, and the shapes of biological macromolecules (Chapter 27).
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2.14 Bond strength Table 2.7 Covalent radii, r_ /pm*

Key points: The strength of a bond is measured by its dissociation enthalpy; mean bond enthalpies are H

used to make estimates of reaction enthalpies. 37

A convenient thermodynamic measure of the strength of an AB bond is the bond dissocia- (o N o F

tion enthalpy, AH®(A—B), the standard reaction enthalpy for the process 77(1) 741 66 (1) 64
AB(g) > A(g) + B(g) 67(2) 65(2) 57(2)

The mean bond enthalpy, B, is the average bond dissociation enthalpy taken over a series B 403

of A—B bonds in different molecules (Table 2.8). 70 (a)

Mean bond enthalpies can be used to estimate reaction enthalpies. However, thermo- Si P S cl
dynamic data on actual species shlould be used Yvhenever poss.ible. in preference to mean 118 110 104 (1) 99
values because the latter can be misleading. For instance, the Si—Si bond enthalpy ranges %5 (2)
from 226 k] mol~" in Si,H, to 322 k] mol~" in Si,(CH,),. The values in Table 2.8 are best
considered as data of last resort: they may be used to make rough estimates of reaction Ge As Se s
enthalpies when enthalpies of formation or actual bond enthalpies are unavailable. 122 121 17 114

Sh Te |

EXAMPLE 2.9 Making estimates using mean bond enthalpies 141 137 133

Estimate the reaction enthalpy for the production of SF(g) from SF,(g) given that the mean bond enthalpies B iiglsihands excfpt sl

of F,, SF,, and SF, are 158, 343, and 327 kJ mol~", respectively, at 25°C. Z::::'isce B e iecs)i(a) denates

Answer We make use of the fact that the enthalpy of a reaction is equal to the difference between the

sum of the bond enthalpies for broken bonds and the sum of the enthalpies of the bonds that are formed.

The reaction is

SF,(9) + F,(g) > SFi(g)

In this reaction, 1 mol F—F bonds and 4 mol S—F bonds (in SF,) must be broken, corresponding to an

enthalpy change of 158 kJ + (4 X 343 kJ)= +1530 k. This enthalpy change is positive because energy

will be used in breaking bonds. Then 6 mol S—F bonds (in SF.) must be formed, corresponding to an R

enthalpy change of 6 X (=327 kJ) = —1962 kJ. This enthalpy change is negative because energy is >

released when the bonds are formed. The net enthalpy change is therefore

AH® = +1530 k] — 1962 k) = —432 kJ
Hence, the reaction is strongly exothermic. The experimental value for the reaction is —434 kJ, which is in
excellent agreement with the estimated value. Niairig
A B

Self-test 2.9 Estimate the enthalpy of formation of H,S from S, (a cyclic molecule) and H,. 18 Covalent radius
2.15 Electronegativity and bond enthalpy
Key points: The Pauling scale of electronegativity is useful for estimating bond enthalpies and for
assessing the polarities of bonds.
The concept of electronegativity was introduced in Section 1.9d, where it was defined as o

A B

the power of an atom of the element to attract electrons to itself when it is part of a com-
pound. The greater the difference in electronegativity between two elements A and B, the 19 van der Waals radius
greater the ionic character of the A—B bond.

Linus Pauling’s original formulation of electronegativity drew on concepts relating to
the energetics of bond formation. For example, in the formation of AB from the diatomic
A, and B, molecules,

A,(g) + B,(g) > 2AB(g)

He argued that the excess energy, AE, of the A—B bond over the average energy of A—A
and B—B bonds can be attributed to the presence of ionic contributions to the covalent
bonding. He defined the difference in electronegativity as

Ixp(A) — x,(B)l = 0.102(AE/k] mol~')"2 (2.13a)
where

AE = B(A—B) — }{B(A—A) + B(B—B)} (2.13b)
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Fig. 2.38 A Ketelaar triangle, showing how
a plot of average electronegativity against
electronegativity difference can be used to

classify the bond type for binary compounds.

Table 2.8 Mean bond enthalpies, B/(kJ mol~')*

H C N 0 F ca  Br | S P Si
436
412 348(1)

612 (2)

837 (3)

518 (a)

N 388  305(1) 163(1

613(2) 409 (2

890 (3) 946 (3
)

= = —

O 463 360(1) 157 146 (1)

743 (2) 497 (2)
F 565 484 270 185 155
cl 431 338 200 203 254 242
Br 366 276 219 193
I 299 238 210 178 151
S 338 259 464 523 343 250 212 264
P 322(1) 201

480 (3)

Si 318 466 226

* Values are for single bonds except where otherwise stated (in parentheses); (a) denotes aromatic.

with B(A—B) the mean A—B bond enthalpy. Thus, if the A—B bond enthalpy is signifi-
cantly greater than the average of the nonpolar A—A and B—B bonds, then it is presumed
that there is a substantial ionic contribution to the wavefunction and hence a large differ-
ence in electronegativity between the two atoms. Pauling electronegativities increase with
increasing oxidation number of the element and the values in Table 1.7 are for the most
common oxidation state.

Pauling electronegativities are useful for estimating the enthalpies of bonds between ele-
ments of different electronegativity and to make qualitative assessments of the polarities
of bonds. Binary compounds in which the difference in electronegativity between the two
elements is greater than about 1.7 can generally be regarded as being predominantly ionic.
However, this crude distinction was refined by Anton van Arkel and Jan Ketelaar in the
1940s, when they drew a triangle with vertices representing ionic, covalent, and metallic
bonding. The Ketelaar triangle (more appropriately, the van Arkel—Ketelaar triangle) has
been elaborated by Gordon Sproul, who constructed a triangle based on the difference in
electronegativities (Ay) of the elements in a binary compound and their average electron-
egativity (x, ) (Fig. 2.38). The Ketelaar triangle is used extensively in Chapter 3, where
we shall see how this basic concept can be used to classify a wide range of compounds of
different kinds.

Ionic bonding is characterized by a large difference in electronegativity. Because a large
difference indicates that the electronegativity of one element is high and that of the other
is low, the average electronegativity must be intermediate in value. The compound CsF, for
instance, with Ay = 3.19 and x = 2.38, lies at the ‘ionic’ apex of the triangle. Covalent
bonding is characterized by a small difference in electronegativities. Such compounds lie
at the base of the triangle. Binary compounds that are predominantly covalently bonded
are typically formed between nonmetals, which commonly have high electronegativities. It
follows that the covalent region of the triangle is the lower, right-hand corner. This corner
of the triangle is occupied by F,, which has Ay = 0 and x, = 3.98 (the maximum value
of any Pauling electronegativity). Metallic bonding is also characterized by a small elec-
tronegativity difference, and also lies towards the base of the triangle. In metallic bonding,
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however, electronegativities are low, the average values are therefore also low, and con-
sequently metallic bonding occupies the lower, left-hand corner of the triangle. The outer
corner is occupied by Cs, which has Ay = 0 and x__ = 0.79 (the lowest value of Pauling
electronegativity). The advantage of using a Ketelaar triangle over simple electronegativity
difference is that it allows us to distinguish between covalent and metallic bonding, which

are both indicated by a small electronegativity difference.

H A brief illustration. For MgO, Ay = 3.44 — 1.31 = 2.13 and y, . = 2.38. These values place
MgO in the ionic region of the triangle. By contrast, for Si0,, Ay = 2.58 — 1.90 = 0.68 and
Xoean = 2.24. These values place SiO, lower on the triangle compared to MgO and in the covalent
bonding region. m

2.16 Oxidation states

Key point: Oxidation numbers are assigned by applying the rules in Table 2.9.

The oxidation number, N_,*is a parameter obtained by exaggerating the ionic character
of a bond. It can be regarded as the charge that an atom would have if the more electron-
egative atom in a bond acquired the two electrons of the bond completely. The oxidation
state is the physical state of the element corresponding to its oxidation number. Thus,
an atom may be assigned an oxidation number and be in the corresponding oxidation
state.” The alkali metals are the most electropositive elements in the periodic table, so
we can assume they will always be present as M™ and are assigned an oxidation number
of +1. Because oxygen’s electronegativity is exceeded only by that of F, we can regard it
as O?” in combination with any element other than F, and hence it is ascribed an oxida-
tion number of —2. Likewise, the exaggerated ionic structure of NO; is N**(O*7),, so
the oxidation number of nitrogen in this compound is +35, which is denoted either N(V)
or N(+35). These conventions may be used even if the oxidation number is negative, so
oxygen has oxidation number —2, denoted O(—2) or more rarely O(—II), in most of its
compounds.

Table 2.9 The determination of oxidation number*

Oxidation number

1. The sum of the oxidation numbers of all the
atoms in the species is equal to its total charge

2. For atoms in their elemental form 0
3. For atoms of Group 1 +1
For atoms of Group 2 +2
For atoms of Group 13 (except B) +3(EX,), +1(EX)
For atoms of Group 14 (except C, Si) +4(EX,), +2(EX))
4. For hydrogen +1 in combination with nonmetals

—1 in combination with metals
5. For fluorine —1 in all its compounds
6. For oxygen —2 unless combined with F

—1 in peroxides ( 03")

—% in superoxides ( 03)
1 i =

— in ozonides (03)

7. Halogens —1 in most compounds, unless the other elements

include oxygen or more electronegative halogens

*To determine an oxidation number, work through the rules in the order given. Stop as soon as the oxidation number has
been assigned. These rules are not exhaustive, but they are applicable to a wide range of common compounds.

“There is no formally agreed symbol for oxidation number.
’In practice, inorganic chemists use the terms ‘oxidation number’ and ‘oxidation state’ interchangeably,
but in this text we shall preserve the distinction.
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In practice, oxidation numbers are assigned by applying a set of simple rules (Table 2.9).
These rules reflect the consequences of electronegativity for the ‘exaggerated ionic” structures
of compounds and match the increase in the degree of oxidation that we would expect as the
number of oxygen atoms in a compound increases (as in going from NO to NO; ). This as-
pect of oxidation number is taken further in Chapter 5. Many elements, for example nitrogen,
the halogens, and the d-block elements, can exist in a variety of oxidation states (Table 2.9).

EXAMPLE 2.10 Assigning an oxidation number to an element

What is the oxidation number of (a) S in hydrogen sulfide, H,S, (b) Mn in the permanganate ion, MnO, ?

Answer We need to work through the steps set out in Table 2.9 in the order given. (a) The overall charge
of the species is 0; so 2N_(H) + N_(S) = 0. Because N (H) = +1 in combination with a nonmetal, it
follows that N (S) = —2. (b) The sum of the oxidation numbers of all the atoms is —1, so N_(Mn) +
4N_(0) = —1. Because N_(0) = —2, it follows that N_(Mn) = —1 —4(—2) = +7. That is, MnO; is a
compound of Mn(VI1). Its formal name is tetraoxomanganese(VIl) ion.

Self-test 2.10 What is the oxidation number of (a) O in 07, (b) P in PO?~?
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EXERCISES

2.1 What shapes would you expect for the species (a) H,S, (b) BF,,

(c) NH;?

2.2 What shapes would you expect for the species (a) SO,, (b) SOZ",
(c) IF,?

2.3 What shapes would you expect for the species (a) CIE,, (b) ICI;,
(c)I;?

2.4 In which of the species ICl; and SF, is the bond angle closest to
that predicted by the VSEPR model?

2.5 Solid phosphorus pentachoride is an ionic solid composed of PCI;
cations and PCl; anions, but the vapour is molecular. What are the
shapes of the ions in the solid?

2.6 Use the covalent radii in Table 2.7 to calculate the bond lengths in
(a) CCl, (177 pm), (b) SiCl, (201 pm), (c) GeCl, (210 pm). (The values
in parentheses are experimental bond lengths and are included for
comparison.)

2.7 Given that B(Si=0) = 640 k] mol~!, show that bond enthalpy
considerations predict that silicon—oxygen compounds are likely

to contain networks of tetrahedra with Si—O single bonds and not
discrete molecules with Si=O double bonds.

D.M.P. Mingos, Essential trends in inorganic chemistry. Oxford
University Press (1998). An overview of inorganic chemistry from the
perspective of structure and bonding.

L.D. Brown, The chemical bond in inorganic chemistry. Oxford
University Press (2006).

K. Bansal, Molecular structure and orbital theory. Campus Books
International (2000).

J.N. Murrell, S.FA. Kettle, and J.M. Tedder, The chemical bond. Wiley,
New York (1985).

T. Albright and J.K. Burdett, Problems in molecular orbital theory.
Oxford University Press (1993).

2.8 The common forms of nitrogen and phosphorus are N,(g) and
P,(s), respectively. Account for the difference in terms of the single and
multiple bond enthalpies.

2.9 Use the data in Table 2.8 to calculate the standard enthalpy of

the reaction 2H,(g) + O,(g) > 2H,0(g). The experimental value is
—484 kJ mol~'. Account for the difference between the estimated and
experimental values.

2.10 Predict the standard enthalpies of the reactions

(a) $37(g) + £S5,(8) > Si(g)
(b) O3 (g) + O,(g) > O (g)

by using mean bond enthalpy data. Assume that the unknown species
02" is a singly bonded chain analogue of S.

2.11 Four elements arbitrarily labelled A, B, C, and D have electro-
negativities 3.8, 3.3, 2.8, and 1.3, respectively. Place the compounds
AB, AD, BD, and AC in order of increasing covalent character.

2.12 Use the Ketelaar triangle in Fig. 2.38 and the electronegativity
values in Table 1.7 to predict what type of bonding is likely to
dominate in (a) BCL,, (b) KCI, (c) BeO.



2.13 Predict the hybridization of orbitals required in (a) BCL,
(b) NH, (c) SF,, (d) XeF,.

2.14 Use molecular orbital diagrams to determine the number of
unpaired electrons in (a) O}, (b) O, (c) BN, (d) NO,.

2.15 Use Fig. 2.17 to write the electron configurations of (a) Be,,
(b) B,, (c) C;, (d) F; and sketch the form of the HOMO in each

case.

2

2.16 When acetylene (ethyne) is passed through a solution of copper(I)
chloride a red precipitate of copper acetylide, CuC,, is formed. This

is a common test for the presence of acetylene. Describe the bonding
in the C?~ ion in terms of molecular orbital theory and compare the
bond order to that of C,.

2.17 Assume that the MO diagram of IBr is analogous to that of
ICI (Fig. 2.24). (a) What basis set of atomic orbital would be used
to generate the IBr molecular orbitals? (b) Calculate the bond order
of IBr. (c¢) Comment on the relative stabilities and bond orders of
IBr and IBr,.

2.18 Determine the bond orders of (a) S,, (b) Cl,, and (c) NO, from
their molecular orbital configurations and compare the values with the
bond orders determined from Lewis structures. (NO has orbitals like
those of O,.)

2.19 What are the expected changes in bond order and bond distance
that accompany the following ionization processes?

(a) 0,~ O; + e ()N, + e = N, (c) NO > NO* + ¢

PROBLEMS

2.1 Use the concepts from Chapter 1, particularly the effects of
penetration and shielding on the radial wavefunction, to account
for the variation of single bond covalent radii with position in the
periodic table.

2.2 In valence bond theory, hypervalence is usually explained in

terms of d-orbital participation in bonding. In the paper ‘On the role
of orbital hybridisation’ (J. Chem. Educ. 2007, 84, 783) the author
argues that this is not the case. Give a concise summary of the method
used and the author’s reasoning.

2.3 Develop an argument based on bond enthalpies for the importance
of SiO bonds in substances common in the Earth’s crust in preference
to SiSi or SiH bonds. How and why does the behaviour of silicon
differ from that of carbon?

2.4 The van Arkel—Ketelaar triangle has been in use since the 1940s.
A quantitative treatment of the triangle was carried out by Gordon
Sproul in 1994 (J. Phys. Chem., 1994, 98, 6699). How many scales of
electronegativity and how many compounds did Sproul investigate?
What criteria were used to select compounds for the study? Which
two electronegativity scales were found to give the best separation
between areas of the triangle? What were the theoretical bases of these
two scales?

2.5 When an He atom absorbs a photon to form the excited
configuration 1s'2s! (here called He*) a weak bond forms
with another He atom to give the diatomic molecule HeHe*.
Construct a molecular orbital description of the bonding in
this species.

2.6 In their article ‘Some observation on molecular orbital theory’
(J.E. Harrison and D. Lawson, J. Chem. Educ., 2005, 82, 1205) the
authors discuss several limitations of the theory. What are these

Problems

2.20 (a) How many independent linear combinations are possible
for four 1s orbitals? (b) Draw pictures of the linear combinations
of H1s orbitals for a hypothetical linear H, molecule. (c) From

a consideration of the number of nonbonding and antibonding
interactions, arrange these molecular orbitals in order of increasing
energy.

2.21 (a) Construct the form of each molecular orbital in linear
[HHeH]*" using 1s basis atomic orbitals on each atom and
considering successive nodal surfaces. (b) Arrange the MOs in
increasing energy. (c) Indicate the electron population of the MOs.
(d) Should [HHeH]** be stable in isolation or in solution? Explain
your reasoning.

2.22 (a) Based on the MO discussion of NH, in the text, find the
average NH bond order in NH, by calculating the net number of
bonds and dividing by the number of NH groups.

2.23 From the relative atomic orbital and molecular orbital energies
depicted in Fig. 2.31, describe the character as mainly F or mainly S
for the frontier orbitals e (the HOMO) and 2t (the LUMO) in SF,.
Explain your reasoning.

2.24 Classify the hypothetical species (a) square H;*, (b) angular O3~
as electron precise or electron deficient. Explain your answer and
decide whether either of them is likely to exist.

limitations? Sketch the MO diagram for Li, given in the paper.

Why do you think this version does not appear in textbooks? Use the
data given in the paper to construct MO diagrams for B, and C,. Do
these versions differ from that in Fig. 2.17 in this textbook? Discuss
any variations.

2.7 Construct an approximate molecular orbital energy diagram

for a hypothetical planar form of NH,. You may refer to Resource
section 4 to determine the form of the appropriate orbitals on the
central N atom and on the triangle of H, atoms. From a consideration
of the atomic energy levels, place the N and H, orbitals on either
side of a molecular orbital energy-level diagram. Then use your
judgement about the effect of bonding and antibonding interactions
and energies of the parent orbitals to construct the molecular orbital
energy levels in the centre of your diagram and draw lines indicating
the contributions of the atomic orbitals to each molecular orbital.
Ionization energies are [(H1s) = 13.6 eV, I(N2s) = 26.0 eV, and
[(N2p) = 13.4 eV.

2.8 (a) Use a molecular orbital program or input and output from
software supplied by your instructor to construct a molecular orbital
energy level diagram to correlate the MO (from the output) and AO
(from the input) energies and indicate the occupancy of the MOs

(in the manner of Fig. 2.17) for one of the following molecules: HF
(bond length 92 pm), HCI (127 pm), or CS (153 pm). (b) Use the
output to sketch the form of the occupied orbitals, showing signs

of the AO lobes by shading and their amplitudes by means of size of
the orbital.

2.9 Use software to perform an MO calculation on H, by using the
H energy given in Problem 2.7 and H—H distances from NH, (N—H
length 102 pm, HNH bond angle 107°) and then carry out the same
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type of calculation for NH,. Use energy data for N2s and

N2p orbitals from Problem 2.7. From the output plot the
molecular orbital energy levels with proper symmetry labels
and correlate them with the N orbitals and H; orbitals of the
appropriate symmetries. Compare the results of this calculation
with the qualitative description in Problem 2.7.

2.10 Assign the lines in the UV photoelectron spectrum
of CO shown in Fig. 2.39 and predict the appearance of
the UV photoelectron spectrum of the SO molecule

(see Section 8.3).

36

n
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| | | | | | |

11 1 1 17 1
3 ° eV 9

Fig. 2.39 The UV photoelectron spectrum of CO obtained using 21 eV
radiation.



The structures of
simple solids

An understanding of the chemistry of compounds in the solid state is central to the study of
many important inorganic materials, such as alloys, simple metal salts, inorganic pigments,
nanomaterials, zeolites, and high-temperature superconductors. This chapter surveys the struc-
tures adopted by atoms and ions in simple solids and explores why one arrangement may be
preferred to another. We begin with the simplest model, in which atoms are represented by
hard spheres and the structure of the solid is the outcome of stacking these spheres densely to-
gether. This ‘close-packed' arrangement provides a good description of many metals and alloys
and is a useful starting point for the discussion of numerous ionic solids. These simple solid
structures can then be considered as building blocks for the construction of more complex
inorganic materials. Introduction of partial covalent character into the bonding influences the
choice of structure and thus trends in the adopted structural type correlate with the electro-
negativities of the constituent atoms. The chapter also describes some of the energy considera-
tions that can be used to rationalize the trends in structure and reactivity. These arguments
also systematize the discussion of the thermal stabilities and solubilities of ionic solids formed
by the elements of Groups 1 and 2. Finally the electronic structures of materials are discussed
in terms of an extension of molecular orbital theory to the almost infinite arrays of atoms found
in solids. The classification of inorganic solids as conductors, semiconductors, and insulators is
described in terms of this theory.

The majority of inorganic compounds exist as solids and comprise ordered arrays of
atoms, ions, or molecules. Some of the simplest solids are the metals, the structures
of which can be described in terms of regular, space-filling arrangements of the metal
atoms. These metal centres interact through metallic bonding, a type of bonding that
can be described in two ways. One view is that bonding occurs in metals when each
atom loses one or more electrons to a common ‘sea’. The strength of the bonding results
from the combined attractions between all these freely moving electrons and the result-
ing cations. An alternative view is that metals are effectively enormous molecules with
a multitude of atomic orbitals that overlap to produce molecular orbitals extending
throughout the sample.

Metallic bonding is characteristic of elements with low ionization energies, such as those
on the left of the periodic table, through the d block, and into part of the p block close to
the d block. Most of the elements are metals, but metallic bonding also occurs in many
other solids, especially compounds of the d-metals such as their oxides and sulfides. Com-
pounds such as the lustrous-red rhenium oxide ReO, and ‘fool’s gold’ (iron pyrites, FeS,),
illustrate the occurrence of metallic bonding in compounds.

The familiar properties of a metal stem from the characteristics of its bonding and in
particular the delocalization of electrons throughout the solid. Thus, metals are malleable
(easily deformed by the application of pressure) and ductile (able to be drawn into a wire)
because the electrons can adjust rapidly to relocation of the metal atom nuclei and there
is no directionality in the bonding. They are lustrous because the electrons can respond
almost freely to an incident wave of electromagnetic radiation and reflect it.

In ionic bonding ions of different elements are held together in rigid, symmetrical arrays
as a result of the attraction between their opposite charges. Ionic bonding also depends on
electron loss and gain, so it is found typically in compounds of metals with electronegative
elements. However, there are plenty of exceptions: not all compounds of metals are ionic
and some compounds of nonmetals (such as ammonium nitrate) contain features of ionic
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3 The structures of simple solids

(b)

Fig. 3.1 A two-dimensional solid and two
choices of a unit cell. The entire crystal is
reproduced by translational displacements
of either unit cell, but (b) is generally
preferred to (a) because it is smaller.

bonding as well as covalent interactions. There are also materials that exhibit features of
both ionic and metallic bonding.

Ionic and metallic bonding are nondirectional, so structures where these types of bond-
ing occur are most easily understood in terms of space-filling models that maximize, for
example, the number and strength of the electrostatic interactions between the ions. The
regular arrays of atoms, ions, or molecules in solids that produce these structures are best
represented in terms of the repeating units that are produced as a result of the efficient
methods of filling space.

The description of the structures of solids

The arrangement of atoms or ions in simple solid structures can often be represented by
different arrangements of hard spheres. The spheres used to describe metallic solids repre-
sent neutral atoms because each cation is still surrounded by its full complement of elec-
trons. The spheres used to describe ionic solids represent the cations and anions because
there has been a substantial transfer of electrons from one type of atom to the other.

3.1 Unit cells and the description of crystal structures

A crystal of an element or compound can be regarded as constructed from regularly re-
peating structural elements, which may be atoms, molecules, or ions. The ‘crystal lattice’
is the pattern formed by the points and used to represent the positions of these repeating
structural elements.

(a) Lattices and unit cells

Key points: The lattice defines a network of identical points that has the translational symmetry of a
structure. A unit cell is a subdivision of a crystal that, when stacked together without rotation or reflec-
tion, reproduces the crystal.

A lattice is a three-dimensional, infinite array of points, the lattice points, each of which
is surrounded in an identical way by neighbouring points, and which defines the basic
repeating structure of the crystal. In some cases the structural unit may be centred on the
lattice point, but that is not necessary. The crystal structure itself is obtained by associating
one or more identical structural units (such as molecules or ions) with each lattice point.

A unit cell of the crystal is an imaginary parallel-sided region (a ‘parallelepiped’) from
which the entire crystal can be built up by purely translational displacements;' unit cells
so generated fit perfectly together with no space excluded. Unit cells may be chosen in a
variety of ways but it is generally preferable to choose the smallest cell that exhibits the
greatest symmetry. Thus, in the two-dimensional pattern in Fig. 3.1, a variety of unit cells
may be chosen, each of which repeats the contents of the box under translational displace-
ments. Two possible choices of repeating unit are shown but (b) would be preferred to
(a) because it is smaller. The relationship between the lattice parameters in three dimensions
as a result of the symmetry of the structure gives rise to the seven crystal systems (Table 3.1
and Fig. 3.2). All ordered structures adopted by compounds belong to one of these crystal
systems; most of those described in this chapter, which deals with simple compositions and
stoichiometries, belong to the higher symmetry cubic and hexagonal systems. The angles
(o, B, y) and lengths (a, b, ¢) used to define the size and shape of a unit cell are the unit cell
parameters (the ‘lattice parameters’); the angle between a and b is denoted vy, that between
b and c is a, and that between a and c is B; see the triclinic unit cell in Fig. 3.2.

A primitive unit cell (denoted by the symbol P) has just one lattice point in the unit cell
(Fig. 3.3) and the translational symmetry present is just that on the repeating unit cell. More
complex lattice types are body-centred (I, from the German word innenzentriet, referring
to the lattice point at the unit cell centre) and face-centred (F) with two and four lattice
points in each unit cell, respectively, and additional translational symmetry beyond that of

'A translation exists where it is possible to move an original figure or motif in a defined direction by a
certain distance to produce an exact image. In this case a unit cell reproduces itself exactly by translation
parallel to a unit cell edge by a distance equal to the unit cell parameter.
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Table 3.1 The seven crystal systems

System Relationships between lattice Unit cell Essential symmetries
parameters defined by

Triclinic a*b#c a#pB=#y=90° abcaBy None

Monoclinic a*b#c a#vy=#90°p =90° abcavy One twofold rotation axis
and/or a mirror plane

Orthorhombic azb#c a=p=+vy=090° abc Three perpendicular twofold
axes and/or mirror planes

Rhombohedral a=b=c a=B=vy=#90° «® One threefold rotation axis

Tetragonal a=b#c a=pB=vy=90° ac One fourfold rotation axis

Hexagonal a=b#c a=pB=90°y=120° ac One sixfold rotation axis

Cubic a=b=c a=B=vy=90° a Four threefold rotation axes

tetrahedrally arranged

b
a
a
c c
a
a a a
Cubic Tetragonal Orthorhombic a
a
Cc c c
b al BINK o TN
B o o a <20
a b a
Monoclinic Triclinic Rhombohedral Hexagonal
(trigonal)

Fig. 3.2 The seven crystal systems.

the unit cell (Figs 3.4 and 3.5). The additional translational symmetry in the body-centred
cubic (bcc) lattice, equivalent to the displacement (+1,+1,+ 1) from the unit cell origin at
(0,0,0), produces a lattice point at the unit cell centre; note that the surroundings of each
lattice point are identical, consisting of eight other lattice points at the corners of a cube.
Centred lattices are sometimes preferred to primitive (although it is always possible to use
a primitive lattice for any structure) for with them the essential structural symmetry of the
cell is more apparent.

We use the following rules to work out the number of lattice points in a three-dimensional
unit cell. The same process can be used to count the number of atoms, ions, or molecules that
the unit cell contains (Section 3.9).

1. A lattice point in the body of, that is fully inside, a cell belongs entirely to that cell and
counts as 1.

2. A lattice point on a face is shared by two cells and contributes 1 to the cell.

3. A lattice point on an edge is shared by four cells and hence contributes 1.

4. A lattice point at a corner is shared by eight cells that share the corner, and so contributes .

Thus, for the face-centred cubic lattice depicted in Fig. 3.5 the total number of lattice
points in the unit cell is (8 X 1) + (6 X 1) = 4. For the body-centred cubic lattice depicted
in Fig. 3.4, the number of lattice points is (1 X 1) + (8 X 1) = 2.

Fig. 3.3 Lattice points describing the
translational symmetry of a primitive cubic
unit cell.

Fig. 3.4 Lattice points describing the
translational symmetry of a body-centred
cubic unit cell.

Fig. 3.5 Lattice points describing the
translational symmetry of a face-centred
cubic unit cell.
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Fig 3.7 The cubic CsCl structure.

(0,1)
®1/2
(b)

Fig. 3.8 (a) The structure of metallic tungsten
and (b) its projection representation.

Fig. 3.9 The projection representation of an
fec unit cell.

« ¢

(0,1)

(0,1)

"(0,1)

Fig. 3.10 The structure of silicon sulfide (SiS,).

EXAMPLE 3.1 Identifying lattice types

Determine the translational symmetry present in the structure of cubic ZnS (Fig. 3.6) and identify the lattice
type to which this structure belongs.

Answer We need to identify the displacements that, when applied to the entire cell, results in every atom
arriving at an equivalent location (same atom type with the same coordination environment). In this case,
the displacements (0, +<,+<), (+3,+2,0), and (+3,0, —3 ) have this effect. For example starting at
the Zn?* ion on the bottom lefthand corner of the unit cell, which is surrounded by four S?~ ions at the
corners of a tetrahedron, and applying the translation (+1,0, —3) we arrive at the Zn?* ion at the lower
righthand corner, which has an identical coordination to sulfur. These translations correspond to those of
the face-centred lattice, so the lattice type is F.

Selftest 3.1 Determine the lattice type of CsCl (Fig. 3.7).

(b) Fractional atomic coordinates and projections
Key point: Structures may be drawn in projection, with atom positions denoted by fractional coordinates.

The position of an atom in a unit cell is normally described in terms of fractional coor-
dinates, coordinates expressed as a fraction of the length of a side of the unit cell. Thus,
the position of an atom located at xa parallel to a, yb parallel to b, and zc parallel to ¢ is
denoted (x,y,2), with 0 = x,y,z = 1.

Three-dimensional representations of complex structures are often difficult to draw and
to interpret in two dimensions.? A clearer method of representing three-dimensional struc-
tures on a two-dimensional surface is to draw the structure in projection by viewing the
unit cell down one direction, typically one of the axes of the unit cell. The positions of
the atoms relative to the projection plane are denoted by the fractional coordinate above
the base plane and written next to the symbol defining the atom in the projection. If two
atoms lie above each other, then both fractional coordinates are noted in parentheses. For
example, the structure of body-centred tungsten, shown in three dimensions in Fig. 3.8a,
is represented in projection in Fig. 3.8b.

EXAMPLE 3.2 Drawing a three-dimensional representation in projection

Convert the face-centred cubic lattice shown in Fig. 3.5 into a projection diagram.

Answer We need to identify the locations of the lattice points by viewing the cell from a position
perpendicular to one of its faces. The faces of the cubic unit cell are square, so the projection diagram
viewed from directly above the unit cell is a square. There is a lattice point at each corner of the unit cell, so
the points at the corners of the square projection are labelled (0,1). There is a lattice point on each vertical
face, which projects to points at fractional coordinate 1 on each edge of the projection square. There is
a lattice point on the lower and on the upper horizontal face of the unit cell, which projects to two points
at the centre of the square at 0 and 1, respectively, so we place a final point in the centre of a square and

label it (0,1). The resulting projection is shown in Fig. 3.9.

Selftest 3.2 Convert the projection diagram of the unit cell of the SiS, structure shown in Fig. 3.10 into a
three-dimensional representation.

3.2 The close packing of spheres

Key points: The close packing of identical spheres can result in a variety of polytypes, of which hexago-
nal and cubic close-packed structures are the most common.

Many metallic and ionic solids can be regarded as constructed from entities, such as atoms and
ions, represented as hard spheres. If there is no directional covalent bonding, these spheres are
free to pack together as closely as geometry allows and hence adopt a close-packed structure,
a structure in which there is least unfilled space. The coordination number (CN) of a sphere

2Nearly all the structures in this text are available as rotatable, three-dimensional versions in the Online
Resource Centre for this text.
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in a close-packed arrangement (the ‘number of nearest neighbours’) is 12, the greatest number
that geometry allows.> When directional bonding is important, the resulting structures are no
longer close-packed and the coordination number is less than 12.

Consider first a single layer of identical spheres (Fig. 3.11). The greatest number of
immediate neighbours is 6 and there is only one way of constructing this close-packed
layer.* A second close-packed layer of spheres is formed by placing spheres in the dips
between the spheres of the first layer. (Note that only half the dips in the original layer are
occupied, as there is insufficient space to place spheres into all the dips.) The third close-
packed layer can be laid in either of two ways and hence can give rise to either of two
polytypes, or structures that are the same in two dimensions (in this case, in the planes)
but different in the third. Later we shall see that many different polytypes can be formed,
but those described here are two very important special cases.

In one polytype, the spheres of the third layer lie directly above the spheres of the first.
This ABAB...pattern of layers, where A denotes layers that have spheres directly above
each other and likewise for B, gives a structure with a hexagonal unit cell and hence is
said to be hexagonally close-packed (hcp, Figs 3.12a and 3.13). In the second polytype, the
spheres of the third layer are placed above the gaps in the first layer. The second layer cov-
ers half the holes in the first layer and the third layer lies above the remaining holes. This
arrangement results in an ABCABC...pattern, where C denotes a layer that has spheres
not directly above spheres of the A or the B layer positions (but they will be directly above
another C type layer). This pattern corresponds to a structure with a cubic unit cell and
hence it is termed cubic close-packed (ccp, Figs 3.12b and 3.14). Because each ccp unit cell
has a sphere at one corner and one at the centre of each face, a ccp unit cell is sometimes
referred to as face-centred cubic (fcc).

A note on good practice The descriptions ccp and fcc are often used interchangeably, although strictly
ccp refers only to a close-packed arrangement whereas fcc refers to the lattice type of the common
representation of ccp. Throughout this text the term ccp will be used to describe this close-packing
arrangement. It will be drawn as the cubic unit cell, with the fcc lattice type, as this representation is
easiest to visualize.

The unoccupied space in a close-packed structure amounts to 26 per cent of the total volume
(see Example 3.3). However, this unoccupied space is not empty in a real solid because elec-
tron density of an atom does not end as abruptly as the hard-sphere model suggests. The type
and distribution of holes are important because many structures, including those of some
alloys and many ionic compounds, can be regarded as formed from an expanded close-
packed arrangement in which additional atoms or ions occupy all or some of the holes.

EXAMPLE 3.3 Calculating the unoccupied space in a close-packed array

Calculate the percentage of unoccupied space in a close-packed arrangement of identical spheres.

Answer Because the space occupied by hard spheres is the same in the ccp and hcp arrays, we can choose
the geometrically simpler structure, ccp, for the calculation. Consider Fig. 3.15. The spheres of radius r are in
contact across the face of the cube and so the length of this diagonal is r +2r + r = 4r. The side of such a cell
is 8"/2r from Pythagoras' theorem (the square of the length of the diagonal (4r)?) equals the sum of the squares
of the two sides of length a, so 2 X a? = (4r)? giving a = 8/2r), so the cell volume is (8'/%r)* = 8%2r. The unit
cell contains 4 of a sphere at each comer (for 8 X & = 1 in all) and half a sphere on each face (for6 X 3 = 3
in all), for a total of 4. Because the volume of each sphere is 4773, the total volume occupied by the spheres
themselves is 4 X 3= LxA. The occupied fraction is therefore (L£rr)/(8¥2r) = Lxr/8%2 which
evaluates to 0.740. The unoccupied fraction is therefore 0.260, corresponding to 26.0 per cent.

Selftest 3.3 Calculate the fraction of space occupied by identical spheres in a primitive cubic unit cell.

3That this arrangement, where each sphere has 12 nearest-neighbours, is the highest possible density of
packing spheres was conjectured by Johannes Kepler in 1611; the proof was found only in 1998.

4A good way of showing this yourself is to get a number of identical coins and push them together on
a flat surface; the most efficient arrangement for covering the area is with six coins around each coin.
This simple modelling approach can be extended to three dimensions by using any collection of identical
spherical objects such as balls, oranges, or marbles.

Fig. 3.11 A close-packed layer of hard spheres.

(a)

(b)

Fig. 3.12 The formation of two close-packed
polytypes. (a) The third layer reproduces

the first to give an ABA structure. (b) The
third layer lies above the gaps in the first
layer, giving an ABC structure. The different
colours identify the different layers of
identical spheres.

Fig. 3.13 The hexagonal close-packed (hcp)
unit cell of the ABAB... polytype. The
colours of the spheres correspond to the
layers in Fig. 3.12a.
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Fig. 3.14 The cubic close-packed (fcc) unit
cell of the ABC... polytype. The colours of
the spheres correspond to the layers in

Fig 3.12b.

Fig. 3.15 The dimensions involved in the

calculation of the packing fraction in a close-

packed arrangement of identical spheres of

radius r.
v

(b)

Fig. 3.17 (a) An octahedral hole and (b) a
tetrahedral hole formed in an arrangement
of close-packed spheres.

Fig. 3.16 The structure of solid C_; showing the packing of C_; polyhedra on an fcc unit cell.

The ccp and hep arrangements are the most efficient simple ways of filling space with
identical spheres. They differ only in the stacking sequence of the close-packed layers and
other, more complex, close-packed layer sequences may be formed by locating successive
planes in different positions relative to their neighbours (Section 3.4). Any collection of
identical atoms, such as those in the simple picture of an elemental metal, or of approxi-
mately spherical molecules, is likely to adopt one of these close-packed structures unless
there are additional energetic reasons—specifically covalent interactions—for adopting an
alternative arrangement. Indeed, many metals adopt such close-packed structures (Section
3.4), as do the solid forms of the noble gases (which are ccp). Almost spherical molecules,
such as C_, in the solid state also adopt the ccp arrangement (Fig. 3.16), and so do many
small molecules that rotate around their centres and thus appear spherical, such as H,, F,,
and one form of solid oxygen, O,.

3.3 Holes in close-packed structures

Key points: The structures of many solids can be discussed in terms of close-packed arrangements of
one atom type in which the tetrahedral or octahedral holes are occupied by other atoms or ions. The
ratio of spheres to octahedral holes to tetrahedral holes in a close-packed structure is 1:1:2.

The feature of a close-packed structure that enables us to extend the concept to describe struc-
tures more complicated than elemental metals is the existence of two types of hole, or unoccu-
pied space between the spheres. An octahedral hole lies between two triangles of spheres on
adjoining layers (Fig. 3.17). For a crystal consisting of N spheres in a close-packed structure,
there are N octahedral holes. The distribution of these holes in an hep unit cell is shown in
Fig. 3.18a and those in a ccp unit cell Fig. 3.18b. This illustration also shows that the hole has
local octahedral symmetry in the sense that it is surrounded by six nearest-neighbour spheres
with their centres at the corners of an octahedron. If each hard sphere has radius 7, and if the
close-packed spheres are to remain in contact, then each octahedral hole can accommodate a
hard sphere representing another type of atom with a radius no larger than 0.414r.

EXAMPLE 3.4 Calculating the size of an octahedral hole

Calculate the maximum radius of a sphere that may be accommodated in an octahedral hole in a close-
packed solid composed of spheres of radius r.

Answer The structure of a hole, with the top spheres removed, is shown in Fig. 3.19a. If the radius of
a sphere is r and that of the hole is r,, it follows from Pythagoras' theorem that (r + r,)* + (r + r,)* =
(2r)? and therefore that (r + r,)? = 2r°, which implies that r + r, = 2'/?r. That is, r, = (2'/2 — 1)r, which
evaluates to 0.414r. Note that this is the permitted maximum size subject to keeping the close-packed
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spheres in contact; if the spheres are allowed to separate slightly while maintaining their relative positions,
then the hole can accommodate a larger sphere.

Selftest 3.4 Show that the maximum radius of a sphere that can fit into a tetrahedral hole (see below) is
r, = 0.225r; base your calculation on Fig. 3.19b.

A tetrahedral hole, T, Figs 3.17b and 3.20, is formed by a planar triangle of touching spheres
capped by a single sphere lying in the dip between them. The tetrahedral holes in any close-
packed solid can be divided into two sets: in one the apex of the tetrahedron is directed
up (T) and in the other the apex points down (T’). In an arrangement of N close-packed
spheres there are N tetrahedral holes of each set and 2N tetrahedral holes in all. In a close-
packed structure of spheres of radius 7, a tetrahedral hole can accommodate another hard
sphere of radius no greater than 0.2257 (see Self-test 3.4). The location of tetrahedral holes,
and the four nearest-neighbour spheres for one hole, in the hcp arrangement is shown in
Fig. 3.20a and for a ccp arrangement in Fig. 3.20b. Individual tetrahedral holes in ccp and
hep structures are identical (because they are properties of two neighbouring close-packed
layers) but in the hcp arrangement neighbouring T and T’ holes share a common tetrahe-
dral face and are so close together that they are never occupied simultaneously.

Where two types of sphere of different radius pack together (for instance, when cations
and anions stack together), the larger spheres (normally the anions) can form a close-
packed array and the smaller spheres occupy the octahedral or tetrahedral holes. Thus
simple ionic structures can be described in terms of the occupation of holes in close-packed
arrays (Section 3.9).

The structures of metals and alloys

X-ray diffraction studies (Section 8.1) reveal that many metallic elements have close-packed
structures, indicating that the bonds between the atoms have little directional covalent
character (Table 3.2, Fig. 3.21). One consequence of this close-packing is that metals often
have high densities because the most mass is packed into the smallest volume. Indeed, the
elements deep in the d block, near iridium and osmium, include the densest solids known
under normal conditions of temperature and pressure. Osmium has the highest density of
all the elements at 22.61 g cm™ and the density of tungsten, 19.25 g cm™3, which is almost
twice that of lead (11.3 g cm™3), results in it being used as weighting material in fishing
equipment and as ballast in high performance cars.

EXAMPLE 3.5 Calculating the density of a substance from a structure

Calculate the density of gold, with a cubic close-packed array of atoms of molar mass M = 196.97 g mol~!
and a cubic lattice parameter a = 409 pm.

Answer Density is an intensive property; therefore the density of the unit cell is the same as the density of
any macroscopic sample. We represent the ccp arrangement as a face-centred lattice with a sphere at each
lattice point; there are four spheres associated with the unit cell. The mass of each atom is M/N,, where
N, is Avogadro's constant, and the total mass of the unit cell is 4M/N,. The volume of the cubic unit cell
is @*. The mass density of the cell is p = 4M/N,a* At this point we insert the data:

4% (196.97 X103kg mol™")

. —1.91x10% kgm=3
P = 6.022x105 mol 1) (409X 10~ 2m)? .

That is, the density of the unit cell, and therefore of the bulk metal, is 19.1 g cm~3. The experimental value
is 19.2 g cm~3, in good agreement with this calculated value.

Selftest 3.5 Calculate the lattice parameter of silver assuming that it has the same structure as elemental
gold but a density of 10.5 g cm 3.

A note on good practice It is always best to proceed symbolically with a calculation for as long as possible:
that reduces the risk of numerical error and gives an expression that can be used in other circumstances.

Fig. 3.18 (a) The location (represented by
a hexagon) of the two octahedral holes

in the hcp unit cell and (b) the locations
(represented by hexagons) of the octahedral
holes in the ccp unit cell.

/%;fh

2r

@ 2 r'+rh
(b)
Fig. 3.19 The distances used to calculate

the size of (a) an octahedral hole and (b) a
tetrahedral hole.
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(a)

(b)

Fig. 3.20 (a) The locations (represented
by triangles) of the tetrahedral holes in the
hcp unit cell and (b) the locations of the
tetrahedral holes in the ccp unit cell.

3.4 Polytypism

Key point: Polytypes involving complex stacking arrangements of close-packed layers occur for some
metals.

Which of the common close-packed polytypes, hcp or ccp, a metal adopts depends on the
details of the electronic structure of its atoms, the extent of interaction between second-
nearest-neighbours, and the potential for some directional character in the bonding. In-
deed, a close-packed structure need not be either of the common ABAB...or ABCABC...
polytypes. An infinite range of close-packed polytypes can in fact occur, as the layers may
stack in a more complex repetition of A, B, and C layers or even in some permissible
random sequence. The stacking cannot be a completely random choice of A, B, and C
sequences, however, because adjacent layers cannot have exactly the same sphere positions;
for instance, AA, BB, and CC cannot occur because spheres in one layer must occupy dips
in the adjacent layer.

Cobalt is an example of a metal that displays this more complex polytypism. Above
500°C, cobalt is ccp but it undergoes a transition when cooled. The structure that results
is a nearly randomly stacked set (for instance, ABACBABABC...) of close-packed layers
of Co atoms. In some samples of cobalt the polytypism is not random, as the sequence
of planes of atoms repeats after several hundred layers. The long-range repeat may be a
consequence of a spiral growth of the crystal that requires several hundred turns before
a stacking pattern is repeated.

3.5 Nonclose-packed structures

Key points: A common nonclose-packed metal structure is body-centred cubic; a primitive cubic struc-
ture is occasionally encountered. Metals that have structures more complex than those described so far
can sometimes be regarded as slightly distorted versions of simple structures.

Table 3.2 The crystal structures adopted by metals under normal

conditions
Crystal structure Element
Hexagonal close-packed (hcp) Be, Ca, Co, Mg, Ti, Zn
Cubic close-packed (ccp) Ag, Al, Au, Cd, Cu, Ni, Pb, Pt
Body-centred cubic (bcc) Ba, Cr, Fe, W, alkali metals
Primitive cubic (cubic-P) Po
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Fig. 3.21 The structures of the metallic elements at room temperature. Elements with more complex
structures are left blank.
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Not all elemental metals have structure based on close-packing and some other packing
patterns use space nearly as efficiently. Even metals that are close-packed may undergo a
phase transition to a less closely packed structure when they are heated and their atoms
undergo large-amplitude vibrations.

One commonly adopted arrangement has the translational symmetry of the body-
centred cubic lattice and is known as the body-centred cubic structure (cubic-I or bee) in
which a sphere is at the centre of a cube with spheres at each corner (Fig. 3.22a). Metals
with this structure have a coordination number of 8 because the central atom is in con-
tact with the atoms at the corners of the unit cell. Although a bec structure is less closely
packed than the ccp and hep structures (for which the coordination number is 12), the dif-
ference is not very great because the central atom has six second-nearest neighbours, at the
centres of the adjacent unit cells, only 15 per cent further away. This arrangement leaves
32 per cent of the space unfilled compared with 26 per cent in the close-packed structures
(see Example 3.3). A bce structure is adopted by 15 of the elements under standard condi-
tions, including all the alkali metals and the metals in Groups 5 and 6. Accordingly, this
simple arrangement of atoms is sometimes referred to as the ‘tungsten type’.

The least common metallic structure is the primitive cubic (cubic-P) structure (Fig.
3.23), in which spheres are located at the lattice points of a primitive cubic lattice,
taken as the corners of the cube. The coordination number of a cubic-P structure is 6.
One form of polonium (a-Po) is the only example of this structure among the elements
under normal conditions. Solid mercury (a-Hg), however, has a closely related struc-
ture: it is obtained from the cubic-P arrangement by stretching the cube along one of
its body diagonals (Fig. 3.24a); a second form of solid mercury (B-Hg) has a structure
based on the bce arrangement but compressed along one cell direction (Fig. 3.24b).
Although antimony and bismuth normally have structures based on layers of atoms,
both convert to a cubic-P structure under pressure and then to close-packed structures
at even higher pressures.

Metals that have structures more complex than those described so far can sometimes be
regarded, like solid mercury, as having slightly distorted versions of simple structures. Zinc
and cadmium, for instance, have almost hcp structures, but the planes of close-packed
atoms are separated by a slightly greater distance than in perfect hcp. This difference
suggests stronger bonding between the close-packed atoms in the plane than between the
planes: the bonding draws these atoms together and, in doing so, squeezes out the atoms
of the neighbouring layers.

3.6 Polymorphism of metals

Key points: Polymorphism is a common consequence of the low directionality of metallic bonding. At
high temperatures a bcc structure is common for metals that are close-packed at low temperatures on
account of the increased amplitude of atomic vibrations.

The low directionality of the bonds that metal atoms may form accounts for the wide
occurrence of polymorphism, the ability to adopt different crystal forms under different
conditions of pressure and temperature. It is often, but not universally, found that the most
closely packed phases are thermodynamically favoured at low temperatures and that the
less closely packed structures are favoured at high temperatures. Similarly, the application
of high pressure leads to structures with higher packing densities, such as ccp and hep.

The polymorphs of metals are generally labelled a, B, v, ... with increasing temperature.
Some metals revert to a low-temperature form at higher temperatures. Iron, for example,
shows several solid—solid phase transitions; a-Fe, which is bce, occurs up to 906°C, vy-Fe,
which is ccp, occurs up to 1401°C, and then a-Fe occurs again up to the melting point at
1530°C. The hep polymorph, B-Fe, is formed at high pressures and was to believed to be
the form that exists at the Earth’s core, but recent studies indicate that a bee polymorph is
more likely (Box 3.1).

The bcce structure is common at high temperatures for metals that are close-packed at
low temperatures because the increased amplitude of atomic vibrations in the hotter solid
results in a less close-packed structure. For many metals (among them Ca, Ti, and Mn) the
transition temperature is above room temperature; for others (among them Li and Na), the
transition temperature is below room temperature. It is also found empirically that a bec
structure is favoured by metals with a small number of valence electrons per orbital.

Fig. 3.22 (a) A bcc structure unit cell and
(b) its projection representation.

1]

n

Fig. 3.23 (a) A primitive cubic unit cell and
(b) its prOJectlon representation.

Hgi 2?
(a)

(b)

Fig 3.24 The structures of (a) a-mercury
and (b) B-mercury that are closely related
to the unit cells with primitive cubic and
body-centred cubic lattices, respectively.
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BOX 3.1 Metals under pressure

The Earth has an innermost core about 1200 km in diameter that consists of
solid iron and is responsible for generating the planet's powerful magnetic
field. The pressure at the centre of the Earth has been calculated to be around
370 GPa (about 3.7 million atm) at a temperature of 5000—6500°C. The
polymorph of iron that exists under these conditions has been much debated
with information from theoretical calculations and measurements using
seismology. The current thinking is that the iron core consists of the body-
centred cubic polymorph. It has been proposed that this exists either as a
giant crystal or a large number of oriented crystals such that the long diagonal
of the bcc unit cell aligns along the Earth's axis of rotation (Fig. B3.1, left).
The study of the structures and polymorphism of an element and
compounds under high pressure conditions goes beyond the study of the
Earth's core. Hydrogen, when subjected to pressures similar to those at the
Earth's core, is predicted to become a metallic solid, similar to the alkali

6378 KM o
1278 km
0
Inner
core

Fig. B3.1
metals, and the cores of planets such as Jupiter have been predicted to
contain hydrogen in this form. When pressures of over 55 GPa are applied
to iodine the I, molecules dissociate and adopt the simple face-centred cubic
structure; the element becomes metallic and is a superconductor below 1.2 K.

Table 3.3 The variation of radius with

coordination number

Coordination number

Relative radius

12 1
8 0.97
0.96
4 0.88

3.7 Atomic radii of metals

Key point: The Goldschmidt correction converts atomic radii of metals to the value they would have in
a close-packed structure with 12-fold coordination.

An informal definition of the atomic radius of a metallic element was given in Section 1.9 as half
the distance between the centres of adjacent atoms in the solid. However, it is found that this dis-
tance generally increases with the coordination number of the lattice. The same atom in structures
with different coordination numbers may therefore appear to have different radii, and an atom
of an element with coordination number 12 appears bigger than one with coordination number
8. In an extensive study of internuclear separations in a wide variety of polymorphic elements
and alloys, V. Goldschmidt found that the average relative radii are related as shown in Table 3.3.

It is desirable to put all elements on the same footing when comparing trends in their
characteristics; that is when comparing the intrinsic properties of their atoms rather than
the properties that stem from their environment. Therefore, it is common to adjust the
empirical internuclear separation to the value that would be expected if the element were
in fact close-packed (with coordination number 12).

M A brief illustration. The empirical atomic radius of Na is 185 pm, but that is for the bcc structure in
which the coordination number is 8. To adjust to 12-coordination we multiply this radius by 1,/0.97 =
1.03 and obtain 191 pm as the radius that a Na atom would have if it were in a close-packed structure.

Goldschmidt radii of the elements were in fact the ones listed in Table 1.4 as ‘metallic radii’
and used in the discussion of the periodicity of atomic radius (Section 1.9). The essential fea-
tures of that discussion to bear in mind now, with ‘atomic radius’ interpreted as Goldschmidt-
corrected metallic radius in the case of metallic elements, are that metallic radii generally increase
down a group and decrease from left to right across a period. As remarked in Section 1.9, trends
in atomic radii reveal the presence of the lanthanide contraction in Period 6, with atomic radii
of the elements that follow the lanthanoids found to be smaller than simple extrapolation from
earlier periods would suggest. As also remarked there, this contraction can be traced to the
poor shielding effect of f electrons. A similar contraction occurs across each row of the d block.

EXAMPLE 3.6 Calculating a metallic radius

The cubic unit cell parameter, a, of polonium («-Po) is 335 pm. Use the Goldschmidt correction to calculate
a metallic radius for this element.

Answer We need to infer the radius of the atoms from the dimensions of the unit cell and the coordination
number, and then apply a correction to coordination number 12. Because the Po atoms of radius r are in
contact along the unit cell edges, the length of the primitive cubic unit cell is 2r. Thus, the metallic radius
of 6-coordinate Po is a/2 with a = 335 pm. The conversion factor from 6-fold to 12-fold coordination from
Table 3.3 (1,/0.960) gives the metallic radius of Po as & X 335 pm X 1/0.960 = 174 pm.

Selftest 3.6 Predict the lattice parameter for Po when it adopts a bcc structure.
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3.8 Alloys

3
An alloy is a blend of metallic elements prepared by mixing the molten components and /N

then cooling the mixture to produce a metallic solid. Alloys may be homogeneous solid x 2
<

solutions, in which the atoms of one metal are distributed randomly among the atoms of
the other, or they may be compounds with a definite composition and internal structure. Tty
Alloys typically form from two electropositive metals, so they are likely to be located to- : ﬂlovs
wards the bottom left-hand corner of a Ketelaar triangle (Fig. 3.25). 0
Solid solutions are classified as either ‘substitutional’ or ‘interstitial’. A substitutional solid 1 2 3 4
solution is a solid solution in which atoms of the solute metal occupy some of the locations of Xmean
the solvent metal atoms (Fig. 3.26a). An interstitial solid solution is a solid solution in which
the solute atoms occupy the interstices (the holes) between the solvent atoms (Fig. 3.26b).
However, this distinction is not particularly fundamental because interstitial atoms often lie
in a definite array (Fig. 3.26¢), and hence can be regarded as a substitutional version of an-
other structure. Some of the classic examples of alloys are brass (up to 38 atom per cent Zn in

Fig. 3.25 The approximate locations of
alloys in a Ketelaar triangle.

@ @ 0 ¢ o o
Cu), bronze (a metal other than Zn or Ni in Cu; casting bronze, for instance, is 10 atom per e ©6 06 06 0 o
cent Sn and § atom per cent Pb), and stainless steel (over 12 atom per cent Cr in Fe).
@ ©¢ ¢ ¢ o o
(a) Substitutional solid solutions e @ @ @ 0 ©
Key point: A substitutional solid solution involves the replacement of one type of metal atom in a © ¢ o & & o
structure by another. (a)
@ @ o © ® @ O
Substitutional solid solutions are generally formed if three criteria are fulfilled: ® e o o . e © o
1. The atomic radii of the elements are within about 15 per cent of each other. e ©¢ @ o o o (6}
2. The crystal structures of the two pure metals are the same; this similarity indicates that e @ o o e © o
the directional forces between the two types of atom are compatible with each other. e © © ©@ © ©
3. The electropositive characters of the two components are similar; otherwise compound (b)
formation, where electrons are transferred between species, would be more likely. e ® * ® e ® e ® OO o
@ ¢ 6 ¢ o o
. . . .. @ @ @ o o
Thus, although sodium and potassium are chemically similar and have bec structures, the @ © @ @ © ©o
atomic radius of Na (191 pm) is 19 per cent smaller than that of K (235 pm), and the two ® @ ® ® ® ® Oo OO ®
metals do not form a solid solution. Copper and nickel, however, two neighbours late in the d 020%20%0%0°%0

block, have similar electropositive character, similar crystal structures (both ccp), and similar
atomic radii (Ni 125 pm, Cu 128 pm, only 2.3 per cent different), and form a continuous series
of solid solutions, ranging from pure nickel to pure copper. Zinc, copper’s other neighbour in
Period 4, has a similar atomic radius (137 pm, 7 per cent larger), but it is hcp, not ccp. In this
instance, zinc and copper are partially miscible and form solid solutions known as ‘a-brasses’
of composition Cu,  Zn_with 0 < x < 0.38 and the same structural type as pure copper.

D

Fig. 3.26 (a) Substitutional and

(b) interstitial alloys. (c) In some cases,
an interstitial alloy may be regarded as
a substitutional alloy derived from
another lattice.

(b) Interstitial solid solutions of nonmetals

Key point: In an interstitial solid solution, additional small atoms occupy holes within the lattice of
the original metal structure.

Interstitial solid solutions are often formed between metals and small atoms (such as bo-
ron, carbon, and nitrogen) that can inhabit the interstices in the structure. The small atoms
enter the host solid with preservation of the crystal structure of the original metal and
without the transfer of electrons and formation of ionic species. There is either a simple
whole-number ratio of metal and interstitial atoms (as in tungsten carbide, WC) or the
small atoms are distributed randomly in the available spaces or holes in the structure be-
tween the packed atoms. The former substances are true compounds and the latter can be
considered as interstitial solid solutions or, on account of the variation in the atomic ratio
of the two elements, nonstoichiometric compounds (Section 3.17).

Considerations of size can help to decide where the formation of an interstitial solid
solution is likely to occur. Thus, the largest solute atom that can enter a close-packed solid
without distorting the structure appreciably is one that just fits an octahedral hole, which
as we have seen has radius 0.414r. For small atoms such as B, C, or N the atomic radii of
the possible host metal atom structures include those of the d-metals such as Fe, Co, and
Ni. One important class of materials of this type consists of carbon steels in which C atoms
occupy some of the octahedral holes in the Fe bec lattice. Carbon steels typically contain
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BOX 3.2 Steels

Steels are alloys of iron, carbon, and other elements. They are classified as mild
and medium-or high-carbon steels according to the percentage of carbon they
contain. Mild steels contain up to 0.25 atom per cent C, medium-carbon steels
contain 0.25 to 0.45 atom per cent, and high-carbon steels contain 0.45 to
1.50 atom per cent. The addition of other metals to these carbon steels can
have a major effect on the structure, properties, and therefore applications
of the steel. Examples of metals added to carbon steels, so forming ‘stainless
steels', are listed in the table. Stainless steels are also classified by their
crystalline structures, which are controlled by factors such as the rate of
cooling following their formation in a furnace and the type of added metal.
Thus pure iron adopts different polymorphs (Section 3.6) depending on
temperature and some of these high-temperature structures can be stabilized

A typical composition, 18 atom per cent Cr and 8 atom per cent Ni, is
known as 18/8 stainless.

Ferrite is a-Fe with only a very small level of carbon, less than 0.1 atom
per cent, with a bcc iron crystal structure. Ferritic stainless steels are highly
corrosion resistant, but far less durable than austenitic grades. They contain
between 10.5 and 27 atom per cent Cr and some Mo, Al, or W. Martensitic
stainless steels are not as corrosion resistant as the other two classes, but
are strong and tough as well as highly machineable, and can be hardened
by heat treatment. They contain 11.5 to 18 atom per cent Crand 1—2 atom
per cent C which is trapped in the iron structure as a result of quenching
compositions with the austenite structure type. The martensitic crystal
structure is closely related to that of ferrite but the unit cell is tetragonal

at room temperature in steels or by quenching (cooling very rapidly). rather than cubic.

Stainless steels with the austenite structure comprise over 70 per cent of

total stainless steel production. Austenite is a solid solution of carbon and Metal Atom percentage added Effect on properties
iron that exists in steel above 723°C and is ccp iron with about 2 percentof = «oveeeeniiniiiiii
the octahedral holes filled with carbon. As it cools, it breaks down into other Copper 0.2—-15 Improves atmospheric
materials including ferriteand martensite as the solubility of carbonintheiron corrosion resistance
drops to below 1 atom per cent. The rate of cooling determines the relative Nickel 0.1—1 Benefits surface quality
proportions of these materials and therefore the mechanical properties (for . ,

example, hardness and tensile strength) of the steel. The addition of certain Al et lncreefses ten'sne stengt
other metals, such as Mn, Ni, and Cr, can allow the austenitic structure to e i Il

survive cooling to room temperature. These steels contain a maximum of ~ Nitrogen 0.003-0.012 Improves strength

0.15 atom per cent C and typically 10—20 atom per cent Cr plus Ni or Mn Manganese 02-16 Improves strength

as a substitutional solid solution; they can retain an austenitic structure at Verefi Up 0 0.12 Increases strength

all temperatures from the cryogenic region to the melting point of the alloy.

between 0.2 and 1.6 atom per cent C. With increasing carbon content they become harder

3 \ and stronger but less malleable (Box 3.2).
\
\ .
) / \ (c) Intermetallic compounds
X \
< | Key point: Intermetallic compounds are alloys in which the structure adopted is different from the
1| KGes \ structures of either component metal.
\
0 Allays \ There are materials formed between two metals that are best regarded as actual compounds
1 2 3 4 despite the similarity of their electropositive nature. For instance, when some liquid mixtures
X mean of metals are cooled, they form phases with definite structures that are often unrelated to

the parent structure. These phases are called intermetallic compounds. They include B-brass
(CuZn) and compounds of composition MgZn,, Cu,Au, NaTl,and Na Zn,,. Note that some
of these intermetallic compounds contain a very electropositive metal in combination with
a less electropositive metal (for example, Na and Zn), and in a Ketelaar triangle lie above
the true alloys (Fig. 3.27). Such combinations are called Zintl phases. These compounds are
not fully ionic (although they are often brittle) and have some metallic properties, including
lustre. A classic example of a Zintl phase is KGe with the structure shown in Fig. 3.28.

Fig. 3.27 The approximate locations of
Zintl phases in a Ketelaar triangle. The point
marks the location of one exemplar, KGe.

EXAMPLE 3.7 Composition, lattice type and unit cell content of iron and its alloys

What are the lattice types and unit cell contents of (a) iron metal (Fig. 3.29a) and (b) the iron/chromium
alloy, FeCr (Fig. 3.29b)?

Answer We need to identify the translation symmetry of the unit cell and to count the net numbers of
atoms present. (a) The iron structure consists of Fe atoms distributed over the sites at the centre and
corners of a cubic unit cell with eightfold coordination to the nearest neighbours. All the occupied sites
are equivalent, so the structure has the translational symmetry of a bcc lattice. The structure type is the bcc
structure. The Fe atom at the centre counts 1 and the eight Fe atoms at the cell corners count 8 X ; =1,

Fig. 3.28 The structure of the Zintl phase
KGe showing the Ge;~ tetrahedral units and
interspersed K* ions.




so there are two Fe atoms in the unit cell. (b) For FeCr, the atom at the centre of the unit cell (Cr) is different
from the one on the corner (Fe) and thus the translational symmetry present is that of the entire unit cell
(not half unit cell displacements characteristic of a bcc structure), so the lattice type is primitive, P. There is
one Cratom and 8 X + =1 Fe atom in the unit cell, in accord with the stoichiometry FeCr.

Selftest 3.7 What are the stoichiometry and lattice type of the iron/chromium alloy shown in Fig. 3.29¢ ?

lonic solids

Key points: The ionic model treats a solid as an assembly of oppositely charged spheres that interact
by nondirectional electrostatic forces; if the thermodynamic properties of the solid calculated on this
model agree with experiment, then the compound is normally considered to be ionic.

Tonic solids, such as NaCl and KNO,, are often recognized by their brittleness because
the electrons made available by cation formation are localized on a neighbouring anion
instead of contributing to an adaptable, mobile electron sea. Ionic solids also commonly
have high melting points and most are soluble in polar solvents, particularly water. How-
ever, there are exceptions: CaF,, for example, is a high-melting ionic solid but it is insoluble
in water. Ammonium nitrate, NH,NO,, is ionic in terms of its interactions between the
ammonium and nitrate ions, but melts at 170°C. Binary ionic materials are typical of ele-
ments with large electronegativity differences, typically Ay > 3, and such compounds are
therefore likely to be found at the top corner of a Ketelaar triangle (Fig. 3.27).

The classification of a solid as ionic is based on comparison of its properties with those of
the ionic model, which treats the solid as an assembly of oppositely charged, hard spheres
that interact primarily by nondirectional electrostatic forces (Coulombic forces) and repul-
sions between complete shells in contact. If the thermodynamic properties of the solid calcu-
lated on this model agree with experiment, then the solid may be ionic. However, it should
be noted that many examples of coincidental agreement with the ionic model are known,
so numerical agreement alone does not imply ionic bonding. The nondirectional nature of
electrostatic interactions between ions in an ionic solid contrast with those present in a co-
valent solid, where the symmetries of the atomic orbitals play a strong role in determining
the geometry of the structure. However, the assumption that ions can be treated as perfectly
hard spheres (of fixed radius for a particular ion type) that have no directionality in their
bonding, is far from true for real ions. For example, with halide anions some directionality
might be expected in their bonding that results from the orientations of their p orbitals, and
large ions, such as Cs* and 1", are easily polarizable so do not behave as hard spheres. Even
50, the ionic model is a useful starting point for describing many simple structures.

We start by describing some common ionic structures in terms of the packing of hard
spheres of different sizes and opposite charges. After that, we see how to rationalize the
structures in terms of the energetics of crystal formation. The structures described have
been obtained by using X-ray diffraction (Section 8.1), and were among the first sub-
stances to be examined in this way.

3.9 Characteristic structures of ionic solids

The ionic structures described in this section are prototypes of a wide range of solids. For instance,
although the rock-salt structure takes its name from a mineral form of NaCl, it is characteristic
of numerous other solids (Table 3.4). Many of the structures can be regarded as derived from
arrays in which the larger of the ions, usually the anions, stack together in ccp or hep patterns
and the smaller counter-ions (usually the cations) occupy the octahedral or tetrahedral holes in
the lattice (Table 3.5). Throughout the following discussion, it will be helpful to refer back to
Figs 3.18 and 3.20 to see how the structure being described is related to the hole patterns shown
there. The close-packed layers usually need to expand to accommodate the counter-ions but this
expansion is often a minor perturbation of the anion arrangement, which will still be referred
to as ccp and hep. This expansion avoids some of the strong repulsion between the identically
charged ions and also allows larger species to be inserted into the holes between larger ions.
Opverall, examining the opportunities for hole-filling in a close-packed array of the larger ion
type provides an excellent starting point for the descriptions of many simple ionic structures.

lonic solids

(c)

Fig. 3.29 The structures of (a) iron, (b) FeCr,
and (c) as Fe, Cr alloy, see Selftest 3.7.
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Fig. 3.30 (a) The rocksalt structure and
(b) its projection representation. Note

the relation of this structure to the fcc
structure in Fig. 3.18 with an atom in each
octahedral hole.

Table 3.4 The crystal structures of compounds

Crystal structure Example*

Antifluorite K,0, K.S, Li,0, Na,0, Na,Se, Na,S

Caesium chloride CsCl, TlI, CsAu, CsCN, CuZn , NbO

Fluorite CaF, U0,, HgF,, LaH,, PbO,

Nickel arsenide NiAs, NiS, FeS, PtSn, CoS

Perovskite CaTio, (distorted), SITiO,, PbZr0,, LaFeO,, LiSrH,, KMnF,

Rock salt NaCl, KBr, Rbl, AgCl, AgBr, MgO, Ca0, TiO, FeO,
NiO, SnAs, UC, ScN

Rutile Ti0, MnO,, Sn0,,WO,, MgF,, NiF,

Sphalerite (zinc blende) ZnS, CuCl, CdS, HgsS, GaP, InAs

Spinel MgAl0,, ZnFe,0,, ZnCr,S,

Wurtzite ZnS, Zn0, BeO, MnS, Agl, AIN, SiC, NH,F

*The substance in bold type is the one that gives its name to the structure.

Table 3.5 The relation of structure to the filling of holes

Close-packing type Hole filling Structure type (exemplar)
Cubic (ccp) All octahedral Rock salt (NaCl)
All tetrahedral Fluorite (CaF,)
Half octahedral Cdcl,
Half tetrahedral Sphalerite (ZnS)
Hexagonal (hcp) All octahedral Nickel arsenide (NiAs); with some
distortion from perfect hcp Cdl,
Half octahedral Rutile (TiO,); with some distortion
from perfect hcp
All tetrahedral No structure exists: tetrahedral
holes share faces
Half tetrahedral Wurtzite (ZnS)

(a) Binary phases, AX_

Key points: Important structures that can be expressed in terms of the occupation of holes include the
rock-salt, caesium-chloride, sphalerite, fluorite, wurtzite, nickel-arsenide, and rutile structures.

The simplest ionic compounds contain just one type of cation (A) and one type of anion
(X) present in various ratios covering compositions such as AX and AX,. Several different
structures may exist for each of these compositions, depending on the relative sizes of the
cations and anions and which holes are filled and to what degree in the close-packed array
(Table 3.5). We start by considering compositions AX with equal numbers of cations and
anions and then consider AX , the other commonly found stoichiometry.

The rock-salt structure is based on a ccp array of bulky anions with cations in all
the octahedral holes (Fig. 3.30). Alternatively, it can be viewed as a structure in which
the anions occupy all the octahedral holes in a ccp array of cations. As the number of
octahedral holes in a close-packed array is equal to the number of ions forming the ar-
ray (the X ions), then filling them all with A ions yields the stoichiometry AX. Because
each ion is surrounded by an octahedron of six counter-ions, the coordination number
of each type of ion is 6 and the structure is said to have (6,6)-coordination. In this no-
tation, the first number in parentheses is the coordination number of the cation, and
the second number is the coordination number of the anion. The rock-salt structure can
still be described as having a face-centred cubic lattice after this hole filling because the



translational symmetry demanded by this lattice type is preserved when all the octahedral
sites are occupied.

To visualize the local environment of an ion in the rock-salt structure, we should note
that the six nearest neighbours of the central ion of the cell shown in Fig. 3.30 lie at the
centres of the faces of the cell and form an octahedron around the central ion. All six
neighbours have a charge opposite to that of the central ion. The 12 second-nearest neigh-
bours of the central ion, those next further away, are at the centres of the edges of the cell,
and all have the same charge as the central ion. The eight third-nearest neighbours are at
the corners of the unit cell, and have a charge opposite to that of the central ion. We can
use the rules described in Section 3.1 to determine the composition of the unit cell, the
number of atoms or ions of each type present.

M A brief illustration. In the unit cell shown in Fig. 3.30, there are the equivalent of 8 X 3 + 6 X 7 =
4Na*ionsand 12 X 7 + 1 = 4Cl- ions. Hence, each unit cell contains four NaCl formula units.
The number of formula units present in the unit cell is commonly denoted Z, so in this case Z = 4. ®

The rock-salt arrangement is not just formed for simple monatomic species such as M*
and X but also for many 1:1 compounds in which the ions are complex units such as
[Co(NH,),][TICI]. The structure of this compound can be considered as an array of close-
packed octahedral [TICI ]*~ ions with [Co(NH,) |** ions in all the octahedral holes. Simi-
larly, compounds such as CaC,, CsO,, KCN, and FeS, all adopt structures closely related
to the rock-salt structure with alternating cations and complex anions (C}~, O;, CN-,
and S37, respectively), although the orientation of these linear diatomic species can lead
to elongation of the unit cell and elimination of the cubic symmetry (Fig. 3.31). Further
compositional flexibility, but retaining a rock-salt type of structure, can come from having
more than one cation or anion type while maintaining the overall 1:1 ratio between opposite
ions of opposite charge, as in LiNiO,, which is equivalent to (Li,,, Ni, ,)O.

Much less common than the rock-salt structure for compounds of stoichiometry AX is
the caesium-chloride structure (Fig. 3.32), which is possessed by CsCl, CsBr, and Csl, as
well as some other compounds formed of ions of similar radii to these, including TII (see
Table 3.4). The caesium-chloride structure has a cubic unit cell with each corner occupied
by an anion and a cation occupying the ‘cubic hole’ at the cell centre (or vice versa); as a
result, Z = 1. An alternative view of this structure is as two interlocking primitive cubic
cells, one of Cs* and the other of Cl™. The coordination number of both types of ion is
8, so the structure is described as having (8,8)-coordination. The radii are so similar that
this energetically highly favourable coordination is feasible, with numerous counter-ions
adjacent to a given ion. Note that NH,Cl also forms this structure despite the relatively
small size of the NH} ion because the cation can form hydrogen bonds with four of the
Cl~ ions at the corners of the cube (Fig. 3.33). Many 1:1 alloys, such as AlFe and CuZn,
have a caesium-chloride arrangement of the two metal atom types.

The sphalerite structure (Fig. 3.34), which is also known as the zinc-blende structure,
takes its name from a mineral form of ZnS. Like the rock-salt structure it is based on an
expanded ccp anion arrangement but now the cations occupy one type of tetrahedral hole,
one half the tetrahedral holes present in a close-packed structure. Each ion is surrounded
by four neighbours and so the structure has (4,4)-coordination and Z = 4.

B A brief illustration. To count the ions in the unit cell shown in the sphalerite structure shown in
Fig. 3.34, we draw up the following table:

Location (share) Number of Number of Contribution
cations anions

Body (1) 4 X1 0 4

Face (1) 0 6 X % 3

Edge (2) 0 0 0

Vertex (4) 0 8 x4 1

Total: 4 4 8

There are four cations and four anions in the unit cell. This ratio is consistent
with the chemical formula ZnS, with Z = 4.
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Fig. 3.31 The structure of CaC, is based on
the rocksalt structure but is elongated in the
direction parallel to the axes of the C2~ ions.

b)) @ ®

Fig. 3.32 (a) The caesium-chloride structure.
The corner lattice points, which are shared
by eight neighbouring cells, are surrounded
by eight nearest-neighbour lattice points.
The anion occupies a cubic hole in a
primitive cubic lattice. (b) Its projection.

Fig. 3.33 The structure of ammonium
chloride, NH,Cl, reflects the ability of the
tetrahedral NH,* ion to form hydrogen
bonds to the tetrahedral array of CI~ ions
around it.
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(b)

Fig. 3.34 (a) The sphalerite (zinchlende)
structure and (b) its projection representation.
Note its relation to the ccp lattice in Fig. 3.18a
with half the tetrahedral holes occupied by
Zn®* ions.

(b)

Fig. 3.35 (a) The wurtzite structure and
(b) its projection representation.

Fig. 3.36 (a) The nickel-arsenide structure,
(b) the projection representation of the
unit cell, and (c) the trigonal prismatic
coordination around As.

The wurtzite structure (Fig. 3.35) takes its name from another polymorph of zinc sulfide.
It differs from the sphalerite structure in being derived from an expanded hcp anion array
rather than a ccp array, but as in sphalerite the cations occupy half the tetrahedral holes;
that is just one of the two types (either T or T’ as discussed in Section 3.3). This structure,
which has (4,4)-coordination, is adopted by ZnO, Agl, and one polymorph of SiC, as well
as several other compounds (Table 3.4). The local symmetries of the cations and anions
are identical with respect to their nearest neighbours in wurtzite and sphalerite but differ
at the second-nearest neighbours.

The nickel-arsenide structure (NiAs, Fig. 3.36) is also based on an expanded, distorted
hep anion array, but the Ni atoms now occupy the octahedral holes and each As atom lies
at the centre of a trigonal prism of Ni atoms. This structure is adopted by NiS, FeS, and a
number of other sulfides. The nickel-arsenide structure is typical of MX compounds that
contain polarizable ions and are formed from elements with smaller electronegativity dif-
ferences than elements that, as ions, adopt the rock-salt structure. Compounds that form
this structure type lie in the ‘polarized ionic salt area’ of a Ketelaar triangle (Fig. 3.37).
There is also potential for some degree of metal-metal bonding between metal atoms in
adjacent layers and this structure type (or distorted forms of it) is also common for a large
number of alloys based on d- and p-block elements.

A common AX| structural type is the fluorite structure, which takes its name from its
exemplar, the naturally occurring mineral fluorite, CaF,. In fluorite, the Ca** ions lie in
an expanded ccp array and the F~ ions occupy all the tetrahedral holes (Fig. 3.38). In
this description it is the cations that are close-packed because the F~ anions are small.
The lattice has (8,4)-coordination, which is consistent with there being twice as many
anions as cations. The anions in their tetrahedral holes have four nearest neighbours
and the cation site is surrounded by a cubic array of eight anions. An alternative de-
scription of the structure is that the anions form a nonclose-packed, primitive cubic
lattice and the cations occupy half the cubic holes in this lattice. Note the relation
of this structure to the caesium-chloride structure, in which all the cubic holes are
occupied.

The antifluorite structure is the inverse of the fluorite structure in the sense that the
locations of cations and anions are reversed. The latter structure is shown by some alkali
metal oxides, including Li,O. In it, the cations (which are twice as numerous as the anions)
occupy all the tetrahedral holes of a ccp array of anions. The coordination is (4,8) rather
than the (8,4) of fluorite itself.

The rutile structure (Fig. 3.39) takes its name from rutile, a mineral form of titanium(IV)
oxide, TiO,. The structure can also be considered an example of hole filling in an hcp
anion arrangement, but now the cations occupy only half the octahedral holes and there
is considerable buckling of the close-packed anion layers. This arrangement results in a
structure that reflects the strong tendency of a Ti** ion to acquire octahedral coordination.
Each Ti** atom is surrounded by six O atoms and each O atom is surrounded by three Ti**
ions; hence the rutile structure has (6,3)-coordination. The principal ore of tin, cassiterite
SnO,, has the rutile structure, as do a number of metal difluorides (Table 3.4).

In the cadmium-iodide structure (as in Cdl,, Fig. 3.40), the octahedral holes between
every other pair of hcp layers of I™ ions (that is half of the total number of octahedral
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holes) are filled by Cd** ions. The Cdl, structure is often referred to as a ‘layer-structure’ as 3
the repeating layers of atoms perpendicular to the close-packed layers form the sequence
[-Cd-I-+I-Cd-I-~I-Cd-I with weak van der Waals interactions between the iodine atoms in 2
adjacent layers. The structure has (6,3)- coordination, being octahedral for the cation and ﬁ
trigonal pyramidal for the anion. The structure type is found commonly for many d-metal
halides and chalcogenides (for example, FeBr,, Mnl,, ZrS , and NiTe,). ! /
The cadmium-chloride structure (as in CdCl,, Fig. 3.41) is analogous to the CdI, struc-
ture but with a ccp arrangement of anions; half the octahedral sites between alternate 0 1 2 3 4

anion layers are occupied. This layer structure has identical coordination numbers (6,3)

and geometries for the ions to those found for the Cdl, structure-type, although it is pre-

ferred for a number of d-metal dichlorides, such as MnCl, and NiCl,. Fig. 3.37 The location of polarized ionic
salts in a Ketelaar triangle.

Xmean

EXAMPLE 3.8 Determining the stoichiometry of a hole-filled structure

Identify the stoichiometries of the following structures based on hole filling using a cation, A, in close-
packed arrays of anions, X. (a) An hcp array in which one-third of the octahedral sites are filled. (b) A ccp
array in which all the tetrahedral and all the octahedral sites are filled.

Answer We need to be aware that in an array of N close-packed spheres there are 2N tetrahedral holes
and N octahedral holes (Section 3.3). Therefore, filling all the octahedral holes in a closed-packed array
of anions X with cations A would produce a structure in which cations and anions were in the ratio 1:1,
corresponding to the stoichiometry AX. (a) As only one-third of the holes are occupied, the A:XX ratio is T,
corresponding to the stoichiometry AX,. An example of this type of structure is Bil,. (b) The total number
of A species is 2N + N with NX species. The AX ratio is therefore 3:1, corresponding to the stoichiometry

A.X. An example of this type of structure is Li,Bi. .(0,1) ® ®
Selftest 3.8 Determine the stoichiometry of an hcp array with two-thirds of the octahedral sites occupied. o (L) o
(b) Ternary phases A B, X ' ¢ ?
Key point: The perovskite and spinel structures are adopted by many compounds with the stoichio- Y Y
metries ABO, and AB,0,, respectively.
Structural possibilities increase very rapidly once the compositional complexity is in- b) © Ps ®

creased to three ionic species. Unlike binary compounds, it is difficult to predict the
most likely structure type based on the ion sizes and preferred coordination numbers.
This section describes two important structures formed by ternary oxides; the O>~ ion is
the most common anion, so oxide chemistry is central to a significant part of solid-state
chemistry.

The mineral perovskite, CaTiO,, is the structural prototype of many ABX solids (Table
3.4), particularly oxides. In its ideal form, the perovskite structure is cubic with each A cat-
ion surrounded by 12 X anions and each B cation surrounded by six X anions (Fig. 3.42).
In fact, the perovskite structure may also be described as a close-packed array of A cations
and O?” anions (arranged such that each A cation is surrounded by 12 O anions from
the original close-packed layers) with B cations in all the octahedral holes that are formed
from six of the O* ions, giving B ,[AO,] ,, which is equivalent to ABO..

Fig. 3.38 (a) The fluorite structure and

(b) its projection representation. This
structure has a ccp array of cations and all
the tetrahedral holes are occupied by anions.

n/4[ nl4>

(0,1)
Sl ¥ ® g . [ ) %.
# P . '._.-'4 P '._.- s - .
® 01®
.
(b)

Fig. 3.39 (a) The rutile structure and (b) its

projection representation. Rutile itself is one
Fig. 3.40 The Cdl, structure (left). Fig. 3.41 The CdCl, structure (right). polymorph of TiO
5
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(a)

(b) (c)

Fig. 3.42 (a) The perovskite structure, ABX,, (b) a display that emphasizes the octahedral shape of the B~ sites, and (c) its projection representation.

Fig. 3.43 The local coordination
environment of a Ti atom in perovskite.

In oxides, X = O and the sum of the charges on the A and B ions must be +6. That sum
can be achieved in several ways (A>*B** and A3*B** among them), including the possibil-
ity of mixed oxides of formula A(B, B’ )O,, as in La(Ni Ir )O,. The A-type cation in
perovskites is therefore usually a large ion (of radius greater than 110 pm) of lower charge,
such as Ba?" or La**, and the B cation is a small ion (of radius less than 100 pm) of higher
charge, such as Ti*", Nb>*, or Fe3*.

The perovskite structure is closely related to the materials that show interesting electri-
cal properties, such as piezoelectricity, ferroelectricity, and high-temperature superconduc-
tivity (Section 24.8).

EXAMPLE 3.9 Determining coordination numbers

Demonstrate that the coordination number of the Ti** ion in the perovskite CaTiO, is 6.

Answer We need to imagine eight of the unit cells shown in Fig. 3.42 stacked together with a Ti atom
shared by them all. A local fragment of the structure is shown in Fig. 3.43; it shows that there are six 0>~
ions around the central Ti** ion, so the coordination number of Ti in perovskite is 6. An alternative way of
viewing the perovskite structure is as BO, octahedra sharing all vertices in three orthogonal directions with
the A cations at the centres of the cubes so formed (Fig. 3.42b).

Selftest 3.9 What is the coordination number of a Ti** site and the 0% site in rutile?

Spinel itself is MgAL O,, and oxide spinels, in general, have the formula AB,O,. The spinel
structure consists of a ccp array of O?” ions in which the A cations occupy one-eighth of
the tetrahedral holes and the B cations occupy half the octahedral holes (Fig. 3.44). Spinels
are sometimes denoted A[B,]O,, the square brackets denoting the cation type (normally the
smaller, higher charged ion of A and B) that occupies the octahedral holes. So, for example,

Fig. 3.44 (a) The spinel structure showing the tetrahedral oxygen environment around the B cations, (b) showing the octahedral oxygen environment around
the A cations, and (c) its projection representation with only the cation locations specified.



ZnAl O, can be written Zn[AL]O, to show that all the AI** cations occupy octahedral sites.
Examples of compounds that have spinel structures include many ternary oxides with the
stoichiometry AB,O, that contain a 3d-series metal, such as NiCr,O, and ZnFe,O,, and some
simple binary d-block oxides, such as Fe,O,, Co,0,,and Mn,O,; note that in these structures
A and B are the same element but in different oxidation states, as in Fe?*[Fe**],O,. There
are also a number of compositions termed inverse spinels, in which the cation distribution
is BJAB]O, and in which the more abundant cation is distributed over both tetrahedral and
octahedral sites. Spinels and inverse spinels are discussed again in Sections 20.1 and 24.8.

EXAMPLE 3.10 Predicting possible ternary phases

What ternary oxides with the perovskite or spinel structures might it be possible to synthesize that contain
the cations Ti**, Zn?*, In®*, and Pb?*? Use the ionic radii given in Resource section 1.

Answer We need to consider whether the sizes of the ions permit the occurrence of the two structures.
We can predict that ZnTiO, does not exist as a perovskite as the Zn’* ion is too small for the Atype site;
likewise, Pbin,O, does not adopt the spinel structure as the Pb?* cation is too large for the tetrahedral sites.
We conclude that the permitted structures are PbTiO, (perovskite), Tizn,0, (spinel), and Znin,0, (spinel).

Selftest 3.10 What additional oxide perovskite composition(s) might be obtained if La®* is added to this
list of cations?

3.10 The rationalization of structures

The thermodynamic stabilities and structures of ionic solids can be treated very simply
using the ionic model. However, a model of a solid in terms of charged spheres interacting
electrostatically is crude and we should expect significant departures from its predictions
because many solids are more covalent than ionic. Even conventional ‘good’ ionic solids,
such as the alkali metal halides, have some covalent character. Nevertheless, the ionic mod-
el provides an attractively simple and effective scheme for correlating many properties.

(a) lonic radii

Key point: The sizes of ions, ionic radii, generally increase down a group, decrease across a period,
increase with coordination number, and decrease with increasing charge number.

A difficulty that confronts us at the outset is the meaning of the term ‘ionic radius’. As
remarked in Section 1.9, it is necessary to apportion the single internuclear separation of
nearest-neighbour ions between the two different species (for example, an Na* ion and a
Cl™ ion in contact). The most direct way to solve the problem is to make an assumption
about the radius of one ion, and then to use that value to compile a set of self-consistent
values for all other ions. The O?~ ion has the advantage of being found in combination
with a wide range of elements. It is also reasonably unpolarizable, so its size does not vary
much as the identity of the accompanying cation is changed. In a number of compilations,
therefore, the values are based on 7(O?7) = 140 pm. However, this value is by no means
sacrosanct: a set of values compiled by Goldschmidt was based on #(O?>~) = 132 pm and
other values use the F~ ion as the basis.

For certain purposes (such as for predicting the sizes of unit cells) ionic radii can be
helpful, but they are reliable only if they are all based on the same fundamental choice
(such as the value 140 pm for O?7). If values of ionic radii are used from different sources,
it is essential to verify that they are based on the same convention. An additional com-
plication that was first noted by Goldschmidt is that, as we have already seen for metals,
ionic radii increase with coordination number (Fig. 3.45). Hence, when comparing ionic
radii, we should compare like with like, and use values for a single coordination number
(typically 6).

The problems of the early workers have been resolved only partly by developments in
X-ray diffraction (Section 8.1). It is now possible to measure the electron density between
two neighbouring ions and identify the minimum as the boundary between them. How-
ever, as can be seen from Fig. 3.46, the electron density passes through a very broad min-
imum, and its exact location may be very sensitive to experimental uncertainties and to the
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Fig. 3.45 The variation of ionic radius with
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Fig. 3.46 The variation in electron density
along the Li-F axis in LiF. The point P
denotes the Pauling radii of the ions, G the
original (1927) Goldschmidt radii, and S
the Shannon radii.
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identities of the two neighbours. That being so, it is still probably more useful to express
the sizes of ions in a self-consistent manner than to seek calculated values of individual
radii in certain combinations. After all, we are interested in compounds where we always
have interactions between pairs of ions so we are consistent in the method of determina-
tion and application of ionic radii. Very extensive lists of self-consistent values that have
been compiled by analysing X-ray data on thousands of compounds, particularly oxides
and fluorides, exist and some are given in Table 1.4 and Resource section 1.
The general trends for ionic radii are the same as for atomic radii. Thus:

1. Tonic radii increase down a group. (The lanthanide contraction, Section 1.9, restricts
the increase between the 4d- and 5d-series metal ions.)

2. The radii of ions of the same charge decrease across a period.

3. If an element can form cations with different charge numbers, then for a given
coordination number its ionic radius decreases with increasing charge number.

4. Because a positive charge indicates a reduced number of electrons, and hence a more
dominant nuclear attraction, cations are smaller than anions for elements with similar
atomic numbers.

5. When an ion can occur in environments with different coordination numbers, the
observed radius, as measured by considering the average distances to the nearest
neighbours, increases as the coordination number increases. This increase reflects the
fact that the repulsions between the surrounding ions are reduced if they move apart,
so leaving more room for the central ion.

(b) The radius ratio

Key point: The radius ratio indicates the likely coordination numbers of the ions in a binary compound.

A parameter that figures widely in the literature of inorganic chemistry, particularly in
introductory texts, is the ‘radius ratio’, y (gamma), of the ions. The radius ratio is the ratio
of the radius of the smaller ion (r_ ) to that of the larger (r__):

sma; arge

_ rsmall
y=— (3.1)

rlarge

In most cases, 7, is the cation radius and Farge 15 the anion radius. The minimum radius
ratio that can support a given coordination number is then calculated by considering the
geometrical problem of packing together spheres of different sizes (Table 3.6). It is argued
that, if the radius ratio falls below the minimum given, then ions of opposite charge will
not be in contact and ions of like charge will touch. According to a simple electrostatic
argument, a lower coordination number, in which the contact of oppositely charged ions
is restored, then becomes favourable. Another way of looking at this argument is that as
the radius of the M* ion increases, more anions can pack around it, so giving a larger
number of favourable Coulombic interactions. In this respect, compare CsCl, and its (8,8)-
coordination, with NaCl, and its (6,6)-coordination.

We can use our previous calculations of hole size (Example 3.4), to put these ideas on
a firmer footing. A cation of radius between 0.2257 and 0.414r can occupy a tetrahe-
dral hole in a close-packed or slightly expanded close-packed array of anions of radius .

Table 3.6 The correlation of structural type with radius ratio

Radius ratio (y) CN for 1:1 and 1:2 Binary AB Binary AB,

stoichiometries structure type structure type
1 12 None known None known
0.732=1 8:8 and 8:4 CsCl CaF,
0.414—0.732 6:6 and 6:3 NaCl (ccp), NiAs (hcp) Tio,
0.225-0.414 4:4 ZnS (ccp and hcp)

CN denotes coordination number.




However, once the radius of a cation reaches 0.414r, the anions are forced so far apart
that octahedral coordination becomes possible and most favourable. Note that 0.2257
represents the size of the smallest ion that will fit in a tetrahedral hole and that cations
between 0.2257 and 0.4147 will push the anions apart. However, the coordination number
cannot increase to 6 with good contacts between cation and anions until the radius goes
above 0.414r. Similar arguments apply for the tetrahedral holes that can be filled by ions
with sizes up to 0.2257.

These concepts of ion packing based on radius ratios can often be used to predict which
structure is most likely for any particular choice of cation and anion (Table 3.6). In prac-
tice, the radius ratio is most reliable when the cation coordination number is 8, and less
reliable with six- and four-coordinate cations because directional covalent bonding
becomes more important for these lower coordination numbers.

B A brief illustration. To predict the crystal structure of TICI we note that the ionic radii are
r(TI*) = 159 pm and r(Cl~) = 181 pm, giving y = 0.88. We can therefore predict that TICl is
likely to adopt a caesium-chloride structure with (8,8)-coordination. That is the structure found
in practice. m

The ionic radii used in these calculations are those obtained by consideration of struc-
tures under normal conditions. At high pressures, different structures may be preferred,
especially those with higher coordination numbers and greater density. Thus many
simple compounds transform between the simple (4,4)-, (6,6)-, and (8,8)-coordination
structures under pressure. Examples of this behaviour include most of the lighter alkali
metal halides, which change from a (6,6)-coordinate rock-salt structure to an (8,8)-
coordinate caesium-chloride structure at 5 kbar (the rubidium halides) or 10-20 kbar
(the sodium and potassium halides). The ability to predict the structures of compounds
under pressure is important for understanding the behaviour of ionic compounds under
such conditions. Calcium oxide, for instance, is predicted to transform from the rock-
salt to the caesium-chloride structure at around 600 kbar, the pressure in the Earth’s
lower mantle.

Similar arguments involving the relative ionic radii of cations and anions and their
preferred coordination numbers (that is, preferences for octahedral, tetrahedral, or cubic
geometries) can be applied throughout structural solid-state chemistry and aid the pre-
diction of which ions might be incorporated into a particular structure type. For more
complex stoichiometries, such as the ternary compounds with the perovskite and spinel
structure types, the ability to predict which combinations of cations and anions will
yield a specific structure type has proved very useful. One example is that for the high-
temperature superconducting cuprates (Section 24.8), the design of a particular struc-
ture feature, such as Cu?* in octahedral coordination to oxygen, can be achieved using
ionic radii considerations.

(c) Structure maps

Key point: A structure map is a representation of the variation in crystal structure with the character
of the bonding.

Even though the use of radius ratios is not totally reliable, it is still possible to rational-
ize structures by collecting enough information empirically and looking for patterns.
This approach has motivated the compilation of ‘structure maps’. A structure map is an
empirically compiled map that depicts the dependence of crystal structure on the elec-
tronegativity difference between the elements present and the average principal quan-
tum number of the valence shells of the two atoms.’ As such, a structure map can be
regarded as an extension of the ideas introduced in Chapter 2 in relation to Ketelaar’s
triangle. As we have seen, binary ionic salts are formed for large differences in electro-
negativity Ay, but as this difference is reduced, polarized ionic salts and more covalently
bonded networks become preferred. Now we can focus on this region of the triangle and
explore how small changes in electronegativity and polarizability affect the choice of ion
arrangement.

The ionic character of a bond increases with Ay, so moving from left to right along
the horizontal axis of a structure map correlates with an increase in ionic character in

3 Structure maps were introduced by E. Mooser and W.B. Pearson, Acta Cryst., 1959, 12, 1015.

lonic solids
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the bonding. The principal quantum number is an indication of the radius of an ion,
so moving up the vertical axis corresponds to an increase in the average radius of the
ions. Because atomic energy levels also become closer as the atom expands, the polar-
izability of the atom increases too (Section 1.9¢). Consequently, the vertical axis of a
structure map corresponds to increasing size and polarizability of the bonded atoms.
Figure 3.47 is an example of a structure map for MX compounds. We see that the
structures we have been discussing for MX compounds fall in distinct regions of the
map. Elements with large Ay have (6,6)-coordination, such as is found in the rock-salt
structure; elements with small Ay (and hence where there is the expectation of cova-
lence) have a lower coordination number. In terms of a structure map representation,
GaN is in a more covalent region of Fig. 3.47 than ZnO because Ay is appreciably
smaller.

B A brief illustration. To predict the type of crystal structure that should be expected for
magnesium sulfide, MgS, we note that the electronegativities of magnesium and sulfur are 1.3
and 2.6 respectively, so Ay = 1.3. The average principal quantum number is 3 (both elements are
in Period 3). The point Ay = 1.3, n = 3 lies just in the sixfold coordination region of the structure
map in Fig. 3.47. This location is consistent with the observed rock-salt structure of MgS. |

The energetics of ionic bonding

A compound tends to adopt the crystal structure that corresponds to the lowest Gibbs
energy. Therefore, if for the process

M*(g) + X~ (g) = MX(s)

the change in standard reaction Gibbs energy, A G, is more negative for the formation
of a structure A rather than B, then the transition from B to A is spontaneous under the
prevailing conditions, and we can expect the solid to be found with structure A.

The process of solid formation from the gas of ions is so exothermic that at and near
room temperature the contribution of the entropy to the change in Gibbs energy (as in
AG® = AH® — TAS®) may be neglected; this neglect is rigorously true at T = 0. Hence,
discussions of the thermodynamic properties of solids normally focus, initially at least, on
changes in enthalpy. That being so, we look for the structure that is formed most exother-
mically and identify it as the thermodynamically most stable form. Some typical values of
lattice enthalpies are given in Table 3.7 for a number of simple ionic compounds.
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Table 3.7 Lattice enthalpies of some simple inorganic solids

Compound Structure AHg? /(kdmol-')  Compound Structure AHE® /(ky mol-")
type type
LiF Rock salt 1030 SrCl2 Fluorite 2125
Lil Rock salt 757 LiH Rock salt 858
NaF Rock salt 923 NaH Rock salt 782
NaCl Rock salt 786 KH Rock salt 699
NaBr Rock salt 747 RbH Rock salt 674
Nal Rock salt 704 CsH Rock salt 648
KCI Rock salt 719 BeO Wurtzite 4293
Kl Rock salt 659 MgO Rock salt 3795
CsF Rock salt 744 Ca0 Rock salt 3414
CsCl Caesium chloride 657 SrO Rock salt 3217
CsBr Caesium chloride 632 BaO Rocksalt 3029
Csl Caesium chloride 600 Li.0 Antifluorite 2799
MgF2 Rutile 2922 TiO2 Rutile 12150
CaF2 Fluorite 2597 Ce0: Fluorite 9627

3.11 Lattice enthalpy and the Born-Haber cycle

Key points: Lattice enthalpies are determined from enthalpy data by using a Born-Haber cycle; the
most stable crystal structure of the compound is commonly the structure with the greatest lattice
enthalpy under the prevailing conditions.

The lattice enthalpy, AH, °, is the standard molar enthalpy change accompanying the for-
mation of a gas of ions from the solid:

MX(s) > M*(g) + X (g) AH®

A note on good practice The definition of lattice enthalpy as an endothermic (positive) term corresponding
to the break up of the lattice is correct but contrary to many school and college texts where it is defined
with respect to lattice formation (and listed as a negative quantity).

Because lattice disruption is always endothermic, lattice enthalpies are always positive and

their positive signs are normally omitted from their numerical values. As remarked above, K*(g) + e(g) + Cl(g)
if entropy considerations are neglected, then the most stable crystal structure of the com- +
pound is the structure with the greatest lattice enthalpy under the prevailing conditions. 122

Lattice enthalpies are determined from enthalpy data by using a Born—Haber cycle, a _|K*g) +elg) _355
closed path of steps that includes lattice formation as one stage, such as that shown in T +1ClL(g)
Fig. 3.48. The standard enthalpy of decomposition of a compound into its elements in L
their reference states (their most stable states under the prevailing conditions) is the nega- 495 K*(g) + Cl-(g)
tive of its standard enthalpy of formation, A H®:

K(g) +7 Cl,(g)

M(s) + X(s, 1, g) > MX(s)  AH* T
Likewise, the standard enthalpy of lattice formation from the gaseous ions is the negative s = L Clia)
of the lattice enthalpy as specified above. For a solid element, the standard enthalpy of 2 -9
atomization, A_ H®, is the standard enthalpy of sublimation, as in the process 438

For a gaseous element, the standard enthalpy of atomization is the standard enthalpy of

. o . Fig. 3.48 The Born—Haber cycle for KCl.
dissociation, A H, as in 9 y

The lattice enthalpy is equal to —x. All
X,(g) > 2X(g) A H” numerical values are in kilojoules per mole.
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Sublimation of K(s)
lonization of K(g)
Dissociation of Cl,(g)
Electron gain by Cl(g)
Formation of KCI(s)

AH? /(K mol')

+425
+244
—355
—438

Sublimation of Mg(s)

lonization of Mg(g)
to Mg**(g)

Vaporization of Br (I)
Dissociation of Br,(g)
Electron gain by Br(g)
Formation of MgBr (s)

AH® /(kJ mol~")

+31

= 11EJ3)
—331
—524

The standard enthalpy of formation of ions from their neutral atoms is the enthalpy of ionization
(for the formation of cations, A, H”) and the electron-gain enthalpy (for anions, A H?):

M(g) » M*(g) +e(g) A, H”

ion

X(g) +e(g) »X(g) AH"

The value of the lattice enthalpy—the only unknown in a well-chosen cycle—is found
from the requirement that the sum of the enthalpy changes round a complete cycle is zero
(because enthalpy is a state property).® The value of the lattice enthalpy obtained from a
Born—-Haber cycle depends on the accuracy of all the measurements being combined, and
as a result there can be significant variations, typically +10 k] mol™', in tabulated values.

EXAMPLE 3.11 Using a Born-Haber cycle to determine a lattice enthalpy

Calculate the lattice enthalpy of KCI(s) using a Born-Haber cycle and the information in the margin.

Answer The required cycle is shown in Fig. 3.48. The sum of the enthalpy changes around the cycle is zero, so
AHLG/(kJ mol~') = 438 + 425 + 89 + 244/2 — 355 =719

Note that the calculation becomes more obvious by drawing an energy level diagram showing the
signs of the various steps of the cycle; all lattice enthalpies are positive. Also as only one Cl atom from
Cl,(g) is required to produce KCI, half the dissociation energy of Cl,, 3 X 244 kJ mol™', is used in the
calculation.

Selftest 3.11 Calculate the lattice enthalpy of magnesium bromide from the data shown in the margin.

3.12 The calculation of lattice enthalpies

Once the lattice enthalpy is known, it can be used to judge the character of the bonding in
the solid. If the value calculated on the assumption that the lattice consists of ions interact-
ing electrostatically is in good agreement with the measured value, then it may be appro-
priate to adopt a largely ionic model of the compound. A discrepancy indicates a degree of
covalence. As mentioned earlier, it is important to remember that numerical coincidences
can be misleading in this assessment.

(a) The Born-Mayer equation

Key points: The Born-Mayer equation is used to estimate lattice enthalpy for an ionic lattice. The
Madelung constant reflects the effect of the geometry of the lattice on the strength of the net Coulom-
bic interaction.

To calculate the lattice enthalpy of a supposedly ionic solid we need to take into account
several contributions, including the Coulombic attractions and repulsions between the
ions and the repulsive interactions that occur when the electron densities of the ions over-
lap. This calculation yields the Born—-Mayer equation for the lattice enthalpy at T = 0:

N |z b4 |e2 d*
AH® =_—AATBL 11 2 1A (3.2)
L 4ne d ( d j

where d = r, + r_is the distance between centres of neighbouring cations and anions, and
hence a measure of the ‘scale’ of the unit cell (for the derivation, see Further information
3.1). In this expression N, is Avogadro’s constant, z, and z, the charge numbers of the
cation and anion, e the fundamental charge, &, the vacuum permittivity, and d* a constant
(typically 34.5 pm) used to represent the repulsion between ions at short range. The quan-
tity A is called the Madelung constant, and depends on the structure (specifically, on the
relative distribution of ions, Table 3.8). The Born—-Mayer equation in fact gives the lattice
energy as distinct from the lattice enthalpy, but the two are identical at T = 0 and the dif-
ference may be disregarded in practice at normal temperatures.

®Note that when the lattice enthalpy is known from calculation, a Born—-Haber cycle may be used to
determine the value of another elusive quantity, the electron-gain enthalpy (and hence the electron affinity).
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M A brief illustration. To estimate the lattice enthalpy of sodium chloride, we use z(Na*) = +1, Table 3.8 Madelung constants
Z(CI7) = —1, from Table 3.8, A = 1.748, and from Table 1.4 d = r_, + r,_= 283 pm; hence (using

Na+

fundamental constants from inside the back cover): St’”‘:t”’a“YPe ____________ f“_ ..................
Caesium chloride 1.763
AH = (6.022x10% mol ") X |(+1) % (—1)| x (1.602 x 10" C)* X(]_ 345 pmjx_l J4g  Fuoite 2519
: 47X (8.854 X 10772 J71C2 m™') X (2.82X107'° m) 283pm ) Rock salt 1.748
=7.56 X10° Jmol™ Rutile 2.408
Sphalerite 1.638
or 756 kJ mol~". This value compares reasonably well with the experimental value from the Born- it 1641

Haber cycle, 788 k) mol~". m

The form of the Born—-Mayer equation for lattice enthalpies allows us to account for
their dependence on the charges and radii of the ions in the solid. Thus, the heart of the
equation is

[er2|

d

AH,®

Therefore, a large value of d results in a low lattice enthalpy, whereas high ionic charges
result in a high lattice enthalpy. This dependence is seen in some of the values given in
Table 3.7. For the alkali metal halides, the lattice enthalpies decrease from LiF to Lil and
from LiF to CsF as the halide and alkali metal ion radii increase, respectively. We also note
that the lattice enthalpy of MgO (lz,z,l = 4) is almost four times that of NaCl (Iz,z,| = 1)
due to the increased charges on the ions for a similar value of d, noting that the Madelung
constant is the same.

The Madelung constant typically increases with coordination number. For instance,
A = 1.748 for the (6,6)-coordinate rock-salt structure but A = 1.763 for the (8,8)-
coordinate caesium-chloride structure and 1.638 for the (4,4)-coordinate sphaler-
ite structure. This dependence reflects the fact that a large contribution comes from
nearest neighbours, and such neighbours are more numerous when the coordination
number is large. However, a high coordination number does not necessarily mean that
the interactions are stronger in the caesium-chloride structure because the potential
energy also depends on the scale of the lattice. Thus, d may be so large in lattices with
ions big enough to adopt eightfold-coordination that the separation of the ions re-
verses the effect of the small increase in the Madelung constant and results in a smaller
lattice enthalpy.

(b) Other contributions to lattice enthalpies

Key point: Nonelectrostatic contributions to the lattice enthalpy include van der Waals interactions,
particularly the dispersion interaction.

Another contribution to the lattice enthalpy is the van der Waals interaction between the
ions and molecules, the weak intermolecular interactions that are responsible for the for-
mation of condensed phases of electrically neutral species. An important and sometimes
dominant contribution of this kind is the dispersion interaction (the ‘London interaction’).
The dispersion interaction arises from the transient fluctuations in electron density (and,
consequently, instantaneous electric dipole moment) on one molecule driving a fluctuation
in electron density (and dipole moment) on a neighbouring molecule, and the attractive
interaction between these two instantaneous electric dipoles. The molar potential energy
of this interaction, V, is expected to vary as

_N,C

V= T

(3.3)

The constant C depends on the substance. For ions of low polarizability, this contribu-
tion is only about 1 per cent of the electrostatic contribution and is ignored in elementary
lattice enthalpy calculations of ionic solids. However, for highly polarizable ions, such as
TI* and I, such terms can make significant contributions of several per cent. Thus, the
dispersion interaction for compounds such as LiF and CsBr is estimated to contribute
16 k] mol™" and 50 kJ mol™!, respectively.
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3.13 Comparison of experimental and theoretical values

Key points: For compounds formed from elements with Ay > 2, the ionic model is generally valid and
lattice enthalpy values derived using the Born-Mayer equation and Born-Haber cycles are similar. For
structures formed with small electronegativity differences and polarizable ions there may be additional,
nonionic contributions to the bonding.

The agreement between the experimental lattice enthalpy and the value calculated using the
ionic model of the solid (in practice, from the Born-Mayer equation) provides a measure of
the extent to which the solid is ionic. Table 3.9 lists some calculated and measured lattice
enthalpies together with electronegativity differences. The ionic model is reasonably valid if
Ax > 2, but the bonding becomes increasingly covalent if Ay < 2. However, it should be
remembered that the electronegativity criterion ignores the role of polarizability of the ions.
Thus, the alkali metal halides give fairly good agreement with the ionic model, the best with the
least polarizable halide ions (F~) formed from the highly electronegative F atom, and the worst
with the highly polarizable halide ions (I") formed from the less electronegative I atom. This
trend is also seen in the lattice enthalpy data for the silver halides in Table 3.9. The discrepancy
between experimental and theoretical values is largest for the iodide, which indicates major
deficiencies in the ionic model for this compound. Overall the agreement is much poorer with
Ag than with Li as the electronegativity of silver (y = 1.93) is much higher than that of lithium
(x = 0.98) and significant covalent character in the bonding would be expected.

It is not always clear whether it is the electronegativity of the atoms or the polarizability of
the resultant ions that should be used as a criterion. The worst agreement with the ionic model
is for polarizable-cation/polarizable-anion combinations that are substantially covalent. Here
again, though, the difference between the electronegativities of the parent elements is small
and it is not clear whether electronegativity or polarizability provides the better criterion.

EXAMPLE 3.12 Using the Born-Mayer equation to decide the theoretical stability
of unknown compounds

Decide whether solid ArCl is likely to exist.

Answer The answer hinges on whether the enthalpy of formation of ArCl is significantly positive or negative:
if it is significantly positive (endothermic), the compound is unlikely to be stable (there are, of course,
exceptions). Consideration of a Born-Haber cycle for the synthesis of ArCl would show two unknowns, the
enthalpy of formation of ArCl and its lattice enthalpy. We can estimate the lattice enthalpy of a purely ionic
ArCl by using the Born-Mayer equation assuming the radius of Ar* to be midway between that of Na* and
K*. That is, the lattice enthalpy is somewhere between the values for NaCl and KCI at about 745 kJ mol~".
So, taking the enthalpy of dissociation of 3 Cl, to form Cl as 122 kJ mol ™", the ionization enthalpy of Ar as
1524 kJ mol ™", and the electron affinity of Cl as 356 k) mol~' gives AH®(ArCl, s) = 1524 — 745 — 356
+ 122 ki mol~! = +545 kJ mol~". That is, the compound is predicted to be very unstable with respect to
its elements, mainly because the large ionization enthalpy of Ar is not compensated by the lattice enthalpy.

Selftest 3.12 Predict whether CsCl, with the fluorite structure is likely to exist.

Table 3.9 Comparison of experimental and theoretical lattice enthalpies for
rock-salt structures

AHE< [(ky mol") AHE [(ki mol!) (AHz® = AHA<) /() mol)

LiF 1029 1030 1

Licl 834 853 19
LiBr 788 807 19
Lil 730 757 27
AgF 920 953 33
AgCl 832 903 71
AgBr 815 895 80

Agl 777 882 105
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Calculations like that in Example 3.12 were used to predict the stability of the first noble
gas compounds. The ionic compound O;PtF,~ had been obtained from the reaction of
oxygen with PtF_. Consideration of the ionization energies of O, (1176 k] mol™') and Xe
(1169 kJ mol™') showed them to be almost identical and the sizes of Xe* and O] would
be expected to be similar, implying similar lattice enthalpies for their compounds. Hence
once O, had been found to react with platinum hexafluoride, it could be predicted that Xe
should too, as indeed it does, to give an ionic compound which is believed to contain XeF*
and PtF, ions. Similar calculations may be used to predict the stability, or otherwise, of a
wide variety of compounds, for example the stability of alkaline earth monohalides, such as
MgCl. Calculations based on Born—Mayer lattice enthalpies and Born—Haber cycles show
that such a compound would be expected to disproportionate into Mg and MgCl,. Note
that calculations of this type provide only an estimate of the enthalpies of formation of ion-
ic compounds and, hence, some idea of the thermodynamic stability of a compound. It may
still be possible to isolate a thermodynamically unstable compound if its decomposition is
very slow. Indeed, a compound containing Mg(I) was reported in 2007 (Section 12.13).

3.14 The Kapustinskii equation

Key point: The Kapustinskii equation is used to estimate lattice enthalpies of ionic compounds and to
give a measure of the thermochemical radii of the constituent ions.

A.E. Kapustinskii observed that, if the Madelung constants for a number of structures are
divided by the number of ions per formula unit, N,_, then approximately the same value is
obtained for them all. He also noted that the value so obtained increases with the coordination
number. Therefore, because ionic radius also increases with coordination number, the variation
in A/N, d from one structure to another can be expected to be fairly small. This observation
led Kapustinskii to propose that there exists a hypothetical rock-salt structure that is energeti-
cally equivalent to the true structure of any ionic solid and therefore that the lattice enthalpy
can be calculated by using the rock-salt Madelung constant and the appropriate ionic radii for

(6,6)-coordination. The resulting expression is called the Kapustinskii equation:

N

RN (1_£)K (3.4)

AH.@. — ion
. d d

In this equation k = 1.21 X 10° k] pm mol™".

The Kapustinskii equation can be used to ascribe numerical values to the ‘radii’ of non-
spherical molecular ions, as their values can be adjusted until the calculated value of the
lattice enthalpy matches that obtained experimentally from the Born—-Haber cycle. The
self-consistent parameters obtained in this way are called thermochemical radii (Table
3.10). They may be used to estimate lattice enthalpies, and hence enthalpies of formation,
of a wide range of compounds without needing to know the structure, assuming that the
bonds are essentially ionic.

m A brief illustration. To estimate the lattice enthalpy of potassium nitrate, KNO, we need the

number of ions per formula unit (N, = 2), their charge numbers, (K*) = +1,2(NO;) = —1, and the
sum of their thermochemical radii, 138 pm + 189 pm = 327 pm. Then, with d* = 34.5 pm,

A = 2| (+1)(=1)] X[ _345pm

327 pm 327 pm

=622 kJ mol” ]

Jx(1.21><105 kJ pm mol-)

3.15 Consequences of lattice enthalpies

The Born—-Mayer equation shows that, for a given lattice type (a given value of A), the lat-
tice enthalpy increases with increasing ion charge numbers (as 1z,2,!). The lattice enthalpy
also increases as the ions come closer together and the scale of the lattice decreases. Ener-
gies that vary as the electrostatic parameter, & (xi),

el

= y (3.5)
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Table 3.10 The thermochemical radii of ions, r/pm

Main-group elements

BeF~ BF, cox NO; OH~
245 228 185 189 140
CN- NO; 02
182 155 180
PO3- SOz clo,
238 230 236
AsO3 Se0:-
248 243
Sbo3- TeOZ 10,
260 254 249
107
182
Complex ions d-Metal oxoanions
[TiCl ]~ [IrCL.]>~ [SiF]*~ [GeCl]* Cr02- MnO,
248 254 194 243 230 240
[TiBr,]> [PtCI]>~ [GeF >~ [SnCI]* Mo0?%-
261 259 201 247 254
[ZrCl ] [PbCI J*
247 248

Source: A.F. Kaputinskii, Q. Rev. Chem. Soc., 1956, 10, 283.

(which is often written more succinctly as ¢ = z*/d) are widely adopted in inorganic chem-
istry as indicative that an ionic model is appropriate. In this section we consider three
consequences of lattice enthalpy and its relation to the electrostatic parameter.

(a) Thermal stabilities of ionic solids

Key point: Lattice enthalpies may be used to explain the chemical properties of many ionic solids,
including their thermal decomposition.

The particular aspect we consider here is the temperature needed to bring about thermal
decomposition of carbonates (although the arguments can easily be extended to many
inorganic solids):

MCOj4(s) = MO (s)+CO,(g)
Magnesium carbonate, for instance, decomposes when heated to about 300°C, whereas
calcium carbonate decomposes only if the temperature is raised to over 800°C. The decom-

position temperatures of thermally unstable compounds (such as carbonates) increase with
cation radius (Table 3.11). In general, large cations stabilize large anions (and vice versa).

Table 3.11 Decomposition data for carbonates*

MgCO, caco, SrCo, BaCO,
Ac**/(kj mol'1) +483 +130.4 +183.8 +218.1
AH*"/(kJ mol“) +100.6 +178.3 +234.6 +269.3
As=/(k mol”) +175.0 +160.6 +1710 +172.1
AL 300 840 1100 1300

*Data are for the reaction MCO,(s) — MO(s) + CO,(g) at 298 K. § is the temperature required to reach p(CO,) = 1 bar and has
been estimated from the thermodynamic data at 298 K.
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The stabilizing influence of a large cation on an unstable anion can be explained in
terms of trends in lattice enthalpies. First, we note that the decomposition temperatures of
solid inorganic compounds can be discussed in terms of their Gibbs energies of decomposi-
tion into specified products. The standard Gibbs energy for the decomposition of a solid,
AG*®= AH®— TAS®, becomes negative when the second term on the right exceeds the first,
which is when the temperature exceeds

T AH

AST (3.6)

In many cases it is sufficient to consider only trends in the reaction enthalpy, as the reaction
entropy is essentially independent of M because it is dominated by the formation of gase-
ous CO,. The standard enthalpy of decomposition of the solid is then given by

AH®= A, . H+ AH *(MCO,, s) — AH,*(MO,s)
E}\I/:}}erz ﬁd;;ompHﬁis the standard enthalpy of decomposition of CO2" in the gas phase
ig. 3.49):

CO3~(g) = 0% (g) + CO, (g)

Because A, H7is large and positive, the overall reaction enthalpy is positive (decompo-
sition is endothermic), but it is less strongly positive if the lattice enthalpy of the oxide is
markedly greater than that of the carbonate because then AH *(MCO,, s) - AH (MO, s)
is negative. It follows that the decomposition temperature will be low for oxides that have
relatively high lattice enthalpies compared with their parent carbonates. The compounds
for which this is true are composed of small, highly charged cations, such as Mg?*, which
explains why a small cation increases the lattice enthalpy of an oxide more than that of a
carbonate.

Figure 3.50 illustrates why a small cation has a more significant influence on the change
in the lattice enthalpy as the cation size is varied. The change in separation is relatively
small when the parent compound has a large cation initially. As the illustration shows in
an exaggerated way, when the cation is very big, the change in size of the anion barely af-
fects the scale of the lattice. Therefore, with a given unstable polyatomic anion, the lattice
enthalpy difference is more significant and favourable to decomposition when the cation
is small than when it is large.

The difference in lattice enthalpy between MO and MCO, is magnified by a larger
charge on the cation as AH, ®e< Iz,z,/d. As a result, thermal decomposition of a carbonate
will occur at lower temperatures if it contains a higher charged cation. One consequence
of this dependence on cation charge is that alkaline earth carbonates (M?*) decompose at
lower temperatures than the corresponding alkali metal carbonates (M™).

EXAMPLE 3.13 Assessing the dependence of stability on ionic radius

Present an argument to account for the fact that, when they bum in oxygen, lithium forms the oxide Li,O
but sodium forms the peroxide Na,0,.

Answer We need to consider the role of the relative sizes of cations and ions in determining the stability
of a compound. Because the small Li* ion results in Li,0 having a more favourable lattice enthalpy
(in comparison with M,0,) than Na,O, the decomposition reaction M,0,(s) — M,0(s) + 3 0,(g) is
thermodynamically more favourable for Li,0, than for Na,0,.

Selftest 3.13 Predict the order of decomposition temperatures of alkaline earth metal sulfates in the
reaction MSO,(s) — MO(s) + SO,(qg).

The use of a large cation to stabilize a large anion that is otherwise susceptible to decom-
position, forming a smaller anionic species, is widely used by inorganic chemists to prepare
compounds that are otherwise thermodynamically unstable. For example, the interhalogen
anions, such as ICI,, are obtained by the oxidation of I" ions by Cl, but are susceptible to
decomposition to iodine monochloride and Cl~:

MiI(s) +2Cl, (g) — MICI, (s) - MCl(s) +ICl(g) + Cl, (g)

Mz(g) + O*(g) + CO,(g)

A

Ayecoms HICOZ)

'decomp

~AH,(MO)
M2:(g) + COZ(g)
t MO(s) + CO,(g) |

AH,(MCO,)
-AH

r

MCO,(s)

Fig 3.49 A thermodynamic cycle showing
the enthalpy changes involved in the
decomposition of a solid carbonate MCO,.

(a) (b)

Fig. 3.50 A greatly exaggerated
representation of the change in lattice
parameter d for cations of different radii.
(a) When the anion changes size (as when
CO3~ decomposes into 0>~ and CO,, for
instance) and the cation is large, the lattice
parameter changes by a small amount.

(b) If the cation is small, however, the
relative change in lattice parameter is large
and decomposition is thermodynamically
more favourable.
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To disfavour the decomposition, a large cation is used to reduce the lattice enthalpy difference
between MICI, and MCI/MI. The larger alkali metal cations such as K*, Rb*, and Cs* can be
used in some cases, but it is even better to use a really bulky alkylammonium ion, such as
NBu,* (with Bu = C(CH,),).

(b) The stabilities of oxidation states

Key point: The relative stabilities of different oxidation states in solids can often be predicted from
considerations of lattice enthalpies.

A similar argument can be used to account for the general observation that high metal
oxidation states are stabilized by small anions. In particular, F has a greater ability than
the other halogens to stabilize the high oxidation states of metals. Thus, the only known
halides of Ag(Il), Co(IIl), and Mn(IV) are the fluorides. Another sign of the decrease in sta-
bility of the heavier halides of metals in high oxidation states is that the iodides of Cu(II)
and Fe(Ill) decompose on standing at room temperature (to Cul and Fel,). Oxygen is also
a very effective species for stabilizing the highest oxidation states of elements because of
the high charge and small size of the O*~ ion.
To explain these observations consider the reaction

MX(s) + 1 X, (8) > MX, (s)

where X is a halogen. The aim is to show why this reaction is most strongly spontaneous
for X = E If we ignore entropy contributions, we must show that the reaction is most
exothermic for fluorine.

One contribution to the reaction enthalpy is the conversion of 3 X, to X". Despite F hav-
ing a lower electron affinity than CI, this step is more exothermic for X = F than for X = Cl
because the bond enthalpy of F, is lower than that of CL,. The lattice enthalpies, however, play
the major role. In the conversion of MX to MX,, the charge number of the cation increases
from +1 to +2, so the lattice enthalpy increases. As the radius of the anion increases, however,
this difference in the two lattice enthalpies diminishes, and the exothermic contribution to the
overall reaction decreases too. Hence, both the lattice enthalpy and the X~ formation enthalpy
lead to a less exothermic reaction as the halogen changes from F to 1. Provided entropy factors
are similar, which is plausible, we expect an increase in thermodynamic stability of MX rela-
tive to MX, on going from X = F to X = I down Group 17. Thus many iodides do not exist
for metals in their higher oxidation states and compounds such as Cu**(I"), , TF*(I"), and VI
are unknown, whereas the corresponding fluorides CuF,, TIF,, and VF; are easily obtained.
In effect, the high-oxidation-state metal oxidizes I" ions to I, leading to formation of a lower
metal oxidation state such as Cu(I), TI(I), and V(III) in the iodides of these metals.

(c) Solubility

Key point: The solubilities of salts in water can be rationalized by considering lattice and hydration
enthalpies.

Lattice enthalpies play a role in solubilities, as the dissolution involves breaking up the
lattice, but the trend is much more difficult to analyse than for decomposition reactions.
One rule that is reasonably well obeyed is that compounds that contain ions with widely
different radii are soluble in water. Conversely, the least water-soluble salts are those of
ions with similar radii. That is, in general, difference in size favours solubility in water. It
is found empirically that an ionic compound MX tends to be very soluble when the radius
of M* is smaller than that of X~ by about 80 pm.

Two familiar series of compounds illustrate these trends. In gravimetric analysis, Ba>* is
used to precipitate SO27, and the solubilities of the Group 2 sulfates decrease from MgSO,
to BaSO,. In contrast, the solubility of the Group 2 hydroxides increases down the group:
Mg(OH), is the sparingly soluble ‘milk of magnesia’ but Ba(OH), can be used as a soluble
hydroxide for preparation of solutions of OH". The first case shows that a large anion
requires a large cation for precipitation. The second case shows that a small anion requires
a small cation for precipitation.

Before attempting to rationalize the observations, we should note that the solubility of
an ionic compound depends on the standard reaction Gibbs energy for

MX(s) » M*(aq)+ X (aq)
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In this process, the interactions responsible for the lattice enthalpy of MX are replaced
by hydration (and by solvation in general) of the ions. However, the exact balance of
enthalpy and entropy effects is delicate and difficult to assess, particularly because the en-
tropy change also depends on the degree of order of the solvent molecules that is brought
about by the presence of the dissolved solute. The data in Fig. 3.51 suggest that enthalpy
considerations are important in some cases at least, as the graph shows that there is a
correlation between the enthalpy of solution of a salt and the difference in hydration
enthalpies of the two ions. If the cation has a larger hydration enthalpy than its anion
partner (reflecting the difference in their sizes) or vice versa, then the dissolution of the salt
is exothermic (reflecting the favourable solubility equilibrium).

The variation in enthalpy can be explained using the ionic model. The lattice enthalpy is
inversely proportional to the distance between the centres of the ions:

- 1

L

AH

r,tr

However, the hydration enthalpy, with each ion being hydrated individually, is the sum of
individual ion contributions:

A Heebts L
hyd T,

If the radius of one ion is small, the term in the hydration enthalpy for that ion will be
large. However, in the expression for the lattice enthalpy one small ion cannot make
the denominator of the expression small by itself. Thus, one small ion can result in a
large hydration enthalpy but not necessarily lead to a high lattice enthalpy, so ion size
asymmetry can result in exothermic dissolution. If both ions are small, then both the
lattice enthalpy and the hydration enthalpy may be large, and dissolution might not be
very exothermic.

EXAMPLE 3.14 Accounting for trends in the solubility of s-block compounds

What is the trend in the solubilities of the Group 2 metal carbonates?

Answer We need to consider the role of the relative sizes of cations and anions. The CO2~ anion has a
large radius and has the same magnitude of charge as the cations M** of the Group 2 elements. The
least soluble carbonate of the group is predicted to be that of the largest cation, Ra?*. The most soluble
is expected to be the carbonate of the smallest cation, Mg?*. (Beryllium has too much covalent character
in its bonding for it to be included in this analysis.) Although magnesium carbonate is more soluble than
radium carbonate, it is still only sparingly soluble: its solubility constant (its solubility product, Ksp) is
only 3 X 1078,

Selftest 3.14 Which can be expected to be more soluble in water, NaClO, or KCIO,?

Defects and nonstoichiometry

Key points: Defects, vacant sites, and misplaced atoms are a feature of all solids as their formation is
thermodynamically favourable.

All solids contain defects, or imperfections of structure or composition. Defects are impor-
tant because they influence properties such as mechanical strength, electrical conductivity,
and chemical reactivity. We need to consider both intrinsic defects, which are defects that
occur in the pure substance, and extrinsic defects, which stem from the presence of im-
purities. It is also common to distinguish point defects, which occur at single sites, from
extended defects, which are ordered in one, two, and three dimensions. Point defects are
random errors in a periodic lattice, such as the absence of an atom at its usual site or the
presence of an atom at a site that is not normally occupied. Extended defects involve vari-
ous irregularities in the stacking of the planes of atoms.
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Fig. 3.51 The correlation between
enthalpies of solution of halides and

the differences between the hydration
enthalpies of the ions. Dissolution is most
exothermic when the difference is large.
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Energy

‘Equilibrium

Defect concentration

Energy

Low T
High T

Defect concentration

Fig. 3.52 (a) The variation of the enthalpy
and entropy of a crystal as the number of
defects increases. The resulting Gibbs energy
G = H — TS has a minimum at a nonzero
concentration, and hence defect formation
is spontaneous. (b) As the temperature is
increased, the minimum in the Gibbs energy
moves to higher defect concentrations, so
more defects are present at equilibrium

at higher temperatures than at low
temperatures.

3.16 The origins and types of defects

Solids contain defects because they introduce disorder into an otherwise perfect structure
and hence increase its entropy. The Gibbs energy, G = H - T8, of a solid with defects has
contributions from the enthalpy and the entropy of the sample. The formation of defects
is normally endothermic because, as the lattice is disrupted, the enthalpy of the solid rises.
However, the term =TS becomes more negative as defects are formed because they intro-
duce disorder into the lattice and the entropy rises. Provided T > 0, therefore, the Gibbs
energy will have a minimum at a nonzero concentration of defects and their formation
will be spontaneous (Fig. 3.52a). Moreover, as the temperature is raised, the minimum in
G shifts to higher defect concentrations (Fig. 3.52b), so solids have a greater number of
defects as their melting points are approached.

(a) Intrinsic point defects

Key points: Schottky defects are site vacancies, formed in cation/anion pairs, and Frenkel defects are
displaced, interstitial atoms; the structure of a solid influences the type of defect that occurs, with Fren-
kel defects forming in solids with lower coordination numbers and more covalency and Schottky defects
in more ionic materials.

The solid-state physicists W. Schottky and J. Frenkel identified two specific types of point
defect. A Schottky defect (Fig. 3.53) is a vacancy in an otherwise perfect arrangement of
atoms or ions in a structure. That is, it is a point defect in which an atom or ion is missing
from its normal site in the structure. The overall stoichiometry of a solid is not affected
by the presence of Schottky defects because, to ensure charge balance, the defects occur
in pairs in a compound of stoichiometry MX and there are equal numbers of vacancies
at cation and anion sites. In solids of different composition, for example MX,, the defects
must occur with balanced charges, so two anion vacancies must be created for each cation
lost. Schottky defects occur at low concentrations in purely ionic solids, such as NaCl; they
occur most commonly in structures with high coordination numbers, such as close-packed
metals, where the enthalpy penalty of reducing the average coordination number of the
remaining atoms (from 12 to 11, for instance) is relatively low.

A Frenkel defect (Fig. 3.54) is a point defect in which an atom or ion has been displaced
onto an interstitial site. For example, in silver chloride, which has the rock-salt structure,
a small number of Ag™ ions reside in tetrahedral sites (1). The stoichiometry of the com-
pound is unchanged when a Frenkel defect forms and it is possible to have Frenkel defects
involving either one (M or X displaced) or both (some M and some X interstitials) of the
ion types in a binary compound, MX. Thus the Frenkel defects that occur in, for example,
PbF, involve the displacement of a small number of F~ ions from their normal sites in the
fluorite structure, on the tetrahedral holes in the close-packed Pb?* ion array, to sites that

Ag Cr
Fig. 3.53 A Schottky defect is the absence
of ions on normally occupied sites; for Fig. 3.54 A Frenkel defect forms when an
charge neutrality there must be equal ion moves to an interstitial site.

numbers of cation and anion vacancies in a
1:1 compound.
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correspond to the octahedral holes. A useful generalization is that Frenkel defects are most
often encountered in structures such as wurtzite and sphalerite in which coordination
numbers are low (6 or less) and the more open structure provides sites that can accom-
modate the interstitial atoms. This is not to say that Frenkel defects are exclusive to such
structures; as we have seen, the (8,4)-coordination fluorite structure can accommodate
such interstitials although some local repositioning of adjacent anions is required to allow
for the presence of the displaced anion.

The concentration of Schottky defects varies considerably from one type of compound
to the next. The concentration of vacancies is very low in the alkali metal halides, being of
the order of 10°cm™3 at 130°C. That concentration corresponds to about one defect per
10" formula units. Conversely, some d-metal oxides, sulfides, and hydrides have very high
concentrations of vacancies. An extreme example is the high-temperature form of TiO,
which has vacancies on both the cation and anion sites at a concentration corresponding
to about one defect per 10 formula units.

EXAMPLE 3.15 Predicting defect types

What type of intrinsic defect would you expect to find in (a) MgO and (b) CdTe?

Answer The type of defect formed depends on factors such as the coordination numbers and the level of
covalency in the bonding with high coordination numbers and ionic bonding favouring Schottky defects
and low coordination numbers and partial covalency in the bonding favouring Frenkel defects. (a) MgO has
the rocksalt structure and the ionic bonding in this compound generally favours Schottky defects. (b) CdTe
adopts the wurtzite structure with (4,4)-coordination, favouring Frenkel defects.

Selftest 3.15 Predict the most likely type of intrinsic defects for CsF.

Schottky and Frenkel defects are only two of the many possible types of defect. Another
type is an atom-interchange or anti-site defect, which consists of an interchanged pair of
atoms. This type of defect is common in metal alloys with exchange of neutral atoms. It is
expected to be very unfavourable for binary ionic compounds on account of the introduc-
tion of strongly repulsive interactions between neighbouring similarly charged ions. For
example, a copper/gold alloy of exact overall composition CuAu has extensive disorder at
high temperatures, with a significant fraction of Cu and Au atoms interchanged (Fig. 3.55).
The interchange of similarly charged species on different sites in ternary and composition-
ally more complex compounds is common; thus in spinels (Section 24.8) the partial swap-
ping of the metal ions between tetrahedral and octahedral sites is often observed.

Both Schottky and Frenkel defects are stoichiometry defects in that they do not change
the overall composition of the material because the vacancies occur in charge-balanced
pairs (Schottky) or each interstitial is derived from one displaced atom or ion (Frenkel,
a vacancy-interstitial pair). Similar types of defects, vacancies, and interstitials occur in
many inorganic materials and may be balanced by changes in the oxidation number of
one component in the system rather than by their creation as charge-balanced pairs. This
behaviour, as seen for example in La,CuO, | with extra interstitial O*" ions, is discussed
more fully in Section 24.8.

(b) Extrinsic point defects

Key point: Extrinsic defects are defects introduced into a solid as a result of doping with an impurity atom.

Extrinsic defects, those resulting from the presence of impurities, are inevitable because per-
fect purity is unattainable in practice in crystals of any significant size. Such behaviour is com-
monly seen in naturally occurring minerals. Thus, the incorporation of low levels of Cr into
the AL O, structure produces the gemstone ruby, whereas replacement of some Al by Fe and
Ti results in the blue gemstone sapphire (Box 3.3). The dopant species normally has a similar
atomic or ionic radius to the species which it replaces. Thus Cr** in ruby and Fe*" in sapphire
have similar ionic radii to AP*. Impurities can also be introduced intentionally by doping one
material with another; an example is the introduction of As into Si to modify the latter’s semi-
conducting properties. Synthetic equivalents of ruby and sapphire can also be synthesized
easily in the laboratory by incorporating small levels of Cr, Fe, and Ti into the Al O, structure.

Ag*
Cl-

1 Interstitial Ag*

Cu Au

Fig. 3.55 Atom exchange can also give rise
to a point defect as in CuAu.
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BOX 3.3 Defects and gemstones

Defects and dopant ions are responsible for the colours of many gemstones.
Whereas aluminium oxide (AlL0,), silica (Si0,), and fluorite (CaF,) in their
pure forms are colourless, brightly coloured materials may be produced by
substituting in small levels of dopant ions or producing vacant sites that trap
electrons. The impurities and defects are often found in naturally occurring
minerals on account of the geological and environmental conditions under
which they are formed. For example, d-metal ions are often present in the
solutions from which the gemstones grew and the presence of ionizing
radiation from radioactive species in the natural environment generates
electrons that become trapped in their structure.

The most common origin of colour in a gemstone is a d-metal ion
dopant (see table). Thus ruby is Al,O, containing around 0.2—1 atom per
cent Cr** ions in place of the AI** ions and its red colour results from the
absorption of green light in the visible spectrum as a result of the excitation
of Cr3d electrons (Section 20.4). The same ion is responsible for the green
of emeralds; the different colour reflects a different local coordination
environment of the dopant. The host structure is beryl, beryllium aluminium
silicate, Be3A[z(Si03)6, and the Cr* ion is surrounded by six silicate ions,
rather than the six O?~ ions in ruby, producing absorption at a different
energy. Other d-metal ions are responsible for the colours of other
gemstones. Iron(ll) produces the red of garnets and the yellow-green of
peridots. Manganese(ll) is responsible for the pink colour of tourmaline.

In ruby and emerald the colour is caused by excitation of electrons on
a single dopant d-metal ion, Cr**. When more than one dopant species,
which may be of different type or oxidation state, is present it is possible
to transfer an electron between them. One example of this behaviour is
sapphire. Sapphire, like ruby, is alumina but in this gemstone some adjacent
pairs of AI** ions are replaced by Fe** and Ti** pairs. This material absorbs
visible radiation in the yellow as an electron is transferred from Fe?* to Ti**,
so producing a brilliant blue colour (the complementary colour of yellow).

Table B3.1 Gemstones and the origin of their colours

In other gemstones and minerals, colour is a result of doping a host
structure with a species that has a different charge from the ion that
it replaces or by the presence of a vacancy (Schottky-type defect). In
both cases a colourcentre or F-centre (F from the German word farbe
for colour) is formed. As the charge at an F-centre is different from that
of a normally occupied site in the same structure, it can easily supply
an electron to or receive an electron from another ion. This electron
can then be excited by absorbing visible light, so producing colour. For
instance, in purple fluorite, CaF,, an F-centre is formed from a vacancy
on a normally occupied F~ ion site. This site then traps an electron,
generated by exposure of the mineral to ionizing radiation in the natural
environment. Excitation of the electron, which acts like a particle in a box,
absorbs visible light in the wavelength range 530—600 nm, producing
the violet/purple colours of this mineral.

In amethyst, the purple derivative of quartz, SiO,, some Si** ions are
substituted by Fe** ions. This replacement leaves a hole (one missing
electron) and excitation of this hole, by ionizing radiation for instance,
traps it by forming Fe** or O~ in the quartz matrix. Further excitation of
the electrons in this material now occurs by the absorption of visible light
at 540 nm, producing the observed purple colour. If an amethyst crystal is
heated to 450°C the hole is freed from its trap. The colour of the crystal
reverts to that typical of iron-doped silica and is a characteristic of the
yellow semi-precious gemstone citrine. If citrine is irradiated the trapped-
hole is regenerated and the original colour restored.

Colour centres can also be produced by nuclear transformations. An
example of such a transformation is the B-decay of “C in a diamond. This
decay produces a N atom, with an additional valence electron, embedded
in the diamond structure. The electron energy levels associated with these
N atoms allow absorption in the visible region of the spectrum and produce
the colouration of blue and yellow diamonds.

Mineral or Colour Parent formula Dopant or defect responsible
gemstone for the colour
Ruby Red AlLO, Cr** replacing AP* in octahedral sites
Emerald Green Be,AL(SIO,), Cr** replacing AP* in octahedral sites
Tourmaline Green or pink Na,Li Al (BO,),(SiO,),F, Cr** orMn** replacing Li* and A** in
octahedral sites respectively
Garnet Red Mg AL(SiO,), Fe’* replacing Mg?* in 8-coordinate sites
Peridot Yellow-green Mg,SiO, Fe?* replacing Mg?* in 6-coordinate sites
Sapphire Blue Al,0, Electron transfer between Fe?* and Ti**
replacing AI** in adjacent
octahedral sites
Diamond Colourless, pale € Colour centres from N
blue or yellow
Amethyst Purple SiO, Colour centre based on Fe**/Fe**
Fluorite Purple CaF, Colour centre based on

trapped electron

When the dopant species is introduced into the host the latter’s structure remains essen-
tially unchanged. If attempts are made to introduce high levels of the dopant species a new
structure incorporating all the elements present often forms or the dopant species is not
incorporated. This behaviour usually limits the level of extrinsic point defects to low levels.
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The composition of ruby is typically (Al ,,,Cr,,),0;, with 0.2 per cent of metal sites
as extrinsic Cr3* dopant ions. Some solids may tolerate much higher levels of defects
(Section 3.17a).

Dopants often modify the electronic structure of the solid. Thus, when an As atom replaces
an Si atom, the additional electron from each As atom enters the conduction band. In the
more ionic substance ZrO,, the introduction of Ca** impurities in place of Zr** ions is accom-
panied by the formation of an O~ ion vacancy to maintain charge neutrality (Fig. 3.56).

Another example of an extrinsic point defect is a colour centre, a generic term for de-
fects responsible for modifications to the IR, visible, and UV absorption characteristics of
solids that have been irradiated or exposed to chemical treatment. One type of colour cen-
tre is produced by heating an alkali metal halide crystal in the vapour of the alkali metal
and gives a material with a colour characteristic of the system: NaCl becomes orange, KCl
violet, and KBr blue-green. The process results in the introduction of an alkali metal cation
at a normal cation site and the associated electron from the metal atom occupies a halide
ion vacancy. A colour centre consisting of an electron in a halide ion vacancy is called an
F-centre (Fig. 3.57).° The colour results from the excitation of the electron in the local-
ized environment of its surrounding ions. An alternative method of producing F-centres
involves exposing a material to an X-ray beam that ionizes electrons into anion vacancies.
F-centres and extrinsic defects are important in producing colour in gemstones, Box 3.3.

EXAMPLE 3.16 Predicting possible dopant ions

What ions might substitute for A" in beryl, Be Al (SiO.),, forming extrinsic defects?

Answer We need to identify ions of similar charge and size. lonic radii are listed in Resource section 1.
Triply charged cations with ionic radii similar to A** (r = 53 pm) should prove to be suitable dopant ions.
Candidates could be Fe** (r = 55 pm), Mn®* (r = 65 pm), and Cr** (r = 62 pm). Indeed when the extrinsic
defect is Cr** the material is a bright green beryl, the gemstone emerald. For Mn3* the material is a red or
pink beryl and for Fe3* it is the yellow beryl heliodor.

Selftest 3.16 What elements other than As might be used to form extrinsic defects in silicon?

3.17 Nonstoichiometric compounds and solid solutions

The statement that the stoichiometry of a compound is fixed by its chemical formula is not
always true for solids: differences in the composition of unit cells can occur throughout
a solid, perhaps because there are defects at one or more atom sites, interstitial atoms are
present, or substitutions have occurred at one position.

(a) Nonstoichiometry

Key point: Deviations from ideal stoichiometry are common in the solid-state compounds of the d-, f-,
and later p-block elements.

A nonstoichiometric compound is a substance that exhibits variable composition but re-
tains the same structure type. For example, at 1000°C the composition of ‘iron monoxide’,
which is sometimes referred to as wiistite, Fe, O, varies from Fe O to Fe , O. Gradual
changes in the size of the unit cell occur as the composition is varied, but all the features
of the rock-salt structure are retained throughout this composition range. The fact that the
lattice parameter of the compound varies smoothly with composition is a defining crite-
rion of a nonstoichiometric compound because a discontinuity in the value of the lattice
parameter indicates the formation of a new crystal phase. Moreover, the thermodynamic
properties of nonstoichiometric compounds also vary continuously as the composition
changes. For example, as the partial pressure of oxygen above a metal oxide is varied, both
the lattice parameter and the equilibrium composition of the oxide change continuously
(Figs 3.58 and 3.59). The gradual change in the lattice parameter of a solid as a function
of its composition is known as Vegard’s rule.

Table 3.12 lists some representative nonstoichiometric hydrides, oxides, and sulfides.
Note that as the formation of a nonstoichiometric compound requires overall changes in

> The name comes from the German word for colour centre, Farbenzentrum.

Zian Vacancy

Fig. 3.56 Introduction of a Ca* ion into
the ZrO, lattice produces a vacancy on the
02~ sublattice. This substitution helps to
stabilize the cubic fluorite structure for ZrO,.

4 A 4

Na* ClI-

Fig. 3.57 An F-centre is an electron that
occupies an anion vacancy. The energy levels
of the electron resemble those of a particle
in a three-dimensional square well.
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(a)

(b)

Partial pressure, p(O,)

0 0.5 1
Composition, x

Fig. 3.58 Schematic representation of the
variation of the partial pressure of oxygen
with composition at constant pressure for (a)
a nonstoichiometric oxide MO, , and (b) a
stoichiometric pair of metal oxides MO and
MO, The x-axis is the atom ratio in MO, _ .

a/pm

Two-phase region

0 xin MO, 1

Fig. 3.59 Schematic representation of

the variation of one lattice parameter with
composition for (a) a nonstoichiometric
oxide MO, , and (b) a stoichiometric pair

of metal oxides MO and MO, with no
intermediate stoichiometric phases (which
would produce a two-phase mixture for

0 < x < 1, each phase in the mixture having
the lattice parameter of the end member.

Table 3.12 Representative composition ranges* of nonstoichiometric binary hydrides, oxides, and sufides
d block f block
Hydrides
TiH, 1=2 Fluorite type Hexagonal
ZH, 15-16 GdH, 19-23 285-3.0
HfH_ 17-18 ErH, 1.95-2.31 2.82—-3.0
NbH, 064—10 LuH, 1.85-2.23 1.74-3.0
Oxides

Rocksalt type Rutile type

Tio, 0.7—1.25 [19=20
VO, 0.9—1.20 1.8—2.0
NbO, 0.9-1.04
Sulfides
zs, 09-10
YS 09-1.0

* Expressed as the range of values x may take.

composition, it also requires at least one element to exist in more than one oxidation state.
Thus in wiistite, Fe,_ O, as x increases some iron(II) must be oxidized to iron(IIl) in the
structure. Hence deviations from stoichiometry are usual only for d- and f-block elements,
which commonly adopt two or more oxidation states, and for some heavy p-block metals
that have two accessible oxidation states.

(b) Solid solutions

Key point: A solid solution occurs where there is a continuous variation in compound stoichiometry
without a change in structural type.

Because many substances adopt the same structural type, it is often energetically feasible to
replace one type of atom or ion with another. Such behaviour is seen in many simple metal
alloys such as those discussed in Section 3.8. Thus zinc/copper brasses exist for the com-
plete range of compositions Cu,_ Zn_with 0 < x < 0.38, where Cu atoms in the structure
are gradually replaced by Zn atoms. This replacement occurs randomly throughout the
solid, and individual unit cells contain an arbitrary number of Cu and Zn atoms (but such
that the sum of their contents gives the overall brass stoichiometry).

Another good example is the perovskite structure adopted by many compounds of stoichi-
ometry ABX, (Section 3.9), in which the composition can be varied continuously by varying
the ions that occupy the A, B, and Xsites. For instance, both LaFeO, and SrFeO, adopt the per-
ovskite structure and we can consider a perovskite crystal that has, randomly distributed, half
SrFeQ, unit cells (with Sr on the A-type cation site) and half LaFeO, unit cells (with La on the
A-site). The overall compound stoichiometry is LaSrFe,O,, which is better written (La, Sr, )
FeO,, to reflect the normal ABO, perovskite stoichiometry. Other proportions of these unit
cells are possible and the series of compounds La,  Sr FeO, for 0 = x = 1 can be prepared.
This system is called a solid solution because all the phases formed as x is varied have the same
perovskite structure. A solid solution occurs when there is a single structural type for a range
of compositions and there is a smooth variation in lattice parameter over that range.

Solid solutions occur most frequently for d-metal compounds because the change in one
component might require a change in the oxidation state of another component to preserve
the charge balance. Thus, as x increases in La, Sr FeO, and La(Ill) is replaced by Sr(II), the
oxidation state of iron must change from Fe(Ill) to Fe(IV). This change can occur through
a gradual replacement of one exact oxidation state, here Fe(Ill), by another, Fe(IV), on a
proportion of the cation sites within the structure. Alternatively, if the material is metallic
and has delocalized electrons, then the change can be accommodated by altering the number
of electrons in a conduction band, which corresponds to the delocalization of the change in
oxidation state rather than its identification with individual atoms. Some other solid solutions
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include the high-temperature superconductors of composition La,  Ba CuO, (0 = x = 0.4),
which are superconducting for 0.12 = x = 0.25, and the spinels Mn,_ Fe, O, (0 =x =1).
It is also possible to combine solid-solution behaviour on a cation site with nonstoichiometry
caused by defects on a different ion site. An example is the system LalfoereO%y, with 0 = x
= 1.0 and 0.0 = y = 0.5, which has vacancies on the O*~ ion sites.

The electronic structures of solids

The previous sections have introduced concepts associated with the structures and ener-
getics of ionic solids in which it was necessary to consider almost infinite arrays of ions
and the interactions between them. Similarly, an understanding of the electronic structures
of solids, and the derived properties such as electric conductivity, magnetism, and many
optical effects, needs to consider the interactions of electrons with each other and extended
arrays of ions. One simple approach is to regard a solid as a single huge molecule and to
extend the ideas of molecular orbital theory introduced in Chapter 2 to very large numbers
of orbitals. Similar concepts are used in later chapters to understand other key properties
of large three-dimensional arrays of electronically interacting centres such as ferromagnet-
ism, superconductivity, and the colours of solids.

3.18 The conductivities of inorganic solids

Key points: A metallic conductor is a substance with an electric conductivity that decreases with in-
creasing temperature; a semiconductor is a substance with an electric conductivity that increases with
increasing temperature.

The molecular orbital theory of small molecules can be extended to account for the prop-
erties of solids, which are aggregations of an almost infinite number of atoms. This ap-
proach is strikingly successful for the description of metals; it can be used to explain their
characteristic lustre, their good electrical and thermal conductivity, and their malleability.
All these properties arise from the ability of the atoms to contribute electrons to a common
‘sea’. The lustre and electrical conductivities stem from the mobility of these electrons in
response to either the oscillating electric field of an incident ray of light or to a potential
difference. The high thermal conductivity is also a consequence of electron mobility be-
cause an electron can collide with a vibrating atom, pick up its energy, and transfer it to
another atom elsewhere in the solid. The ease with which metals can be mechanically de-
formed is another aspect of electron mobility because the electron sea can quickly readjust
to a deformation of the solid and continue to bind the atoms together.

Electronic conduction is also a characteristic of semiconductors. The criterion for dis-
tinguishing between a metallic conductor and a semiconductor is the temperature depend-
ence of the electric conductivity (Fig. 3.60):

A metallic conductor is a substance with an electric conductivity that decreases with
increasing temperature.

A semiconductor is a substance with an electric conductivity that increases with increasing
temperature.

It is also generally the case (but not the criterion for distinguishing them) that the conductiv-
ities of metals at room temperature are higher than those of semiconductors. Typical values
are given in Fig. 3.60. A solid insulator is a substance with a very low electrical conductivity.
However, when that conductivity can be measured, it is found to increase with temperature,
like that of a semiconductor. For some purposes, therefore, it is possible to disregard the classi-
fication ‘insulator’ and to treat all solids as either metals or semiconductors. Superconductors
are a special class of materials that have zero electrical resistance below a critical temperature.

3.19 Bands formed from overlapping atomic orbitals

The central idea underlying the description of the electronic structure of solids is that the
valence electrons supplied by the atoms spread through the entire structure. This concept
is expressed more formally by making a simple extension of MO theory in which the solid
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Fig. 3.60 The variation of the electrical
conductivity of a substance with
temperature is the basis of the classification
of the substance as a metallic conductor, a
semiconductor, or a superconductor.
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Fig. 3.61 The electronic structure of a solid
is characterized by a series of bands of
orbitals separated by gaps at energies
where orbitals do not occur.
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Fig. 3.62 A band can be thought of as
formed by bringing up atoms successively
to form a line of atoms. N atomic orbitals
give rise to N molecular orbitals.

is treated like an indefinitely large molecule. In solid-state physics, this approach is called
the tight-binding approximation. The description in terms of delocalized electrons can
also be used to describe nonmetallic solids. We therefore begin by showing how metals are
described in terms of molecular orbitals. Then we go on to show that the same principles
can be applied, but with a different outcome, to ionic and molecular solids.

(a) Band formation by orbital overlap

Key point: The overlap of atomic orbitals in solids gives rise to bands of energy levels separated by
energy gaps.

The overlap of a large number of atomic orbitals in a solid leads to a large number of
molecular orbitals that are closely spaced in energy and so form an almost continuous
band of energy levels (Fig. 3.61). Bands are separated by band gaps, which are values of
the energy for which there is no molecular orbital.

The formation of bands can be understood by considering a line of atoms, and suppos-
ing that each atom has an s orbital that overlaps the s orbitals on its immediate neighbours
(Fig. 3.62). When the line consists of only two atoms, there is a bonding and an antibond-
ing molecular orbital. When a third atom joins them, there are three molecular orbitals. The
central orbital of the set is nonbonding and the outer two are at low energy and high energy,
respectively. As more atoms are added, each one contributes an atomic orbital, and hence one
more molecular orbital is formed. When there are N atoms in the line, there are N molecular
orbitals. The orbital of lowest energy has no nodes between neighbouring atoms. The orbital
of highest energy has a node between every pair of neighbours. The remaining orbitals have
successively 1, 2,...internuclear nodes and a corresponding range of energies between the two
extremes.

The total width of the band, which remains finite even as N approaches infinity (as
shown in Fig. 3.63), depends on the strength of the interaction between neighbouring at-
oms. The greater the strength of interaction (in broad terms, the greater the degree of over-
lap between neighbours), the greater the energy separation of the non-node orbital and
the all-node orbital. However, whatever the number of atomic orbitals used to form the
molecular orbitals, there is only a finite spread of orbital energies (as depicted in Fig. 3.63).
It follows that the separation in energy between neighbouring orbitals must approach zero
as N approaches infinity, otherwise the range of orbital energies could not be finite. That
is, a band consists of a countable number but near-continuum of energy levels.

The band just described is built from s orbitals and is called an s band. If there are
p orbitals available, a p band can be constructed from their overlap as shown in Fig. 3.64.
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Fig. 3.63 The energies of the orbitals that
are formed when N atoms are brought up to Fig. 3.64 An example of a p band in a
form a one-dimensional array. one-dimensional solid.
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Because p orbitals lie higher in energy than s orbitals of the same valence shell, there is
often an energy gap between the s band and the p band (Fig. 3.65). However, if the bands
span a wide range of energy and the atomic s and p energies are similar (as is often the
case), then the two bands overlap. The d band is similarly constructed from the overlap of
d orbitals. The formation of bands is not restricted to one type of atomic orbital and bands
may be formed in compounds by combinations of different orbital types, for example the
d orbitals of a metal atom may overlap the p orbitals of neighbouring O atoms.

EXAMPLE 3.17 ldentifying orbital overlap

Decide whether any d orbitals on titanium in TiO (with the rocksalt structure) can overlap to form a band.

Answer We need to decide whether there are d orbitals on neighbouring metal atoms that can overlap
with one another. Figure 3.66 shows one face of the rock-salt structure with the d_ orbital drawn in on each
of the Ti atoms. The lobes of these orbitals point directly towards each other and will overlap to give a band.
In a similar fashion the d, and dyz orbitals overlap in the directions perpendicular to the xz and yz faces.

Selftest 3.17 Which d orbitals can overlap in a metal having a primitive structure?

(b) The Fermi level

Key point: The Fermi level is the highest occupied energy level in a solid at T= 0.

At T = 0, electrons occupy the individual molecular orbitals of the bands in accordance
with the building-up principle. If each atom supplies one s electron, then at T = 0 the
lowest +N orbitals are occupied. The highest occupied orbital at T = 0 is called the Fermi
level; it lies near the centre of the band (Fig. 3.67). When the band is not completely full,
the electrons close to the Fermi level can easily be promoted to nearby empty levels. As a
result, they are mobile and can move relatively freely through the solid, and the substance
is an electrical conductor.

The solid is in fact a metallic conductor. We have seen that the criterion of metallic
conduction is the decrease of electrical conductivity with increasing temperature. This
behaviour is the opposite of what we might expect if the conductivity were governed by
thermal promotion of electrons above the Fermi level. The competing effect can be identi-
fied once we recognize that the ability of an electron to travel smoothly through the solid
in a conduction band depends on the uniformity of the arrangement of the atoms. An atom
vibrating vigorously at a site is equivalent to an impurity that disrupts the orderliness of
the orbitals. This decrease in uniformity reduces the ability of the electron to travel from
one edge of the solid to the other, so the conductivity of the solid is less than at T = 0. If we
think of the electron as moving through the solid, then we would say that it was ‘scattered’
by the atomic vibration. This carrier scattering increases with increasing temperature as
the lattice vibrations increase, and the increase accounts for the observed inverse tempera-
ture dependence of the conductivity of metals.

(c) Densities of states

Key point: The density of states is not uniform across a band: in most cases, the states are densest
close to the centre of the band.

The number of energy levels in an energy range divided by the width of the range is called the
density of states, p (Fig. 3.68). The density of states is not uniform across a band because
the energy levels are packed together more closely at some energies than at others. This
variation is apparent even in one dimension, for—compared with its edges—the centre of
the band is relatively sparse in orbitals (as can be seen in Fig. 3.63). In three dimensions, the
variation of density of states is more like that shown in Fig. 3.69, with the greatest density
of states near the centre of the band and the lowest density at the edges. The reason for
this behaviour can be traced to the number of ways of producing a particular linear com-
bination of atomic orbitals. There is only one way of forming a fully bonding molecular
orbital (the lower edge of the band) and only one way of forming a fully antibonding orbit-
al (the upper edge). However, there are many ways (in a three-dimensional array of atoms)
of forming a molecular orbital with an energy corresponding to the interior of a band.

p band p band
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Fig. 3.65 (a) The s and p bands of a solid
and the gap between them. Whether or

not there is in fact a gap depends on the
separation of the s and p orbitals of the
atoms and the strength of the interaction
between them in the solid. (b) If the
interaction is strong, the bands are wide and
may overlap.

Fig. 3.66 One face of the TiO rocksalt
structure showing how orbital overlap can
occur for the dy, dyz, and dzorbitals.
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Fig. 3.67 If each of the N atoms supplies
one s electron, then at T = 0O the lower 2N
orbitals are occupied and the Fermi level lies
near the centre of the band.

Fig. 3.68 The density of states is the
number of energy levels in an infinitesimal
range of energies between £ and £ + dE.
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Fig. 3.69 Typical densities of states for two
bands in a three-dimensional metal.
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Fig. 3.70 The densities of states in a
semimetal.
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Fig. 3.71 The structure of a typical
insulator: there is a significant gap between
the filled and empty bands.

Table 3.13  Some typical band gaps
at 298 K

Material Eq/eV
Carbon (diamond) 5.47
Silicon carbide 3.00
Silicon 111
Germaniun 0.66
Gallium arsenide 1.35
Indium arsenide 0.36

The density of states is zero in the band gap itself—there is no energy level in the gap. In
certain special cases, however, a full band and an empty band might coincide in energy but
with a zero density of states at their conjunction (Fig. 3.70). Solids with this band structure
are called semimetals. One important example is graphite, which is a semimetal in direc-
tions parallel to the sheets of carbon atoms.

A note on good practice This use of the term ‘semimetal’ should be distinguished from its other use as a
synonym for metalloid. In this text we avoid the latter usage.

(d) Insulators

Key point: A solid insulator is a semiconductor with a large band gap.

A solid is an insulator if enough electrons are present to fill a band completely and there
is a considerable energy gap before an empty orbital becomes available (Fig. 3.71). In a
sodium chloride crystal, for instance, the N Cl~ ions are nearly in contact and their 3s and
three 3p valence orbitals overlap to form a narrow band consisting of 4N levels. The Na*
ions are also nearly in contact and also form a band. The electronegativity of chlorine is so
much greater than that of sodium that the chlorine band lies well below the sodium band,
and the band gap is about 7 eV. A total of 8N electrons are to be accommodated (seven
from each Cl atom, one from each Na atom). These 8N electrons enter the lower chlorine
band, fill it, and leave the sodium band empty. Because the energy of thermal motion avail-
able at room temperature is kT = 0.03 eV (k is Boltzmann’s constant), very few electrons
have enough energy to occupy the orbitals of the sodium band.

In an insulator the band of highest energy that contains electrons (at T = 0) is normally
termed the valence band. There next higher band (which is empty at T = 0) is called the
conduction band. In NaCl the band derived from the Cl orbitals is the valence band and
the band derived from the Na orbitals is the conduction band.

We normally think of an ionic or molecular solid as consisting of discrete ions or mol-
ecules. According to the picture just described, however, they can be regarded as having
a band structure. The two pictures can be reconciled because it is possible to show that
a full band is equivalent to a sum of localized electron densities. In sodium chloride, for
example, a full band built from CI orbitals is equivalent to a collection of discrete Cl~
ions.

3.20 Semiconduction

The characteristic physical property of a semiconductor is that its electrical conduc-
tivity increases with increasing temperature. At room temperature, the conductivities
of semiconductors are typically intermediate between those of metals and insulators.
The dividing line between insulators and semiconductors is a matter of the size of the
band gap (Table 3.13); the conductivity itself is an unreliable criterion because, as the
temperature is increased, a given substance may have in succession a low, intermedi-
ate, and high conductivity. The values of the band gap and conductivity that are taken
as indicating semiconduction rather than insulation depend on the application being
considered.

(a) Intrinsic semiconductors

Key point: The band gap in a semiconductor controls the temperature dependence of the conductivity
through an Arrhenius-like expression.

In an intrinsic semiconductor, the band gap is so small that the energy of thermal motion
results in some electrons from the valence band populating the empty upper band (Fig.
3.72). This occupation of the conduction band introduces positive holes, equivalent to an
absence of electrons, into the lower band, and as a result the solid is conducting because
both the holes and the promoted electrons can move. A semiconductor at room tempera-
ture generally has a much lower conductivity than a metallic conductor because only very
few electrons and holes can act as charge carriers. The strong, increasing temperature
dependence of the conductivity follows from the exponential Boltzmann-like temperature
dependence of the electron population in the upper band.
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It follows from the exponential form of the population of the conduction band that the
conductivity of a semiconductor should show an Arrhenius-like temperature dependence
of the form

7Eg/2kT

c=ae (3.7)

where E_ is the width of the band gap. That is, the conductivity of a semiconductor can be
expectedg to be Arrhenius-like with an activation energy equal to half the band gap, E, = 3E,.
This is found to be the case in practice.

(b) Extrinsic semiconductors

Key points: p-Type semiconductors are solids doped with atoms that remove electrons from the valence
band; n-type semiconductors are solids doped with atoms that supply electrons to the conduction band.

An extrinsic semiconductor is a substance that is a semiconductor on account of the presence
of intentionally added impurities. The number of electron carriers can be increased if atoms
with more electrons than the parent element can be introduced by the process called doping.
Remarkably low levels of dopant concentration are needed—only about one atom per 10? of
the host material—so it is essential to achieve very high purity of the parent element initially.

If arsenic atoms ([Ar]4s?4p?) are introduced into a silicon crystal ([Ne]3s?3p?), one ad-
ditional electron will be available for each dopant atom that is substituted. Note that the
doping is substitutional in the sense that the dopant atom takes the place of an Si atom in
the silicon structure. If the donor atoms, the As atoms, are far apart from each other, their
electrons will be localized and the donor band will be very narrow (Fig. 3.73a). Moreover,
the foreign atom levels will lie at higher energy than the valence electrons of the host struc-
ture and the filled dopant band is commonly near the empty conduction band. For T > 0,
some of its electrons will be thermally promoted into the empty conduction band. In other
words, thermal excitation will lead to the transfer of an electron from an As atom into the
empty orbitals on a neighbouring Si atom. From there it will be able to migrate through the
structure in the band formed by Si-Si overlap. This process gives rise to n-type semiconduc-
tivity, the ‘n’ indicating that the charge carriers are negatively charged (that is, electrons).

An alternative substitutional procedure is to dope the silicon with atoms of an element
with fewer valence electrons on each atom, such as gallium ([Ar]4s?4p!). A dopant atom
of this kind effectively introduces holes into the solid. More formally, the dopant atoms
form a very narrow, empty acceptor band that lies above the full Si band (Fig. 3.73b). At
T = 0 the acceptor band is empty but at higher temperatures it can accept thermally excited
electrons from the Si valence band. By doing so, it introduces holes into the latter and
hence allows the remaining electrons in the band to be mobile. Because the charge carriers
are now effectively positive holes in the lower band, this type of semiconductivity is called
p-type semiconductivity. Semiconductor materials are essential components of all modern
electronic circuits and some devices based on them are described in Box 3.4.
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Fig. 3.72 In an intrinsic semiconductor,
the band gap is so small that the Fermi
distribution results in the population of
some orbitals in the upper band.
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Fig. 3.73 The band structure in (a) an
ntype semiconductor and (b) a p-type
semiconductor.

BOX 3.4 Applications of semiconductors

Semiconductors have many applications because their properties can be  Transistors

easily modified by the addition of impurities to produce, for example, n-
and p-type semiconductors. Furthermore, their electrical conductivities can
be controlled by application of an electric field, by exposure to light, by
pressure, and by heat; as a result, they can be used in many sensor devices.

Diodes and photodiodes

When the junction of a ptype and an ntype semiconductor is under
‘reverse bias' (that is, with the p-side at a lower electric potential), the flow
of current is very small, but it is high when the junction is under ‘forward
bias' (with the p-side at a higher electric potential). The exposure of a
semiconductor to light can generate electron-hole pairs, which increases
its conductivity through the increased number of free carriers (electrons
or holes). Diodes that use this phenomenon are known as photodiodes.
Compound semiconductor diodes can also be used to generate light, as in
lightemitting diodes and laser diodes (Section 24.28).

Bipolar junction transistors (BJT) are formed from two p-n junctions, in
either an npn or a pnp configuration, with a narrow central region termed
the base. The other regions, and their associated terminals, are known as the
emitter and the collector. A small potential difference applied across the
base and the emitter junction changes the properties of the base-collector
junction so that it can conduct current even though it is reverse biased.
Thus a transistor allows a current to be controlled by a small change in
potential difference and is consequently used in amplifiers. Because the
current flowing through a BIT is dependent on temperature they can be
used as temperature sensors. Another type of transistor, the field effect
transistor (FET) operates on the principle that semiconductor conductivity
can be increased or decreased by the presence of an electric field. The
electric field increases the number of charge carriers, thereby changing its
conductivity. These FETs are used in both digital and analogue circuits to
amplify or switch electronic signals.
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Fig 3.74 The band structure in (a) a
stoichiometric oxide, (b) an anion-deficient
oxide, and (c) an anion-excess oxide.

Several d-metal oxides, including ZnO and Fe,O,, are n-type semiconductors. In their
case, the property is due to small variations in stoichiometry and a small deficit of O
atoms. The electrons that should be in localized O atomic orbitals (giving a very narrow
oxide band, essentially localized individual O*” ions) occupy a previously empty conduc-
tion band formed by the metal orbitals (Fig. 3.74). The electrical conductivity decreases
after the solids have been heated in oxygen and cooled slowly back to room temperature
because the deficit of O atoms is partly replaced and, as the atoms are added, electrons
are withdrawn from the conduction band to form oxide ions. However, when measured
at high temperatures the conductivity of ZnO increases as further oxygen is lost from the
structure, so increasing the number of electrons in the conduction band.

p-Type semiconduction is observed for some low oxidation number d-metal chalco-
genides and halides, including Cu,O, FeO, FeS, and Cul. In these compounds, the loss of
electrons can occur through a process equivalent to the oxidation of some of the metal at-
oms, with the result that holes appear in the predominantly metal band. The conductivity
increases when these compounds are heated in oxygen (or sulfur and halogen sources for
FeS and Cul, respectively) because more holes are formed in the metal band as oxidation
progresses. n-Type semiconductivity, however, tends to occur for oxides of metals in higher
oxidation states, as the metal can be reduced to a lower oxidation state by occupation of
a conduction band formed from the metal orbitals. Thus typical n-type semiconductors
include Fe,O,, MnO,, and CuO. By contrast, p-type semiconductivity occurs when the
metal is in a low oxidation state, such as MnO and Cr,0O,.

EXAMPLE 3.18 Predicting extrinsic semiconducting properties

Which of the oxides WO,, MgO, and CdO are likely to show p- or n-type extrinsic semiconductivity?

Answer The type of semiconductivity depends on the defect levels that are likely to be introduced which
is, in turn, determined by whether the metal present can be easily oxidized or reduced. If the metal can
easily be oxidized (which may be the case if it has a low oxidation number), then n-type semiconductivity
is expected. On the other hand, if the metal can easily be reduced (which may be the case if it has a high
oxidation number), then p-type semiconductivity is expected. Thus, WO, with tungsten present in the high
oxidation state W(VI), is readily reduced and accepts electrons from the 0% ions, which escape as elemental
oxygen. The excess electrons enter a band formed from the W d orbitals, resulting in n-type semiconductivity.
Similarly, CdO, like ZnO, readily loses oxygen and is predicted to be an ntype semiconductor. In contrast,
Mg?* ions are neither easily oxidized nor reduced, therefore MgO does not lose or gain even small quantities
of oxygen and is an insulator.

Selftest 3.18 Predict p- or ntype extrinsic semiconductivity for V,0, and CoO.

Further information
3.1 The Born-Mayer equation

Consider a one-dimensional line of alternating cations A and anions B of charges +e and
—e separated by a distance d. The Coulomb potential energy of a single cation is the sum
of its interactions with all the other ions:

2 2
V_e_(_g.i_i_i_y...]__ 2e (1_1-{-1_...)
4me, d 2d 3d 4me d 2 3

The sum of the series in parentheses is In 2, so for this arrangement of ions

_ 2e*In2
4me d

The total molar contribution of all the ions is this potential energy multiplied by Avogadro’s
constant N, (to convert to a molar value) and divided by 2 (to avoid counting each interac-
tion twice):

2
:NAe

4me)d




The factor A = In 2 is an example of a Madelung constant, a constant that represents the
geometrical distribution of the ions (here, a straight line of constant separation). Two- and
three-dimensional arrays of ions may be treated similarly, and give the values of A listed
in Table 3.8.

The total molar potential energy includes the repulsive interaction between the ions.
We can model that by a short-range exponential function of the form Be #*"  with d* a
constant that defines the range of the repulsive interaction and B a constant that defines its
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magnitude. The total molar potential energy of interaction is therefore

2
N,e

A+ Be 44
4dme d

V=-

This potential energy passes through a minimum when dV/dd = 0, which occurs at

dv._ N, A—Ee"’”d;' -0

dd 4me d* d
It follows that, at the minimum,

Be—d‘*/d — NAezd;“
4me d*

This relation can be substituted into the expression for V, to give

N,e’ d*
- 1-— |A
4’rrsod( d j

On identifying —V with the lattice enthalpy (more precisely, with the lattice energy at
T = 0), we obtain the Born—-Mayer equation (eqn 3.2) for the special case of singly charged

ions. The generalization to other charge types is straightforward.

If a different expression for the repulsive interaction between the ions is used then this
expression will be modified. One alternative is to use an expression such as 1/7" with a
large n, typically 6 = n = 12, which then gives rise to a slightly different expression for V

known as the Born-Landé equation:

N 2
v=——af (1—1jA

4me d n

The semiempirical Born—Mayer expression, with d* = 34.5 pm determined from the best
agreement with experimental data, is generally preferred to the Born-Landé equation.
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EXERCISES

3.1 What are the relationships between the unit cell parameters in the
orthorhombic crystal system?

3.2 What are the fractional coordinates of the lattice points shown in
the face-centred cubic unit cell (Fig. 3.5)? Confirm by counting lattice
points and their contributions to the cubic unit cell that a face-centred,
F, lattice contains four lattice points in the unit cell and a body-centred
one two lattice points.

3.3 Which of the following schemes for the repeating pattern of
close-packed planes are not ways of generating close-packed lattices?
(a) ABCABC ..., (b) ABAC ..., (c) ABBA ..., (d) ABCBC ..., (e)
ABABC ..., (f) ABCCB ...

3.4 Determine the formula of a compound produced by filling 7 of
the tetrahedral holes with cations X in a hexagonal close-packed array
of anions A.

3.5 Potassium reacts with C (Fig. 3.16) to give a compound in which
all the octahedral and tetrahedral holes are filled by potassium ions.
Derive a stoichiometry for this compound.

3.6 Calculate a value for the atomic radius of the Cs atom with a
coordination number of 12 given that the empirical atomic radius of
Cs in the metal with a bce structure is 272 pm.

3.7 Metallic sodium adopts a bec structure with density 970 kg m—.

What is the length of the edge of the unit cell?

3.8 An alloy of copper and gold has the structure shown in Fig. 3.75.
Calculate the composition of this unit cell. What is the lattice type of
this structure? Given that 24 carat gold is pure gold, what carat gold
does this alloy represent?

I R

¢C— ¢

Fig 3.75 The structure of Cu,Au.

3.9 Using Ketelaar’s triangle would you classify Sr,Ga (x(Sr) = 0.95;
x(Ga) = 1.81) as an alloy or a Zintl phase?

3.10 Depending on temperature, RbCl can exist in either the rock-salt
or caesium-chloride structure. (a) What is the coordination number of

PROBLEMS

3.1 Draw a cubic unit cell (a) in projection (showing the fractional
heights of the atoms) and (b) as a three-dimensional representation
that has atoms at the following positions: Ti at ( 3,3,3),0at(3,7,0),
(0,7,3),and (3,0,7), and Ba at (0,0,0). Remember that a cubic unit
cell with an atom on the cell face, edge, or corner will have equivalent
atoms displaced by the unit cell repeat in any direction. Of what
structural type is the cell?

3.2 Draw a tetragonal unit cell and mark on it a set of points that
would define (a) a face-centred lattice and (b) a body-centred lattice.

the cation and anion in each of these structures? (b) In which of these
structures will Rb have the larger apparent radius?

3.11 Consider the structure of caesium chloride. How many Cs™ ions
occupy second-nearest-neighbour locations of a Cs* ion?

3.12 Describe the coordination around the anions in the perovskite
structure in terms of coordination to the A- and B-type cations.

3.13 Use radius-ratio rules and the ionic radii given in Resource
section 1 to predict structures of (a) PuO,, (b) FrL, (c) BeO, (d) InN.

3.14 Based on the variation of ionic radii down a group, what
structure would you predict for FrBr?

3.15 What are the most significant terms in the Born—Haber cycle for
the formation of Ca,N,?

3.16 By considering the parameters that change in the Born—-Mayer
expression estimate lattice enthalpies for MgO and AIN given that
MgO and AIN both adopt the rock-salt structure with similar lattice
parameters and AH* (NaCl) =786 kJmol™'.

3.17 Use the Kapustinskii equation and the ionic and thermochemical
radii given in Resource section 1 and Table 3.10, and r(Bk*") = 96
pm to calculate lattice enthalpies of (a) BkO,, (b) K,SiF, and

(c) LiClO,,.

3.18 Which member of each pair is likely to be more soluble in water:
(a) SrSO, or MgSO,, (b) NaF or NaBF,?

3.19 On the basis of the factors that contribute to lattice enthalpies
place LiF, CaO, RbCl, AIN, NiO, and Csl, all of which adopt the rock-

salt structure, in order of increasing lattice energy.

3.20 Recommend a specific cation for the quantitative precipitation of
carbonate ion in water. Justify your recommendations.

3.21 Predict what type of intrinsic defect is most likely to occur in (a)

Ca,N,, (b) HgS.

3.22 Explain why the number of defects in a solid increases as it is
heated.

3.23 By considering which dopant ions produce the blue of sapphires
provide an explanation for the origin of the colour in the blue form of
beryl known as aquamarine.

3.24 For which of the following compounds might nonstoichiometry
be found: magnesium oxide, vanadium carbide, manganese oxide?

3.25 Would VO or NiO be expected to show metallic properties?

3.26 Describe the difference between a semiconductor and a
semimetal.

3.27 Classify the following as to whether they are likely to show n- or
p-type semiconductivity: Ag,S, VO,, CuBr.

Demonstrate, by considering two adjacent unit cells, that a tetragonal
face-centred lattice of dimensions @ and ¢ can always be redrawn as a
body-centred tetragonal lattice with dimensions a/ 22 and c.

3.3 Draw one layer of close-packed spheres. On this layer mark the
positions of the centres of the B layer atoms using the symbol ® and,
with the symbol O, mark the positions of the centres of the C layer
atoms of an fcc lattice.

3.4 In the structure of MoS,, the S atoms are arranged in close-packed
layers that repeat themselves in the sequence AAA ... The Mo atoms



occupy holes with coordination number 6. Show that each Mo atom is
surrounded by a trigonal prism of S atoms.

3.5 The ReO, structure is cubic with an Re atom at each corner of
the unit cell and one O atom on each unit cell edge midway between
the Re atoms. Sketch this unit cell and determine (a) the coordination
numbers of the ions and (b) the identity of the structure type that
would be generated if a cation were inserted in the centre of each
ReO, unit cell.

3.6 Consider the structure of rock salt. (a) How many Na* ions
occupy second-nearest-neighbour locations of an Na* ion? (b) Pick
out the closest-packed plane of Cl~ ions. (Hint: This hexagonal plane
is perpendicular to a threefold axis.)

3.7 Imagine the construction of an MX, structure from the
CsCl structure by removal of half the Cs* ions to leave
tetrahedral coordination around each CI~ ion. Identify this MX,
structure.

3.8 Obtain formulae (MX or M, X) for the following structures
derived from hole filling in close-packed arrays with (a) half

the octahedral holes filled, (b) one-quarter of the tetrahedral holes
filled, and (c) two-thirds of the octahedral holes filled.

What are the average coordination numbers of M and X in

(a) and (b)?

3.9 Given the following data for the length of a side of the unit cell
for compounds that crystallize in the rock-salt structure, determine
the cation radii: MgSe (545 pm), CaSe (591 pm), SrSe (623 pm), BaSe
(662 pm). (Hint: To determine the radius of Se?~, assume that the Se?~
ions are in contact in MgSe.)

3.10 Use the structure map in Fig. 3.47 to predict the coordination
numbers of the cations and anions in (a) LiF, (b) RbBr, (c) SrS,

(d) BeO. The observed coordination numbers are (6,6) for LiF, RbBr,
and SrS and (4,4) for BeO. Propose a possible reason for

the discrepancies.

3.11 Describe how the structures of the following can be described
in terms of simple structure types of Table 3.4 but with complex ions
K,PtCl,, [Ni(H,0),].[SiF ], CsCN.

3.12 The structure of calcite CaCO, is shown in Fig. 3.76. Describe
how this structure is related to that of NaCl.

Fig 3.76 The structure of CaCO,,.

3.13 Using the accepted ionic radius of the ammonium ion,
NH,*, NH,Br is predicted to have a rock-salt structure with
(6,6)-coordination. However, at room temperature NH Br has a
caesium-chloride structure. Explain this observation.

3.14 (a) Calculate the enthalpy of formation of the hypothetical
compound KF, assuming a CaF, structure. Use the Born-Mayer
equation to obtain the lattice enthalpy and estimate the radius of
K2* by extrapolation of trends in Table 1.4 and Resource section 1.
Ionization enthalpies and electron gain enthalpies are given in

Problems

Tables 1.5 and 1.6. (b) What factor prevents the formation of this
compound despite the favourable lattice enthalpy?

3.15 The common oxidation number for an alkaline earth metal is +2.
Using the Born—-Mayer equation and a Born-Haber cycle, show that
CaCl is an exothermic compound. Use a suitable analogy to estimate an
ionic radius for Ca*. The sublimation enthalpy of Ca(s) is 176 k] mol~'.
Show that an explanation for the nonexistence of CaCl can be found in
the enthalpy change for the reaction 2 CaCl(s) — Ca(s) + CaClL,(s).

3.16 The Coulombic attraction of nearest-neighbour cations and
anions accounts for the bulk of the lattice enthalpy of an ionic
compound. With this fact in mind, estimate the order of increasing
lattice enthalpy of (a) MgO, (b) NaCl, (c) AIN, all of which crystallize
in the rock-salt structure. Give your reasoning.

3.17 There are two common polymorphs of zinc sulfide: cubic and
hexagonal. Based on the analysis of Madelung constants alone, predict
which polymorph should be more stable. Assume that the Zn-S
distances in the two polymorphs are identical.

3.18 (a) Explain why lattice energy calculations based on the Born—
Mayer equation reproduce the experimentally determined values to
within 1 per cent for LiCl but only 10 per cent for AgCl given that
both compounds have the rock-salt structure. (b) Identify a pair of
compounds containing M2* ions that might be expected to show
similar behaviour.

3.19 Which of the following pairs of isostructural compounds are
likely to undergo thermal decomposition at lower temperature? Give
your reasoning. (a) MgCO, and CaCO, (decomposition products

MO + CO,). (b) CsI, and N(CH,), I, (both compounds contain I7;
decomposition products MI+L; the radius of N(CH,); is much greater
than that of Cs*).

3.20 The Kapustinskii equation shows that lattice enthalpies are inversely
proportional to the ion separations. Later work has shown that further
simplification of the Kapustinskii equation allows lattice enthalpies to be
estimated from the molecular (formula) unit volume (the unit cell volume
divided by the number of formula units, Z, it contains) or the mass
density (see, for example, H.D.B. Jenkins and D. Tudela, J. Chem. Educ.,
2003, 80, 1482). How would you expect the lattice enthalpy to vary as

a function of (a) the molecular unit volume and (b) the mass density?
Given the following unit cell volumes (all in cubic angstrom, A3,

1 A = 10710 m) for the alkaline earth carbonates MCO, and oxides,
predict the observed decomposition behaviour of the carbonates.

MgCO, CaCO, SrCO, BaCO,
47 61 64 76
MgO CaO SrO BaO
19 28 34 42

3.21 By considering the rock-salt structure and the distances and
charges around one central ion show that the first six terms of the Na*
Madelung series are

6 12,8 6 24 24
Vi V2 V3 V4 U5 Ve
Discuss methods for showing this series converges to 1.748 by

reference to R.P. Grosso, J.T. Fermann, and W.]. Vining, J. Chem.
Educ.,2001,78,1198.

3.22 Explain why higher levels of defects are found in solids at high
temperatures and close to their melting points. How would pressure
affect the equilibrium number of defects in a solid?

3.23 By considering the effect on the lattice energies of incorporating
large numbers of defects and the resultant changes in oxidation
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numbers of the ions making up the structure, predict which of the
following systems should show nonstoichiometry over a large range of
x:Zn,, O,Fe,_ O,U0,, .

3.24 Graphite is a semimetal with a band structure of the type

shown in Fig. 3.70. Reaction of graphite with potassium produces

C,K while reaction with bromine yields C Br. Assuming the graphite
sheets remain intact and potassium and bromine enter the graphite
structure as K* and Br~ ions respectively, discuss whether you would
expect the compounds CK and C,Br to exhibit metallic, semimetallic,
semiconducting, or insulating properties.



Acids and bases

This chapter focuses on the wide variety of species that are classified as acids and bases. The acids and
bases described in the first part of the chapter take part in proton transfer reactions. Proton transfer equi-
libria can be discussed quantitatively in terms of acidity constants, which are a measure of the tendency
for species to donate protons. In the second part of the chapter, we broaden the definition of acids and
bases to include reactions that involve electron-pair sharing between a donor and an acceptor. This broad-
ening enables us to extend our discussion of acids and bases to species that do not contain protons and
to nonaqueous media. Because of the greater diversity of these species, a single scale of strength is not ap-
propriate. Therefore, we describe two approaches: in one, acids and bases are classified as ‘hard’ or ‘soft’;
in the other, thermochemical data are used to obtain a set of parameters characteristic of each species.

The original distinction between acids and bases was based, hazardously, on criteria of
taste and feel: acids were sour and bases felt soapy. A deeper chemical understanding of
their properties emerged from Arrhenius’s (1884) conception of an acid as a compound
that produced hydrogen ions in water. The modern definitions that we consider in this
chapter are based on a broader range of chemical reactions. The definition due to Brensted
and Lowry focuses on proton transfer, and that due to Lewis is based on the interaction of
electron pair acceptor and electron pair donor molecules and ions.

Acid-base reactions are common, although we do not always immediately recognize
them as such, especially if they involve more subtle definitions of what it is to be an acid
or base. For instance, production of acid rain begins with a very simple reaction between
sulfur dioxide and water:

SO,(g) + H,0(l) » HOSO; (aq) + H*(aq)

This will turn out to be a type of acid-base reaction. Saponification is the process used in
soapmaking:

NaOH(aq) + RCOOR’(aq) = NaRCO,(aq) + R"OH(aq)

This too is a type of acid-base reaction. There are many such reactions, and in due course
we shall see why they should be regarded as reactions between acids and bases.

Bronsted acidity

Key points: A Bronsted acid is a proton donor and a Brgnsted base is a proton acceptor. A proton has
no separate existence in chemistry and it is always associated with other species. A simple representa-
tion of a hydrogen ion in water is as the hydronium ion, H,0™.

Johannes Bronsted in Denmark and Thomas Lowry in England proposed (in 1923) that the
essential feature of an acid-base reaction is the transfer of a hydrogen ion, H*, from one spe-
cies to another. In the context of this definition, a hydrogen ion is often referred to as a proton.
They suggested that any substance that acts as a proton donor should be classified as an acid,
and any substance that acts as a proton acceptor should be classified as a base. Substances
that act in this way are now called ‘Brensted acids’ and ‘Brensted bases’, respectively:

A Brensted acid is a proton donor.
A Bronsted base is a proton acceptor.

Brgnsted acidity
4.1 Proton transfer equilibria in water
4.2 Solvent levelling

4.3 The solvent system definition of
acids and bases

Characteristics of Bronsted acids

4.4 Periodic trends in aqua acid
strength

4.5 Simple oxoacids

4.6 Anhydrous oxides

4.7 Polyoxo compound formation
4.8 Nonaqueous solvents

Lewis acidity
4.9 Examples of Lewis acids and bases
4.10 Group characteristics of Lewis acids

Reactions and properties of Lewis
acids and bases

4.11 The fundamental types of reaction
4.12 Hard and soft acids and bases
4.13 Thermodynamic acidity parameters
4.14 Solvents as acids and bases

Applications of acid-base chemistry
4.15 Superacids and superbases

4.16 Heterogeneous acid-base
reactions

FURTHER READING
EXERCISES
PROBLEMS
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The definitions make no reference to the environment in which proton transfer occurs, so
they apply to proton transfer behaviour in any solvent and even in no solvent at all.

An example of a Brensted acid is hydrogen fluoride, HF, which can donate a proton to
another molecule, such as H,O, when it dissolves in water:

HF(g) + H,O(l) = H,O"(aq) + F(aq)

An example of a Brensted base is ammonia, NH,, which can accept a proton from a pro-
ton donor:

H,0(l) + NH,(aq) = NH; (aq) + OH (aq)

As these two examples show, water is an example of an amphiprotic substance, a sub-
stance that can act as both a Breonsted acid and a Bronsted base.

When an acid donates a proton to a water molecule, the latter is converted into a hydronium
ion, H,O" (1; the dimensions are taken from the crystal structure of H,O*ClO,"). However,
the entity H,O* is almost certainly an oversimplified description of the proton in water, for
it participates in extensive hydrogen bonding, and a better representation is H,O,* (2). Gas-
phase studies of water clusters using mass spectrometry suggest that a cage of H,O molecules
can condense around one H,O" ion in a regular pentagonal dodecahedral arrangement, result-
ing in the formation of the species H*(H,0),,. As these structures indicate, the most appropri-
ate description of a proton in water varies according to the environment and the experiment
under consideration; for simplicity, we shall use the representation H,O* throughout.

4.1 Proton transfer equilibria in water

Proton transfer between acids and bases is fast in both directions, so the dynamic equilibria
HF(aq) + H,O(l) = H,0*(aq) + F(aq)
H,O(l) + NH,(aq) == NH; (aq) + OH (aq)

give a more complete description of the behaviour of the acid HF and the base NH, in water
than the forward reaction alone. The central feature of Brensted acid—base chemistry in
aqueous solution is that of rapid attainment of equilibrium in the proton transfer reaction,
and we concentrate on this aspect.

(a) Conjugate acids and bases

Key points: When a species donates a proton, it becomes the conjugate base; when a species gains a
proton, it becomes the conjugate acid. Conjugate acids and bases are in equilibrium in solution.

The form of the two forward and reverse reactions given above, both of which depend on
the transfer of a proton from an acid to a base, is expressed by writing the general Bronsted
equilibrium as

Acid, + Base, = Acid, + Base,

The species Base, is called the conjugate base of Acid,, and Acid, is the conjugate acid of
Base,. The conjugate base of an acid is the species that is left after a proton is lost. The
conjugate acid of a base is the species formed when a proton is gained. Thus, F- is the
conjugate base of HF and H,O" is the conjugate acid of H,O. There is no fundamental dis-
tinction between an acid and a conjugate acid or a base and a conjugate base: a conjugate
acid is just another acid and a conjugate base is just another base.

EXAMPLE 4.1 Identifying acids and bases

Identify the Brgnsted acid and its conjugate base in the following reactions:
(a) HSO, (ag) + OH~(aq) — H,0(l) + SOZ~(aq)
(b) PO7~(aq) + H,0(I) = HPOZ~(aq) + OH~

Answer We need to identify the species that loses a proton and its conjugate partner. (a) The hydrogensulfate
ion, HSO, , transfers a proton to hydroxide; it is therefore the acid and the SO?~ ion produced is its conjugate




base. (b) The H,0 molecule transfers a proton to the phosphate ion acting as a base; thus H,0 is the acid
and the OH™ ion is its conjugate base.

Self-test 4.1 |dentify the acid, base, conjugate acid, and conjugate base in the following reactions:
(a) HNO,(ag) + H,0() = H,0*(ag) + NO;(aq) (b) CO (ag) + H,O0(I) — HCO;(ag) + OH-
(c) NH,(ag) + H,S(agq) = NH,(aq) + HS"(aq)

(b) The strengths of Brensted acids

Key points: The strength of a Bronsted acid is measured by its acidity constant, and the strength
of a Bragnsted base is measured by its basicity constant; the stronger the base, the weaker is its
conjugate acid.

Throughout this discussion, we shall need the concept of pH, which we assume to be
familiar from introductory chemistry:

pH = -log [H,0*], and hence [H,0*] = 10*" (4.1)

The strength of a Brensted acid, such as HF, in aqueous solution is expressed by its acidity
constant (or ‘acid ionization constant’), K

ar

)= H,0" - x = O]
HF(aq) + H,0() = H,0%(aq) + Faq) * [HF
More generally:
HX(aq) + H.O(l) = H.0*(aq) + X-aq) K = 1o X] ")
2 s ‘ [HX] (4.2)

In this definition, [X-] denotes the numerical value of the molar concentration of the species
X- (so, if the molar concentration of HF molecules is 0.001 mol dm=, then [HF] = 0.001).
A value K << 1 implies that [HX] is large with respect to [X-], and so proton retention
by the acid is favoured. The experimental value of K for hydrogen fluoride in water is
3.5 x 10, indicating that under normal conditions only a very small fraction of HF
molecules are deprotonated in water. The actual fraction deprotonated can be calculated
as a function of acid concentration from the numerical value of K .

A note on good practice In precise work, K is expressed in terms of the activity of X, a(X), its effective
thermodynamic concentration. The acidity constant is based on the assumption that the solutions are
sufficiently dilute for it to be permissible to write a(H,0) = 1.

EXAMPLE 4.2 Calculating acidity constants

The pH of 0.145 M CH,COOH(aq) is 2.80. Calculate K of ethanoic acid.

Answer To calculate K we need to calculate the concentrations of H,0*, CH,CO;, and CH,COOH in the
solution. The concentration of H,0* is obtained from the pH by writing [H,0*] = 107", so in a solution
of pH = 2.80, the molar concentration of H,0* is 1.6 x 10 mol dm. Each deprotonation event produces
one H,0" ion and one CH,CO; ion, so the concentration of CH,CO is the same as that of the H,0* ions
(provided the autoprotolysis of water can be neglected). The molar concentration of the remaining acid is
0.145 — 0.0016 mol dm~3 = 0.143 mol dm~3. Therefore

(16x107)’
K=—"—""2 =18x107°
? 0.143

This value corresponds to pK, = 4.75.
Selftest 4.2 For hydrofluoric acid K, = 3.5 x 10~ Calculate the pH of 0.10 M HF(aq).

Bronsted acidity
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The proton transfer equilibrium characteristic of a base, such as NH,, in water can also be
expressed in terms of an equilibrium constant, the basicity constant, K, :

NH,(aq) + H,O() = NH;(aq) + OH(aq) g, = N lOH]
[NH, |

More generally:

[HB*][OH" ]
B(aq) + H,0(l) = HB*(aq) + OH (aq) K, T (4.3)

If K, << 1, then [HB*] << [B] at typical concentrations of B and only a small fraction of B
molecules are protonated. Therefore, the base is a weak proton acceptor and its conjugate
acid is present in low concentration in solution. The experimental value of K, for ammonia
in water is 1.8 x 107, indicating that under normal conditions, only a very small fraction
of NH, molecules are protonated in water. As for the acid calculation, the actual fraction
of base protonated can be calculated from the numerical value of K.

Because water is amphiprotic, a proton transfer equilibrium exists even in the absence
of added acids or bases. The proton transfer from one water molecule to another is called
autoprotolysis (or ‘autoionization’). Proton transfer in water is very fast because it involves
the interchange of weak hydrogen bonds between neighbouring molecules (Section 10.6).
The extent of autoprotolysis and the composition of the solution at equilibrium is de-
scribed by the autoprotolysis constant (or ‘autoionization constant’) of water:

2H,0(l) = H,0*(aq) + OH-(aq) K, = [H,0°][OH]

The experimental value of K is 1.00 x 10'* at 25°C, indicating that only a very tiny frac-
tion of water molecules are present as ions in pure water. Indeed, we know that because
the pH of pure water is 7.00, and [H,O*] = [OH], then [H,O*] = 1.0 x 107 mol dm™.
Tap and bottled water have a pH slightly lower than 7 due to the dissolved carbon dioxide.

An important role for the autoprotolysis constant of a solvent is that it enables us to
express the strength of a base in terms of the strength of its conjugate acid. Thus, the value
of K, for the ammonia equilibrium in which NH, acts as a base is related to the value of
K for the equilibrium

NH; (aq) + H,O(I) = H,0%(aq) + NH,(aq)
in which its conjugate acid acts as an acid by
KK, =K, (4.4)

This relation may be verified by multiplying together the expressions for the acidity con-
stant of NH and the basicity constant of NH.. The implication of eqn 4.4 is that the lar-
ger the value of K|, the smaller the value of K . That is, the stronger the base, the weaker
is its conjugate acid. A further implication of eqn 4.4 is that the strengths of bases may be
reported in terms of the acidity constants of their conjugate acids.

B A brief illustration. The K, of ammonia in water is 1.8 X 107°. It follows that K_ of the conjugate
acid NH;" is
K, 1x10™

=—v=—— — _=56x]00. M

K -
*T K, 18x10°

Because, like molar concentrations, acidity constants span many orders of magnitude, it
is convenient to report them as their common logarithms (logarithms to the base 10) like
pH by using

pK = —log K (4.5)
where K may be any of the constants we have introduced. At 25°C, for instance,
pK_ = 14.00. It follows from this definition and the relation in eqn 4.4 that

pK, + pK, = pK, (4.6)

A similar expression applies to the strengths of conjugate acids and bases in any solvent,
with pK replaced by the appropriate autoprotolysis constant of the solvent, pK_.
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(c) Strong and weak acids and bases

Key points: An acid or base is classified as either weak or strong depending on the size of its acidity
constant.

Table 4.1 lists the acidity constants of some common acids and conjugate acids of some
bases in water. A substance is classified as a strong acid if the proton transfer equilibrium
lies strongly in favour of donation of a proton to the solvent. Thus, a substance with
pK_ < 0 (corresponding to K_ > 1 and usually to K >> 1) is a strong acid. Such acids are
commonly regarded as being fully deprotonated in solution (but it must never be forgotten
that that is only an approximation). For example, hydrochloric acid is regarded as a solu-
tion of H,O" and Cl- ions, and a negligible concentration of HCI molecules. A substance
with pK_ > 0 (corresponding to K < 1) is classified as a weak acid; for such species, the
proton transfer equilibrium lies in favour of nonionized acid. Hydrogen fluoride is a weak
acid in water, and hydrofluoric acid consists of hydronium ions, fluoride ions, and a high
proportion of HF molecules.

A strong base reacts with water to become almost fully protonated. An example is
the oxide ion, O*, which is immediately converted into OH- ions in water. A weak base
is only partially protonated in water. An example is NH,, which dissolves in water to give
only a small proportion of NH; ions. The conjugate base of any strong acid is a weak base
because it is thermodynamically unfavourable for such a base to accept a proton.

(d) Polyprotic acids

Key points: A polyprotic acid loses protons in succession, and successive deprotonations are progres-
sively less favourable; a distribution diagram summarizes how the fraction of each species present
depends on the pH of the solution.

A polyprotic acid is a substance that can donate more than one proton. An example is
hydrogen sulfide, H,S, a diprotic acid. For a diprotic acid, there are two successive proton
donations and two acidity constants:

_ [H,0°][HS"]

H,S(aq) + H,0(l) = HS"(aq) + H,0*(aq) W= s

HS- NP . _ [H,0"][$*]
(ag)+ H,0() = $* (aq) + H,0(aq) =

a2 [HS™]

Table 4.1 Acidity constants for species in aqueous solution at 25°C

Acid HA A- K pK, Acid HA A K pK,
Hydriodic O - o o Ethanoic CHCOOH  CHCO;  174x10° 476
Perchloric HCIO, Clog 101 -10 Pyridinium ion HC,HN* CHN 56x10°% 525
Hydrobromic HBr Br- 10° -9 Carbonic H,CO, HCO3 43x107 6.37
Hydrochloric HCl Cl- 107 -7 Hydrogen sulfide HS HS~ 9.1x10°% 704
Sulfuric H,SO, HSO; 10? -2 Boric acid* B(OH), B(OH), 72x107° 914
Nitric HNO, NO; 10? -2 Ammonium ion NH} NH, 56 %107 925
Hydronium ion H,0* H,0 1 0.0 Hydrocyanic HCN CN™ 49x%x107° 931
Chloric HCIO, Clog 107 1 Hydrogencarbonate ion HCO3 Cos~ 48x10"" 10.32
Sulfurous H,S0, HSO3 15x 1072 181 Hydrogenarsenate ion HAsO%~ As03- 30x10°2 1153
Hydrogensulfate ion  HSO, so%- 12x107%2 192 Hydrogensulfide ion HS~ §= 11x107"° 19
Phosphoric H,PO, H,PO; 75%x1073 212 Hydrogenphosphate ion HPO32- PO3- 22x10718  12.67
Hydrofluoric HF F- 35x10°% 345 Dihydrogenphosphate ion  H,PO; HPOZ~ 62x10% 721
Formic HCOOH HCO; 18x10°* 375

* The proton transfer equilibrium is B(OH),(aq) + 2H,0(I) = H,0"(aq) + B(OH); (aq).
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From Table 4.1, K, = 9.1 x 10 (pK, = 7.04) and K, = 1.1 x 107" (pK, = 19). The
second acidity constant, K ,, is almost always smaller than K , (and hence pK , is generally
larger than pK ). The decrease in K_is consistent with an electrostatic model of the acid in
which, in the second deprotonation, a proton must separate from a centre with one more
negative charge than in the first deprotonation. Because additional electrostatic work must
be done to remove the positively charged proton, the deprotonation is less favourable.

EXAMPLE 4.3 Calculating the concentration of ions in polyprotic acids

Calculate the concentration of carbonate ions in 0.10 M H,CO,(aq). K | is given in Table 4.1, K , = 46 x 107"

Answer We need to consider the equilibria for the successive deprotonation steps with their acidity
constants:

. ) _ [H,0"][HCO;]
H,CO, (aq) + H,0(I) = HCO; (ag) + H,0* (aq) "~ RCO,]
HCO; (aqg) +H,0(l) = €O (ag) + H,0* (aq) 2~ " [Hcoy]

We suppose that the second deprotonation is so slight that it has no effect on the value of [H,0*] arising
from the first deprotonation, in which case we can write [H,0"] = [HCO;] in K ,. These two terms therefore
cancel in the expression for K, which results in

a2’
K, =[COZ]

independent of the initial concentration of the acid. It follows that the concentration of carbonate ions in
the solution is 4.6 x 10" mol dm-.

Selftest 4.3 Calculate the pH of 0.20 M H,C,H,0.(aq) (tartaric acid), given K = 10 x107* and
K,=46x10"

The clearest representation of the concentrations of the species that are formed in the suc-
cessive proton transfer equilibria of polyprotic acids is a distribution diagram, a diagram
showing the fraction of solute present as a specified species X, f(X), plotted against the pH.
Consider, for instance, the triprotic acid H,PO,, which releases three protons in succession
to give H,PO;, HPO;-, and PO}~ The fraction of solute present as intact H,PO, molecules is

[H,PO, ]
[H,PO, |+ [H,PO, |+ [HPO; |+[PO;"]

f(H,PO, )= (4.7)
The concentration of each solute at a given pH can be calculated from the pK  values.!
Figure 4.1 shows the fraction of all four solute species as a function of pH and hence
summarizes the relative importance of each acid and its conjugate base at each pH. Con-
versely, the diagram indicates the pH of the solution that contains a particular fraction of
the species. We see, for instance, that if pH < pK_,, corresponding to high hydronium ion
concentrations, then the dominant species is the fully protonated H,PO, molecule. How-
ever, if pH > pK__, corresponding to low hydronium ion concentrations, then the dominant
species is the fully deprotonated PO;~ion. The intermediate species are dominant when pH
values lie between the relevant pK s.

(e) Factors governing the strengths of acids and bases

Key points: Proton affinity is the negative of the gas phase proton-gain enthalpy. The proton affinities
of p-block conjugate bases decrease to the right along a period and down a group. Solution proton
affinities for binary acids are lower than gas phase proton affinities. Small highly charged ions are sta-
bilized in polar solvents.

A quantitative understanding of the relative acidities of X—H protons can be obtained by
considering the enthalpy changes accompanying proton transfer. We shall consider gas-phase
proton transfer reactions first and then consider the effects of the solvent.

! For the calculations involved, see P. Atkins and L. Jones, Chemical principles. W.H. Freeman & Co. (2010).
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Figure 4.1 The distribution diagram for the various forms of the triprotic acid phosphoric acid in water,
as a function of pH.

The simplest reaction of a proton is its attachment to a base, A~ (which, although de-
noted here as a negatively charged species, could be a neutral molecule, such as NH,), in
the gas phase:

A(g) + H*(g) — HA(g)

The standard enthalpy of this reaction is the proton-gain enthalpy, A’ H”. The negative of
this quantity is often reported as the proton affinity, A, (Table 4.2). When A _H* is large
and negative, corresponding to an exothermic proton attachment, the proton affinity is
high, indicating strongly basic character in the gas phase. If the proton gain enthalpy is
only slightly negative, then the proton affinity is low, indicating a weaker basic (or more
acidic) character.

The proton affinities of the conjugate bases of p-block binary acids HA decrease to the
right along a period and down a group, indicating an increase in gas-phase acidity. Thus,
HF is a stronger acid than H,O and HI is the strongest acid of the hydrogen halides. In
other words, the order of proton affinities of their conjugate bases is I < OH~ < F-. These
trends can be explained by using a thermodynamic cycle such as that shown in Fig. 4.2, in
which proton gain can be thought of as the outcome of three steps:

Electron loss from A~: A~(g) — A(g) + e(g) —AegH’“’(A) =A(A)

(the reverse of electron gain by A)

Table 4.2 Gas phase and solution proton affinities*

Conjugate acid Base A, /K mol A’ /kl mol™!
HF F 1553 1150
HCI Cl- 1393 1090
HBr Br 1353 1079
HI I- 1314 1068
H,0 OH- 1643 1188
HCN CN- 1476 1183
H,0" H,0 723 1130
NH; NH, 865 1182

* A, is the gas phase proton affinity, A" is the effective proton affinity for the base in water.

Bronsted acidity
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H*(g) + A«(g)

A
A H(A)

H*(g) + A(g) + e (g)

A

I(H)

H(g) + Alg)

A (A

A

B(H-A)

HA(g)

Y

Figure 4.2 Thermodynamic cycle for a

proton gain reaction.

Electron gain by H*:  H*(g) + e*(g) — H(g) -AH?(H) = -I(H)

(the reverse of the ionization of H)

Combination of H and A: H(g) + A(g) — HA(g) —B(H-A)

(the reverse of H-A bond dissociation)

The proton-gain enthalpy of the conjugate base A~ is the sum of these enthalpy changes:
Overall: H'(g) + A-(g) > HA(g) A _H"(A") = A(A) — I(H) - B(H-A)

e

Therefore, the proton affinity of A~ is

A (A7) = B(H-A) + I(H) - A (A) (4.5)
The dominant factor in the variation in proton affinity across a period is the trend in elec-
tron affinity of A, which increases from left to right and hence lowers the proton affinity of
A~. Thus, because the proton affinity of A~ decreases, the gas-phase acidity of HA increases
across a period as the electron affinity of A increases. Because increasing electron affinity
correlates with increasing electronegativity (Section 1.9), the gas-phase acidity of HA also
increases as the electronegativity of A increases. The dominant factor when descending
a group is the decrease in the H-A bond dissociation enthalpy, which lowers the proton
affinity of A~ and therefore results in an increase in the gas-phase acid strength of HA. The
overall result of these effects is a decrease in gas-phase proton affinity of A-, and there-
fore an increase in the gas-phase acidity of HA, from the top left to bottom right of the
p block. On this basis we see that HI is a much stronger acid than CH,.

The correlation we have described is modified when a solvent (typically water) is present.
The gas-phase process A=(g) + H*(g) — AH(g) becomes

A(aq) + H*(aq) — HA(aq)

and the negative of the accompanying proton-gain enthalpy is called the effective proton
affinity, Al of A-(aq).

If the species A~ denotes H, O itself, the effective proton affinity of H,O is the enthalpy
change accompanying the process

H,O(l) + H*(aq) > H,0%(aq)

The energy released as water molecules are attached to a proton in the gas phase, the
process

#H,0(g) + H*(g) > H*(H,0) (g)

n

can be measured by mass spectrometry and used to assess the energy change for the hydra-
tion process in solution. It is found that the energy released passes through a maximum
value of 1130 k] mol™ as 7 increases, and this value is taken to be the effective proton af-
finity of H,O in bulk water. The effective proton affinity of the ion OH- in water is simply
the negative of the enthalpy of the reaction

OH-(g) + H'(aq) - H,0()

which can be measured by conventional means (such as the temperature dependence of its
equilibrium constant, K ). The value found is 1188 k] mol™".
The reaction

HA(aq) + H,0(l) - H,0*(aq) + A-(aq)

is exothermic if the effective proton affinity of A<(aq) is lower than that of H,O(l) (less
than 1130 kJ mol™) and—provided entropy changes are negligible and enthalpy changes
are a guide to spontaneity—will give up protons to the water and be strongly acidic. Like-
wise, the reaction

A-(aq) + H,0(l) > HA(aq) + OH(aq)

is exothermic if the effective proton affinity of A~(aq) is higher than that of OH-(aq) (1188
kJ mol™). Provided enthalpy changes are a guide to spontaneity, A~(aq) will accept protons
and will act as a strong base.



M A brief illustration. The effective proton affinity of I~ in water is 1068 kJ mol~' compared to 1314 kJ
mol™" in the gas phase, showing that the I~ ion is stabilized by hydration. The effective proton affinity is
also smaller than the effective proton affinity of water (1130 kJ mol™"), which is consistent with the fact
that Hl is a strong acid in water. All the halide ions except F~ have effective proton affinities smaller than
that of water, which is consistent with all the hydrogen halides except HF being strong acids in water. |

The effects of solvation can be rationalized in terms of an electrostatic model in which
the solvent is treated as a continuous dielectric medium. The solvation of a gas-phase ion
is always strongly exothermic. The magnitude of the enthalpy of solvation A | H* (the
enthalpy of hydration in water, A, [H”) depends on the radius of the ions, the relative
permittivity of the solvent, and the possibility of specific bonding (especially hydrogen
bonding) between the ions and the solvent.

When considering the gas phase we assume that entropy contributions for the pro-
ton transfer process are small and so AG®= AH®. In solution, entropy effects cannot be
ignored and we must use AG®. The Gibbs energy of solvation of an ion can be identified
as the energy involved in transferring the anion from a vacuum into a solvent of relative
permittivity £. The Born equation can be derived using this model:*

N, z%e? 1
ASOlVGﬁ = A [1 - _J (4'9)

8me,r €

r

where z is the charge number of the ion, 7 is its effective radius, which includes part of the
radii of solvent molecules, N, is Avogadro’s constant, g, is the vacuum permittivity, and
g is the relative permittivity (the dielectric constant). Because 2%/r = £, the electrostatic
parameter of the ion (Section 3.15), this expression can be written

N, e2¢ 1
A, G"=-—~ [1——] (4.10)

8me, g,

The Gibbs energy of solvation is proportional to &, so small, highly charged ions are stabilized
in polar solvents (Fig. 4.3). The Born equation also shows that the larger the relative permit-
tivity the more negative the value of A | G*. This stabilization is particularly important for
water, for which £ = 80 (and the term in parentheses is close to 1), compared with nonpolar
solvents for which £ may be as low as 2 (and the term in parentheses is close to 0.5).

Because A G* is the change in molar Gibbs energy when an ion is transferred from the
gas phase into aqueous solution, a large, negative value of A_| G favours the formation of
ions in solution compared with the gas phase (Fig. 4.3). The interaction of the charged ion
with the polar solvent molecules stabilizes the conjugate base A~ relative to the parent acid
HA, and as a result the acidity of HA is enhanced by the polar solvent. On the other hand,
the effective proton affinity of a neutral base B is higher than in the gas phase because the
conjugate acid HB* is stabilized by solvation. Because cationic acids, such as NH;, are
stabilized by solvation, their effective proton affinity is higher than in the gas phase and
their acidity is lowered by a polar solvent.

The Born equation ascribes stabilization to Coulombic interactions. However, hydrogen
bonding is an important factor in protic solvents such as water and leads to the formation
of hydrogen-bonded clusters around some solutes. As a result, water has a greater stabiliz-
ing effect on small, highly charged ions than the Born equation predicts. This stabilizing ef-
fect is particularly great for F-, OH~, and Cl-, with their high charge densities and for which
water acts as a hydrogen-bond donor. Because water has lone pairs of electrons on O, it
can also be a hydrogen-bond acceptor. Acidic ions such as NH; are stabilized by hydrogen
bonding and consequently have a lower acidity than predicted by the Born equation.

4.2 Solvent levelling

Key point: A solvent with a large autoprotolysis constant can be used to discriminate between a wide
range of acid and base strengths.

An acid that is weak in water may appear strong in a solvent that is a more effective proton
acceptor, and vice versa. Indeed, in sufficiently basic solvents (such as liquid ammonia), it

2 For the derivation of the Born equation see P. Atkins and ]. de Paula, Physical chemistry, Oxford
University Press and W.H. Freeman & Co. (2010).
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4 Acids and bases

may not be possible to discriminate between their strengths because all of them will be fully
deprotonated. Similarly, bases that are weak in water may appear strong in a more strongly
proton-donating solvent (such as anhydrous acetic acid). It may not be possible to arrange
a series of bases according to strength, for all of them will be effectively fully protonated
in acidic solvents. We shall now see that the autoprotolysis constant of a solvent plays a
crucial role in determining the range of acid or base strengths that can be distinguished for
species dissolved in it.

Any acid stronger than H,O" in water donates a proton to H,O and forms H O".
Consequently, no acid significantly stronger than H,O* can remain protonated in water.
No experiment conducted in water can tell us which of HBr and HI is the stronger acid
because both transfer their protons essentially completely to give H,O". In effect, solu-
tions of the strong acids HX and HY behave as though they are solutions of H,O* ions
regardless of whether HX is intrinsically stronger than HY. Water is therefore said to have
a levelling effect that brings all stronger acids down to the acidity of H,O*. The strengths
of such acids can be distinguished by using a less basic solvent. For instance, although HBr
and HI have indistinguishable acid strengths in water, in acetic acid HBr and HI behave
as weak acids and their strengths can be distinguished: in this way it is found that Hl is a
stronger proton donor than HBr.

The levelling effect can be expressed in terms of the pK_ of the acid. An acid such as
HCN dissolved in a solvent, HSol, is classified as strong if pK_ < 0, where K_ is the acidity
constant of the acid in the solvent Sol:

HCN(sol) + HSol(I) = H,Sol*(sol) + CN~(sol) K = w
a [HCN]

That is, all acids with pK_ < 0 (corresponding to K_ > 1) display the acidity of H,Sol* when
they are dissolved in the solvent HSol.

An analogous effect can be found for bases in water. Any base that is strong enough to
undergo complete protonation by water produces an OH™ ion for each molecule of base
added. The solution behaves as though it contains OH™ ions. Therefore, we cannot distin-
guish the proton-accepting power of such bases, and we say that they are levelled to a com-
mon strength. Indeed, the OH- ion is the strongest base that can exist in water because any
species that is a stronger proton acceptor immediately forms OH™ ions by proton transfer
from water. For this reason, we cannot study NH; or CH; in water by dissolving alkali metal
amides or methides because both anions generate OH- ions and are fully protonated to NH,
and CH,;:

KNH,(s) + H,0(l) > K*(aq) + OH-(aq) + NH,(aq)
Li,(CH,),(s) + 4H,0(l) ~ 4Li*(aq) + 4 OH-(aq) + 4 CH,(g)

The base levelling effect can be expressed in terms of the pK, of the base. A base dis-
solved in HSol is classified as strong if pK, < 0, where K, is the basicity constant of the
base in HSol:

NH, (sol) + HSol(l) = NH; (sol) + Sol~(sol) K, = %

That is, all bases with pK, < 0 (corresponding to K, > 1) display the basicity of Sol™ in
the solvent HSol. Now, because pK, + pK, = pK_, this criterion for levelling may be ex-
pressed as follows: all bases with pK_ > pK_ give a negative value for pK, and behave like
Sol in the solvent HSol.

It follows from this discussion of acids and bases in a common solvent HSol that,
because any acid is levelled if pK < 0 in HSol and any base is levelled if pK > pK_ in
the same solvent, then the window of strengths that are not levelled in the solvent is from
pK_ = 0to pK_,. For water, pK = 14. For liquid ammonia, the autoprotolysis equilibrium is

2NH,(I) = NH; (sol) + NH, (sol) pK_ =33

It follows from these figures that acids and bases are discriminated much less in water than
they are in ammonia. The discrimination windows of a number of solvents are shown in
Fig. 4.4. The window for dimethylsulfoxide (DMSO, (CH,),SO) is wide because pK = 37.

DMSO
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Figure 4.4 The acid-base discrimination window for a variety of solvents. The width of each window is
proportional to the autoprotolysis constant of the solvent.

Consequently, DMSO can be used to study a wide range of acids (from H,SO, to PH,). Water
has a narrow window compared to some of the other solvents shown in the illustration. One
reason is the high relative permittivity of water, which favours the formation of H,O* and
OH- ions. Permittivity is a measure of the ability of a material to resist the formation of an
electric field within it.

EXAMPLE 4.4 Differentiating acidities in different solvents

Which of the solvents given in Fig. 4.4 could be used to differentiate the acidities of HCI (pK ~ -6) and
HBr (pK, = -9)?

Answer We need to look for a solvent with an acid-base discrimination window between -6 and -9. The
only solvents in the table for which the window covers the range -6 to -9 are methanoic (formic) acid,
HCOOH, and hydrofluoric acid, HF.

Selftest 4.4 Which of the solvents given in Fig. 4.4 could be used to discriminate the acidities of PH,
(pK =~ 27) and GeH, (pK, =~ 25)?

4.3 The solvent system definition of acids and bases

Key point: The solvent system definition of acids and bases extends the Brgnsted-Lowry definition to
include species that do not participate in proton transfer.

The Bronsted—Lowry definition of acids and bases describes acids and bases in terms of the
proton. This system can be extended to species that cannot participate in proton transfer
by recognizing an analogy with the autoprotolysis reaction of water:

2H,0(l) = H,0"(aq) + OH(aq)

An acid increases the concentration of H;O" ions and a base increases the concentration
of OH ions. We can recognize a similar structure in the autoionization reaction of some
aprotic solvents, such as bromine trifluoride, BrF.:

2BrF (1) = BrF; (sol) + BrF;(sol)

where sol denotes solution in the non-ionized species (BrF, in this case). In the solvent-
system definition, any solute that increases the concentration of the cation generated by
autoionization of the solvent is defined as an acid and any that increases the concentration
of the corresponding anion is defined as a base. This solvent system definition can be ap-
plied to any solvent that autoionizes and is particularly useful when discussing reactions
in nonaqueous solvents (Section 4.8).

Bronsted acidity
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EXAMPLE 4.5 Identifying acids and bases using the solvent system method

The salt BrF AsF, is soluble in BrF.. Is it an acid or base in this solvent?

Answer We need to identify the autoionization products of the solvent and then decide whether the solute
increases the concentration of the cation (an acid) or the anion (a base). The autoionization products of
BrF, are BrF; and Brf, . The solute produces BrF; and AsF, ions when it dissolves. As the salt increases the
concentration of the cations it is defined as an acid in the solvent system.

Selftest 4.5 Is KBrF, an acid or a base in BrF.?

Characteristics of Brgnsted acids

Key point: Aqua acids, hydroxoacids, and oxoacids are typical of specific regions of the periodic table.

We shall now concentrate on Bronsted acids and bases in water. We have focused the dis-

cussion so far on acids of the type HX. However, the largest class of acids in water consists

of species that donate protons from an ~OH group attached to a central atom. A donat-

able proton of this kind is called an acidic proton to distinguish it from other protons that

may be present in the molecule, such as the nonacidic methyl protons in CH,COOH.
There are three classes of acids to consider:

1) An aqua acid, in which the acidic proton is on a water molecule coordinated to a
central metal ion.
E(OH,)(aq) + H,O(l) = E(OH)*(aq) + H,0*(aq)

An example is
[Fe(OH,),]**(aq) + H,0O(l) = [Fe(OH,),OH]**(aq) + H,0"(aq)

The aqua acid, the hexaaquairon(IIl) ion, is shown as (3).

2) Ahydroxoacid,in which the acidic proton is on a hydroxyl group without a neighbouring
oxo group (=0).

An example is Te(OH), (4).

3) An oxoacid, in which the acidic proton is on a hydroxyl group with an oxo group
attached to the same atom.

Sulfuric acid, H,SO, (O,S(OH),; 5), is an example of an oxoacid.
The three classes of acids can be regarded as successive stages in the deprotonation of
an aqua acid:
_H+ _H+
aqua acid —— >  hydroxoacid —>  oxoacid
An example of these successive stages is provided by a d-block metal in an intermediate
oxidation state, such as Ru(IV):

OH, |4+ OH |?* o |t
L, | L —2W* L, | L -wt L. |l .L
Ru o+t Ru =+  _Ru
T RNt ] HH s T
OH, OH OH

Aqua acids are characteristic of central atoms in low oxidation states, of s- and d-block
metals, and of metals on the left of the p block. Oxoacids are commonly found where the
central element is in a high oxidation state. An element from the right of the p block may
also produce an oxoacid in one of its intermediate oxidation states (HCIO, is an example).

4.4 Periodic trends in aqua acid strength

Key points: The strengths of aqua acids typically increase with increasing positive charge of the central
metal ion and with decreasing ionic radius; exceptions are commonly due to the effects of covalent bonding.



Characteristics of Brgnsted acids

The strengths of aqua acids typically increase with increasing positive charge of the central
metal ion and with decreasing ionic radius. This variation can be rationalized to some
extent in terms of an ionic model, in which the metal cation is represented by a sphere of
radius 7 carrying z positive charges. Because protons are more easily removed from the vi-
cinity of cations of high charge and small radius, the model predicts that the acidity should
increase with increasing z and with decreasing 7..

The validity of the ionic model of acid strengths can be judged from Fig. 4.5. Aqua ions
of elements that form ionic solids (principally those from the s block) have pK_ values that
are quite well described by the ionic model. Several d-block ions (such as Fe** and Cr3")
lie reasonably near the same straight line, but many ions (particularly those with low pK_,
corresponding to high acid strength) deviate markedly from it. This deviation indicates
that the metal ions repel the departing proton more strongly than is predicted by the ionic
model. This enhanced repulsion can be rationalized by supposing that the positive charge
of the cation is not confined to the central ion but is delocalized over the ligands and hence
is closer to the departing proton. The delocalization is equivalent to attributing covalence
to the element—oxygen bond. Indeed, the correlation is worst for ions that are disposed to
form covalent bonds.

For the later d- and the p-block metal ions (such as Cu?* and Sn?*, respectively), the
strengths of the aqua acids are much greater than the ionic model predicts. For these spe-
cies, covalent bonding is more important than ionic bonding and the ionic model is unre-
alistic. The overlap between metal orbitals and the orbitals of an oxygen ligand increases
from left to right across a period. It also increases down a group, so aqua ions of heavier
d-block metals tend to be stronger acids.

EXAMPLE 4.6 Accounting for trends in aqua acid strength

Account for the trend in acidity [Fe(OH,).]** < [Fe(OH,) [** < [AI(OH,).]** =~ [Hg(OH,)]**.

Answer We need to consider the charge density on the metal centre and its effect on the ease with which
the H,0 ligands can be deprotonated. The weakest acid is the Fe>* complex on account of its relatively
large ionic radius and low charge. The increase of charge to +3 increases the acid strength. The greater
acidity of AI** can be explained by its smaller radius. The anomalous ion in the series is the Hg>* complex.
This complex reflects the failure of an ionic model because in the complex there is a large transfer of
positive charge to oxygen as a result of covalent bonding.

Selftest 4.6 Arrange [Na(OH,)]*, [Sc(OH,).]**, [Mn(OH,)]**, and [Ni(OH,) J*" in order of increasing
acidity.

4.5 Simple oxoacids

The simplest oxoacids are the mononuclear acids, which contain one atom of the parent
element. They include H,CO,, HNO,, H,PO,, and H,SO,.? These oxoacids are formed by
the electronegative elements at the upper right of the periodic table and by other elements
in high oxidation states (Table 4.3). One interesting feature in the table is the occurrence
of planar H,CO, and HNO, molecules but not their analogues in later periods. As we saw
in Chapter 2,  bonding is more important among the Period 2 elements, so their atoms
are more likely to be constrained to lie in a plane.

(a) Substituted oxoacids

Key points: Substituted oxoacids have strengths that may be rationalized in terms of the electron-
withdrawing power of the substitutent; in a few cases, a nonacidic H atom is attached directly to the
central atom of an oxoacid.

One or more —OH groups of an oxoacid may be replaced by other groups to give a series
of substituted oxoacids, which include fluorosulfuric acid, O,SF(OH), and aminosulfuric
acid, O,S(NH,)OH (6). Because fluorine is highly electronegative, it withdraws electrons

3These acids are more helpfully written as (HO),CO, HONO,, (HO) PO, and (HO),SO,, and boric acid
written as B(OH), rather than H,BO,. In this text we use both forms of notation depending upon the
properties being explained.
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Table 4.3 The structure and pK_ values of oxoacids*
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* p is the number of nonprotonated O atoms.
T Boric acid is a special case; see Section 13.5.

from the central S atom and confers on S a higher effective positive charge. As a result, the
substituted acid is stronger than O,S(OH),. Another electron acceptor substituent is -CF,,
as in the strong acid trifluoromethylsulfonic acid, CF,SO,H (that is, O,S(CF,)(OH)). By
contrast, the -NH, group, which has lone pair electrons, can donate electron density to S
by 1t bonding. This transfer of charge reduces the positive charge of the central atom and
weakens the acid.

A trap for the unwary is that not all oxoacids follow the familiar structural pattern of a
central atom surrounded by OH and O groups. Occasionally an H atom is attached direct-
ly to the central atom, as in phosphonic (phosphorous) acid, H,PO,. Phosphonic acid is in
fact only a diprotic acid, as the substitution of two OH groups leaves a P-H bond (7) and
consequently a nonacidic proton. This structure is consistent with NMR and vibrational
spectra, and the structural formula is OPH(OH),. The nonacidity of the H-P bond reflects
the much lower electron-withdrawing ability of the central P atom compared to O (Sec-
tion 4.1e). Substitution for an oxo group (as distinct from a hydroxyl group) is another
example of a structural change that can occur. An important example is the thiosulfate ion,
§,0%(8), in which an S atom replaces an O atom of a sulfate ion.

A note on good practice The structures of oxoacids are drawn with double bonds to oxo groups, =0.
This representation indicates the connectivity of the O atom to the central atom but in reality resonance
lowers the calculated energy of the molecule and distributes the bonding character of the electrons over
the molecule.

(b) Pauling’s rules

Key point: The strengths of a series of oxoacids containing a specific central atom with a variable
number of oxo and hydroxyl groups are summarized by Pauling's rules.

For a series of mononuclear oxoacids of an element E, the strength of the acids in-
creases with increasing number of O atoms. This trend can be explained qualitatively
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by considering the electron-withdrawing properties of oxygen. The O atoms withdraw
electrons, so making each O-H bond weaker. Consequently, protons are more readily
released. In general, for any series of oxoacids, the one with the most O atoms is the
strongest. For example, the acid strengths of the oxoacids of chlorine decrease in the
order HOCI, > HCIO, > HCIO, > HCIO. Similarly, H,SO, is stronger than H,SO, and
HNO, is stronger than HNO,.

Another important factor is the degree to which differing numbers of terminal oxo
groups stabilize the deprotonated (conjugate) base by resonance. For example, the con-
jugate base of H,SO,, the HSO; anion, can be described as a resonance hybrid of three
contributions (9), whereas the conjugate base of H,SO,, the HSO; anion, has only two
resonance contributions (10). Consequently, H,SO, is a stronger acid than H,SO,.

The trends can be systematized semiquantitatively by using two empirical rules de-
vised by Linus Pauling, where p is the number of oxo groups and g is the number of
hydroxyl groups:

1. For the oxoacid O,E(OH),, pK, ~ 8 - 5p.

2. The successive pK_values of polyprotic acids (those with g > 1), increase by 5 units for
each successive proton transfer.

Rule 1 predicts that neutral hydroxoacids with p = 0 have pK_ = 8, acids with one oxo
group have pK_ ~ 3, and acids with two oxo groups have pK = -2. For example, sulfuric
acid, O,S(OH),, has p = 2 and g = 2, and pK | ~ -2 (signifying a strong acid). Simi-
larly, pK , is predicted to be +3, although comparison with the experimental value of 1.9
reminds us that these rules are only approximations.

The success of Pauling’s rules may be gauged by inspection of Table 4.3, in which
acids are grouped according to p. The variation in strengths down a group is not large,
and the complicated, and perhaps cancelling, effects of changing structures allow the
rules to work moderately well. The more important variation across the periodic table
from left to right and the effect of change of oxidation number are taken into account
by the number of oxo groups. In Group 135, the oxidation number +35 requires one oxo
group (as in OP(OH),) whereas in Group 16 the oxidation number +6 requires two (as
in O,S(OH),).

(c) Structural anomalies

Key point: In certain cases, notably H,CO, and H,SO,, a simple molecular formula misrepresents the
composition of aqueous solutions of nonmetal oxides.

An interesting use of Pauling’s rules is to detect structural anomalies. For example, carbonic
acid, OC(OH),, is commonly reported as having pK_ | = 6.4, but the rules predict pK = 3.
The anomalously low acidity indicated by the experimental value is the result of treating
the concentration of dissolved CO, as if it were all H,CO,. However, in the equilibrium

CO,(aq) + H,0(l) = OC(OH),(aq)

only about 1 per cent of the dissolved CO, is present as OC(OH),, so the actual concentra-
tion of acid is much less than the concentration of dissolved CO,. When this difference is
taken into account, the true pK , of H,CO, is about 3.6, as Pauling’s rules predict.

The experimental value pK , = 1.8 reported for sulfurous acid, H,SO,, suggests another
anomaly, in this case acting in the opposite way. In fact, spectroscopic studies have failed
to detect the molecule OS(OH), in solution, and the equilibrium constant for

SO, (aq) + H,0(l) = H,50,(aq)

is less than 10~*. The equilibria of dissolved SO, are complex, and a simple analysis is inap-
propriate. The ions that have been detected include HSO; and S,0%7, and there is evidence
for an SH bond in the solid salts of the hydrogensulfite ion.

This discussion of the composition of aqueous solutions of CO, and SO, calls attention
to the important point that not all nonmetal oxides react fully with water to form acids.
Carbon monoxide is another example: although it is formally the anhydride of methanoic
acid, HCOOH, carbon monoxide does not in fact react with water at room temperature
to give the acid. The same is true of some metal oxides: OsO,, for example, can exist as
dissolved neutral molecules.
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EXAMPLE 4.7 Using Pauling's rules

Identify the structural formulas that are consistent with the following pK_ values: H,PO,, 2.12; H,PO,, 1.80;
H.PO_, 2.0.
3 2!

Answer We can use Pauling’s rules to use the pK values to predict the number of oxo groups. All three
values are in the range that Pauling's first rule associates with one oxo group. This observation suggests the
formulas (HO),P=0, (HO),HP=0, and (HO)H,P=0. The second and the third formulas are derived from
the first by replacement of -OH by H bound to P (as in structure 7).

Selftest 4.7 Predict the pK values of (a) H,PO,, (b) H,PO;, (c) HPOZ".

4.6 Anhydrous oxides

We have treated oxoacids as being derived by deprotonation of their parent aqua acids. It
is also useful to take the opposite viewpoint and to consider aqua acids and oxoacids as
being derived by hydration of the oxides of the central atom. This approach emphasizes
the acid and base properties of oxides and their correlation with the location of the ele-
ment in the periodic table.

(a) Acidic and basic oxides
Key points: Metallic elements typically form basic oxides; nonmetallic elements typically form acidic oxides.
An acidic oxide is an oxide that, on dissolution in water, binds an H,O molecule and
releases a proton to the surrounding solvent:
CO,(g) + H,O(l) = OC(OH),(aq)
OC(OH),(aq) + H,O(l) = H,0%(aq) + O,COH(aq)
An equivalent interpretation is that an acidic oxide is an oxide that reacts with an aqueous
base (an alkali):
CO,(g) + OH(aq) » O,C(OH)(aq)
A basic oxide is an oxide to which a proton is transferred when it dissolves in water:
BaO(s) + H,O(l) > Ba**(aq) + 2OH(aq)

The equivalent interpretation in this case is that a basic oxide is an oxide that reacts with
an acid:

BaO(s) + 2H,0"(aq) > Ba**(aq) + 3H,0(l)

Because acidic and basic oxide character often correlates with other chemical properties, a
wide range of properties can be predicted from a knowledge of the character of oxides. In
a number of cases the correlations follow from the basic oxides being largely ionic and of
acidic oxides being largely covalent. For instance, an element that forms an acidic oxide is
likely to form volatile, covalent halides. By contrast, an element that forms a basic oxide
is likely to form solid, ionic halides. In short, the acidic or basic character of an oxide is a
chemical indication of whether an element should be regarded as a metal or a nonmetal.
Generally, metals form basic oxides and nonmetals form acidic oxides.

(b) Amphoterism

Key points: The frontier between metals and nonmetals in the periodic table is characterized by the
formation of amphoteric oxides; amphoterism also varies with the oxidation state of the element.

An amphoteric oxide is an oxide that reacts with both acids and bases.* Thus, aluminium
oxide reacts with acids and alkalis:

ALO,(s) + 6H,0%(aq) + 3H,0(I) > 2[Al(OH,) ]**(aq)
ALO,(s) + 20H(aq) + 3H,0(l) - 2[Al(OH),]«(aq)

* The word ‘amphoteric’ is derived from the Greek word for ‘both’.
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Ampbhoterism is observed for the lighter elements of Groups 2 and 13, as in BeO, ALLO,,
and Ga,O,. It is also observed for some of the d-block elements in high oxidation states,
such as MoO and V,0, in which the central atom is very electron withdrawing, and some
of the heav1er elements of Groups 14 and 15, such as SnO, and Sb,0O..

Figure 4.6 shows the location of elements that in their characterlstlc group oxidation
states have amphoteric oxides. They lie on the frontier between acidic and basic oxides,
and hence serve as an important guide to the metallic or nonmetallic character of an ele-
ment. The onset of amphoterism correlates with a significant degree of covalent character
in the bonds formed by the elements, either because the metal ion is strongly polarizing
(as for Be) or because the metal ion is polarized by the O atom attached to it (as for Sb).

An important issue in the d block is the oxidation number necessary for amphoterism.
Figure 4.7 shows the oxidation number for which an element in the first row of the block
has an amphoteric oxide. We see that on the left of the block, from titanium to manganese
and perhaps iron, oxidation state +4 is amphoteric (with higher values on the border of
acidic and lower values of the border of basic). On the right of the block, amphoterism
occurs at lower oxidation numbers: the oxidation states +3 for cobalt and nickel and +2
for copper and zinc are fully amphoteric. There is no simple way of predicting the onset of
amphoterism. However, it presumably reflects the ability of the metal cation to polarize the
oxide ions that surround it—that is, to introduce covalence into the metal—oxygen bond.
The degree of covalence typically increases with the oxidation number of the metal as the
increasingly positively charged cation becomes more strongly polarizing (Section 1.9¢).

EXAMPLE 4.8 Using oxide acidity in qualitative analysis

In the traditional scheme of qualitative analysis, a solution of metal ions is oxidized and then aqueous
ammonia is added to raise the pH. The ions Fe**, Ce**, AI**, Cr**, and V3* precipitate as hydrous oxides.
The addition of H,0, and NaOH redissolves the aluminium, chromium, and vanadium oxides. Discuss these
steps in terms of the acidities of oxides.

Answer When the oxidation number of the metal is +3, all the metal oxides are sufficiently basic to be
insoluble in a solution with pH ~ 10. Aluminium(I11) oxide is amphoteric and redissolves in alkaline solution
to give aluminate ions, [Al(OH),]". Vanadium(lll) and chromium(lll) oxides are oxidized by H,0, to give
vanadate ions, [VO,]*", and chromate ions, [CrO,]*~, which are the anions derived from the acidic oxides
V.0, and CrO,, respectively.

Selftest 4.8 If Ti(IV) ions were present in the sample, how would they behave?

4.7 Polyoxo compound formation

Key points: Acids containing the OH group condense to form polyoxoanions; polycation formation
from simple aqua cations occurs with the loss of H,0. Oxoanions form polymers as the pH is lowered
whereas aqua ions form polymers as the pH is raised.

As the pH of a solution is increased, the aqua ions of metals that have basic or amphoter-
ic oxides generally undergo polymerization and precipitation. Because the precipitation
occurs quantitatively at a pH characteristic of each metal, one application of this behav-
iour is the separation of metal ions,.

With the exception of Be?* (which is amphoteric), the elements of Groups 1 and 2 have
no important solution species beyond the aqua ions M*(aq) and M?*(aq). By contrast, the
solution chemistry of the elements becomes very rich as the amphoteric region of the peri-
odic table is approached. The two most common examples are polymers formed by Fe(III)
and AI(III), both of which are abundant in the Earth’s crust. In acidic solutions, both form
octahedral hexaaqua ions, [AI(OH,) ** and [Fe(OH,) J**. In solutions of pH > 4, both
precipitate as gelatinous hydrous oxides:

[Fe(OH,) J*(aq) + (3 + n) H,O(l) - Fe(OH),.#nH,0(s) + 3H,0%(aq)
[AI(OH,) *(aq) + (3 + n) H,O(l) — Al(OH),.#H,O(s) + 3H,0*(aq)

The precipitated polymers, which are often of colloidal dimensions (between 1 nm and
1 pm), slowly crystallize to stable mineral forms. The extensive network structure of
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aluminium polymers, which are neatly packed in three dimensions, contrasts with the
linear polymers of their iron analogues.

Polyoxoanion formation from oxoanions occurs by protonation of an O atom and its
departure as H,0:

2[CrO,J*(aq) + 2H,0"(aq) ~ [0,CrOCrO,]*(aq) + 3H,0(l)

The importance of polyoxo anions can be judged by the fact that they account for most
of the mass of oxygen in the Earth’s crust, as they include almost all silicate minerals.
They also include the phosphate polymers (such as ATP (11)) used for energy transfer in
living cells.

The formation of polyoxoanions is important for early d-block ions, particularly V(V),
Mo(VI), W(VI), and (to a lesser extent) Nb(V), Ta(V), and Cr(VI); see Section 19.8. They
are formed when base is added to aqueous solutions of the ions or oxides in high oxida-
tion states. Polyoxoanions are also formed by some nonmetals, but their structures are
different from those of their d-metal analogues. The common species in solution are rings
and chains. The silicates are very important examples of polymeric oxoanions, and we
discuss them in detail in Chapter 14. One example of a polysilicate mineral is MgSiO,,
which contains an infinite chain of SiO2~ units. In this section we illustrate some features
of polyoxoanions using phosphates as examples.

The simplest condensation reaction, starting with the orthophosphate ion, PO}, is

o] 0 )4
I I

2P0, +6H" — HO—Fi’—O—FI’—OH +H20
OH OH

The elimination of water consumes protons and decreases the average charge number of
each P atom to -2. If each phosphate group is represented as a tetrahedron with the O
atoms located at the corners, the diphosphate ion, P,O%~ (12), can be drawn as (13). Phos-
phoric acid can be prepared by hydrolysis of the solid phosphorus(V) oxide, P,O, . An ini-
tial step using a limited amount of water produces a metaphosphate ion with the formula
P,O} (14). This reaction is only the simplest among many, and the separation of products
from the hydrolysis of phosphorus(V) oxide by chromatography reveals the presence of
chain species with from one to nine P atoms. Higher polymers are also present and can be
removed from the column only by hydrolysis. Figure 4.8 is a schematic representation of
a two-dimensional paper chromatogram: the upper spot sequence corresponds to linear
polymers and the lower sequence corresponds to rings. Chain polymers of formula P, with
n = 10 to 50 can be isolated as mixed amorphous glasses analogous to those formed by
silicates (Section 14.15).

The polyphosphates are biologically important. At physiological pH (close to 7.4), the
P-O-P entity is unstable with respect to hydrolysis. Consequently, its hydrolysis can serve
as a mechanism for providing the energy to drive a reaction (the Gibbs energy). Similarly,
the formation of the P-O-P bond is a means of storing Gibbs energy. The key to energy

11b ADP3-

11a ATP*- 12 P,OF
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exchange in metabolism is the hydrolysis of adenosine triphosphate, ATP (11a), to adenosine
diphosphate, ADP (11b):

ATP*+ + 2H,0 - ADP* + HPO > + H,O" A G* = —41 k] mol™ at pH = 7.4

Energy flow in metabolism depends on the subtle construction of pathways to make ATP
from ADP. The energy is used metabolically by pathways that have evolved to exploit the
delivery of a thermodynamic driving force resulting from the hydrolysis of ATP.

4.8 Nonaqueous solvents

Not all proton transfer reactions take place in aqueous media. Nonaqueous solvents can
be selected for reactions of molecules that are readily hydrolyzed, to avoid levelling by
water, or to enhance the solubility of a solute. Nonaqueous solvents are often selected on
the basis of their liquid range and relative permittivity. Some physical properties of some
common nonaqueous solvents are given in Table 4.4. The solvent system definition of acids
and bases applies to both protic and aprotic nonaqueous solvents.

(a) Liquid ammonia

Key points: Liquid ammonia is a useful nonaqueous solvent. Many reactions in liquid ammonia are
analogous to those in water.

Liquid ammonia is widely used as a nonaqueous solvent. It boils at —=33°C at 1 atm and,
despite a somewhat lower relative permittivity (¢, = 22) than that of water, it is a good
solvent for inorganic compounds such as ammonium salts, nitrates, cyanides, and thiocya-
nides, and organic compounds such as amines, alcohols, and esters. It closely resembles the
aqueous system as can be seen from the autoionization

2NH,(l) &= NH/(sol) + NH, (sol)

Solutes that increase the concentration of NH;, the solvated proton, are acids. Solutes that
decrease the concentration of NH; or increase the concentration of NH; are defined as
bases. Thus, ammonium salts are acids in liquid ammonia and amines are bases.

Liquid ammonia is a more basic solvent than water and enhances the acidity of many
compounds that are weak acids in water. For example, acetic acid is almost completely

ionized in liquid ammonia:
CH,COOH(sol) + NH,(I) = NH; (sol) + CH,CO,(aq)

Many reactions in liquid ammonia are analogous to those in water. The following acid—
base neutralization can be carried out:

NH,Cl(sol) + NaNH,(sol) > NaCl(sol) + 2NH (I)

Liquid ammonia is a very good solvent for alkali and alkali earth metals, with the excep-
tion of beryllium. The alkali metals are particularly soluble and 336 g of caesium can be
dissolved in 100 g of liquid ammonia at —50°C. The metals can be recovered by evaporating
the ammonia. These solutions are very conducting and are blue when dilute and bronze
when concentrated. Electron paramagnetic resonance spectra (Section 8.6) show that the

Table 4.4 Physical properties of some nonaqueous solvents

Solvent Melting point/°C Boiling point/°C Relative permittivity
liquid ammonia - 777 -335 239(at-33°C)
Glacial acetic acid 16.7 117.9 6.15

Sulfuric acid 10.4 290 (decomposes) 100

Hydrogen fluoride —83.4 19.5 80

Ethanol —1145 78.3 24.55

Dinitrogen tetroxide =112 211 242

Bromine trifluoride 8.8 125.8 107

Dimethyl sulfoxide (DMSO) 18.5 189 46.45
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solutions contain unpaired electrons. The blue colour typical of the solutions is the outcome
of a very broad optical absorption band in the near IR with a maximum near 1500 nm. The
metal is ionized in ammonia solution to give ‘solvated electrons’:
NH; (!
Na(s) 50 Na*(sol) + e(sol)

The blue solutions survive for long times at low temperature but decompose slowly to give
hydrogen and sodium amide, NaNH,. The exploitation of the blue solutions to produce
compounds called ‘electrides’ is discussed in Section 11.13.

(b) Hydrogen fluoride

Key point: Hydrogen fluoride is a reactive toxic solvent that is highly acidic.

Liquid hydrogen fluoride (bp 19.5°C) is an acidic solvent with a relative permittivity
(g = 84 at 0°C) comparable to that of water (& = 78 at 25°C). It is a good solvent for ionic
substances. However, as it is both highly reactive and toxic, it presents handling problems,
including its ability to etch glass. In practice, liquid hydrogen fluoride is usually contained
in polytetrafluoroethylene and polychlorotrifluoroethylene vessels. Hydrogen fluoride is
particularly hazardous because it penetrates tissue rapidly and interferes with nerve func-
tion. Consequently, burns may go undetected and treatment may be delayed. It can also
etch bone and reacts with calcium in the blood.

Liquid hydrogen fluoride is a highly acidic solvent as it has a high autoprotolysis con-
stant and produces solvated protons very readily (Section 4.1(b)):

3HE(l) > H,F*(sol) + HF;(sol)

Although the conjugate base of HF is formally F-, the ability of HF to form a strong
hydrogen bond to F- means that the conjugate base is better regarded as the bifluoride ion,
HEF;. Only very strong acids are able to donate protons and function as acids in HEF, for
example fluorosulfonic acid:

HSO,F(sol) + HE(l) = H,F*(sol) + SO F-(sol)

Organic compounds such as acids, alcohols, ethers, and ketones can accept a proton and
act as bases in HF(I). Other bases increase the concentration of HF, to produce basic
solutions:

CH,COOH(1) + 2 HF(l) = CH,C(OH); (sol) + HF; (sol)

In this reaction acetic acid, an acid in water, is acting as a base.
Many fluorides are soluble in liquid HF as a result of the formation of the HF; ion; for
example

LiF(s) + HF(l) = Li*(sol) + HF;(sol)

(c) Anhydrous sulfuric acid

Key point: The autoionization of anhydrous sulfuric acid is complex, with several competing side
reactions.

Anhydrous sulfuric acid is an acidic solvent. It has a high relative permittivity and is vis-
cous because of extensive hydrogen bonding (Section 10.6). Despite this association the
solvent is appreciably autoionized at room temperature. The major autoionization is

2H,50,(1) = H,50(sol) + HSO;(sol)
However, there are secondary autoionizations and other equilibria, such as
H,S0,(1) = H,0(sol) + SO, (sol)
H,O(sol) + H,SO,(I) = H,0*(sol) + HSO;(sol)
SO,(sol) + H,SO,(I) = H,S,0_(sol)
H,S,0_(sol) + H,SO,(lI) = H,SO; (sol) + HS,0(sol)

The high viscosity and high level of association through hydrogen bonding would usually
lead to low ion mobilities. However, the mobilities of H,SO; and HSO; are comparable to



those of H,O* and OH" in water, indicating that similar proton transfer mechanisms are
taking place. The main species taking part are H,SO,” and HSO;:
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Most strong oxo acids accept a proton in anhydrous sulfuric acid and are thus bases:
H.PO,(sol) + H,SO,(I) = H, PO/ (sol) + HSO;(sol)

An important reaction is that of nitric acid with sulfuric acid to generate the nitronium
ion, NO;, which is the active species in aromatic nitration reactions:

HNO,(sol) + 2H,5S0O,(I) = NOj (sol) + H,0(sol) + 2HSO;(sol)

Some acids that are very strong in water act as weak acids in anhydrous sulfuric acids, for
example perchloric acid, HCIO,, and fluorosulfuric acid, HFSO,.

(d) Dinitrogen tetroxide

Key point: Dinitrogen tetroxide autoionizes by two reactions. The preferred route can be enhanced by
addition of electron-pair donors or acceptors.

Dinitrogen tetroxide, N,O,, has a narrow liquid range with a freezing point at -11.2°C
and boiling point of 21.2°C. Two autoionization reactions occur:

N,O,(I) = NO*(sol) + NOz(sol)

N,O, () = NO; (sol) + NO;(sol)
The first autoionization is enhanced by addition of electron pair donors (which in the next
section we see to be ‘Lewis bases’), such as diethyl ether:

N,O,(l) + :X = XNO*(sol) + NO;(sol)

Electron pair acceptors (‘Lewis acids’; see the next section) such as BF, enhance the second
autoionization reaction:

N,O,() + BE(sol) = NO(sol) + F,BNO;(sol)

Dinitrogen tetroxide has a low relative permittivity and is not a very useful solvent for
inorganic compounds. It is, however, a good solvent for many esters, carboxylic acids,
halides, and organic nitro compounds.

Lewis acidity
Key points: A Lewis acid is an electron pair acceptor; a Lewis base is an electron pair donor.

The Bronsted-Lowry theory of acids and bases focuses on the transfer of a proton between
species. The solvent system generalizes the Bronsted—Lowry theory to include the transfer
of cationic and anionic species other than protons. Whereas both definitions are more
general than any that preceded them, they still fail to take into account reactions between
substances that show similar features but in which no proton or other charged species is
transferred. This deficiency was remedied by a more general theory of acidity introduced
by G.N. Lewis in the same year as Bronsted and Lowry introduced theirs (1923). Lewis’s
approach became influential only in the 1930s.

A Lewis acid is a substance that acts as an electron pair acceptor. A Lewis base is a sub-
stance that acts as an electron pair donor. We denote a Lewis acid by A and a Lewis base

Lewis acidity
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by :B, often omitting any other lone pairs that may be present. The fundamental reaction
of Lewis acids and bases is the formation of a complex (or adduct), A-B, in which A and
:B bond together by sharing the electron pair supplied by the base.

A note on good practice The terms ‘Lewis acid’ and ‘Lewis base' are used in discussions of the equilibrium
properties of reactions. In the context of reaction rates, an electron pair donor is called a nucleophile and
an electron acceptor is called an electrophile.

4.9 Examples of Lewis acids and bases

Key points: Brgnsted acids and bases exhibit Lewis acidity and basicity; the Lewis definition can be
applied to aprotic systems.

A proton is a Lewis acid because it can attach to an electron pair, as in the formation of NH
from NH,. It follows that any Brensted acid, as it provides protons, exhibits Lewis acidity
too. Note that the Bronsted acid HA is the complex formed by the Lewis acid H* with the
Lewis base A~. We say that a Brensted acid exhibits Lewis acidity rather than that a Bronsted
acid is a Lewis acid. All Brensted bases are Lewis bases because a proton acceptor is also an
electron pair donor: an NH, molecule, for instance, is a Lewis base as well as a Bronsted base.
Therefore, the whole of the material presented in the preceding sections of this chapter can be
regarded as a special case of Lewis’s approach. However, because the proton is not essential
to the definition of a Lewis acid or base, a wider range of substances can be classified as acids
and bases in the Lewis scheme than can be classified in the Brensted scheme.

We meet many examples of Lewis acids later, but we should be alert to the following
possibilities:

1. A molecule with an incomplete octet of valence electrons can complete its octet by
accepting an electron pair.
A prime example is B(CH,),, which can accept the lone pair of NH, and other donors:

Me H Me\ H
/
B N, e Medpn
Me Me \VH M / VH
e H

Hence, B(CH,), is a Lewis acid.

2. A metal cation can accept an electron pair supplied by the base in a coordination compound.
This aspect of Lewis acids and bases is treated at length in Chapters 7 and 20. An
example is the hydration of Co**, in which the lone pairs of H,O (acting as a Lewis
base) donate to the central cation to give [Co(OH,),]**. The Co** cation is therefore
the Lewis acid.

3. A molecule or ion with a complete octet may be able to rearrange its valence electrons
and accept an additional electron pair.
For example, CO, acts as a Lewis acid when it forms HCO; by accepting an electron
pair from an O atom in an OH" ion:

2 i

i -

c + OH " _ Co
‘(‘) (e} B

4. A molecule or ion may be able to expand its valence shell (or simply be large enough) to
accept another electron pair. An example is the formation of the complex [SiF ]*~ when
two F~ions (the Lewis bases) bond to SiF, (the acid).

F

| |

- e B

F/B»‘l’:F +F F &

This type of Lewis acidity is common for the halides of the heavier p-block elements,
such as SiX,, AsX,, and PX, (with X a halogen).



EXAMPLE 4.9 Identifying Lewis acids and bases

Identify the Lewis acids and bases in the reactions (a) BrfF, + F~ = BrF, (b) KH + H,0 = KOH + H,.

Answer We need to identify the electron pair acceptor (the acid) and the electron pair donor (the base). (a)
The acid BrF, accepts a pair of electrons from the base F. Therefore BrF, is a Lewis acid and F~ is a Lewis
base. (b) The ionic hydride complex KH provides H™, which displaces H" from water to give H, and OH".
The net reaction is

H-+ H,0 > H, + OH-
If we think of this reaction as
H-+ H*:0H- — HH + :OH-

we see that H™ provides a lone pair and is therefore a Lewis base. It reacts with H,0 to drive out OH",
another Lewis base.

Selftest 4.9 Identify the acids and bases in the reactions (a) FeCl, + CI~ — FeCl_, (b) I” + I, = I

4.10 Group characteristics of Lewis acids

An understanding of the trends in Lewis acidity and basicity enables us to predict the out-
come of many reactions of the s- and p-block elements.

(a) Lewis acids and bases of the s-block elements

Key point: Alkali metal ions act as Lewis acids with water, forming hydrated ions.

The existence of hydrated alkali metal ions in water can be regarded as an aspect of their
Lewis acid character, with H,O the Lewis base. Alkali metal ions do not act as Lewis bases
but their fluorides act as a source of the Lewis base F~ and form fluoride complexes with
Lewis acids, such as SF;:

CsF + SF, > Cs*[SF |-

The Be atom in beryllium dihalides acts as a Lewis acid by forming a polymeric chain
structure in the solid state (15). In this structure, a o bond is formed when a lone pair of
electrons of a halide ion, acting as a Lewis base, is donated into an empty sp? hybrid orbital
on the Be atom. The Lewis acidity of beryllium chloride is also demonstrated by the forma-
tion of adducts such as BeCl2~ (16).

(b) Group 13 Lewis acids

Key points: The ability of boron trihalides to act as Lewis acids generally increases in the order
BF, < BCl, < BBr,; aluminium halides are dimeric in the gas phase and are used as catalysts in solution.

The planar molecules BX, and AIX, have incomplete octets, and the vacant p orbital per-
pendicular to the plane (17) can accept a lone pair from a Lewis base:

X Me X Me
| / 1 /
87 N — XN,
X X »Me / N Me
Me X Me

The acid molecule becomes pyramidal as the complex is formed and the B-X bonds bend
away from their new neighbours.

The order of thermodynamic stability of complexes of :N(CH,), with BX_ is BF, < BCL,
< BBr.. This order is opposite to that expected on the basis of the relative electronegativi-
ties of the halogens: an electronegativity argument would suggest that F, the most electron-
egative halogen, ought to leave the B atom in BF, most electron deficient and hence able
to form the strongest bond to the incoming base. The currently accepted explanation is
that the halogen atoms in the BX, molecule can form n bonds with the empty B2p orbital
(18), and that these  bonds must be disrupted to make the acceptor orbital available for
complex formation. The 1t bond also favours the planar structure of the molecule, a struc-
ture that must be converted into tetrahedral in the adduct. The small F atom forms the
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y

Figure 4.9 The catalytic cycle for the
Friedel-Crafts alkylation reaction.

strongest 7 bonds with the B2p orbital: recall that p—p 7 bonding is strongest for Period 2
elements, largely on account of the small atomic radii of these elements and the significant
overlap of their compact 2p orbitals (Section 2.5). Thus, the BF, molecule has the strongest
7 bond to be broken when the amine forms an N-B bond.

Boron trifluoride is widely used as an industrial catalyst. Its role is to extract bases
bound to carbon and hence to generate carbocations:

i i SO
/ /4

B._ + XC, FB-x + _c.

F \R ¢ R R

Boron trifluoride is a gas at room temperature and pressure, but it dissolves in diethyl
ether to give a solution that is convenient to use. This dissolution is also an aspect of Lewis
acid character because, as BF, dissolves, it forms a complex with the :O atom of a solvent
molecule.

Aluminium halides are dimers in the gas phase; aluminium chloride, for example, has
molecular formula ALCI, in the vapour state (19). Each Al atom acts as an acid towards a
Cl atom initially belonging to the other Al atom. Aluminium chloride is widely used as a
Lewis acid catalyst for organic reactions. The classic examples are Friedel-Crafts alkylation
(the attachment of R* to an aromatic ring) and acylation (the attachment of RCO) during
which AICI; is formed. The catalytic cycle is shown in Fig. 4.9.

(c) Group 14 Lewis acids

Key points: Group 14 elements other than carbon exhibit hypervalence and act as Lewis acids by
becoming five- or six-coordinate; tin(l1) chloride is both a Lewis acid and a Lewis base.

Unlike carbon, a Si atom can expand its valence shell (or is simply large enough) to become
hypervalent. For example, a five-coordinate trigonal bipyramidal structure is possible (20).
A representative Lewis acid-base reaction is that of SiF, with two F~ions:

2_
i FE
B F- ———> F BF
FovE T ‘]
F F F

Germanium and tin fluorides can react similarly. Because the Lewis base F-, aided by a
proton, can displace O* from silicates, hydrofluoric acid is corrosive towards glass (SiO,).
The trend in acidity for SiX,, which follows the order Sil, < SiBr, < SiCl, < SiF,, correlates
with the increase in the electron-withdrawing power of the halogen from I to F and is the
reverse of that for BX..

Tin(II) chloride is both a Lewis acid and a Lewis base. As an acid, SnCl, combines with
CI- to form SnCI; (21). This complex retains a lone pair, and it is sometimes more revealing
to write its formula as :SnCI. It acts as a base to give metal-metal bonds, as in the com-
plex (CO),Mn-SnCl, (22). Compounds containing metal-metal bonds are currently the
focus of much attention in inorganic chemistry, as we see later in the text (Section 19.11).
Tin(IV) halides are Lewis acids. They react with halide ions to form SnX?=:

SnCl, + 2Cl- > SnCI2-

The strength of the Lewis acidity follows the order SnF, > SnCl, > SnBr, > Snl,.

EXAMPLE 4.10 Predicting the relative Lewis basicity of compounds

Rationalize the following relative Lewis basicities: (a) (H,Si),0 < (H,C),0; (b) (H,Si),N < (H,C),N.

Answer Nonmetallic elements in Period 3 and later can expand their valence shells by delocalization of the
O or N lone pairs to create multiple bonds (O and N are thus acting as m-electron donors). The silyl ether
and silyl amine are therefore the weaker Lewis bases in each pair.

Selftest 4.10 Given that T bonding between Si and the lone pairs of N is important, what difference in
structure between (H,Si),N and (H,C),N do you expect?




(d) Group 15 Lewis acids

Key points: Oxides and halides of the heavier Group 15 elements act as Lewis acids.

Phosphorus pentafluoride is a strong Lewis acid and forms complexes with ethers and
amines. The heavier elements of the nitrogen group (Group 15) form some of the most im-
portant Lewis acids, SbF, being one of the most widely studied compounds. The reaction
with HF produces a superacid (Section 4.15)

|‘: F F ‘
F S‘bQF +2HF ———> F SbF +HF
LF F e

(e) Group 16 Lewis acids

Key points: Sulfur dioxide can act as a Lewis acid by the formation of a complex; to act as a Lewis base,
the SO, molecule can donate either its S or its O lone pair to a Lewis acid.

Sulfur dioxide is both a Lewis acid and a Lewis base. Its Lewis acidity is illustrated by the
formation of a complex with a trialkylamine acting as a Lewis base:

R 0, R
19 N N I \S*N/.
S VR /~ VR
0 R (6]

To act as a Lewis base, the SO, molecule can donate either its S or its O lone pair to a
Lewis acid. When SbF, is the acid, the O atom of SO, acts as the electron pair donor, but
when Ru(Il) is the acid, the S atom acts as the donor (23).

Sulfur trioxide is a strong Lewis acid and a very weak (O donor) Lewis base. Its acidity
is illustrated by the reaction

{0 R 0\ R

/) /

s, > 9N,
(0] (0] VR / VR
R o R

A classic aspect of the acidity of SO, is its highly exothermic reaction with water in the
formation of sulfuric acid. The resulting problem of having to remove large quantities of
heat from the reactor used for the commercial production of sulfuric acid is alleviated
by exploiting the Lewis acidity of sulfur trioxide further to carry out the hydration by
a two-stage process. Before dilution, sulfur trioxide is dissolved in sulfuric acid to form
the mixture known as oleum. This reaction is an example of Lewis acid—base complex

formation:
o >~
Il /\ Ox s/o 0
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/o\
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The resulting H,S,0, can then be hydrolyzed in a less exothermic reaction:

H,$,0, + H,0 > 2H,S0,

(f) Halogens as Lewis acids

Key point: Bromine and iodine molecules act as mild Lewis acids.

Lewis acidity is expressed in an interesting and subtle way by Br, and I,, which are both
strongly coloured. The strong visible absorption spectra of Br, and I, arise from transi-
tions to low-lying unfilled antibonding orbitals. The colours of the species therefore sug-
gest that the empty orbitals may be low enough in energy to serve as acceptor orbitals in
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Figure 4.10 The interaction of Br, with the carbonyl group of propanone. (a) The structure of (CH,),COBr,
shown by X-ay diffraction. (b) The orbital overlap responsible for the complex formation. (c) A partial
molecular orbital energy level diagram for the ¢ and 6" orbitals of Br, with the appropriate combinations of
the sp? orbitals on the two O atoms. The charge transfer transition is labelled CT.

Lewis acid-base complex formation.’ Iodine is violet in the solid and gas phases, and in
nondonor solvents such as trichloromethane. In water, propanone (acetone), or ethanol,
all of which are Lewis bases, iodine is brown. The colour changes because a solvent—sol-
ute complex is formed from the lone pair of donor molecule O atoms and a low-lying o *
orbital of the dihalogen.

The interaction of Br, with the carbonyl group of propanone is shown in Fig. 4.10. The
illustration also shows the transition responsible for the new absorption band observed
when a complex is formed. The orbital from which the electron originates in the transi-
tion is predominantly the lone pair orbital of the base (the ketone). The orbital to which
the transition occurs is predominantly the LUMO of the acid (the dihalogen). Thus, to a
first approximation, the transition transfers an electron from the base to the acid and is
therefore called a charge-transfer transition.

The triiodide ion, I, is an example of a complex between a halogen acid (I,) and a halide
base (I"). One of the applications of its formation is to render molecular iodine soluble in
water so that it can be used as a titration reagent:

L(s) + I'(aq) = [(aq) K =725

The triiodide ion is one example of a large class of polyhalide ions (Section 17.8).

Reactions and properties of Lewis acids and bases

Reactions of Lewis acids and bases are widespread in chemistry, the chemical industry,
and biology. For example, cement is made by grinding together limestone (CaCO,) and a
source of aluminosilicates, such as clay, shale, or sand, which are then heated to 1500°C
in a rotary cement kiln. The limestone is heated and decomposes to lime (CaO), which
reacts with the silicates to form molten calcium silicates of varying compositions such as
Ca,SiO,, Ca SiO, and Ca,ALO,.

2Ca0(s) + SiO,(s) = Ca,SiO(s)

In industry carbon dioxide is removed from flue gas in order to reduce atmospheric emis-
sions and to supply the demands of the soft drinks industry. This is achieved by using
liquid amine scrubbers.

2RNH,(aq) + CO,(g) + H,0(l) > (RNH,),CO,(aq)

5 The terms donor-acceptor complex and charge-transfer complex were at one time used to denote these
complexes. However, the distinction between these complexes and the more familiar Lewis acid—base
complexes is arbitrary and in the current literature the terms are used more or less interchangeably.
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The toxicity of carbon monoxide to animals is an example of a Lewis acid—base reaction.
Normally, oxygen forms a bond to the Fe(II) atom of haemoglobin and does so reversibly.
Carbon monoxide is a much better Lewis acid than O, and forms a strong, almost irrevers-
ible, bond to the iron(Il) site of haemoglobin:

Hb-Fe" + CO — Hb-Fe"CO

All reactions between d-block metal atoms or ions to form coordination compounds
(Chapter 7) are examples of reactions between a Lewis acid and a Lewis base:

Ni2*(aq) + 6 NH, - [Ni(NH,) J**

Friedel-Crafts alkylations and acylations are widely used in synthetic organic chemistry.
They require a strong Lewis acid catalyst such as AICI, or FeCl,

catalyst X
+ RCI ————— + HCI
\7

The first step is the reaction between the Lewis acid and the alkyl halide:
RCI + AICIL, - R* + [AICL]-

4.11 The fundamental types of reaction

Lewis acids and bases undergo a variety of characteristic reactions. The simplest Lewis
acid-base reaction in the gas phase or noncoordinating solvents is complex formation:

A+:B—~>A-B

Two examples are

F H R H
| / F//\ /
- B\ + /) 7 B '/
F VH / VH
H F
0 Me 0 Me
g + 0 oY ¢
—_— ’
o o \ S
Me 0 Me
A A-B B
Both reactions involve Lewis acids and bases that are independently stable in the gas phase
or in solvents that do not form complexes with them. Consequently, the individual species
(as well as the complexes) may be studied experimentally.
Figure 4.11 shows the interaction of orbitals responsible for bonding in Lewis com-
plexes. The exothermic character of the formation of the complex stems from the fact that
the newly formed bonding orbital is populated by the two electrons supplied by the base T
whereas the newly formed antibonding orbital is left unoccupied. As a result, there is a net | LUMO HOMO
lowering of energy when the bond forms. g
c
w

(a) Displacement reactions

Key point: In a displacement reaction, an acid or base drives out another acid or base from a Lewis
complex.

A displacement of one Lewis base by another is a reaction of the form

B-A +:B" > B: + A-B’

An example is .
Acid Complex  Base

Me F = E — Me Figure 4.11 The molecular orbital

o B/ + N \B*N + g representation of the orbital interactions
Me \F N\ 7/ Fy N/ \M responsible for formation of a complex
© F F € between Lewis acid A and Lewis base :B.
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All Bronsted proton transfer reactions are of this type, as in
HS~(aq) + H,O(I) > $*(aq) + H,0"(aq)

In this reaction, the Lewis base H,O displaces the Lewis base 5~ from its complex with the
acid H*. Displacement of one acid by another,

A" +B-A>A-B+A

is also possible, as in the reaction

F F H
F/,\ /
_B._ +NHCI — B—N_  +HCI
FFOOF S T

In the context of d-metal complexes, a displacement reaction in which one ligand is driven
out of the complex and is replaced by another is generally called a substitution reaction
(Section 21.1).

(b) Metathesis reactions

Key point: A metathesis reaction is a displacement reaction assisted by the formation of another
complex.

A metathesis reaction (or ‘double displacement reaction’) is an interchange of partners:®
A-B+ A'-B’ > A-B' + A’-B

The displacement of the base :B by :B’ is assisted by the extraction of :B by the acid A’. An
example is the reaction

Ll \ M \
" Bl + Bk —_— M B —Br +§
7] / 7] /
Here the base Br- displaces I, and the extraction is assisted by the formation of the less
soluble Agl.

4.12 Hard and soft acids and bases

The proton (H*) was the key electron pair acceptor in the discussion of Brensted acid and
base strengths. When considering Lewis acids and bases we must allow for a greater variety
of acceptors and hence more factors that influence the interactions between electron pair
donors and acceptors in general.

(a) The classification of acids and bases

Key points: Hard and soft acids and bases are identified empirically by the trends in stabilities of
the complexes that they form: hard acids tend to bind to hard bases and soft acids tend to bind to
soft bases.

It proves helpful when considering the interactions of Lewis acids and bases containing
elements drawn from throughout the periodic table to consider at least two main classes
of substance. The classification of substances as ‘hard’ and ‘soft’ acids and bases was in-
troduced by R.G. Pearson; it is a generalization—and a more evocative renaming—of the
distinction between two types of behaviour that were originally named simply ‘class @’ and
‘class b’ respectively, by S. Ahrland, J. Chatt, and N.R. Davies.

The two classes are identified empirically by the opposite order of strengths (as meas-
ured by the equilibrium constant, K,, for the formation of the complex) with which they
form complexes with halide ion bases:

e Hard acids bond in the order: I < Br- < CI- < F.
e Soft acids bond in the order: F- < Cl- < Br < I".

¢ The name metathesis comes from the Greek word for exchange.
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Figure 4.12 shows the trends in K, for complex formation with a variety of halide ion
bases. The equilibrium constants increase steeply from F- to I when the acid is Hg?", in-
dicating that Hg?* is a soft acid. The trend is less steep but in the same direction for Pb?*,
which indicates that this ion is a borderline soft acid. The trend is in the opposite direc-
tion for Zn?*, so this ion is a borderline hard acid. The steep downward slope for AI>*
indicates that it is a hard acid. A useful rule of thumb is that small cations, which are not
easily polarized, are hard and form complexes with small anions. Large cations are more
polarizable and are soft.

For AI’*, the binding strength increases as the electrostatic parameter (¢ = z%/r) of the
anion increases, which is consistent with an ionic model of the bonding. For Hg?*, the
binding strength increases with increasing polarizability of the anion. These two correla-
tions suggest that hard acid cations form complexes in which simple Coulombic, or ionic,
interactions are dominant, and that soft acid cations form more complexes in which cova-
lent bonding is important.

A similar classification can be applied to neutral molecular acids and bases. For exam-
ple, the Lewis acid phenol forms a more stable complex by hydrogen bonding to (C,H;),O:
than to (C,H,),S:. This behaviour is analogous to the preference of AI** for F~ over CI-. By
contrast, the Lewis acid I, forms a more stable complex with (C,H,),S:. We can conclude
that phenol is hard whereas I, is soft.

In general, acids are identified as hard or soft by the thermodynamic stability of the
complexes they form, as set out for the halide ions above and for other species as follows:

* Hard acids bond in the order: R,.P << R,N, R,S << R,0.
* Soft acids bond in the order: R,0 << R,S,R N << R.P.

Bases can also be defined as soft or hard. Bases such as halides and oxoanions are classified
as hard because ionic bonding will be predominant in most of the complexes they form.
Many soft bases bond through a carbon atom, such as CO or CN~. In addition to donating
electron density to the metal through a o interaction, these small multiply bonded ligands
are able to accept electron density through the low-lying empty n orbitals (the LUMO)
present on the base (See Chapter 2). The bonding is, consequently, predominantly covalent
in character. As these soft bases are able to accept electron density into m orbitals they are
known as 7 acids. The nature of this bonding will be explored in Chapter 20.
It follows from the definition of hardness that:

e Hard acids tend to bind to hard bases.
e Soft acids tend to bind to soft bases.

When species are analysed with these rules in mind, it is possible to identify the classifica-
tion summarized in Table 4.5.

(b) Interpretation of hardness

Key points: Hard acid-base interactions are predominantly electrostatic; soft acid-base interactions
are predominantly covalent.

Table 4.5 The classification of Lewis acids and bases*

Hard Borderline Soft
B
H*, Li*, Na*, K* Fe?*, Co*, Ni** Cu', Au*, Ag*, TI*, Hg2*
Be?*, Mg?*, Ca’* Cu?*, Zn**, Pb?* Pd?*, Cd?*, Pt2*, Hg**
Cr?t, Crt, AR SO,, BBr, BH,

SO, BF,

Bases

F~, OH~, H,0, NH, NO3,50%",Br~ H™ R™ CN7, CO, I7
C0%~,NO3,0% N3N, SCN-, R,P. C.H,
S0%~.P03-,Clo; C,H,N, SCN~ R,S

* The underlined element is the site of attachment to which the classification refers.
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F~ ClI— Br— I™
Figure 4.12 The trends in stability
constants for complex formation with a
variety of halide ion bases. Hard ions are
indicated by the blue lines, soft ions by the
red line. Borderline hard or borderline soft
ions are indicated by green lines.
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The bonding between hard acids and bases can be described approximately in terms
of ionic or dipole-dipole interactions. Soft acids and bases are more polarizable than
hard acids and bases, so the acid-base interaction has a more pronounced covalent
character.

Although the type of bond formation is a major reason for the distinction between the
two classes, there are other contributions to the Gibbs energy of complex formation and
hence to the equilibrium constant. Important factors are:

1) Competition with the solvent in reactions in solution.

2) The rearrangement of the substituents of the acid and base that may be necessary to
permit formation of the complex.

3) Steric repulsion between substituents on the acid and the base.

Any of these contributions can have a marked effect on the outcome of a reaction.

It is important to note that although we associate soft acid/soft base interactions with
covalent bonding, the bond itself may be surprisingly weak. This point is illustrated by
reactions involving Hg?*, a representative soft acid. The metathesis reaction

Bel, + HgF, — BeF, + Hgl,

is exothermic, as predicted by the hard-soft rule. The bond dissociation energies (in kilo-
joules per mole) measured for these molecules in the gas phase are.

Be-F 632  Hg-F 268
Be-I 289  Hg-I 145

Therefore, it is not the large Hg-I bond energy that ensures that the reaction is exothermic
but the especially strong bond between Be and F, which is an example of a hard-hard inter-
action. In fact an Hg atom forms only weak bonds to any other atom. In aqueous solution,
the reason why Hg?* forms a much more stable complex with iodide ions compared to
chloride ions is the much more favourable hydration energy of CI-.

(c) Chemical consequences of hardness

Key points: Hard-hard and soft-soft interactions help to systematize complex formation but must be
considered in the light of other possible influences on bonding.

The concepts of hardness and softness help to rationalize a great deal of inorganic
chemistry. For instance, they are useful for choosing preparative conditions and predicting
the directions of reactions, and they help to rationalize the outcome of metathesis reac-
tions. However, the concepts must always be used with due regard for other factors that
may affect the outcome of reactions. This deeper understanding of chemical reactions will
grow in the course of the rest of the book. For the time being we shall limit the discussion
to a few straightforward examples.

The classification of molecules and ions as hard or soft acids and bases helps to clarify
the terrestrial distribution of the elements described in Chapter 1. Hard cations such as
Lit, Mg?*, Ti**, and Cr" are found in association with the hard base O*. The soft cations
Cd?**, Pb**, Sb?*, and Bi** are found in association with the soft anions S>~, Se?-, and Te”".
The consequences of this correlation are discussed in more detail in Section 9.3.

Polyatomic anions may contain two or more donor atoms differing in their hard-soft
character. For example, the SCN- ion is a base that comprises both the harder N atom and
the softer S atom. The ion binds to the hard Si atom through N. However, with a soft acid,
such as a metal ion in a low oxidation state, the ion bonds through S. Platinum(II), for
example, forms Pt-SCN in the complex [Pt(SCN) >

4.13 Thermodynamic acidity parameters

Key points: The standard enthalpies of complex formation are reproduced by the E and C parameters
of the Drago-Wayland equation that reflect, in part, the ionic and covalent contributions to the bond
in the complex.

An important alternative to the hard—soft classification of acids and bases makes use
of an approach in which electronic and structural rearrangement, and steric effects are
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incorporated into a small set of parameters. The standard reaction enthalpies of complex ~ Table 4.6 Drago-Wayland parameters for
some acids and bases*

formation
A(g) + B(g) > A-B(g) A H?(A-B) E €
can be reproduced by the Drago—Wayland equation: Hle
A H*(A-B)/k] H—FEE +CC Antimony pentachloride 15.1 10.5
— — mo - =
r ATB ATB (4.11) Boron trifluoride 20.2 331
The parameters E and C were introduced with the idea that they represent ‘electrostatic’ lodine 205 205
and ‘covalent’ factors, respectively, but in fact they must accommodate all factors except . i o
solvation. The compounds for which the parameters are listed in Table 4.6 satisfy the R 0 onae ' '
equation with an error of less than =3 k] mol™, as do a much larger number of examples Phenol 886 090
in the original papers. Sulfur dioxide 1.88 165
B A brief illustration. From Table 4.6 we find £ = 20.2 and C= 3.31 for BF, and £ = 2.78 and Trichloromethane 618 032
C = 7.08 for NH,. The Drago-Wayland equation gives AH® = -[(20.2 x 2.78) + (3.31 x 7.08)] = Trimethylboron 12.6 3.48
-79.59 kJ mol ™", indicating an exothermic reaction for the formation of the aduct NH,BF_. m BlEEES
The Drago-Wayland equation is semiempirical but very successful and useful. In addition Acetone 202 467
to providing estimates of the enthalpies of complex formation for over 1500 complexes, Ammonia 278 708
these ethalpies can be C(Lmbined to c.alculz}tfi ;he entha}lpies (f)f d-i(siplaczrrl;ent apd metat{xe— B ene 0.57 121
sis reactions. Moreover, the equation is useful for reactions of acids and bases in nonpolar, Dimethylsulfide a0 IREeE
noncoordinating solvents as well as for reactions in the gas phase. The major limitation . '
is that the equation is restricted to substances that can conveniently be studied in the gas Dimethylsulfoxide 276 583
phase or in noncoordinating solvents; hence, in the main it is limited to neutral molecules. Methylamine 266 1200
p-Dioxane 223 4.87
4.14 Solvents as acids and bases Pyridine 239 1310
. - - Trimethylphosphine 17.2 13.40
The solvent system definition of acids and bases allows solutes to be defined as acids and = === 20 AR
bases by considering the autoionization products of the solvent. Most solvents are also * F and C parameters are often reported to give AH
either electron pair acceptors or donors and hence are either Lewis acids or bases. The in keal mol’; we have multiplied both by v(4.184) to
chemical consequences of solvent acidity and basicity are considerable, as they help to ac- obtain AH in ki mol™.

count for the differences between reactions in aqueous and nonaqueous media. It follows
that a displacement reaction often occurs when a solute dissolves in a solvent, and that the
subsequent reactions of the solution are also usually either displacements or metatheses.
For example, when antimony pentafluoride dissolves in bromine trifluoride, the following
displacement reaction occurs:

SbF (s) + BrF,(l) > BrF, (sol) + SbF_(sol)

In the reaction, the strong Lewis acid SbF, abstracts F~ from BrF,. A more familiar example
of the solvent as participant in a reaction is in Brensted theory. In this theory, the acid (H*)
is always regarded as complexed with the solvent, as in H,O* if the solvent is water, and
reactions are treated as the transfer of the acid, the proton, from a basic solvent molecule
to another base. Only the saturated hydrocarbons among common solvents lack signifi-
cant Lewis acid or base character.

(a) Basic solvents

Key points: Basic solvents are common; they may form complexes with the solute and participate in
displacement reactions.

Solvents with Lewis base character are common. Most of the well-known polar solvents,
including water, alcohols, ethers, amines, dimethylsulfoxide (DMSO, (CH,),SO), dimeth-
ylformamide (DMEF, (CH,),NCHO), and acetonitrile (CH,CN), are hard Lewis bases.
Dimethylsulfoxide is an interesting example of a solvent that is hard on account of its O
donor atom and soft on account of its S donor atom. Reactions of acids and bases in these
solvents are generally displacements:

0, Me H o) H Me
/ / \ / /
S*O*S\ + N\/H —_— SN, + O*S\
0/ Me H O/ M H Me
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EXAMPLE 4.11 Accounting for properties in terms of the Lewis basicity of solvents

Silver perchlorate, AgCIO,, is significantly more soluble in benzene than in alkane solvents. Account for this
observation in terms of Lewis acid-base properties.

Answer We need to consider how the solvent interacts with the solute. The 1t electrons of benzene, a soft
base, are available for complex formation with the empty orbitals of the cation Ag*, a soft acid. The Ag*
ion is thus solvated favourably by benzene. The species [Ag-C H,]* is the complex of the acid Ag* with Tt
electrons of the weak base benzene.

Selftest 4.11 Boron trifluoride, BF,, a hard acid, is often used in the laboratory as a solution in diethyl
ether, (C,H,),0:, a hard base. Draw the structure of the complex that results from the dissolution of BF (g)
in (C,H,),0().

(b) Acidic and neutral solvents

Key points: Hydrogen bond formation is an example of Lewis complex formation; other solvents may
also show Lewis acid character.

Hydrogen bonding (Section 10.6) can be regarded as an example of complex formation.
The ‘reaction’ is between A-H (the Lewis acid) and :B (the Lewis base) and gives the com-
plex conventionally denoted A-H ... B. Hence, many solutes that form hydrogen bonds
with a solvent can be regarded as dissolving because of complex formation. A consequence
of this view is that an acidic solvent molecule is displaced when proton transfer occurs:

H /H /HT+
O—H--N, +H0* ————> H—N, +2H,0
\lilH \|:|H

A—B A'B' A—B AB'

Liquid sulfur dioxide is a good soft acidic solvent for dissolving the soft base benzene.
Unsaturated hydrocarbons may act as acids or bases by using their m or n* orbitals as
frontier orbitals. Alkanes with electronegative substituents, such as haloalkanes (for exam-
ple, CHCIl,), are significantly acidic at the hydrogen atom. Saturated fluorocarbon solvents
lack Lewis acid and base properties.

Applications of acid-base chemistry

The Bronsted and Lewis definitions of acids and bases do not have to be considered separ-
ately from each other. In fact, many applications of acid-base chemistry utilize both Lewis
and Brensted acids or bases simultaneously.

4.15 Superacids and superbases

Key point: Superacids are more efficient proton donors than anhydrous sulfuric acid. Superbases are
more efficient proton acceptors than the hydroxide ion.

A superacid is a substance that is a more efficient proton donor than pure H,SO,. Superacids
are typically viscous, corrosive liquids and can be up to 10'® times more acidic than H,SO,
itself. They are formed when a powerful Lewis acid is dissolved in a powerful Bronsted acid.
The most common superacids are formed when SbF; is dissolved in fluorosulfonic acid,
HSO.F, or anhydrous HE. An equimolar mixture of SbF, and HSO.F is known as ‘magic
acid’, so named because of its ability to dissolve candle wax. The enhanced acidity is due to
the formation of a solvated proton, which is a better proton donor than the acid:

SbF,(1) + 2HSO,F(l) - H,SO,F*(sol) + SbF.SO F-(sol)



Applications of acid-base chemistry

An even stronger superacid is formed when SbF, is added to anhydrous HF:
SbF(I) + 2HF(I) - H,F*(sol) + SbF(sol)

Other pentafluorides also form superacids in HSO,F and HF and the acidity of these com-
pounds decreases in the order SbF, > AsF_ > TaF_ > NbF, > PF..

Superacids are known that can protonate almost any organic compound. In the 1960s,
George Olah and his colleagues found that carbonium ions were stabilized when hydro-
carbons were dissolved in superacids.” In inorganic chemistry, superacids have been used
to observe a wide variety of reactive cations such as 5}*, H,O;, Xe;, and HCO*, some of
which have been isolated for structural characterization.

A superbase is a compound that is a more efficient proton acceptor than the OH- ion, the
strongest base that can exist in aqueous solution. Superbases react with water to produce
the OH- ion. Inorganic superbases are usually salts of Group 1 or Group 2 cations with
small, highly charged anions. The highly charged anions are attracted to acid solvents such
as water and ammonia. For example, lithium nitride, Li,N, reacwts violently with water:

Li,N(s) + 3H,O(l) > 3LiOH(aq) + NH,(g)
The nitride anion is a stronger base than the hydride ion and deprotonates hydrogen:
Li,N(s) + 2H,(g) > LiNH,(s) + 2 LiH(s)

Lithium nitride is a possible hydrogen storage material as this reaction is reversible at 270°C
(Box 10.4).

Sodium hydride is a superbase that is used in organic chemistry to deprotonate carboxylic
acids, alcohols, phenols, and thiols. Calcium hydride reacts with water to liberate hydrogen:

CaH,(s) + 2H,0(1) - Ca(OH),(s) + 2H,(g)

Calcium hydride is used as a dessicant, to inflate weather balloons, and as a laboratory
source of pure hydrogen.

4.16 Heterogeneous acid-base reactions

Key point: The surfaces of many catalytic materials and minerals have Bronsted and Lewis acid sites.

Some of the most important reactions involving the Lewis and Brensted acidity of inor-
ganic compounds occur at solid surfaces. For example, surface acids, which are solids with
a high surface area and Lewis acid sites, are used as catalysts in the petrochemical industry
for the interconversion of hydrocarbons. The surfaces of many materials that are impor-
tant in the chemistry of soil and natural waters also have Bronsted and Lewis acid sites.

Silica surfaces do not readily produce Lewis acid sites because ~-OH groups remain tena-
ciously attached at the surface of SiO, derivatives; as a result, Bronsted acidity is dominant.
The Bronsted acidity of silica surfaces themselves is only moderate (and comparable to
that of acetic acid). However, as already remarked, aluminosilicates display strong Bren-
sted acidity. When surface OH groups are removed by heat treatment, the aluminosilicate
surface possesses strong Lewis acid sites. The best-known class of aluminosilicates is the
zeolites (Section 14.15), which are widely used as environmentally benign heterogeneous
catalysts (Chapter 26). The catalytic activity of zeolites arises from their acidic nature and
they are known as solid acids. Other solid acids include supported heteropoly acids and
acidic clays. Some reactions occurring at these catalysts are very sensitive to the presence
of Bronsted or Lewis acid sites. For example, toluene can be subjected to Friedel-Crafts
alkylation over a bentonite clay catalyst:

HaC
CH,X N
+ — || +HX
=

When the reagent is benzyl chloride Lewis acid sites are involved in the reaction, and when
the reagent is benzyl alcohol Brensted sites are involved.

7 Carbocations could not be studied before Olah’s experiments, and he won the 1994 Nobel Prize for
Chemistry for this work.
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Surface reactions carried out using the Bronsted acid sites of silica gels are used to pre-
pare thin coatings of a wide variety of organic groups using surface modification reactions
such as

OH Osifs
Si +HOSIR — Si H ,0
OH Osifs
Si +BiR > si HC
0”0 o s 0”0 Mo

Thus, silica gel surfaces can be modified to have affinities for specific classes of molecules.
This procedure greatly expands the range of stationary phases that can be used for chro-
matography. The surface -OH groups on glass can be modified similarly, and glassware
treated in this manner is sometimes used in the laboratory when proton-sensitive com-
pounds are being studied.

Solid acids are finding new applications in green chemistry. Traditional industrial proc-
esses generate large volumes of hazardous waste during the final stages of the process
when the product is separated from the reagents and byproducts. Solid catalysts are easily
separated from liquid products and reactions can often operate under milder conditions

and give greater selectivity.
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EXERCISES

4.1 Sketch an outline of the s and p blocks of the periodic table and
indicate on it the elements that form (a) strongly acidic oxides,

(b) strongly basic oxides, and (c) show the regions for which
amphoterism is common.

4.2 Identify the conjugate bases corresponding to the following acids:
[Co(NH,) (OH,)]*, HSO;, CH,OH, H,POy;, Si(OH),, HS-.

4.3 Identify the conjugate acids of the bases CHN (pyridine), HPOZ,
0%, CH,COOH, [Co(CO),I, CN-.

4.4 Calculate the equilibrium concentration of HO" in a 0.10 M solution
of butanoic acid (K, = 1.86 x 107%). What is the pH of this solution?

4.5 The K of ethanoic acid, CH,COOH, in water is 1.8 x 10-°.
Calculate K, of the conjugate base, CH,CO;.

4.6 The value of K, for pyridine, CH.N, is 1.8 x10~. Calculate K, for
the conjugate acid, CH,NH".

J. Burgess, Ions in solution: basic principles of chemical interactions.
Ellis Horwood, Chichester (1999).

G.A. Olah, G.K. Prakash, and J. Sommer, Superacids. Wiley, New York
(1985).

G.A. Olah, ‘My search for carbocations and their role in chemistry’,
Nobel lectures in chemistry 1991-19935, ed. B.G. Malmstrom. World
Scientific Publishing, Singapore (1996).

R.J. Gillespie and J. Laing, Superacid solutions in hydrogen fluoride.
J. Am. Chem. Soc., 1988, 110, 6053.

E.S. Stoyanov, K.-C Kim, and C.A. Reed, A strong acid that does not
protonate water. J. Phys. Chem. A., 2004, 108, 9310.

4.7 The effective proton affinity of F~in water is 1150 k] mol™'.
Predict whether it will behave as an acid or a base in water.

4.8 Draw the structures of chloric acid and chlorous acid, and predict
their pK_ values using Pauling’s rules.

4.9 Aided by Fig. 4.2 (taking solvent levelling into account), identify
which bases from the following lists are (a) too strong to be studied
experimentally, (b) too weak to be studied experimentally, or (c) of
directly measurable base strength. (i) COZ, O, ClO;, and NO; in
water; (i) HSO;, NO, CIO; in H,SO,.

4.10 The aqueous solution pK_ values for HOCN, H,NCN, and
CH,CN are approximately 4, 10.5, and 20 (estimated), respectively.
Explain the trend in these cyano derivatives of binary acids and
compare them with H,O, NH,, and CH,. Is the CN group electron
donating or withdrawing?



4.11 The pK_ value of HAsO;- is 11.6. Is this value consistent with
Pauling’s rules?

4.12 Use Pauling’s rules to place the following acids in order of
increasing acid strength: HNO,, H,SO,, HBrO,, and HCIO, in a
nonlevelling solvent.

4.13 Draw the structures and indicate the charges of the
tetraoxoanions of X = Si, P, S, and Cl. Summarize and account for
the trends in the pK_ values of their conjugate acids.

4.14 Which member of the following pairs is the stronger acid?

Give reasons for your choice. (a) [Fe(OH,) ]** or [Fe(OH,) |**,

(b) [AI(OH,),J** or [Ga(OH,) ], (c) Si(OH), or Ge(OH) ) HCIO,
or HCIO,, (¢) H,CrO, or HMnO,, (f) H,PO, or H,SO,.

4.15 Arrange the oxides AL,O,, B,O,, BaO, CO,, CL,O_, SO, in order
from the most acidic through amphoteric to the most basic.

4.16 Arrange the acids HSO;, H,0*, H,SiO,, CH,GeH,, NH,, HSO F

in order of increasing acid strength.

4.17 The ions Na* and Ag" have similar radii. Which aqua ion is the
stronger acid? Why?

4.18 Which of the elements Al, As, Cu, Mo, Si, B, Ti form oxide
polyanions and which form oxide polycations?

4.19 When a pair of aqua cations forms an M-O-M bridge with the
elimination of water, what is the general rule for the change in charge
per M atom on the ion?

4.20 Write a balanced equation for the formation of P,O% from PO}~
Write a balanced equation for the condensation of [Fe(OH,) ** to
give [(H,0),Fe(OH),Fe(OH,) ]**.

4.21 Write balanced equations for the main reaction occurring when
(a) H,PO, and Na,HPO, and (b) CO, and CaCO, are mixed in
aqueous media.

4.22 Hydrogen fluoride acts as an acid in anhydrous sulfuric acid
and as a base in liquid ammonia. Give the equations for both
reactions.

4.23 Explain why hydrogen selenide is a stronger acid than hydrogen
sulfide.

4.24 Sketch the p block of the periodic table. Identify as many
elements as you can that act as Lewis acids in one of their lower
oxidation states and give the formula of a representative Lewis acid
for each element.

4.25 For each of the following processes identify the acids and bases
involved and characterize the process as complex formation or acid—
base displacement. Identify the species that exhibit Brensted acidity
as well as Lewis acidity.

(a) SO,+H,0 — HSO; + H*

(b) CH,[B,,] + Hg** - [B,,]" + CH,Hg"; [B,,] designates the
coporphyrin, vitamin B ,.

(¢) KCl + SnCL, - K* + [SnCL,]-

(d) ASF,(g)+SbF_(1) — [AsF,]*[SbF ](s)

(e) Ethanol dissolves in pyridine to produce a nonconducting solution.

4.26 Select the compound on each line with the named characteristic
and state the reason for your choice.

PROBLEMS

4.1 In analytical chemistry a standard procedure for improving the
detection of the stoichiometric point in titrations of weak bases with
strong acids is to use acetic acid as a solvent. Explain the basis of this
approach.

Problems

(a) Strongest Lewis acid:

BF, BCI, BB,

BeCl, BCl

B(n-Bu), B(z-Bu),
(b) More basic towards B(CH,),

Me N Et)N

2-CH,CHN 4-CH,C.H,N

4.27 Using hard—soft concepts, which of the following reactions are
predicated to have an equilibrium constant greater than 1? Unless
otherwise stated, assume gas-phase or hydrocarbon solution and 25°C.

(a) R,PBBr, + R,NBF, = R,PRBF, + R,NBBr,
(b) SO, + (C,H,), -HOC(CH,), = (C,H,) PSO, + HOC(CH,),
(c) CH.Hgl + HCl = CH,HgCl + HI

(d) [AgCL]*(aq) + 2CN-(aq) = [Ag(CN),I"(aq) + 2Cl(aq)

4.28 The molecule (CH,),N-PF, has two basic atoms, P and N. One is
bound to B in a complex with BH,, the other to B in a complex with
BF,. Decide which is which and state the reason for your decision.

4.29 The enthalpies of reaction of trimethylboron with NH,CH,,
NH,, (CH,),NH, and (CH,) N are -58, 74, -81, and -74 k] mol™!,
respectively. Why is trimethylamine out of line?

4.30 With the aid of the table of E and C values (Table 4.6),
discuss the relative basicity in (a) acetone and dimethylsulfoxide,
(b) dimethylsulfide and dimethylsulfoxide. Comment on a possible
ambiguity for dimethylsulfoxide.

4.31 Give the equation for the dissolution of SiO, glass by HF and
interpret the reaction in terms of Lewis and Bronsted acid—base concepts.

4.32 Aluminium sulfide, ALS,, gives off a foul odour characteristic
of hydrogen sulfide when it becomes damp. Write a balanced
chemical equation for the reaction and discuss it in terms of acid—base

concepts.

4.33 Describe the solvent properties that would (a) favour
displacement of Cl- by I from an acid centre, (b) favour basicity of
R,As over R\N, (c) favour acidity of Ag”™ over AP’*, (d) promote the
reaction 2FeCl, + ZnCl, - Zn?* + 2[FeCL[". In each case, suggest a
specific solvent that might be suitable.

4.34 The Lewis acid AICI, catalysis of the acylation of benzene was
described in Section 4.10b. Propose a mechanism for a similar reaction
catalysed by an alumina surface.

4.35 Use acid-base concepts to comment on the fact that the only
important ore of mercury is cinnabar, HgS, whereas zinc occurs in
nature as sulfides, silicates, carbonates, and oxides.

4.36 Write balanced Bronsted acid-base equations for the dissolution
of the following compounds in liquid hydrogen fluoride: (a)
CH,CH,OH, (b) NH,, (c) C,H,COOH.

4.37 Is the dissolution of silicates in HF a Lewis acid—base reaction, a
Bronsted acid—base reaction, or both?

4.38 The f-block elements are found as M(III) lithophiles in silicate
minerals. What does this indicate about their hardness?

4.39 Use the data in Table 4.6 to calculate the enthalpy change for the
reaction of iodine with phenol.

4.2 In the gas phase, the base strength of amines increases regularly
along the series NH, < CH,NH, < (CH,),NH < (CH,),N. Consider the
role of steric effects and the electron-donating ability of CH,

in determining this order. In aqueous solution, the order is
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reversed. What solvation effect is likely to be responsible for this
change?

4.3 The hydroxoacid Si(OH), is weaker than H,CO,. Write balanced
equations to show how dissolving a solid, M,SiO,, can lead to a
reduction in the pressure of CO, over an aqueous solution. Explain
why silicates in ocean sediments might limit the increase of CO, in the
atmosphere.

4.4 The precipitation of Fe(OH), discussed in the chapter is used to
clarify waste waters because the gelatinous hydrous oxide is very
efficient at coprecipitating some contaminants and entrapping others.
The solubility constant of Fe(OH), is K = [Fe**[[OH ] = 1.0 x 10-%,
As the autoprotolysis constant of water links [H,07] to [OH"] by

K, = [H,0"][OH7] = 1.0 x 107", we can rewrite the solubility constant
by substitution as [Fe**]/[H*]> = 1.0 x 10* (a) Balance the chemical
equation for the precipitation of Fe(OH), when iron(III) nitrate is
added to water. (b) If 6.6 kg of Fe(NO,),.9H,0O is added to 100 dm® of
water, what is the final pH of the solution and the molar concentration
of Fe3*, neglecting other forms of dissolved Fe(IIl)? Give formulas for
two Fe(III) species that have been neglected in this calculation.

4.5 The frequency of the symmetrical M-O stretching vibration of
the octahedral aqua ions [M(OH,) |** increases along the series,
Ca?" < Mn?* < Ni?*. How does this trend relate to acidity?

4.6 An electrically conducting solution is produced when AICI, is
dissolved in the basic polar solvent CH,CN. Give formulas for the
most probable conducting species and describe their formation using
Lewis acid—base concepts.

4.7 The complex anion [FeCl,]~ is yellow whereas [Fe,Cl,] is reddish.
Dissolution of 0.1 mol FeCl,(s) in 1 dm® of either POCI, or PO(OR),
produces a reddish solution that turns yellow on dilution. Titration of
red solutions in POCI, with Et,NCI solutions leads to a sharp colour
change (from red to yellow) at a 1:1 mole ratio of FeCl,/Et,NCI.
Vibrational spectra suggest that oxochloride solvents form adducts with
typical Lewis acids by coordination of oxygen. Compare the following
two sets of reactions as possible explanations of the observations.

(a) Fe,Cl, + 2POCI, = 2[FeCl,]- + 2 [POCL]*
POCI; + Et,NCl = Et,N* + POCI,

(b) Fe,Cl, + 4POCI, = [FeCL(OPCL,),]* + [FeCl,]-

Both sets of equilibria are shifted to products by dilution.

4.8 In the traditional scheme for the separation of metal ions from
solution that is the basis of qualitative analysis, ions of Au, As, Sb,
and Sn precipitate as sulfides but redissolve on addition of excess
ammonium polysulfide. By contrast, ions of Cu, Pb, Hg, Bi, and Cd
precipitate as sulfides but do not redissolve. In the language of this
chapter, the first group is amphoteric for reactions involving SH- in
place of OH~. The second group is less acidic. Locate the amphoteric
boundary in the periodic table for sulfides implied by this information.
Compare this boundary with the amphoteric boundary for hydrous

oxides in Fig. 4.6. Does this analysis agree with describing S*~ as a
softer base than O*?

4.9 The compounds SO, and SOCI, can undergo an exchange of
radioactively labelled sulfur. The exchange is catalysed by Cl- and
SbCl;. Suggest mechanisms for these two exchange reactions with the
first step being the formation of an appropriate complex.

4.10 In the reaction of z-butyl bromide with Ba(NCS),, the product
is 91 per cent S-bound #-Bu-SCN. However, if Ba(NCS), is
impregnated into solid CaF,, the yield is higher and the product is
99 per cent #-Bu-NCS. Discuss the effect of alkaline earth metal salt
support on the hardness of the ambident nucleophile SCN-. (See

T. Kimura, M. Fujita, and T. Ando, J. Chem Soc., Chem. Commun.,
1990, 1213.)

4.11 Pyridine forms a stronger Lewis acid-base complex with SO,
than with SO,. However, pyridine forms a weaker complex with SF,
than with SE,. Explain the difference.

4.12 Predict whether the equilibrium constants for the following
reactions should be greater than 1 or less than 1:

(a)CdI()+CaF( )—‘CdF()-i-CaI()
(b) [Cul,]*(aq) + [CuCl,[**(aq) = [CuCl,]*(aq) + [Cul,]*(aq)
(c) NH(aq) + H,O(l) = NH,(aq) + OH-(aq)

4.13 For parts (a), (b), and (c), state which of the two solutions has the
lower pH:

(a) 0.1 m Fe(ClO,),(aq) or 0.1 m Fe(ClO,),(aq)
(b) 0.1 m Ca(NO,),(aq) or 0.1 m Mg(NO,),(aq)
(c) 0.1 m Hg(NO,),(aq) or 0.1 Mm Zn(NO,),(aq)

4.14 A paper by Gillespie and Liang entitled ‘Superacid solutions in
hydrogen fluoride’ (J. Am. Chem. Soc., 1988, 110, 6053) discusses the

acidity of various solutions of inorganic compounds in HE

(a) Give the order of acid strength of the pentafluorides determined
during the investigation. (b) Give the equations for the reactions of SbF,
and AsF; with HE (c) SbF; forms a dimer, SblFll’ in HE. Give the equation
for the equilibrium between the monomeric and the dimeric species.
4.15 Why are strongly acidic solvents (e.g. SbF /HSO.F) used in the
preparation of cations such as I and Se*, whereas strongly basic

solvents are needed to stabilize anionic species such as $;-and Pbj?

4.16 In their paper ‘The strengths of the hydrohalic acids’ (J. Chem.
Educ.,2001, 78, 116), R. Schmid and A. Miah discuss the validity of
literature values of the pK s for HF, HCl, HBr, and HI. (a) On what
basis have the literature values been estimated? (b) To what is the
low acid strength of HF relative to HCI usually attributed? (¢) What
reason do the authors suggest for the high acid strength of HCI?

4.17 Superacids are well known. Superbases also exist and are usually
based on hydrides of Group 1 and Group 2 elements. Write an
account of the chemistry of superbases.



Oxidation and reduction

Oxidation is the removal of electrons from a species; reduction is the addition of electrons. Almost
all elements and their compounds can undergo oxidation and reduction reactions and the element
is said to exhibit one or more different oxidation states. In this chapter we present examples of this
‘redox’ chemistry and develop concepts for understanding why oxidation and reduction reactions
occur, considering mainly their thermodynamic aspects. We discuss the procedures for analysing redox
reactions in solution and see that the electrode potentials of electrochemically active species provide
data that are useful for determining and understanding the stability of species and solubility of salts.
We describe procedures for displaying trends in the stabilities of various oxidation states, including
the influence of pH. Next, we describe the applications of this information to environmental chemistry,
chemical analysis, and inorganic synthesis. The discussion concludes with a thermodynamic examina-
tion of the conditions needed for some major industrial oxidation and reduction processes, particularly
the extraction of metals from their ores.

A large class of reactions of inorganic compounds can be regarded as occurring by the
transfer of electrons from one species to another. Electron gain is called reduction and
electron loss is called oxidation; the joint process is called a redox reaction. The species
that supplies electrons is the reducing agent (or ‘reductant’) and the species that removes
electrons is the oxidizing agent (or ‘oxidant’). Many redox reactions release a great deal of
energy and they are exploited in combustion or battery technologies.

Many redox reactions occur between reactants in the same physical state. Some examples are:

in gases:

2NO(g) + O,(g) = 2NO,(g)

2C,H, (g) + 130,(g) - 8CO,(g) + 10H,0(g)

in solution:
Fe’*(aq) + Cr?*(aq) — Fe?*(aq) + Cr3*(aq)
3 CH,CH,OH(aq) + 2CrO? (aq) + 10H"(aq) —
3 CH,CHO(aq) + 2Cr’**(aq) + 8H,O(l)

in biological systems:

cMn4’(‘],IV,I\],IV) + ZHZO(I) N
Mn, (IVIILIILII) + 4H*(aq) + O,(g)

in solids:
LiCoO,(s) + C(s) — Li@C(s) + CoO,(s)

The biological example refers to the production of O, from water by an ‘Mn,” cofac-
tor contained in one of the photosynthetic complexes of plants (Section 27.10). In the
solid-state example the symbol Li@C(s) indicates that a Li* ion has penetrated between
the graphene sheets of graphite to form an intercalation compound. The reaction takes
place in a lithium-ion battery during charging and its reverse takes place during discharge.
Redox reactions can also occur at interfaces (phase boundaries), such as a gas/solid or a

Reduction potentials
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5 Oxidation and reduction

solid/liquid interface. Examples include the dissolution of a metal and reactions occurring
at an electrode.

Because of the diversity of redox reactions it is often convenient to analyse them by
applying a set of formal rules expressed in terms of oxidation numbers (Section 2.1) and
not to think in terms of actual electron transfers. Oxidation then corresponds to an increase
in the oxidation number of an element and reduction corresponds to a decrease in its oxi-
dation number. If no element in a reaction undergoes a change in oxidation number, then
the reaction is not redox. We shall adopt this approach when we judge it appropriate.

M A brief illustration. The simplest redox reactions involve the formation of cations and anions from
the elements. Examples include the oxidation of lithium to Li* ions when it burns in air to form Li,O
and the reduction of chlorine to CI~ when it reacts with calcium to form CaCl,. For the Group 1 and
2 elements the only oxidation numbers commonly encountered are those of the element (0) and of
the ions, +1 and +2, respectively. However, many of the other elements form compounds in more
than one oxidation state. Thus lead is commonly found in its compounds as Pb(Il), as in PbO, and as
Pb(IV), as in PbO,. m

The ability to exhibit multiple oxidation numbers is seen at its fullest in d-metal com-
pounds, particularly in Groups 6, 7, and 8; osmium, for instance, forms compounds that
span oxidation numbers between —2, as in [Os(CO),]*", and +8, as in OsO,. Because the
oxidation state of an element is often reflected in the properties of its compounds, the abil-
ity to express the tendency of an element to form a compound in a particular oxidation
state quantitatively is very useful in inorganic chemistry.

Reduction potentials

Because electrons are transferred between species in redox reactions, electrochemical
methods (using pairs of electrodes to measure electron transfer reactions under control-
led thermodynamic conditions) are of major importance and lead to the construction of
tables of ‘standard potentials’. The tendency of an electron to migrate from one species to
another is expressed in terms of the differences between their standard potentials.

5.1 Redox half-reactions
Key point: A redox reaction can be expressed as the difference of two reduction halfreactions.

It is convenient to think of a redox reaction as the combination of two conceptual half-
reactions in which the electron loss (oxidation) and gain (reduction) are displayed explicitly.
In a reduction half-reaction, a substance gains electrons, as in

2H*(aq) + 2e” — H,(g)
In an oxidation half-reaction, a substance loses electrons, as in
Zn(s) — Zn**(aq) + 2e”

Electrons are not ascribed a state in the equation of a half-reaction: they are ‘in transit’.
The oxidized and reduced species in a half-reaction constitute a redox couple. A couple is
written with the oxidized species before the reduced, as in H*/H, and Zn**/Zn, and typi-
cally the phases are not shown.

For reasons that will become clear, it is useful to represent oxidation half-reactions by
the corresponding reduction half-reaction. To do so, we simply reverse the equation for the
oxidation half-reaction. Thus, the reduction half-reaction associated with the oxidation of
zinc is written

Zn**(aq) + 2e” — Zn(s)
A redox reaction in which zinc is oxidized by hydrogen ions,
Zn(s) + 2H"(aq) — Zn**(aq) + H,(g)

is then written as the difference of the two reduction half-reactions. In some cases it may
be necessary to multiply each half-reaction by a factor to ensure that the numbers of elec-
trons released and used match.



EXAMPLE 5.1 Combining half-reactions

Write a balanced equation for the oxidation of Fe** by permanganate ions (MnO, ) in acid solution.

Answer Balancing redox reactions often requires additional attention to detail because species other than
products and reactants, such as electrons and hydrogen ions, often need to be considered. A systematic
approach is as follows:

Write the unbalanced half-reactions for the two species as reductions.

Balance the elements other than hydrogen.

Balance O atoms by adding H,0 to the other side of the arrow.

If the solution is acidic, balance the H atoms by adding H*; if the solution is basic, balance the H atoms
by adding OH" to one side and H,0 to the other.

5. Balance the charge by adding e™.

6. Multiply each halfreaction by a factor to ensure that the numbers of e~ match.

7. Subtract one halfreaction from the other and cancel redundant terms.

Awn =

The halfreaction for the reduction of Fe** is straightforward as it involves only the balance of charge:
Fe3*(aq) + e~ — Fe**(aq)
The unbalanced halfreaction for the reduction of MnO;, is
MnO; (ag) — Mn?*(aq)
Balance the O with H,0:
MnO; (ag) — Mn?*(aq) + 4 H,0(l)
Balance the H with H*(aq):
MnO; (aq) + 8H"(aq) — Mn**(aq) + 4H,0(l)
Balance the charge with e”:
MnO; (aq) + 8H*(aq) + 5e~ — Mn?*(aq) + 4H,0(l)

To balance the number of electrons in the two halfreactions the first is multiplied by 5 and the second by
2 to give 10e™ in each case. Then subtracting the iron halfreaction from the permanganate halfreaction
and rearranging so that all stoichiometric coefficients are positive gives

MnO; (ag) + 8H*(aq) + 5Fe’*(aq) — Mn?*(aq) + 5Fe**(aq) + 4 H,0(l)

Self-test 5.1 Use reduction half-reactions to write a balanced equation for the oxidation of zinc metal by
permanganate ions in acid solution.

5.2 Standard potentials and spontaneity

Key point: A reaction is thermodynamically favourable (spontaneous) in the sense K > 1, if E* > 0,
where E* is the difference of the standard potentials corresponding to the half-reactions into which
the overall reaction may be divided.

Thermodynamic arguments can be used to identify which reactions are spontaneous (that
is, have a natural tendency to occur). The thermodynamic criterion of spontaneity is that, at
constant temperature and pressure, the reaction Gibbs energy change, A G, is negative. It is
usually sufficient to consider the standard reaction Gibbs energy, A G, which is related to
the equilibrium constant through

A G* = —RTInK (5.1)

A negative value of A G* corresponds to K > 1 and therefore to a ‘favourable’ reaction in
the sense that the products dominate the reactants at equilibrium. It is important to realize,
however, that A G depends on the composition and that all reactions are spontaneous (that
is, have A G < 0) under appropriate conditions.

Because the overall chemical equation is the difference of two reduction half-reactions,
the standard Gibbs energy of the overall reaction is the difference of the standard Gibbs
energies of the two half-reactions. However, because reduction half-reactions always
occur in pairs in any actual chemical reaction, only the difference in their standard

Reduction potentials
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Fig. 5.1 A schematic diagram of a galvanic
cell. The standard potential, £_,=, is the
potential difference when the cell is not
generating current and all the substances

are in their standard states.

Gibbs energies has any significance. Therefore, we can choose one half-reaction to have
A G* =0, and report all other values relative to it. By convention, the specially chosen
half-reaction is the reduction of hydrogen ions:

Hf(aq)+e = 3H,(g) A G* =0
at all temperatures.

B A brief illustration. The standard Gibbs energy for the reduction of Zn?* ions is found by
determining experimentally that

Zn**(aq)+H, (g) = Zn(s) +2H" (aq) A G*=+147 ki mol”’

Then, because the H* reduction halfreaction makes zero contribution to the reaction Gibbs energy
(according to our convention), it follows that

Zn’*(aq)+2e” —1Zns) AG*T=+147kimol"' m

Standard reaction Gibbs energies may be measured by setting up a galvanic cell, an elec-
trochemical cell in which a chemical reaction is used to generate an electric current, in
which the reaction driving the electric current through the external circuit is the reaction
of interest (Fig. 5.1). The potential difference between its electrodes is then measured. The
cathode is the electrode at which reduction occurs and the anode is the site of oxidation. In
practice, we must ensure that the cell is acting reversibly in a thermodynamic sense, which
means that the potential difference must be measured with no current flowing. If desired,
the measured potential difference can be converted to a reaction Gibbs energy by using
A,G = —vFE, where v is the stoichiometric coefficient of the electrons transferred when the
half-reactions are combined and F is Faraday’s constant (F = 96.48 kC mol™'). Tabulated
values, normally for standard conditions, are usually kept in the units in which they were
measured, namely volts (V).

B A brief comment. Standard conditions are all substances at 1 bar and unit activity. For reactions
involving H* ions, standard conditions correspond to pH = 0, approximately 1 M acid. Pure solids
and liquids have unit activity. Although we use v (nu) for the stoichiometric coefficient of the electron,
electrochemical equations in inorganic chemistry are also commonly written with n in its place; we
use v to emphasize that it is a dimensionless number, not an amount in moles. |

The potential that corresponds to the A G* of a half-reaction is written E* , with
A G* = —vFE® (5.2)

The potential E* is called the standard potential (or ‘standard reduction potential’, to em-
phasize that, by convention, the half-reaction is a reduction and written with the oxidized
species and electrons on the left). Because A G* for the reduction of H* is arbitrarily set at
zero, the standard potential of the H*/H, couple is also zero at all temperatures:

H*(aq)+e” —1H (g E*(H*H,) =0

M A brief illustration. For the Zn?*/Zn couple, for which v = 2, it follows from the measured value
of AG™ that at 25°C:

n**(ag) +2e — Zn(s) E®(Zn*,Zn)=—-0.76V m

Because the standard reaction Gibbs energy is the difference of the A G* values for the two
contributing half-reactions, E_,* for an overall reaction is also the difference of the two
standard potentials of the reduction half-reactions into which the overall reaction can be
divided. Thus, from the half-reactions given above it follows that the difference is

2H*(aq)+ Zn(s) = Zn**(aq) + H, (g) = =+0.76V

cell

Note that the E* values for couples (and their half-reactions) are called standard potentials
and that their difference is denoted E_,* and called the standard cell potential. The conse-
quence of the negative sign in eqn 5.2 is that a reaction is favourable (in the sense K > 1)
if the corresponding standard cell potential is positive. Because E* > 0 for the reaction
in the illustration (E* = 4+0.76 V), we know that zinc has a thermodynamic tendency to
reduce H* ions under standard conditions (aqueous, pH = 0, and Zn?* at unit activity);
that is zinc metal dissolves in acids. The same is true for any metal that has a couple with
a negative standard potential.



A note on good practice The cell potential used to be called (and in practice is still widely called) the
electromotive force (emf). However, a potential is not a force, and IUPAC favours the name ‘cell potential'.

EXAMPLE 5.2 Calculating a standard cell potential

Use the following standard potentials to calculate the standard potential of a copper—zinc cell.

Cu**(ag)+2e~ — Cu(s) E=(Cu?*,Cu)=+0.34V

Zn?**(aq) +2e~ — Zn(s) E*(an*,Zn) =-076V
Answer For this calculation we note from the standard potentials that Cu®* is the more oxidizing species
(the couple with the higher potential), and will be reduced by the species with the lower potential (Zn

in this case). The spontaneous reaction is therefore Cu?*(aq) + Zn(s) — Zn**(aq) + Cu(s), and the cell
potential is the difference of the two halfreactions (copper—zinc),
E, = =E=(Cu*, Cu) — E=(Zn?*, Zn)
= 4034V — (—0.76 V) = +1.10V
The cell will produce a potential difference of 1.1 V (under standard conditions).

Self-test 5.2 s copper metal expected to dissolve in dilute hydrochloric acid? Is copper metal expected to
be oxidized by dilute hydrochloric acid?

Combustion is a familiar type of redox reaction, and the energy that is released can be exploited
in heat engines. A fuel cell converts a chemical fuel directly into electrical power (Box 5.1).

5.3 Trends in standard potentials

Key point: The atomization and ionization of a metal and the hydration enthalpy of its ions all contrib-
ute to the value of the standard potential.

The factors that contribute to the standard potential of the couple M*/M can be identi-
fied by consideration of a thermodynamic cycle and the corresponding changes in Gibbs
energy that contribute to the overall reaction

M (aq) + 7 H,(g) = H"(aq) + M(s)

The thermodynamic cycle shown in Fig. 5.2 has been simplified by ignoring the reac-
tion entropy, which is largely independent of the identity of M. The entropy contribution
TAS* lies in the region of —20 to —40 kJ mol~!, which is small in comparison with the
reaction enthalpy, the difference between the standard enthalpies of formation of H*(aq)
and M*(aq). In this analysis we use the absolute values of the enthalpies of formation of
M" and H*, not the values based on the convention A;H* (H*, aq) = 0. Thus, we use
AH* (H*,aq) = +445 kJ mol™!, which is obtained by considering the formation of an H
atom from 1H,(g) (+218 kJ mol '), ionization to H*(g) (+1312 k] mol '), and hydration
of H"(g) (approximately —1085 kJ mol™).

The analysis of the cell potential into its thermodynamic contributions allows us to
account for trends in the standard potentials. For instance, the variation of standard
potential down Group 1 seems contrary to expectation based on electronegativities insofar
as Cs™/Cs (y = 0.79, E® = —2.94 V) has a less negative standard potential than Li*/Li
(x = 2.20, E* = —3.04 V) despite Li having a higher electronegativity than Cs. Lithium
has a higher enthalpy of sublimation and ionization energy than Cs, and in isolation this
difference would imply a less negative standard potential as formation of the ion is less
favourable. However, Li* has a large negative enthalpy of hydration, which results from
its small size (its ionic radius is 90 pm) compared with Cs* (181 pm) and its consequent
strong electrostatic interaction with water molecules. Overall, the favourable enthalpy of
hydration of Li* outweighs terms relating to the formation of Li*(g) and gives rise to a
more negative standard potential. The relatively less negative standard potential for Na*/Na
(—2.71V) in comparison with the rest of Group 1 (close to —2.9 V) is a result of a combin-
ation of a fairly high sublimation enthalpy and moderate hydration enthalpy (Table 5.1).

The value of E® (Na*,Na) = —2.71V may also be compared with that for E® (Ag",Ag) =

+0.80 V. The (6-coordinate) ionic radii of these ions (rN . =102 pm and Tt = 115 pm)

Reduction potentials
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Fig. 5.2 A thermodynamic cycle showing the
properties that contribute to the standard
potential of a metal couple. Endothermic
processes are drawn with upward-pointing
arrows and exothermic contributions with
downward pointing arrows.
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BOX 5.1 Fuel cells

Afuel cell converts a chemical fuel, such as hydrogen (used for larger power
requirements) or methanol (a convenient fuel for small applications),
directly into electrical power, using O, or air as the oxidant. As power
sources, fuel cells offer several advantages over rechargeable batteries
or combustion engines, and their use is steadily increasing. Compared to
batteries, which have to be replaced or recharged over a significant period
of time, a fuel cell operates as long as fuel is supplied. Furthermore, a fuel
cell does not contain large amounts of environmental contaminants such
as Ni and Cd, although relatively small amounts of Pt and other metals are
required as electrocatalysts. The operation of a fuel cell is more efficient

than combustion devices, with near-quantitative conversion of fuel to H,0
and (for methanol) CO,. Fuel cells are also much less polluting because
nitrogen oxides are not produced at the relatively low temperatures that
are used. Because an individual cell potential is less than about 1V, fuel
cells are connected in series known as 'stacks' in order to produce a useful
voltage.

Important classes of hydrogen fuel cell are the proton-exchange membrane
fuel cell (PEMFC), the alkaline fuel cell (AFC), and the solid oxide fuel cell
(SOFC), which differ in their mode of electrode reactions, chemical charge
transfer, and operational temperature. Details are included in the table.

Fuel cell Reaction at anode Electrolyte Transfer ion Reaction at cathode Temp. range/°C Pressure/atm Efficiency/%
PEMFC H,—>2H" + 2e” H*-conducting H* 2H*+ 30, + 80—100 1-8 35-40
polymer (PEM) 2e- —>HO0
AFC H,—>2H" + 2e Aqueous alkali OH- HO+ 10, + 80—250 1-10 50-60
2e” — 20H"
SOFC H, + 0" — Solid oxide 0* 10,+2e 50" 800—1000 1 50-55
H,0 + 2e
DMFC CH,OH + H,0 — H*-conducting H* 2H*+ 3 0, + 0—40 1 20-40
Co, + polymer 2e- - H,0
6H" + 6e-
The basic principles of fuel cells are illustrated by a PEMFC (Fig. B5.1), which Load
operates at modest temperatures (80— 100°C) and is suitable as an onboard
power supply for road vehicles. At the anode, a continuous supply of H, is oxidized e ’—r —ﬂ
and the resulting H* ions, the chemical charge carriers, pass through a membrane
to the cathode, at which O, is reduced to H,0. This process produces a flow of Anode Cathode
electrons from anode to cathode (the current) that is directed through the load
(typically an electric motor). The anode (the site of H, oxidation) and the cathode Proton-
(the site of O, reduction) are both loaded with a Pt catalyst to obtain efficient exchange
electrochemical conversions of fuel and oxidant. The major factor limiting the membrane
efficiency of PEMFC and other fuel cells is the sluggish reduction of O, at the
cathode, which involves expenditure of a few tenths of a volt (the ‘overpotential’)
just to drive this reaction at a practical rate. The operating voltage is usually
about 0.7 V. The membrane is composed of an H*-conducting polymer, sodium H, o,
perfluorosulfonate (invented by Du Pont and known commercially as Nafion®). H+
An AFC is more efficient than a PEMFC because the reduction of O, at the =

Pt cathode is much easier under alkaline conditions. Hence the operating
voltage is typically greater than about 0.8 V. The membrane of the PEMFC H.O

is now replaced by a pumped flow of hot aqueous alkali between the two
electrodes. Alkaline fuel cells were used to provide power for the pioneering
Apollo spacecraft moon missions.

An SOFC operates at much higher temperatures (800—1100°C) and is
used to provide electricity and heating in buildings (in the arrangement
called combined heat and power, CHP). The cathode is typically a complex
metal oxide based on LaCoO,, such as La(]fx)SrXMnUfy)CoyOB, whereas the
anode is typically NiO mixed with RuO, and a lanthanoid oxide such as
Ce“ﬂ)GdXOIQS. The chemical charge is carried by a ceramic oxide such as
Zr0, doped with yttrium, which allows conduction by 0%~ ion transfer at
high temperatures (Section 23.4). The high operating temperature relaxes
the requirement for such an efficient catalyst as Pt.

Methanol is used as a fuel in either of two ways. One exploits methanol as an
'H, carrier', because the reforming reaction (see Chapter 10) is used to generate
H, which is then supplied in situ to a normal hydrogen fuel cell as mentioned
above. This indirect method avoids the need to store H, under pressure. The
other is the direct methanol fuel cell (DMFC) which incorporates anode and
cathode each loaded with Pt or a Pt alloy, and a PEM. The methanol is supplied

2

Fig. B5.1 A schematic diagram of a proton-exchange membrane (PEM)
fuel cell. The anode and cathode are loaded with a catalyst (Pt) to convert
fuel (H,) and oxidant (0,) into H* and H,0, respectively. The membrane
(usually a material called Nafion®) allows the H* ions produced at the
anode to be transferred to the cathode.

to the anode as an aqueous solution (at 1 mol dm=3). The DMFC is particularly
suitable for small low-power devices such as mobile phones and portable
electronic processors and it provides a promising alternative to the Liion
battery. The principal disadvantage of the DMFC is its relatively low efficiency.
This inefficiency arises from two factors that lower the operating voltage: the
sluggish kinetics at the anode (oxidation of CH,0H to CO, and H,0) in addition
to the poor cathode kinetics already mentioned, and transfer of methanol across
the membrane to the cathode (‘crossover’), which occurs because methanol
permeates the hydrophilic PEM easily. A 50,50 Pt/Ru mixture supported on
carbon is used as the anode catalyst to improve the rate of methanol oxidation.




Table 5.1 Thermodynamic contributions to £ for a selection of metals at 298 K

Li Na Cs Ag

A H= /(K mol™) +161 +109 +79 +284
1/(k) mol™") 526 502 382 735
A, H= /(K mol ™) —520 —406 —264 —468
AH=(M*,aq),/(kl mol ™) +167 +206 +197 +551
A H=/(ki mol™) +278 +240 +248 —106
TA,5*/(k) mol™) -16 -22 —34 -29
A,G*=/(ki mol™) +294 +262 +282 ~77
E=/V —3.04 =271 —2.92 +0.80

AH*(H*,ag) = +455k) mol".

Table 5.2 Selected standard potentials at 298 K; further values
are included in Resource section 3

Couple E=/V
F(g) + 2e” — 2F(aq) +2.87
Ce**(ag) + e~ — Ce**(aq) +1.76
MnOj, (aqg) +8H" (aq) +5e~ — Mn?*(aq) + 4H,0() +1.51
Cl,(g)+2e” — 2Cl (aq) +1.36
0,(g) + 4H*(aq) + 4e~ — 2H,0(l) +1.23
[IrCI.]*"(aq) + e~ — [IrCI.]*"(aq) +0.87
Fe3*(aq) + e~ — Fe?*(aq) +0.77
[PtCl,]*~(aq) + 2e~ — Pi(s) + 4Cl~(aq) +0.60
I;(ag)+2e~ — 3 I (aq) +0.54
[Fe(CN),]*"(ag) + e~ — [Fe(CN),]* (aq) +0.36
AgCl(s) + e~ — Ag(s) + Cl~(aq) +0.22
2H*(aq) + 2e” — H,(q) 0
Agl(s) + e~ — Ag(s) + 17(aq) —0.15
Zn**(aq) + 2e~ — Zn(s) —0.76
Al*(ag) + 3e~ — Al(s) —1.68
Ca’**(aq) + 2e~ — Ca(s) —2.84
Li*(ag) + e~ — Li(s) —3.04

are similar, and consequently their ionic hydration enthalpies are also similar. However,
the much higher enthalpy of sublimation of silver, and particularly its high ionization en-
ergy, which is due to the poor screening by the 4d electrons, results in a positive standard
potential. This difference is reflected in the very different behaviour of the metals when
treated with a dilute acid: sodium reacts and dissolves explosively, producing hydrogen,
whereas silver is unreactive. Similar arguments can be used to explain many of the trends
observed in the standard potentials given in Table 5.2. For example, the positive potentials
characteristic of the noble metals result in large part from their very high sublimation
enthalpies.

5.4 The electrochemical series

Key points: The oxidized member of a couple is a strong oxidizing agent if E* is positive and large;
the reduced member is a strong reducing agent if £ is negative and large.

A negative standard potential (E* < 0) signifies a couple in which the reduced species (the
Zn in Zn**/Zn) is a reducing agent for H" ions under standard conditions in aqueous so-
lution. That is, if E* (Ox, Red) < 0, then the substance ‘Red’ is a strong enough reducing

Reduction potentials
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agent to reduce H* ions (in the sense that K > 1 for the reaction). A short compilation of
E* values at 25°C is given in Table 5.2. The list is arranged in the order of the electro-
chemical series:

Ox/Red couple with strongly positive E*[Ox s strongly oxidizing |

Ox/Red couple with strongly negative E*[Red isstrongly reducing]

An important feature of the electrochemical series is that the reduced member of a couple
has a thermodynamic tendency to reduce the oxidized member of any couple that lies
above it in the series. Note that the classification refers only to the thermodynamic aspect
of the reaction—its spontaneity under standard conditions and the value of K, not its rate.
Thus even reactions that are found to be thermodynamically favourable from the electro-
chemical series may not progress, or progress only extremely slowly, if the kinetics of the
process are unfavourable.

EXAMPLE 5.3 Using the electrochemical series

Among the couples in Table 5.2 is the permanganate ion, MnO,, the common analytical reagent used
in redox titrations of iron. Which of the ions Fe**, Cl-, and Ce** can permanganate oxidize in acidic
solution?

Answer We need to note that a reagent that is capable of reducing MnO, ions must be the reduced
form of a redox couple having a more negative standard potential than the couple MnO, /Mn**. The
standard potential of the couple MnO, /Mn?* in acidic solution is +1.51 V. The standard potentials
of Fe**/Fe**, Cl,/Cl-, and Ce*’/Ce’" are +0.77, +1.36, and +1.76 V, respectively. It follows that
MnO;, ions are sufficiently strong oxidizing agents in acidic solution (pH = 0) to oxidize Fe>* and Cl-,
which have less positive standard potentials. Permanganate ions cannot oxidize Ce**, which has a more
positive standard potential. It should be noted that the presence of other ions in the solution can modify
the potentials and the conclusions (Section 5.10); this variation with conditions is particularly important
in the case of H* ions, and the influence of pH is discussed in Section 5.6. The ability of MnO, ions to
oxidize CI~ means that HCI cannot be used to acidify redox reactions involvin