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1-1

WHAT IS
INORGANIC
CHEMISTRY?

1-2

CONTRASTS
WITH ORGANIC
CHEMISTRY

If organic chemistry is defined as the chemistry of hydrocarbon compounds and their
derivatives, inorganic chemistry can be described broadly as the chemistry of “every-
thing else.” This includes all the remaining elements in the periodic table, as well as car-
bon, which plays a major role in many inorganic compounds. Organometallic
chemistry, a very large and rapidly growing ficld, bridges both areas by considering
compounds containing direct metal-carbon bonds, and includes catalysis of many or-
ganic reactions. Bioinorganic chemistry bridges biochemistry and inorganic chemistry,
and environmental chemistry includes the study of both inorganic and organic com-
pounds. As can be imagined, the inorganic realm is extremely broad, providing essen-
tially limitless areas for investigation.

Some comparisons between organic and inorganic compounds are in order. In both
areas, single, double, and triple covalent bonds are found, as shown in Figure 1-1; for
inorganic compounds, these include direct metal-metal bonds and metal-carbon bonds.
However, although the maximum number of bonds between two carbon atoms is three,
there are many compounds containing quadruple bonds between metal atoms. In
addition to the sigma and pi bonds common in organic chemistry, quadruply bonded
metal atoms contain a delta (8) bond (Figure 1-2); a combination of one sigma bond,
two pi bonds, and one delta bond makes up the quadruple bond. The delta bond is
possible in these cases because metal atoms have d orbitals to use in bonding, whereas
carbon has only s and p orbitals available.

In organic compounds, hydrogen is nearly always bonded to a single carbon. In
inorganic compounds, especially of the Group 13 (ITIA) elements, hydrogen is fre-
quently encountered as a bridging atom between two or more other atoms. Bridging hy-
drogen atoms can also occur in metal cluster compounds. In these clusters, hydrogen
atoms form bridges across edges or faces of polyhedra of metal atoms. Alkyl groups
may also act as bridges in inorganic compounds, a function rarely encountered in or-
ganic chemistry (except in reaction intermediates). Examples of terminal and bridging
hydrogen atoms and alkyl groups in inorganic compounds are shown in Figure 1-3.
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FIGURE 1-1 Single and Multiple Bonds in Organic and Inorganic Molecules.
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FIGURE 1-2 Examples of

Bonding Interactions.

Some of the most striking differences between the chemistry of carbon and that of
many other elements are in coordination number and geometry. Although carbon is usu-
ally limited to a maximum coordination number of four (a maximum of four atoms
bonded to carbon, as in CHy), inorganic compounds having coordination numbers of
five, six, seven, and more are very common; the most common coordination geometry is
an octahedral arrangement around a central atom, as shown for [TiF6]3“ in Figure 1-4.
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FIGURE 1-3 Examples of
Inorganic Compounds Containing
Terminal and Bridging Hydrogens
and Alkyl Groups.

FIGURE 1-4 Examples of
Geometries of Inorganic
Compounds.

1-2 Contrasts with Organic Chemistry 3

H
H c?
H.. / \__.H HC... ~/ \ _.CH,
B BT = N
1~ Ny~ H Be” N on,
3

0 0
Cc 0 ? O—l -
OC— Cr—H— Cr—CO

OC C OC C

O O
Bach CH, bridges a face
of the Li, tetrahedron
H H
3 FT 3- F F a  On
| - % NI
F—Ti—F Xe Pt
] F F Cl/ \N
F
F /N
H H

RO RRABE
, R (R Y
------------------ H B H B
B

B12H]22_ (not shown: one
hydrogen on each boron)

Furthermore, inorganic compounds present coordination geometries different from
those found for carbon. For example, although 4-coordinate carbon is nearly always
tetrahedral, both tetrahedral and square planar shapes occur for 4-coordinate compounds
of both metals and nonmetals. When metals are the central atoms, with anions or neutral
molecules bonded to them (frequently through N, O, or S), these are called coordination
complexes; when carbon is the element directly bonded to metal atoms or ions, they are
called organometallic compounds.

The tetrahedral geometry usually found in 4-coordinate compounds of carbon
also occurs in a different form in some inorganic molecules. Methane contains four hy-
drogens in a regular tetrahedron around carbon. Elemental phosphorus is tetratomic
(P4) and also is tetrahedral, but with no central atom. Examples of some of the geome-
tries found for inorganic compounds are shown in Figure 1-4.

Aromatic rings are common in organic chemistry, and aryl groups can also form
sigma bonds to metals. However, aromatic rings can also bond to metals in a dramati-
cally different fashion using their pi orbitals, as shown in Figure 1-5. The result is a
metal atom bonded above the center of the ring, almost as if suspended in space. In
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FIGURE 1-5 Inorganic
Compounds Containing Pi-bonded
Aromatic Rings.

FIGURE 1-6 Carbon-centered
Metal Clusters.

FIGURE 1-7 Fullerene

Compounds.
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Ru(CO),
C60

many cases, metal atoms are sandwiched between two aromatic rings. Multiple-decker
sandwiches of metals and aromatic rings are also known.

Carbon plays an unusual role in a number of metal cluster compounds in which a
carbon atom is at the center of a polyhedron of metal atoms. Examples of carbon-cen-
tered clusters of five, six, or more metals are known; two of these are shown in Figure
1-6. The contrast of the role that carbon plays in these clusters to its usual role in organ-
ic compounds is striking, and attempting to explain how carbon can form bonds to the
surrounding metal atoms in clusters has provided an interesting challenge to theoretical
inorganic chemists. A molecular orbital picture of bonding in these clusters is discussed
in Chapter 15.

In addition, during the past decade, the realm of a new class of carbon clusters,
the fullerenes, has flourished. The most common of these clusters, Cgg, has been
labeled “buckminsterfullerene” after the developer of the geodesic dome and has served
as the core of a variety of derivatives (Figure 1-7).

There are no sharp dividing lines between subfields in chemistry. Many of the
subjects in this book, such as acid-base chemistry and organometallic reactions, are of
vital interest to organic chemists. Others, such as oxidation-reduction reactions, spectra,
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and solubility relations, also interest analytical chemists. Subjects related to structure
determination, spectra, and theories of bonding appeal to physical chemists. Finally, the
use of organometallic catalysts provides a connection to petroleum and polymer chem-
istry, and the presence of coordination compounds such as hemoglobin and metal-con-
taining enzymes provides a similar tie to biochemistry. This list is not intended to
describe a fragmented field of study, but rather to show some of the interconnections
between inorganic chemistry and other fields of chemistry.

The remainder of this chapter is devoted to the origins of inorganic chemistry,
from the creation of the elements to the present. It is a short history, intended only to
provide the reader with a sense of connection to the past and with a means of putting
some of the topics of inorganic chemistry into the context of larger historical events. In
many later chapters, a brief history of each topic is given, with the same intention. Al-
though time and space do not allow for much attention to history, we want to avoid the
impression that any part of chemistry has sprung full-blown from any one person’s
work or has appeared suddenly. Although certain events, such as a new theory or a new
type of compound or reaction, can later be identified as marking a dramatic change of
direction in inorganic chemistry, all new ideas are built on past achievements. In some
cases, experimental observations from the past become understandable in the light of
new theoretical developments. In others, the theory is already in place, ready for the
new compounds or phenomena that it will explain.

We begin our study of inorganic chemistry with the genesis of the elements and the
creation of the universe. Among the difficult tasks facing anyone who attempts to
explain the origin of the universe are the inevitable questions: “What about the time
just before the creation? Where did the starting material, whether energy or matter,
come from?” The whole idea of an origin at a specific time means that there was
nothing before that instant. By its very nature, no theory attempting to explain the
origin of the universe can be expected to extend infinitely far back in time.

Current opinion favors the big bang theory' over other creation theories, although
many controversial points are yet to be explained. Other theories, such as the steady-
state or oscillating theories, have their advocates, and the creation of the universe is cer-
tain to remain a source of controversy and study.

According to the big bang theory, the universe began about 1.8 X 1010 years ago
with an extreme concentration of energy in a very small space. In fact, extrapolation
back to the time of origin requires zero volume and infinite temperature. Whether this is
true or not is still a source of argument. What is almost universally agreed on is that the
universe is expanding rapidly, from an initial event during which neutrons were formed
and decayed quickly (half-life = 11.3 min) info protons, electrons, and antineutrinos:

n—>p+e + v,
or

m— H+ e+ 7

In this and subsequent equations,
H=p=a proton of charge +1 and mass 1.007 atomic mass unit (amu)?

vy = a gamma ray (high-energy photon) with zero mass

IP. A. Cox, The Elements, Their Origin, Abundance and Distribution, Oxford University Press, Ox-
ford, 1990, pp. 66-92; J. Selbin, J. Chem. Educ., 1973, 50, 306, 380; A. A. Penzias, Science, 1979, 105, 549.

“More accurate masses are given inside the back cover of this text.
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_(%e = ¢~ = an electron of charge —1 and mass 1—8123 amu (also known as a 3 particle)

Op o ot — . : 1
je = ¢ = a positron with charge +1 and mass 1z53 amu

= a neutrino with no charge and a very small mass

<
o
!

V. = an antineutrino with no charge and a very small mass

o = a neutron with no charge and a mass of 1.009 amu

Nuclei are described by the convention

mags number

ot Dass number Symb ol or Proton plus neutrons

nuclear charge symbol

After about 1 second, the universe was made up of a plasma of protons, neutrons,
electrons, neutrinos, and photons, but the temperature was too high to allow the forma-
tion of atoms. This plasma and the extremely high energy caused fast nuclear reactions.
As the temperature dropped to about 10° K, the following reactions occurred within a
matter of minutes:

H+f— H + vy
iH+H — jH + [H
H + H —> 3He + {n
%He+(1)n——->§He+y

The first is the limiting reaction because the reverse reaction is also fast. The in-
terplay of the rates of these reactions gives an atomic ratio of He/H = 1/10, which is
the abundance observed in young stars.

By this time, the temperature had dropped enough to allow the positive particles to
capture electrons to form atoms. Because atoms interact less strongly with electromag-
netic radiation than do the individual subatomic particles, the atoms could now interact
with each other more or less independently from the radiation. The atoms began to con-
dense into stars, and the radiation moved with the expanding universe. This expansion
caused a red shift, leaving the background radiation with wavelengths in the millimeter
range, which is characteristic of a temperature of 2.7 K. This radiation was observed in
1965 by Penzias and Wilson and is supporting evidence for the big bang theory.

Within one half-life of the neutron (11.3 min), half the matter of the universe con-
sisted of protons and the temperature was near 5 X 10% K. The nuclei formed in the
first 30 to 60 minutes were those of deuterium (*H), 3He, “He, and “He. (Helium 5 has
a very short half-life of 2 X 107! seconds and decays back to helium 4, effectively
limiting the mass number of the nuclei formed by these reactions to 4.) The following
reactions show how these nuclei can be formed in a process called hydrogen burning:

{H+%H———>%H+?e+ve
H + 1H — 3He + v

3He + 3He —— 4He + 21H

The expanding material from these first reactions began to gather together into
galactic clusters and then into more dense stars, where the pressure of gravity kept the
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temperature high and promoted further reactions. The combination of hydrogen and he-
lium with many protons and neutrons led rapidly to the formation of heavier elements.
In stars with internal temperatures of 107 to 108 K, the reactions forming 2H, 3He, and
“He continued, along with reactions that produced heavier nuclei. The following
helium-burning reactions are among those known to take place under these conditions:
24He — $Be + v
{He + §Be —> 2C + v
20+ H— BN — BC + e+,
In more massive stars (temperatures of 6 X 108 K or higher), the carbon-nitrogen cycle
is possible:
BC+H— BN+~
1%N — %C + (l)e + Ve
BC+1H— YN+
UN +H— "0 +~y
15530 —> I%N + (l)e + v
BN + [H — JHe + '3C
The net result of this cycle is the formation of helium from hydrogen, with gamma rays,
positrons, and neutrinos as byproducts. In addition, even heavier elements are formed:
3¢ + 13C — {Ne + FHe
2190 — 28Si + 4He

2180 — S + {n
At still higher temperatures, further reactions take place:

v + 74Si — $Mg + 3He
%iSi + gHe -—_ ‘;’%S + vy

128 + $He — /AT + v

Even heavier elements can be formed, with the actual amounts depending on a
complex relationship among their inherent stability, the temperature of the star, and the
lifetime of the star. The curve of inherent stability of nuclei has a maximum at 3%Fe, ac-
counting for the high relative abundance of iron in the universe. If these reactions con-
tinued indefinitely, the result should be nearly complete dominance of elements near
iron over the other elements. However, as parts of the universe cooled, the reactions
slowed or stopped. Consequently, both lighter and heavier elements are common. For-
mation of elements of higher atomic number takes place by the addition of neutrons to
a nucleus, followed by electron emission decay. In environments of low neutron densi-
ty, this addition of neutrons is relatively slow, one neutron at a time; in the high neutron
density environment of a nova, 10 to 15 neutrons may be added in a very short time, and
the resulting nucleus is then neutron rich:

%gFe + 13 (1)11 — ggFe —> §2C0 + Hole
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FIGURE 1-8 Cosmic Abundances of the Elements. (Reprinted with permission from N. N. Green-
wood and A. Earnshaw, Chemistry of the Elements, Butterworth-Heinemann, Oxford, 1997, p. 4.)

The very heavy elements are also formed by reactions such as this. After the ad-
dition of the neutrons, B decay (loss of electrons from the nucleus as a neutron is con-
verted to a proton plus an electron) leads to nuclei with larger atomic numbers. Figure
1-8 shows the cosmic abundances of some of the elements.

Gravitational attraction combined with rotation gradually formed the expanding
cloud of material into relatively flat spiral galaxies containing millions of stars each.
Complex interactions within the stars led to black holes and other types of stars, some
of which exploded as supernovas and scattered their material widely. Further gradual
accretion of some of this material into planets followed. At the lower temperatures
found in planets, the buildup of heavy elements stopped, and decay of unstable radioac-
tive isotopes of the elements became the predominant nuclear reactions.

1-4 Some nuclei were formed that were stable, never undergoing further reactions. Others

NUCLEAR have lifetimes ranging from 10'® years to 107'% second. The usual method of
REACTIONS AND describing nuclear decay is in terms of the half-life, or the time needed for half the
RADIOACTIVITY nuclei to react. Because decay follows first-order kinetics, the half-life is a well-
defined value, not dependent on the amount present. In addition to the overall curve of

nuclear stability, which has its most stable region near atomic number Z = 26,

combinations of protons and neutrons at each atomic number exhibit different

stabilities. In some elements such as fluorine (!°F), there is only one stable isotope (a

specific combination of protons and neutrons). In others, such as chlorine, there are two
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or more stable isotopes. 35C| has a natural abundance of 75.77%, and >’Cl has a
natural abundance of 24.23%. Both are stable, as are all the natural isotopes of the
lighter elements. The radioactive isotopes of these elements have short half-lives and
have had more than enough time to decay to more stable elements. 3H, 14C, and a few
other radioactive nuclei are continually being formed by cosmic rays and have a low
constant concentration.

Heavier elements (Z = 40 or higher) may also have radioactive isotopes with
longer half-lives. As a result, some of these radioactive isotopes have not had time to
decay completely, and the natural substances are radioactive. Further discussion of iso-
topic abundances and radioactivity can be found in larger or more specialized sources.”

As atomic mass increases, the ratio of neutrons to protons in stable isotopes grad-
ually increases from 1:1 to 1.6: 1 for 238U. There is also a set of nuclear energy levels
similar to the electron energy levels described in Chapter 2 that result in stable nuclei
with 2, 8, 20, 28, 50, 82, and 126 protons or neutrons. In nature, the most stable nuclei
are those with the numbers of both protons and neutrons matching one of these num-
bers; 3He, 1gO, z2‘8Ca, and 33°Pb are examples.

Elements not present in nature can be formed by bombardment of one element
with nuclei of another; if the atoms are carefully chosen and the energy is right, the two
nuclei can merge to form one nucleus and then eject a portion of the nucleus to form a
new element. This procedure has been used to extend the periodic table beyond uranium.
Neptunium and plutonium can be formed by addition of neutrons to uranium followed
by release of electrons (B particles). Still heavier elements require heavier projectiles
and higher energies. Using this approach, elements up to 112, temporarily called unun-
bium for its atomic number, have been synthesized. Synthesis of elements 114, 116, and
118 has been claimed, but the claim for 118 was later withdrawn. Calculations indicate
that there may be some relatively stable (half-lives longer than a few seconds) isotopes
of some of the superheavy elements, if the appropriate target isotopes and projectiles
are used. Suggestions include 248Cm, °Cm, and *Pu as targets and 48Ca as the pro-
jectile. Predictions such as this have fueled the search for still heavier elements, even
though their stability is so low that they must be detected within seconds of their cre-
ation before they decompose to lighter elements. Hoffman and Lee® have reviewed the
efforts to study the chemistry of these new elements. The subtitle of their article, “One
Atom at a Time,” described the difficulty of such studies. In one case, a-daughter decay
chains of 263 Sg were detected from only three atoms during 5000 experiments, but this
was sufficient to show that Sg(VI) is simitar to W(VI) and Mo(VI) in forming neutral or
negative species in HNOs-HF solution, but not like U(VI), which forms [U02]2+ under
these conditions. Element 108, hassium, formed by bombarding **Cm with high-ener-
gy atoms of 26Mg, was found to form an oxide similar to that of osmium on the basis of
six oxide molecules carried from the reaction site to a detector by a stream of helium.”
This may be the most massive atom on which “chemistry” has been performed to date.

Theories that attempt to explain the formation of the specific structures of the Earth
are at least as numerous as those for the formation of the universe. Although the details
of these theories differ, there is general agreement that the Earth was much hotter
during its early life, and that the materials fractionated into gaseous, liquid, and solid
states at that time. As the surface of the Earth cooled, the lighter materials in the crust
solidified and still float on a molten inner layer, according to the plate tectonics

3N. N. Greenwood and A, Earnshaw, Chemistry of the Elements, 2nd ed., Butterworth-Heinemann,
Oxford, 1997; J. Silk, The Big Bang. The Creation and Evolution of the Universe, W. H. Freeman, San Fran-
cisco, 1980.

“D. C. Hoffman and D. M. Lee, J. Chem. Educ., 1999, 76, 331.
Chem. Eng. News, Tune 4, 2001, p. 47.
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explanation of geology. There is also general agreement that the Earth has a core of
iron and nickel, which is solid at the center and liquid above that. The outer half of the
Earth’s radius is composed of silicate minerals in the mantle; silicate, oxide, and
sulfide minerals in the crust; and a wide variety of materials at the surface, including
abundant water and the gases of the atmosphere.

The different types of forces apparent in the early planet Earth can now be seen
indirectly in the distribution of minerals and elements. In locations where liquid magma
broke through the crust, compounds that are readily soluble in such molten rock were
carried along and deposited as ores. Fractionation of the minerals then depended on
their melting points and solubilities in the magma. In other locations, water was the
source of the formation of ore bodies. At these sites, water leached minerals from the
surrounding area and later evaporated, leaving the minerals behind. The solubilities of
the minerals in either magma or water depend on the elements, their oxidation states,
and the other elements with which they are combined. A rough division of the elements
can be made according to their ease of reduction to the element and their combination
with oxygen and sulfur. Siderophiles (iron-loving elements) concentrate in the metallic
core, lithophiles (rock-loving elements) combine primarily with oxygen and the halides
and are more abundant in the crust, and chalcophiles (Greek, Khalkos, copper) com-
bine more readily with sulfur, selenium, and arsenic and are also found in the crust.
Atmophiles are present as gases. These divisions are shown in the periodic table in
Figure 1-9.

As an example of the action of water, we can explain the formation of bauxite
(hydrated Al,03) deposits by the leaching away of the more soluble salts from alumi-
nosilicate deposits. The silicate portion is soluble enough in water that it can be leached
away, leaving a higher concentration of aluminum. This is shown in the reaction

4 KA]SI308(S) + 4 C02 + 22 I’Izo B 4-1(+ + 4HCO3_ + A14Si4010(OH)8(S) + 8 H451O4(aq)

aluminosilicate

higher concentration silicate
of Al (leached away)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
IA- TTA 1B IVB VB VIB VIIB VIHIB IB 1IB IIA IVA VA VIA VIIA VIOIA
UH | [ He |
h -1-41- Be : Ne E
Na | Mg : Ar i
K | cal|Se|Ti DK
Rb | St | Y | zr I Xe |
Cs | Ba | La# | Hf -l;n— j
Fr | Ra | Ac*
Lithophiles Siderophiles 7 Chalcophiles E : : : —: Atmophiles ) zﬁ;}]cﬁﬁff;ﬁhee

# Including lanthanides Ce through Lu

* Including actinides Th, U

FIGURE 1-2 Geochemical Classification of the Elements. (Adapted with permission from
P. A. Cox, The Elements, Their Origin, Abundance, and Distribution, Oxford University Press,
Oxford, 1990, p. 13.)
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in which H4Si0, is a generic representation for a number of soluble silicate species.
This mechanism provides at least a partial explanation for the presence of bauxite de-
posits in tropical areas or in areas that once were tropical, with large amounts of rainfall
in the past.

Further explanations of these geological processes must be left to more special-
ized sources.® Such explanations are based on concepts treated later in this text. For
example, modern acid-base theory helps explain the different solubilities of minerals in
water or molten rock and their resulting deposits in specific locations. The divisions
iflustrated in Figure 1-9 can be partly explained by this theory, which is discussed in
Chapter 6 and used in later chapters.

Even beflore alchemy became a subject of study, many chemical reactions were used
and the products applied to daily life. For example, the first metals used were probably
gold and copper, which can be found in the metallic state. Copper can also be readily
formed by the reduction of malachite—basic copper carbonate, Cu,(CO3)(OH),—in
charcoal fires. Silver, tin, antimony, and lead were also known as early as 3000 Bc.
Iron appeared in classical Greece and in other areas around the Mediterranean Sea by
1500 BC. At about the same time, colored glasses and ceramic glazes, largely
composed of silicon dioxide (SiO,, the major component of sand) and other metallic
oxides, which had been melted and allowed to cool to amorphous solids, were
introduced.

Alchemists were active in China, Egypt, and other centers of civilization early in
the first centuries AD. Although much effort went into attempts to “transmute” base met-
als into gold, the treatises of these alchemists also described many other chemical reac-
tions and operations. Distillation, sublimation, crystallization, and other techniques
were developed and used in their studies. Because of the political and social changes of
the time, alchemy shifted into the Arab world and later (about 1000 to 1500 AD) reap-
peared in Europe. Gunpowder was used in Chinese fireworks as early as 1150, and
alchemy was also widespread in China and India at that time. Alchemists appeared in
art, literature, and science until at least 1600, by which time chemistry was beginning to
take shape as a science. Roger Bacon (1214-1294), recognized as one of the first great
experimental scientists, also wrote extensively about alchemy.

By the 17th century, the common strong acids (nitric, sulfuric, and hydrochloric)
were known, and more systematic descriptions of common salts and their reactions
were being accumulated. The combination of acids and bases to form salts was appreci-
ated by some chemists. As experimental technigues improved, the quantitative study of
chemical reactions and the properties of gases became more common, atomic and mol-
ecular weights were determined more accurately, and the groundwork was laid for what
later became the periodic table. By 1869, the concepts of atoms and molecules were
well established, and it was possible for Mendeleev and Meyer to describe different
forms of the periodic table. Figure 1-10 illustrates Mendeleev’s original periodic table.

The chemical industry, which had been in existence since very early times in the
form of factories for the purification of salts and the smelting and refining of metals, ex-
panded as methods for the preparation of relatively pure materials became more com-
mon. In 1896, Becquerel discovered radioactivity, and another area of study was
opened. Studies of subatomic particles, spectra, and electricity finally led to the atomic
theory of Bohr in 1913, which was soon modified by the quantum mechanics of
Schridinger and Heisenberg in 1926 and 1927.

J.E. Fergusson, fnorganic Chemistry and the Earth, Pergamon Press, Elmsford, NY, 1982; J. E. Fer-
gusson, The Heavy Elements, Pergamon Press, Elmsford, NY, 1990.
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FIGURE 1-10 Mendeleev’s 1869
Periodic Table. Two years later, he
revised his table into a form similar
to a modern short-form periodic
table, with eight groups across.

Ti=50 Zr=90 ?7=180
V=51 Nb = 94 Ta=182
Cr=52 Mo =96 W =186
Mn =53 Rh=104.4 Pt=1974
Fe=56 Ru = 104.2 Ir=198
Ni=Co=59 Pd = 106.6 Os =199
H=1 Cu=634 Ag =108 Hg =200
Be=94 Mg=24 Zn=65.2 Cd=112
B=11 Al=274 7=68 Ur=116 Au= 1977
C=12 Si=28 =70 Sn=118
N=14 P =31 As=175 Sb=122 Bi=210?
0=16 S=32 Se=794 Te = 1287
F=19 Cl=355 Br=280 I=127
Li=7 Na=23 K=39 Rb=854 Cs =133 T1=204
Ca=40 Sr=87.6 Ba=137 Pb =207
?7=45 Ce=92
7Er =56 La=94
Yt=60 Di=95
Nn=75.6 Th=1187?

Inorganic chemistry as a field of study was extremely important during the early
years of the exploration and development of mineral resources. Qualitative analysis
methods were developed to help identify minerals and, combined with quantitative
methods, to assess their purity and value. As the industrial revolution progressed, so did
the chemical industry. By the early 20th century, plants for the production of ammonia,
nitric acid, sulfuric acid, sodium hydroxide, and many other inorganic chemicals pro-
duced on a large scale were common.

In spite of the work of Werner and Jgrgensen on coordination chemistry near the
beginning of the 20th century and the discovery of a number of organometallic com-
pounds, the popularity of inorganic chemistry as a field of study gradually declined dur-
ing most of the first half of the century. The need for inorganic chemists to work on
military projects during World War 1T rejuvenated interest in the field. As work was
done on many projects (not least of which was the Manhattan Project, in which scien-
tists developed the fission bomb that later led to the development of the fusion bomb),
new areas of research appeared, old areas were found to have missing information, and
new theories were proposed that prompted further experimental work. A great expan-
sion of inorganic chemistry started in the 1940s, sparked by the enthusiasm and ideas
generated during World War IL

In the 1950s, an earlier method used to describe the spectra of metal ions sur-
rounded by negatively charged ions in crystals (crystal field theory)’ was extended by
the use of molecular orbital theory® to develop ligand field theory for use in coordina-
tion compounds, in which metal ions are surrounded by ions or molecules that donate
electron pairs. This theory, explained in Chapter 10, gave a more complete picture of the
bonding in these compounds. The field developed rapidly as a result of this theoretical
framework, the new instruments developed about this same time, and the generally
reawakened interest in inorganic chemistry.

In 1955, Ziegler’ and associates and Natta'® discovered organometallic com-
pounds that could catalyze the polymerization of ethylene at lower temperatures and

"H. A. Bethe, Ann. Physik, 1929, 3, 133.

8. S. Griffith and L. E. Orgel, Q. Rev. Chem. Soc., 1957, XI, 381.

K. Ziegler, E. Holzkamp, H. Breil, and H. Martin, Angew. Chem., 1955, 67, 541.
19G, Natta, J. Polym. Sci., 1955, 16, 143.
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pressures than the common industrial method used up to that time. In addition, the poly-
ethylene formed was more likely to be made up of linear rather than branched mole-
cules and, as a consequence, was stronger and more durable. Other catalysts were soon
developed, and their study contributed to the rapid expansion of organometallic chem-
istry, still one of the fastest growing areas of chemistry today.

The study of biological materials containing metal atoms has also progressed
rapidly. Again, the development of new experimental methods allowed more thorough
study of these compounds, and the related theoretical work provided connections to
other areas of study. Attempts to make model compounds that have chemical and bio-
logical activity similar to the natural compounds have also led to many new synthetic
techniques. Two of the many biological molecules that contain metals are shown in
Figure 1-11. Although these molecules have very different roles, they share similar
ring systems.

One current problem that bridges organometallic chemistry and bioinorganic
chemistry is the conversion of nitrogen to ammonia:

N2+3H2—)2NH3

This reaction is one of the most important industrial processes, with over 120 million
tons of ammonia produced in 1990 worldwide. However, in spite of metal oxide cata-
lysts introduced in the Haber-Bosch process in 1913 and improved since then, it is also
a reaction that requires temperatures near 400° C and 200 atm pressure and that still re-
sults in a yield of only 15% ammonia. Bacteria, however, manage to fix nitrogen (con-
vert it to ammonia and then to nitrite and nitrate) at 0.8 atm at room temperature in

CH,OH
H
| o-HuHL
/li/
/
L O HO
H,C /CH N CH,
CH, g
! N
NH CH,
CQ
CH, \CHz\ CH, CH,CH,CONH,
I~ u
CH ¢ CH,4
H;C—( N N—CH,CH,
N\ /N =
HC g CH

CH2 HC—C=0

COOCH,

COOC,3H;g
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OH OH
®

FIGURE 1-11 Biological Molecules Containing Metal Tons. (a) Chlorophyll a, the active agent in
photosynthesis. (b) Vitamin B, coenzyme, a naturally occurring organometallic compound.
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nodules on the roots of legumes. The nitrogenase enzyme that catalyzes this reaction is
a complex iron-molybdenum-sulfur protein. The structure of the active sites have been
determined by X-ray crystallography.!! This problem and others linking biological re-
actions to inorganic chemistry are described in Chapter 16.

With this brief survey of the marvelously complex field of inorganic chemistry,
we now turn to the details in the remainder of this book. The topics included provide a
broad introduction to the field. However, even a cursory examination of a chemical li-
brary or one of the many inorganic journals shows some important aspects of inorganic
chemistry that must be omitted in a short textbook. The references cited in the text sug-
gest resources for further study, including historical sources, texts, and reference works
that can provide useful additional material.

GENERAL
REFERENCES

For those interested in further discussion of the physics of the big bang and related cos-
mology, a nonmathematical treatment is in S. W. Hawking, A Brief History of Time,
Bantam, New York, 1988. The title of P. A. Cox, The Elements, Their Origin, Abun-
dance, and Distribution, Oxford University Press, Oxford, 1990, describes its contents
exactly. The inorganic chemistry of minerals, their extraction, and their environmental
impact at a level understandable to anyone with some background in chemistry can be
found in J. E. Fergusson, Inorganic Chemistry and the Earth, Pergamon Press, Elms-
ford, NY, 1982. Among the many general reference works available, three of the most
useful and complete are N. N. Greenwood and A. Earnshaw, Chemistry of the Elements,
2nd ed., Butterworth-Heinemann, Oxford, 1997; F. A. Cotton, G. Wilkinson, C. A.
Murillo, and M. Bochman, Advanced Inorganic Chemistry, 6th ed., John Wiley & Sons,
New York, 1999; and A. F. Wells, Structural Inorganic Chemistry, 5th ed., Oxford Uni-
versity Press, New York, 1984. An interesting study of inorganic reactions from a dif-
ferent perspective can be found in G. Wulfsberg, Principles of Descriptive Inorganic
Chemistry, Brooks/Cole, Belmont, CA, 1987.

1IM. K. Chan, J. Kin, and D. C. Rees, Science, 1993, 260, 792.
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The theories of atomic and molecular structure depend on quantum mechanics to de-
scribe atoms and molecules in mathematical terms. Although the details of quantum
mechanics require considerable mathematical sophistication, it is possible to under-
stand the principles involved with only a moderate amount of mathematics. This chap-
ter presents the fundamentals needed to explain atomic and molecular structures in
qualitative or semiquantitative terms.

Although the Greek philosophers Democritus (460-370 BC) and Epicurus (341-270
BC) presented views of nature that included atoms, many hundreds of years passed
before experimental studies could establish the quantitative relationships needed for a
coherent atomic theory. In 1808, John Dalton published A New System of Chemical
Philosophy,! in which he proposed that

... the ultimate particles of all homogeneous bodies are perfectly alike in weight, figure,
etc. In other words, every particle of water is like every other particle of water, every parti-
cle of hydrogen is like every other particle of hydrogen, ete.?

and that atoms combine in simple numerical ratios to form compounds. The terminolo-
gy he used has since been modified, but he clearly presented the ideas of atoms and
molecules, described many observations about heat (or caloric, as it was called), and
made quantitative observations of the masses and volumes of substances combining to
form new compounds. Because of confusion about elemental molecules such as H, and
O,, which he assumed to be monatomic H and O, he did not find the correct formula for
water. Dalton said that

1John Dalton, A New System of Chemical Philosophy, 1808; reprinted with an intr%(‘ixction by Alexan-
der Joseph, Peter Owen Limited, London, 1965. \_IOTE

2Ibid., p. 113.
SCENEE 15
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When two measures of hydrogen and one of oxygen gas are mixed, and fired by the elec-
tric spark, the whole is converted into steam, and if the pressure be great, this steam be-
comes water. It is most probable then that there is the same number of particles in two
measures of hydrogen as in one of oxygen.3

In fact, he then changed his mind about the number of molecules in equal volumes of
different gases:

At the time I formed the theory of mixed gases, I had a confused idea, as many have, I sup-
pose, at this time, that the particles of elastic fluids are all of the same size; that a given vol-
ume of oxygenous gas contains just as many particles as the same volume of hydrogenous;
or if not, that we had no data from which the question could be solved. ... I [later] became
convinced . .. That every species of pure elastic fluid has its particles globular and all of a
size; but that no two species agree in the size of their particles, the pressure and tempera-
ture being the same.*

Only a few years later, Avogadro used data from Gay-Lussac to argue that equal
volumes of gas at equal temperatures and pressures contain the same number of mole-
cules, but uncertainties about the nature of sulfur, phosphorus, arsenic, and mercury va-
pors delayed acceptance of this idea. Widespread confusion about atomic weights and
molecular formulas contributed to the delay; in 1861, Kekulé gave 19 different possible
formulas for acetic acid!® In the 1850s, Cannizzaro revived the argument of Avogadro
and argued that everyone should use the same set of atomic weights rather than the
many different sets then being used. At a meeting in Karlsruhe in 1860, he distributed a
pamphlet describing his views.® His proposal was eventually accepted, and a consistent
set of atomic weights and formulas gradually evolved. In 1869, Mendeleev’ and Meyer®
independently proposed periodic tables nearly like those used today, and from that time
the development of atomic theory progressed rapidly.

2-1-1 THE PERIODIC TABLE

The idea of arranging the elements into a periodic table had been considered by many
chemists, but either the data to support the idea were insufficient or the classification
schemes were incomplete. Mendeleev and Meyer organized the elements in order of
atomic weight and then identified families of elements with similar properties. By ar-
ranging these families in rows or columns, and by considering similarities in chemical
behavior as well as atomic weight, Mendeleev found vacancies in the table and was able
to predict the properties of several elements (gallium, scandium, germanium, polonium)
that had not yet been discovered. When his predictions proved accurate, the concept of
a periodic table was quickly established (see Figure 1-10). The discovery of additional
elements not known in Mendeleev’s time and the synthesis of heavy elements have led
to the more complete modern petiodic table, shown inside the front cover of this text.

In the modern periodic table, a horizontal row of elements is called a period, and
a vertical column is a group or family. The traditional designations of groups in the
United States differ from those used in Europe. The International Union of Pure and
Applied Chemistry (IUPAC) has recommended that the groups be numbered 1 through
18, a recommendation that has generated considerable controversy. In this text, we will

3bid., p. 133

“Ibid., pp. 144-145.

SIR. Partington, A Short History of Chemistry, 3rd ed., Macmillan, London, 1957, reprinted, 1960,
Harper & Row, New York, p. 255.

SIbid., pp. 256-258.
D. I. Mendeleev, J. Russ. Phys. Chem. Soc., 1869, i, 60.
8L.. Meyer, Justus Liebigs Ann. Chem., 1870, Suppl. vii, 354.
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use the IUPAC group numbers, with the traditional American numbers in parentheses.
Some sections of the periodic table have traditional names, as shown in Figure 2-1.

2-1-2 DISCOVERY OF SUBATOMIC
PARTICLES AND THE BOHR ATOM

During the 50 years after the periodic tables of Mendeleev and Meyer were proposed,
experimental advances came rapidly. Some of these discoveries are shown in Table 2-1.

Parallel discoveries in atomic spectra showed that each element emits light of
specific energies when excited by an electric discharge or heat. In 1885, Balmer showed
that the energies of visible light emitted by the hydrogen atom are given by the equation

TABLE21 %
Discoveries in Atomic Structure”. ..

1896 A. H. Becquerel Discovered radioactivity of uranium

1897 J. J. Thomson Showed that electrons have a negative charge, with
charge/mass = 1.76 X 10'! C/kg

1909  R.A. Millikan Measured the electronic charge (1.60 X 10719 C); therefore, the mass of
the electron is 9.11 X 1071 kg, 1336 of the mass of the H atom

1911 E. Rutherford Established the nuclear model of the atom (very small, heavy nucleus

surrounded by mostly empty space)

1913 H. G. J. Moseley Determined nuclear charges by X-ray emission, cstablishing atomic
numbers as more fundamental than atomic masses
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where
ny = integer, with n, > 2
Ry = Rydberg constant for hydrogen = 1.097 X 10’ m™' = 2.179 X 10718 ]

I

and the energy is related to the wavelength, frequency, and wave number of the light, as
given by the equation

he _
E=hh= —ﬂ; = hcv

where? h = Planck’s constant = 6.626 X 1074 J s

1

I

v = frequency of the light, ins™
speed of light = 2.998 X 103 ms™!

wavelength of the light, frequently in nm
1

=l > o
[T

I

= wavenumber of the light, usually in cm™

The Balmer equation was later made more general, as spectral lines in the ultravio-
let and infrared regions of the spectrum were discovered, by replacing 22 by n?, with the
condition that n; < ny. These quantities, n;, are called quantum numbers. (These are the
principal quantum numbers; other quantum numbers are discussed in Section 2-2-2.)
The origin of this energy was unknown until Niels Bohr’s quantum theory of the atom, '°
first published in 1913 and refined over the following 10 years. This theory assumed that
negative electrons in atoms move in stable circular orbits around the positive nucleus with
no absorption or emission of energy. However, electrons may absorb light of certain spe-
cific energies and be excited to orbits of higher energy; they may also emit light of specif-
ic energies and fall to orbits of lower energy. The energy of the light emitted or absorbed
can be found, according to the Bohr model of the hydrogen atom, from the equation

E= Ryl & -
N\t i

2w2u2264
where R = T2
(drreg)h

fv = reduced mass of the electron-nucleus combination

1 1 1
.._.:_+

H me Mpycleus

m, = mass of the electron

Myyclens = mass of the nucleus
Z = charge of the nucleus
e = electronic charge
h = Planck’s constant
n, = quantum number describing the higher energy state
n; = quantum number describing the lower energy state

4mey = permittivity of a vacuum

"More accurate values for the constants and energy conversion factors are given inside the back cover
of this book.

10N Bohr, Philos. Mag., 1913, 26, 1.
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This equation shows that the Rydberg constant depends on the mass of the nucleus as
well as on the fundamental constants.

Examples of the transitions observed for the hydrogen atom and the energy levels
responsible are shown in Figure 2-2. As the electrons drop from level n, to n; (h for
higher level, / for lower level), energy is released in the form of electromagnetic radia-
tion. Conversely, if radiation of the correct energy is absorbed by an atom, electrons are
raised from level n; to level ny,. The inverse-square dependence of energy on n; results
in energy levels that are far apart in energy at small n; and become much closer in ener-
gy at larger n;. In the upper limit, as n; approaches infinity, the energy approaches a
limit of zero. Individual electrons can have more energy, but above this point they are
no longer part of the atom; an infinite quantum number means that the nucleus and the
electron are separate entities.

EXERCISE 2-1

Find the energy of the transition from n; = 3 to n; = 2 for the hydrogen atom in both joules
and cm ™' (a common unit in spectroscopy). This transition results in a red line in the visible
emission spectrum of hydrogen. (Solutions to the exercises are given in Appendix A.)

When applied to hydrogen, Bohr’s theory worked well; when atoms with more
electrons were considered, the theory failed. Complications such as elliptical rather
than circular orbits were introduced in an attempt to fit the data to Bohr’s theory.!! The
developing experimental science of atomic spectroscopy provided extensive data for
testing of the Bohr theory and its modifications and forced the theorists to work hard to
explain the spectroscopists’ observations. In spite of their efforts, the Bohr theory even-
tually proved unsatisfactory; the energy levels shown in Figure 2-2 are valid only for the
hydrogen atom. An important characteristic of the electron, its wave nature, still needed
to be considered.

According to the de Broglie equation,'? proposed in the 1920s, all moving parti-
cles have wave properties described by the equation

h
A=
muv

where = wavelength of the particle

Planck’s constant

Il

mass of the particle

e I = >
il

= velocity of the particle

Particles massive enough to be visible have very short wavelengths, too small to
be measured. Electrons, on the other hand, have wave properties because of their very
small mass.

Electrons moving in circles around the nucleus, as in Bohr’s theory, can be
thought of as forming standing waves that can be described by the de Broglie equation.
However, we no longer believe that it is possible to describe the motion of an electron in
an atom so precisely. This is a consequence of another fundamental principle of modern
physics, Heisenberg’s uncertainty principle, 13 which states that there is a relationship

"a. Herzberg, Atomic Spectra and Atomic Structure, 2nd ed., Dover Publications, New York, 1994,
p- 18. . .

121, de Broglie, Philos. Mag. 1924, 47, 446; Ann. Phys., 1925, 3, 22.

3%, Heisenberg, Z. Phys., 1927, 43, 172.
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FIGURE 2-2 Hydrogen Atom
Energy Levels.
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between the inherent uncertainties in the location and momentum of an electron moving
in the x direction:

h
Ax Ap, = —
4

where

Ax = uncertainty in the position of the electron
Ap, = uncertainty in the momentum of the electron

The energy of spectral lines can be measured with great precision (as an example,
the Rydberg constant is known to 11 significant figures), in turn allowing precise deter-
mination of the energy of electrons in atoms. This precision in energy also implies preci-
sion in momentum (Ap, is small); therefore, according to Heisenberg, there is a large
uncertainty in the location of the electron (Ax is large). These concepts mean that we
cannot treat electrons as simple particles with their motion described precisely, but we
must instead consider the wave properties of electrons, characterized by a degree of un-
certainty in their location. In other words, instead of being able to describe precise orbits
of electrons, as in the Bohr theory, we can only describe orbitals, regions that describe
the probable location of electrons. The probability of finding the electron at a particular
point in space (also called the electron density) can be calculated, at least in principle.

In 1926 and 1927, Schrodinger'* and Heisenberg!® published papers on wave
mechanics (descriptions of the wave properties of electrons in atoms) that used very
different mathematical techniques. In spite of the different approaches, it was soon
shown that their theories were equivalent. Schrodinger’s differential equations are
more commonly used to introduce the theory, and we will follow that practice.

The Schrodinger equation describes the wave properties of an electron in terms of
its position, mass, total energy, and potential energy. The equation is based on the wave
function, ¥, which describes an electron wave in space; in other words, it describes an
atomic orbital. In its simplest notation, the equation is

HY = EY¥

where H = the Hamiltonian operator
E = energy of the electron

¥ = the wave function

Il

The Hamiltonian operator (frequently just called the Hamiltonian) includes de-
rivatives that operate on the wave function.”® When the Hamiltonian is carried out, the
result is a constant (the energy) times W. The operation can be performed on any wave
function describing an atomic orbital. Different orbitals have different ¥ functions and
different values of E. This is another way of describing quantization in that each orbital,
characterized by its own function W, has a characteristic energy.

g, Schrodinger, Ann. Phys. (Leipzig), 1926, 79, 361, 489, 734; 1926, 80, 437, 1926, 81, 109;
Naturwissenshaften, 1926, 14, 664; Phys. Rev., 1926. 28, 1049.

15An operator is an instruction or set of instructions that states what to do with the function that fol-
lows it. It may be a simple instruction such as “multiply the following function by 6,” or it may be much more
complicated than the Hamiltonian. The Hamiltonian operator is sometimes written H, with the * (hat) symbol
designating an operator.
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In the form used for calculating energy levels, the Hamiltonian operator is

-2 (& 9 9 Zé*
H:8fn'2m ax2+82+5_2 - \/ 42 2 2
y Z daegVx~ + y* + z
This part of the operator describes the This part of the operator describes the
kinetic energy of the electron potential energy of the electron, the result of

electrostatic attraction between the electron
and the nucleus. It is commonly designated

as V.
where = Planck’s constant
m = mass of the particle (electron)
e = charge of the electron
\/ %% + y? + 7% = r = distance from the nucleus
Z = charge of the nucleus

4arg = permittivity of a vacuum

When this operator is applied to a wave function W,

A
— + 5+ —5 | + V(xyz) |[V(xyz) = EV(x,y.z
ol PR (xy.2) |V (xy.2) (x.y2)

—Ze? —~7Ze*

4’“’807’ 41T80\/x2 +y2 + ZZ

The potential energy V is a result of electrostatic attraction between the electron
and the nucleus. Attractive forces, like those between a positive nucleus and a negative
electron, are defined by convention to have a negative potential energy. An electron near
the nucleus (small 7) is strongly attracted to the nucleus and has a large negative poten-
tial energy. Electrons farther from the nucleus have potential energies that are small and
negative. For an electron at infinite distance from the nucleus (r= 00), the attraction
between the nucleus and the electron is zero, and the potential energy is zero.

Because every W matches an atomic orbital, there is no limit to the number of so-
lutions of the Schrisdinger equation for an atom. Each W describes the wave properties
of a given electron in a particular orbital. The probability of finding an electron at a
given point in space is proportional to W2, A number of conditions are required for a
physically realistic solution for W:

where 1%

1. The wave function W must be sin-  There cannot be two probabilities for
gle-valued. an electron at any position in space.

2. The wave function ¥ and its first ~ The probability must be defined at all
derivatives must be continuous. positions in space and cannot change
abruptly from one point to the next.

3. The wave function ¥ must ap- For large distances from the nucleus,
proach zero as r approaches infinity. ~ the probability must grow smaller and
smaller (the atom must be finite).
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4. The integral The total probability of an electron
being somewhere in space = 1. This
Y0, dr =1 is called normalizing the wave

function.!®
all space

5. The integral All orbitals in an atom must be orthog-
onal to each other. In some cases, this
V,Wpdr =0 means that the orbitals must be perpen-
dicular, as with the p,, p,, and p,

all space .
orbitals.

2-2-1 THE PARTICLE IN A BOX

A simple example of the wave equation, the one-dimensional particle in a box, shows
how these conditions are used. We will give an outline of the method; details are avail-
able elsewhere.'” The “box” is shown in Figure 2-3. The potential energy V(x) inside
the box, between x = 0 and x = &, is defined to be zero. Outside the box, the potential
energy is infinite. This means that the particle is completely trapped in the box and
would require an infinite amount of energy to leave the box. However, there are no
forces acting on it within the box.
The wave equation for locations within the box is

— K2 <62‘I’(x)

Py ) = EW¥(x), becauseV(x) =10
x

8mem

Sine and cosine functions have the properties that we associate with waves—a
well-defined wavelength and amplitude—and we may therefore propose that the wave
characteristics of our particle may be described by a combination of sine and cosine
functions. A general solution to describe the possible waves in the box would then be

¥ = Asinrx + Bcossx

FIGURE 2-3 Potential Energy
Well for the Particle in a Box.

19Because the wave functions may have imaginary values (containing V —1), ¥'¥* is used to make
the integral real. In many cases, the wave functions themselves are real, and this integral becomes
v 2 dr.
all space

17G. M. Barrow, Physical Chemistry, 6th ed., McGraw-Hill, New York, 1996, pp. 65, 430, calls this
the “particle on a line” problem. Many other physical chemistry texts also include solutions.
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where A, B, r, and s are constants. Substitution into the wave equation allows solution
for r and s (see Problem 4 at the end of the chapter):

2T

2mE =
e,

\
Il
o
I

Because ¥ must be continuous and must equal zero at x < 0 and x > a (be-
cause the particle is confined to the box), ¥ must go to zero at x = 0 and x = a. Be-
cause cos sx = 1 for x = 0, ¥ can equal zero in the general solution above only if
B = 0. This reduces the expression for ¥ to

V¥ = Asinrx

At x = g, ¥ must also equal zero; therefore, sin ra = 0, which is possible only
if ra is an integral multiple of

+naT
a

ra = *tpnmw or r =

where n = any integer # 0.!% Substituting the positive value (because both positive
and negative values yield the same results) for r into the solution for r gives

2
R

This expression may be solved for E:

. n*h?
2

" 8ma
These are the energy levels predicted by the particle in 2 box model for any particle in a
one-dimensional box of length a. The energy levels are quantized according to
quantum numbersn = 1,2,3,...

Substituting r = nr/a into the wave function gives

. onwx
P = Asin—
a

and applying the normalizing requirement f YW* dr = 1 gives

The total solution is then
2 . nmx
¥ = \/: sin —
a a

) 81f n =0, then r =0 and ¥ = 0 at all points. The probability of finding the electron is
j P+ dx = 0, and there is no electron at all.
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Particle in a box
n=3

2

Wave function ¥

xla

Particle in a box
n=2

Wave function ‘¥

xla

Particle in a box
n=1

Wave function ¥

FIGURE 2-4 Wave Functions and
Their Squares for the Particle in a
Box withn = 1,2, and 3.

The resulting wave functions and their squares for the first three states (the ground state
and first two excited states) are plotted in Figure 2-4.
The squared wave functions are the probability densities and show the difference
between classical and quantum mechanical behavior. Classical mechanics predicts that
the electron has equal probability of being at any point in the box. The wave nature
> of the electron gives it the extremes of high and low probability at different locations
: in the box.

2-2-2 QUANTUM NUMBERS AND ATOMIC
WAVE FUNCTIONS

The particle in a box example shows how a wave function operates in one dimension.
Mathematically, atomic orbitals are discrete solutions of the three-dimensional
Schrodinger equations. The same methods used for the one-dimensional box can be
expanded to three dimensions for atoms. These orbital equations include three
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quantum numbers, 1, [, and m;. A fourth quantum number, 7, a result of relativistic
corrections to the Schrddinger equation, completes the description by accounting for
the magnetic moment of the electron. The quantum numbers are summarized in Tables
2-2, 2-3,and 2-4.

TABLE 2-2
Quantum Numbers and Their Properties
Symbol Name Values Role
n Principal 1,2,3,... Determines the major part of the
energy
[ Angular momentum 0,1,2,...,n— 1 Describes angular dependence and
contributes to the energy
my Magnetic 0, %1, +2,..., £/ Describes orientation in space (angular

momentum in the z direction)

. ! . . .
my Spin + 5 Describes orientation of the electron
spin (magnetic moment) in space

Orbitals with different [ values are known by the following labels, derived from early terms for different
families of spectroscopic lines:

/ 0 1 2 3 4 5,...
Label s 14 d f g continuing alphabetically
TABLE 2-3
Hydrogen Atom Wave Functions: Angular Functions
Angular factors Real wave functions
Related to Functions In Polar In Cartesian
angular momentum of 0 coordinates coordinates Shapes  Label
l my P (3] 0D (0, d) GCI)(x ¥, 2)
1 1 1
0(s) 0 — Z —= s
Vom V2 % 2Va \f
z
1 V6 1 \/? 1 \/? z oy
1 2 = —/== v .
(p) 0 Ve 5 cos B 3 TrCos() Nar I 2
1, % E 1 [3x
+1 \/2;94’ TsmG 5\/; sin 6 cos ¢ 5\/;7 0O Px
e V3 SHREN. L[ O
1 \/2;6 2 sin N sin § sin ¢ N Py
1 1 /5 {5 1 [5(22% = x* =% %
2(d = -1 =/ =(3cos?0 — 1 S 2
() 0 i 2\[2(3 cos?8 — 1) % 4\/;(3 cos?f — 1) 4\/; d,
s 52 oY
1 ; 15 1 /15 1
+1 o o® \/2__ cos B sin 0 N cos 0 sin 0 cos ¢ ) dy,
1 ] E ; 1 [15 1 / m‘_L
-1 e Vis cos 6 sin § —y/—cosfsin@sind = dy,
V2w 2N 2 ¢
/ / — =
1 ; 1 /15 X
+2 2o \/le sin? —./—=sin% 0 cos 2¢ y dz 2
Vo 4 4N
= T s 3
1 a; 1 f15x
-2 o Vis sin> B 1/ sin” 0 sin 2¢ LR CAD dyy
Vo 4 J 4N 4\ m 42 ’

SOURCE: Adapted trom G. M. Barrow, Physical Chemistry, Sth ed., McGraw-Hill, New York, 1988, p. 450, with permission.

NoTE: The relations (¢'® — ¢ )/(2i) = sin  and (e + ¢ 7*)/2 = cos & can be used to convert the exponential imaginary functions to real
trigonometric functions, combining the two orbitals wnh m; = %1 to give two orbitals with sin ¢ and cos ¢. In a similar fashion, the orbitals with
m; = +2 result in real functions with cos” ¢ and sin” ¢. These functions have then been converted to Cartesian form by using the functions

x = rsin®cosd,y = rsinsind, and z = r cos 6.



2-2 The Schrodinger Equation 27

TABLE 2-4
Hydrogen Atom Wave Functions: Radial Functions

Radial Functions R(r), witho = Zr/ay

Orbital n l R(7)
7z 32
s 1 0 Ry = li“j] e’
ag
7 32
2s 2 0 Ry = [T] (2 - o) ?
]
1 7z 3/2
2p 1 Ry, = —-|:—2—:| o/
3L 2a0
20 z PP
3s 3 0 Rsys = E[E} (27 — 18¢ + 20%)e/?
0
1 |2z PP
3p 1 Ry, = _,_[__} (6 — o)oe
" s1vELao
1 27 P2
3d 2 Ry = [ } o2e™?
81V15L a0

The fourth quantum number explains several experimental observations. Two of
these observations are that lines in alkali metal emission spectra are doubled, and that a
beam of alkali metal atoms splits into two parts if it passes through a magnetic field.
Both of these can be explained by attributing a magnetic moment to the electron; it be-
haves like a tiny bar magnet. This is usually described as the spin of the electron be-
cause a spinning electrically charged particle also has a magnetic moment, but it should
not be taken as an accurate description; it is a purely quantum mechanical property.

The quantum number # is primarily responsible for determining the overall energy of
an atomic orbital; the other quantum numbers have smaller effects on the energy. The quan-
tum number / determines the angular momentum of the orbital or shape of the orbital and
has a smaller effect on the energy. The quantum number m; determines the orientation of the
angular momentum vector in a magnetic field, or the position of the orbital in space, as
shown in Table 2-3. The quantum number mz; determines the orientation of the electron
magnelic moment in a magnetic field, either in the direction of the field (+ 2) or opposed to
it (— ~) When no field is present, all m; values (all three p orbitals or all five d orbitals) have
the same energy and both m, values have the same energy. Together, the quantum numbers
n, [, and m; define an atomic orbital; the quantum number m, describes the electron spin
within the orbital.

One feature that should be mentioned is the appearance of i (= \/——1) in the p
and d orbital wave equations in Table 2-3. Because it is much more convenient to work
with real functions than complex functions, we usually take advantage of another prop-
erty of the wave equation. For differential equations of this type, any linear combination
of solutions (sums or differences of the functions, with each multiplied by any coeffi-
cient) to the equation is also a solution to the equation. The combinations usually cho-
sen for the p orbitals are the sum and difference ot the p orbltals having m; = +1 and

—1, normalized by multiplying by the constants —= and —=, respectively:

\/ \/
1 1 /3 .
Wope = M\/—E (W + ) = 5\/;[R(r)] sin 6 cos ¢

] 1 /3
Wapy = 'é(qfﬂ -V = EJ;[R(;’)} sin 0 sin ¢
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FIGURE 2-5 Spherical Coordi-
nates and Volume Element for a
Spherical Shell in Spherical
Coordinates.
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The same procedure used on the d orbital functions for m; = £1 and £2 gives the
functions in the column headed © ® (0, ¢) in Table 2-3, which are the familiar J orbitals.
The d,2 orbital (m; = 0) actually uses the function 27% — x* — y?, which we shorten to z°
for convenience. These functions are now real functions, so ¥ = ¥#* and P ¥* = P2,

A more detailed look at the Schrodinger equation shows the mathematical origin
of atomic orbitals. In three dimensions, ¥ may be expressed in terms of Cartesian co-
ordinates (x, y, z) or in terms of spherical coordinates (r, 8, ¢). Spherical coordinates,
as shown in Figure 2-5, are especially useful in that r represents the distance from the
nucleus. The spherical coordinate 9 is the angle from the z axis, varying from 0 to m,
and ¢ is the angle from the x axis, varying from 0 to 2. It is possible to convert be-
tween Cartesian and spherical coordinates using the following expressions:

I

x = rsin0cos ¢

y = rsin b sin ¢

It

z=rcosb

In spherical coordinates, the three sides of the volume element are
r df, r sin 0 dd, and dr. The product of the three sides is % sin 0 d6 dé dr, equivalent
to dx dy dz. The volume of the thin shell between r and r + dris 4atr? dr, which is the
integral over ¢ from 0 to r, and over 6 from O to 2. This integral is useful in describ-
ing the electron density as a function of distance from the nucleus.

W can be factored into a radial component and two angular components. The
radial function, R, describes electron density at different distances from the nucleus;
the angular functions, © and ®, describe the shape of the orbital and its orientation in
space. The two angular factors are sometimes combined into one factor, called Y-

W(r, 0, 0) = R(r)O(6)D($) = R(r)Y(8, d)

R is a function only of r; Y is a function of 8 and ¢, and gives the distinctive shapes of
s, p, d, and other orbitals. R, ©, and ® are shown separately in Tables 2-3 and 2-4.
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The angular functions

The angular functions © and & determine how the probability changes from point to
point at a given distance from the center of the atom; in other words, they give the shape
of the orbitals and their orientation in space. The angular functions & and ® are deter-
mined by the quantum numbers / and m;. The shapes of s, p, and d orbitals are shown in
Table 2-3 and Figure 2-6.

In the center of Table 2-3 are the shapes for the © portion; when the ® portion is
included, with values of & = 0 to 21, the three-dimensional shapes in the far-right col-
umn are formed. In the diagrams of orbitals in Table 2-3, the orbital lobes are shaded
where the wave function is negative. The probabilities are the same for locations with
positive and negative signs for W, but it is useful to distinguish regions of opposite
signs for bonding purposes, as we will see in Chapter 5.

The radial functions

The radial factor R(r) (Table 2-4) is determined by the quantum numbers » and [, the
principal and angular momentum quantum numbers.

The radial probability function is 47rr2R2. This function describes the probabil-
ity of finding the electron at a given distance from the nucleus, summed over all angles,
with the 4% factor the result of integrating over all angles. The radial wave functions
and radial probability functions are plotted for the n = 1,2, and 3 orbitals in Figure 2-7.
Both R(r) and 47r?R? are scaled with ay, the Bohr radius, to give reasonable units on
the axes of the graphs. The Bohr radius, ¢y = 52.9 pm, is a common unit in quantum
mechanics. It is the value of r at the maximum of ¥ for a hydrogen 1s orbital and is
also the radius of a 1s orbital according to the Bohr model.

In all the radial probability plots, the electron density, or probability of finding the
electron, falls off rapidly as the distance from the nucleus increases. It falls off most
quickly for the Ls orbital; by r = Sag, the probability is approaching zero. By contrast,
the 3d orbital has a maximum at r = 9ag and does not approach zero until approxi-
mately r = 20ay. All the orbitals, including the s orbitals, have zero probability at the
center of the nucleus, because 4rr>R> = 0 at r = 0. The radial probability functions
are a combination of 4Trr2, which increases rapidly with », and R?, which may have
maxima and minima, but generally decreases exponentially with 7. The product of these
two factors gives the characteristic probabilities seen in the plots. Because chemical re-
actions depend on the shape and extent of orbitals at large distances from the nucleus,
the radial probability functions help show which orbitals are most likely to be involved
in reactions.

Nodal surfaces

At large distances from the nucleus, the electron density, or probability of finding the
electron, falls off rapidly. The 2s orbital also has a nodal surface, a surface with zero
electron density, in this case a sphere with r = 2ag where the probability is zero. Nodes
appear naturally as a result of the wave nature of the electron; they occur in the func-
tions that result from solving the wave equation for V. A node is a surface where the
wave function is zero as it changes sign (as at r = 2ag, in the 2s orbital); this requires
that ¥ = 0, and the probability of finding the electron at that point is also zero.

If the probability of finding an electron is zero (¥? = 0), ¥ must also be equal
to zero. Because

W (r, 0, 4) = R(r)Y(6, $)
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d2 2 d2
- Z

FIGURE 2-6 Selected Atomic Orbitals. (Adapted with permission from G. O. Spessard and
G. L. Miessler, Organometallic Chemistry, Prentice Hall, Upper Saddle River, NI, 1997, p. 11,
Fig. 2-1)

in order for ¥ = 0, either R(r) = 0 or Y(6, ) = 0. We can therefore determine
nodal surfaces by determining under what conditions R = Oor ¥ = 0.
Table 2-5 summarizes the nodes for several orbitals. Note that the total number of
nodes in any orbital is n — 1 if the conical nodes of some 4 and f orbitals count as 2.1
Angular nodes result when ¥ = 0 and are planar or conical. Angular nodes can
be determined in terms of © and &, but may be easier to visualize if Y is expressed in

9Mathematically, the nodal surface for the d,2 orbital is one surface, but in this instance it fits the
pattern better if thought of as two nodes.
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TABLE 2-5
Nodal Surfaces -

Spherical nodes [R(r) = 0]

Examples (number of spherical nodes)

s 0 2p 0 3d 0
2s i 3p 1 4d 1
3s 2 4p 2 5d 2

Angular nodes [Y (8, ¢) = 0]

Examples (number of angular nodes)

s orbitals 0
p orbitals 1 plane for each orbital
d orbitals 2 planes for each orbital except d,2

1 conical surface for d 2

Cartesian (x, y, z) coordinates (see Table 2-3). In addition, the regions where the wave
function is positive and where it is negative can be found. This information will be use-
ful in working with molecular orbitals in later chapters. There are [ angular nodes in any
orbital, with the conical surface in the d,2 and similar orbitals counted as two nodes.

Radial nodes, or spherical nodes, result when R = 0, and give the atom a lay-
ered appearance, shown in Figure 2-8 for the 3s and 3p, orbitals. These nodes occur
when the radial function changes sign; they are depicted in the radial function graphs
by R(r) = 0 and in the radial probability graphs by 47r?R? = 0. The 1s, 2p, and 3d
orbitals (the lowest energy orbitals of each shape) have no radial nodes and the number
of nodes increases as n increases. The number of radial nodes for a given orbital is al-
ways equal ton — [ — 1.

Nodal surfaces can be puzzling. For example, a p orbital has a nodal plane
through the nucleus. How can an electron be on both sides of a node at the same time
without ever having been at the node (at which the probability is zero)? One explanation
is that the probability does not go quite to zero.?0

Another explanation is that such a question really has no meaning for an electron
thought of as a wave. Recall the particle in a box example. Figure 2-4 shows nodes at
x/a = 0.5 forn = 2 and at x/a = 0.33 and 0.67 for n = 3. The same diagrams could
represent the amplitudes of the motion of vibrating strings at the fundamental frequen-
cy (n = 1) and multiples of 2 and 3. A plucked violin string vibrates at a specific fre-
quency, and nodes at which the amplitude of vibration is zero are a natural result. Zero
amplitude does not mean that the string does not exist at these points, but simply that
the magnitude of the vibration is zero. An electron wave exists at the node as well as on
both sides of a nodal surface, just as a violin string exists at the nodes and on both sides
of points having zero amplitude.

Still another explanation, in a lighter vein, was suggested by R. M. Fuoss to one
of the authors (DAT) in a class on bonding. Paraphrased from St. Thomas Aquinas,
“Angels are not material beings. Therefore, they can be first in one place and later in
another, without ever having been in between.” If the word “electrons™ replaces the
word “angels,” a semitheological interpretation of nodes could result.

20A. Szabo, J. Chem. Educ., 1969, 46, 678, uses relativistic arguments to explain that the electron
probablity at a nodal surface has a very small, but finite, value.
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(a) CL:3s (b) C:2pZ

X

34, 234, 3+,
(d) Ti .3dZ2 @ Ti™:3d2 2 O T"3d 2 2

FIGURE 2-8 Constant Electron Density Surfaces for Selected Atomic Orbitals. (a)~(d) The cross-
sectional plane is any plane containing the z axis. (e) The cross section is taken through the xz or yz
plane. (f) The cross section is taken through the xy plane. (Figures (b)~(f) reproduced with permis-
: sion from E. A. Orgyzlo and G. B. Porter, J. Chem. Educ., 1963, 40, 258.)

P; The angular factor Y is given in Table 2-3 in terms of Cartesian coordinates:

This orbital is designated p, because z appears in the Y expression. For an angular node, ¥
must equal zero, which is true only if z = 0. Therefore, z = 0 (the xy plane) is an angular
nodal surface for the p, orbital as shown in Table 2-5 and Figure 2-8. The wave function is
positive where z > 0 and negative where z < 0. In addition, a 2p, orbital has no spherical
nodes, a 3p, orbital has one spherical node, and so on.
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Here, the expression x> — y? appears in the equation, so the designation is 4,2 2. Because

there are two solutions to the equation ¥ = O (or x% - y2 =0), x =yand x = —y, the
planes defined by these equations are the angular nodal surfaces. They are planes containing
the z axis and making 45° angles with the x and y axes (see Table 2-5). The function is positive
where x > y and negative where x < y. In addition, a 3d,2_.,2 orbital has no spherical nodes,
a 4d,2_,2 has one spherical node, and so on. ‘

EXERCISE 2-2

Describe the angular nodal surfaces for a d 2 orbital, whose angular wave function is

1 5 (222 _ x2 _ yl)

4 w r2

EXERCISE 2-3
Describe the angular nodal surfaces for a d,, orbital, whose angular wave function is

1 /15 xz

2 ’ﬂ'r2

The result of the calculations is the set of atomic orbitals familiar to all chemists.
Figure 2-7 shows diagrams of s, p, and d orbitals and Figure 2-8 shows lines of constant
electron density in several orbitals. The different signs on the wave functions are shown
by different shadings of the orbital lobes in Figure 2-7, and the outer surfaces shown en-
close 90% of the total electron density of the orbitals. The orbitals we use are the com-
mon ones used by chemists; others that are also solutions of the Schrodinger equation
can be chosen for special purposes.21

2-2-3 THE AUFBAU PRINCIPLE

Limitations on the valtes of the quantum numbers lead to the familiar aufbau (German,
Aufbau, building up) principle, where the buildup of electrons in atoms results from
continually increasing the quantum numbers. Any combination of the quantum numbers
presented so far correctly describes electron behavior in a hydrogen atom, where there
is only one electron. However, interactions between electrons in polyelectronic atoms
require that the order of filling of orbitals be specified when more than one electron is
in the same atom. In this process, we start with the lowest n, [, and m;, values (1, 0, and
0, respectively) and either of the m values (we will arbitrarily use — % first). Three rules
will then give us the proper order for the remaining electrons as we increase the quan-
tum numbers in the order m;, my, I, and n.

1. Electrons are placed in orbitals to give the lowest total energy to the atom. This
means that the lowest values of n and [ are filled first. Because the orbitals within
each set (p, d, etc.) have the same energy, the orders for values of m; and m; are
indeterminate.

2IR. E. Powell, J. Chem. Educ., 1968, 45, 45.
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2. The Pauli exclusion principle’? requires that each electron in an atom have a
unique set of quantum numbers. At least one quantum number must be different
from those of every other electron. This principle does not come from the
Schrodinger equation, but from experimental determination of electronic structures.

3. Hund’s rule of maximum multiplicity>® requires that electrons be placed in or-
bitals so as to give the maximum total spin possible (or the maximum number of
parallel spins). Two electrons in the same orbital have a higher energy than two
electrons in different orbitals, caused by electrostatic repulsion (electrons in the
same orbital repel each other more than electrons in separate orbitals). Therefore,
this rule is a consequence of the lowest possible energy rule (Rule 1). When there
are one to six electrons in p orbitals, the required arrangements are those given in
Table 2-6. The multiplicity is the number of unpaired electrons plus 1, orn + 1.
This is the number of possible energy levels that depend on the orientation of the
net magnetic moment in a magnetic field. Any other arrangement of electrons re-
sults in fewer unpaired electrons. This is only one of Hund’s rules; others are de-
scribed in Chapter 11.

TABLE 2-6
Hund’s Rule and Multiplicity
Number of
Electrons Arrangement Unpaired e~ Multiplicity
1 T 1 2
2 T 1 2 3
X tr 1 3 4
4 ) 0 5 3
S ty 14 1 1 )
6 ty 1yt 0 .

This rule is a consequence of the energy required for pairing electrons in the
same orbital. When two electrons occupy the same part of the space around an atom,
they repel each other because of their mutual negative charges with a Coulombic en-
ergy of repulsion, II ., per pair of electrons. As a result, this repulsive force favors
electrons in different orbitals (different regions of space) over electrons in the same
orbitals.

In addition, there is an exchange energy, I1,, which arises from purely quantum
mechanical considerations. This energy depends on the number of possible exchanges
between two electrons with the same energy and the same spin.

For example, the electron configuration of a carbon atom is 1s*2s°2p®. Three
arrangements of the 2p electrons can be considered:

The first arrangement involves Coulombic energy, I1,., because it is the only one
that pairs electrons in the same orbital. The energy of this arrangement is higher than
that of the other two by I1, as a result of electron-electron repulsion.

2W. Pauli, Z. Physik, 1925, 31, 765.
BF. Hund, Z. Physik, 1925, 33, 345.
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In the first two cases there is only one possible way to arrange the electrons to
give the same diagram, because there is only a single electron in each having + or —
spin. However, in the third case there are two possible ways in which the electrons can
be arranged:

T1 T2 T2 11 (one exchange of electron)

The exchange energy is I1, per possible exchange of parallel electrons and is negative.
The higher the number of possible exchanges, the lower the energy. Consequently, the
third configuration is lower in energy than the second by I1,.

The results may be summarized in an energy diagram:

1l

e | L1

T

These two pairing terms add to produce the total pairing energy, I1:

=TI + 11,

The Coulombic energy, I, is positive and is nearly constant for each pair of
electrons. The exchange energy, [1,, is negative and is also nearly constant for each pos-
sible exchange of electrons with the same spin. When the orbitals are degenerate (have
the same energy), both Coulombic and pairing energies favor the unpaired configura-
tion over the paired configuration. If there is a difference in energy between the levels
involved, this difference, in combination with the total pairing energy, determines the
final configuration. For atoms, this usually means that one set of orbitals is filled before
another has any electrons. However, this breaks down in some of the transition ele-
ments, because the 4s and 3d (or the higher corresponding levels) are so close in ener-
gy that the pairing energy is nearly the same as the difference between levels. Section
2-2-4 explains what happens in these cases.



FIGURE 2-9 Atomic Orbital
Filling in the Periodic Table.

2-2 The Schrodinger Equation 37

EXAMPLE

Oxygen With four p electrons, oxygen could have two unpaired electrons

or it could have no unpaired electrons ( Ty 1Y ). Find the number of electrons that
could be exchanged in each case and the Coulombic and exchange energies for the atom.

(T¢T T)’

ty 1 ! has one pair, energy contribution IT...
ty 1 has one electron with | spin and no possibility of exchange.
1 1

has four possible arrangements, three exchange possibilities (1-2,
1-3, 2-3), energy contribution 3 I1,:

11 12 13 T2 11 13 T3 12 11 T1 13 12
Overall, 311, + I1,.
Ty
Overall, 2 T1, + 2 II,.

Because [, is positive and I1, is negative, the energy of the first arrangement is lower than

ty ot 1

has one exchange possibility for each spin pair and two pairs.

the second;

EXERCISE 2-4

A nitrogen atom with three p electrons could have three unpaired electrons
( 1 1 ), or it could have one unpaired electron ( Ty 1 ). Find
the number of electrons that could be exchanged in each case and the Coulombic and ex-
change energies for the atom. Which arrangement would be lower in energy?

has the lower energy.

Many schemes have been used to predict the order of filling of atomic orbitals.
One, known as Klechkowsky’s rule, states that the order of filling the orbitals proceeds
from the lowest available value for the sum #n + /. When two combinations have the
same value, the one with the smaller value of » is filled first. Combined with the other
rules, this gives the order of filling of most of the orbitals.

One of the simplest methods that fits most atoms uses the periodic table blocked
out as in Figure 2-9. The electron configurations of hydrogen and helium are clearly 1s'!

Groups (IUPAC)
1 2 3

(US traditional)
IA IIA 1B IVB VB VIB VIIB VIIIB IB 1B IIIA IVA VA VIA VIIA VIIIA

2p 1 2p | 2p

3p | 3p /3p 3p |3

4p/ 4p 1'4p | 4p | 4p

S5p ‘5p 5p| Sp | Sp

i6pl6plop|6p|6p

AN IS S S| S | S||S|fS||

d block l:‘ fhblock

s block -] pblock
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and 1s%. After that, the elements in the first two columns on the left (Groups 1 and 2 or
IA and IIA) are filling s orbitals, with [ = 0; those in the six columns on the right
(Groups 13 to 18 or IIIA to VIIIA) are filling p orbitals, with [ = 1; and the ten in the
middle (the transition elements, Groups 3 to 12 or ITIB to 1IB) are filling d orbitals, with
[ = 2. The lanthanide and actinide series (numbers 58 to 71 and 90 to 103) are filling f
orbitals, with [ = 3. Either of these two methods is too simple, as shown in the follow-
ing paragraphs, but they do fit most atoms and provide starting points for the others.

2-2-4 SHIELDING

In atoms with more than one electron, energies of specific levels are difficult to predict
quantitatively, but one of the more common approaches is to use the idea of shielding.
Each electron acts as a shield for electrons farther out from the nucleus, reducing the at-
traction between the nucleus and the distant electrons.

Although the quantum number r is most important in determining the energy, /
must also be included in the calculation of the energy in atoms with more than one elec-
tron. As the atomic number increases, the electrons are drawn toward the nucleus and
the orbital energies become more negative. Although the energies decrease with in-
creasing Z, the changes are irregular because of shielding of outer electrons by inner
electrons. The resulting order of orbital filling for the electrons is shown in Table 2-7.

As a result of shielding and other mote subtle interactions between the electrons, the
simple order of orbitals (in order of energy increasing with increasing ) holds only at very
low atomic number Z and for the innermost electrons of any atom. For the outer orbitals,
the increasing energy difference between levels with the same n but different / values forces
the overlap of energy levels with n = 3 and n = 4, and 4s fills before 34. In a similar
fashion, 5 fills before 4d, 6s before 5d, 4f before 5d, and 5f before 6d (Figure 2-10).

Slater’* formulated a set of simple rules that serve as a rough guide to this effect.
He defined the effective nuclear charge Z* as a measure of the nuclear attraction for an
electron. Z* can be calculated from Z* = Z — §, where Z is the nuclear charge and S is
the shielding constant. The rules for determining S for a specific electron are as follows:

1. The electronic structure of the atom is written in groupings as follows: (1s)
(25,2p) (3s,3p) (3d) (4s,4p) (4d) (4f) (55, 5p), etc.

2. Electrons in higher groups (to the right in the list above) do not shield those in
lower groups.

3. For ns or np valence electrons:

a. Electrons in the same ns, np group contribute 0.35, except the 1s, where 0.30
works better.

b. Electrons in the n — 1 group contribute 0.85.

¢. Electrons in the n — 2 or lower groups contribute 1.00.

4. For nd and nf valence electrons:
a. Electrons in the same nd or nf group contribute 0.35.

b. Electrons in groups to the left contribute 1.00.
The shielding constant S obtained from the sum of the contributions above is sub-
tracted from the nuclear charge Z to obtain the effective nuclear charge Z* affecting the

selected electron. Some examples follow.

241.C. Slater. Phys. Rev., 1930, 36, 57.



TABLE 2-7 :
Electron Configurations of the Elements

Element Z Configuration Element VA Configuration
H 1 1s! Ce 58 *[Xel6s?4f) 54
He 2 152 Pr 59 [Xel6s24f3
N 4 [He]2s! Nd 60 [Xe]6s§4f‘:
Be 4 [Hel2s> Pm 61 [Xe]6s24f‘6
B 5 [He]2522p] Sm 62 [Xe]6s24f7
C 6 [He]2522> Eu 63 [Xel6s%4f
N 7 [He]25%2p? Gd 64 *[Xe}6s§4f; 54"
0 8 Hel2s22p* Tb 65 [Xel6s?4f
F 9 }He]252255 Dy 66 [Xel6s24f10
Ne 10 [He]25%2p° Ho 67 [Xel6s24 51!
Na " [Nep3s! Er 68 [Xe]6524f:§
Mg . [NoJ3s2 Tm 69 [Xe}6s24f14
Al 3 (Nel3s23p! Yb 70 [Xe]6s24fm 1
Si 11 [Ne 35232 Lu 71 [Xe]6524f145d2
P 15 [Ne]3sz3p3 Hf 72 [Xe]6s24f145d3
S 16 [Nel3s23pt Ta 73 [Xelb6s<4f 54
a 17 [Nel3s?3p° w 74 [Xel65>4f 454
Ar 18 [Nel3s23p° Re 75 [Xel6s24f 454>
. Os 76 [Xel6s24f'454°
K 19 [Arlds Ir 77 [Xel6s24f 14547
gé‘ 2 {ﬁgfg% , Pt 78 IXel6s'471450°
T » [Arj4s234? Au 79 *[Xe]6524f145d10
v 23 [Ar]4s7‘3d3 Hg 80 [Xe]6s24f145dw .
Cr o *[Arl4s'3d5 Ti 81 [Xel6s*4f1*54'%6p
Mn 25 [Ar}s2345 Pb 82 [Xe]6s24 1145406 p>
Fe 26 [Ar}4s234° Bi 83 [Xel6s2411454196p3
Co 27 [Ar}4s3d7 Po 84 [Xel6s*4f454'%6p*
Ni 28 [Ar]4s?348 At 85 [Xel6s24f 45406 p
Cu 29 *[Ar}4s'34'° Rn 86 [Xel6s%4714541%6p°
Zn 30 [Ar}ds?3410
Ga 31 [Ar}4s?3d'%4p! Fr 87 [Rn]7s!
Ge 32 [Ar}ds?34'94p? Ra 88 [Rn}7s?
As 33 [Ar]4s?34104p° Ac 89 *[Rn]7s2 64
Se 34 [Ar]4s%3d'04p* Th 90 *[Rn]7s*  6d°
Br 35 [Ar}4s23d04p° Pa 91 *[Rn]7s%5f2 64"
Kr 36 [Ar}4s?34"%4p® U 9 #“[Rn]7s25f3 Gd!
Rb 37 [Kr]5s! Np 23 *[Rn]7s§5f: 6d'
Sr 38 [Kr]5s? i“ 2‘5‘ %ingszz}” ;
m ny/s
Y 39 [Kr}5s*4d’ Cm 96 *[Rn]7s%5¢7 64
Zr 40 ‘ [Kr]Ss?4di Bk 97 [Rn]7525f9
ﬁ; j; :{Egilﬁs Cf 98 *[Rn]7s§5f?|6d1
Te 43 [Kr]55%44° Bs » [anzsf 12
Ru a4 *[Kr]5s'4d7 m 100 Ral7s % 13
Rh 45 #[Kr]5s' 44" Iltfd ig; Eﬁngszg}ru‘
* 10 (o] nj/s
ii, 1‘3 *{Eﬁ‘;ﬂ 4q10 Lr 103 [Rn]7s75 f;jgd ;
cd 48 [Kr]5524d 10 or Rul7s’SF 7P,
; » ety 5 R o
2 10z 2 nj/s
2‘; 2(1) {ggiﬁngﬁ Sg 106 [Rn]7s°5f ' 6d*
Te 52 [Krl5524d'%5p* Bh 107 [Rn]7s25f1464°
I 53 [Kr]55244105 p° Hs 108 [Rn]7s%5f1464°
Xe 54 [Kr]55%4d 105 p° Mt 109 [Rn]7s*5f 64’
. s el6s! Uun 110 *[Rn]7s'5f*6d°
BZ - %XZ%G;Z Unu 11 [Rn]7s;5f126dig
a p r[Xel655d" Uub 112 [Rn]7s%5 1464

* Elements with configurations that do not follow the simple order of orbital filling.
NortE: Actinide configurations are from I. J. Katz, G. T. Seaborg, and L. R. Morss, The Chemistry of the Actinide Elements, 2nd ed., Chapman and
Hall, New York and London, 1986. Configurations for elements 100 to 112 are predicted, not experimental.
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FIGURE 2-10 Energy Level
Splitting and Overlap. The differ-
ences between the upper levels are

exaggerated for easier visualization. L Ls

EXAMPLES

Oxygen The electron configuration is (15%) (257 2p*).

For the outermost electron,

Z* =7 —~ §
=8 — [2 X (0.85)] — [5 X (0.35)] = 455
(1s) (25,2p)
The two 1s electrons each contribute 0.85, and the five 2s and 2p electrons (the last electron is
not counted, as we are finding Z* for it) each contribute 0.35, for a total shielding constant

S = 3.45. The net effective nuclear charge is then Z* = 4.55. Therefore, the last electron is
held with about 57% of the force expected for a +8 nucleus and a —1 electron.

Nickel The electron configuration is (1s%) (252 2p®) (352 3p%) (34%) (45%).

For a 3d electron,

Zx=7Z — 8
=28 — [18 X (1.00)] — [7 X (0.35)] = 7.55
(1s, 25, 2p, 35, 3p) (3d)
The 18 electrons in the 1s, 25, 2p, 3s, and 3p levels contribute 1.00 each, the other 7 in 3d

contribute 0.35, and the 4s contribute nothing. The total shielding constant is § = 20.45 and
Z* = 17.55 for the last 3d electron.
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For the 45 electron,
Z¢=7Z-39
28 — [10 X (1.00)] — [16 X (0.85)] — [1 X (0.35)] = 4.05
(1s,2s,2p) (3s,3p, 3d) (4s)

The ten 1s, 25, and 2 p electrons each contribute 1.00, the sixteen 3s, 3p, and 3d electrons each
contribute 0.85, and the other 4s electron contributes 0.35, for a total § = 23.95 and
Z* = 4.05, considerably smaller than the value for the 3d electron above. The 4s electron is
held less tightly than the 3d and should therefore be the first removed in ionization. This is
consistent with experimental observations on nickel compounds. Ni**, the most common oxi-
dation state of nickel, has an electron configuration of [Ar]3d?® (rather than [Ar]3d%4s?), cor-
responding to loss of the 4s electrons from nickel atoms. All the transition metals follow this
same pattern of losing ns electrons more readily than (n ~ 1)d electrons.

EXERCISE 2-5

Calculate the effective nuclear charge on a 5s, a 5p, and a 4d electron in a tin atom.

EXERCISE 2-6
Calculate the effective nuclear charge on a 75, a 5f, and a 6d electron in a uranium atom.

Justification for Slater’s rules (aside from the fact that they work) comes from the
electron probability curves for the orbitals. The s and p orbitals have higher probabili-
ties near the nucleus than do d orbitals of the same n, as shown earlier in Figure 2-7.
Therefore, the shielding of 3d electrons by (3, 3p) electrons is calculated as 100% ef-
fective (a contribution of 1.00). At the same time, shielding of 3s or 3p electrons by
(25, 2p) electrons is only 85% effective (a contribution of 0.85), because the 3s and 3p
orbitals have regions of significant probability close to the nucleus. Therefore, electrons
in these orbitals are not completely shielded by (2s, 2p) electrons.

A complication arises at Cr (Z = 24) and Cu (Z = 29) in the first transition se-
ries and in an increasing number of atoms under them in the second and third transition
series. This effect places an extra electron in the 3d level and removes one electron from
the 4s level. Cr, for example, has a configuration of [Ar]4s'3d° (rather than [Ar]4s23d™).
Traditionally, this phenomenon has often been explained as a consequence of the “spe-
cial stability of half-filled subshells.” Half-filled and filled d and f subshells are, in fact,
fairly common, as shown in Figure 2-11. A more accurate explanation considers both
the effects of increasing nuclear charge on the energies of the 4s and 3d levels and the
interactions (repulsions) between the electrons sharing the same orbital.2* This ap-
proach requires totaling the energies of all the electrons with their interactions; results
of the complete calculations match the experimental results.

Another explanation that is more pictorial and considers the electron-electron in-
teractions was proposed by Rich.?® He explained the structure of these atoms by specif-
ically considering the difference in energy between the energy of one electron in an
orbital and two electrons in the same orbital. Although the orbital itself is usually as-
sumed to have only one energy, the electrostatic repulsion of the two electrons in one
orbital adds the electron pairing energy described previously as part of Hund’s rule. We
can visualize two parallel energy levels, each with electrons of only one spin, separated
by the electron pairing energy, as shown in Figure 2-12. As the nuclear charge increas-
es, the electrons are more strongly attracted and the energy levels decrease in energy,
becoming more stable, with the d orbitals changing more rapidly than the s orbitals
because the d otbitals are not shielded as well from the nucleus. Electrons fill the

BL. G. Vanquickenborne, K. Pierloot, and D. Devoghel, J. Chem. Educ., 1994, 71, 469.
26R. L. Rich, Periodic Correlarions, W. A. Benjamin, Menlo Park, CA, 1965, pp. 9-11.
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FIGURE 2-11 Electron Configurations of Transition Metals, Including Lanthanides and Actinides.
Solid lines surrounding elements designate filled (d 10 or 714 or half-filled (d 6 or £7) subshells.
Dashed lines surrounding elements designate irregularities in sequential orbital filling, which is also
found within some of the solid lines.

Number of electrons
in half-subshell

FIGURE 2-12 Schematic Encrgy

Levels for Transition Elements.

(a) Schematic interpretation of

electron configurations for transition
elements in terms of intraorbital

repulsion and trends in subshell

energies. (b) A similar diagram for

ions, showing the shift in the

crossover points on removal of an T
electron. The diagram shows that s E
electrons are removed before d

electrons. The shift is even more -
pronounced for metal ions having
2+ or greater charges. As a conse-
quence, transition metal ions with
2+ or greater charges have no s elec-
trons, only d electrons in their outer
levels. Similar diagrams, although
more complex, can be drawn for the
heavier transition elements and the
lanthanides. (Reprinted with permis-
sion from R. L. Rich, Periodic
Correlations, W. A. Benjamin, 5 %
Menlo Park. CA, 1965, pp. 9-10.) ) 2

3
g




2-3

PERIODIC
PROPERTIES OF
ATOMS

2-3 Periodic Properties of Atoms 43

lowest available orbitals in order up to their capacity, with the results shown in Fig-
ure 2-12 and in Table 2-7, which gives electronic structures.

The schematic diagram in Figure 2-12(a) shows the order in which the levels fill,
from bottom to top in energy. For example, Ti has two 4s electrons, one in each spin
level, and two 3d electrons, both with the same spin. Fe has two 4s electrons, one in
each spin level, five 3d electrons with spi —% and one 3d electron with spin +%A

For vanadium, the first two electrons enter the 4s, —% and 4s, +% levels, the next
three are all in the 3d, — % level, and vanadium has the configuration 452343, The 3d , —%
line crosses the 4s, +% line between V and Cr. When the six electrons of chromium are
filled in from the lowest level, chromium has the configuration 45'3d°. A similar cross-
ing gives copper its 4s'3d 10 structure. This explanation does not depend on the stability
of half-filled shells or other additional factors; those explanations break down for zirco-
nium (5524d?), niobium (5s5'4d*), and others in the lower periods.

Formation of a positive ion by removal of an electron reduces the overall electron
repulsion and lowers the energy of the d orbitals more than that of the s orbitals, as
shown in Figure 2-12(b). As a result, the remaining electrons occupy the d orbitals and
we can use the shorthand notion that the electrons with highest »n (in this case, those in
the s orbitals) are always removed first in the formation of ions from the transition ele-
ments. This effect is even stronger for 2+ ions. Transition metal jons have no s elec-
trons, but only d electrons in their outer levels. The shorthand version of this
phenomenon is the statement that the 4s electrons are the first ones removed when a
first-row transition metal forms an ion.

A similar, but more complex, crossing of levels appears in the lanthanide and ac-
tinide series. The simple explanation would have them start filling f orbitals at lan-
thanum (57) and actinium (89), but these atoms have one d electron instead. Other
elements in these series also show deviations from the “normal” sequence. Rich has
shown how these may also be explained by similar diagrams, and the reader should
refer to his book for further details.

2-3-1 IONIZATION ENERGY

The ionization energy, also known as the ionization potential, is the energy required to
remove an electron from a gaseous atom or ion:

AT (g) N A(n+‘)+(g) + ¢~ ionization energy = AU

where n = 0 (first ionization energy), 1, 2,... (second, third, ...).

As would be expected from the effects of shielding, the ionization energy varies
with different nuclei and different numbers of electrons. Trends for the first ionization en-
ergies of the early elements in the periodic table are shown in Figure 2-13. The general
trend across a period is an increase in ionization energy as the nuclear charge increases. A
plot of Z*/r, the potential energy for attraction between an electron and the shielded nu-
cleus, is nearly a straight line, with approximately the same slope as the shorter segments
(boron through nitrogen, for example) shown in Figure 2-13 (a different representation is
shown later, in Figure 8-3). However, the experimental values show a break in the trend at
boron and again at oxygen. Because the new electron in B is in a new p orbital that has
most of its electron density farther away from the nucleus than the other electrons, its ion-
ization energy is smaller than that of the 25 electrons of Be. At the fourth p electron, at
oxygen, a similar drop in ionization energy occurs. Here, the new electron shares an or-
bital with one of the previous 2p electrons, and the fourth p electron has a higher energy
than the trend would indicate because it must be paired with another in the same p orbital.
The pairing energy, or repulsion between two electrons in the same region of space, re-
duces the ionization energy. Similar patterns appear in lower periods. The transition
elements have smaller differences in ionization energies, usually with a lower value for
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FIGURE 2-13 Ionization Energies
and Electron Affinities. Tonization
energy = AU for

M(g) — M7(g) +e

(Data from C.E. Moore, Ionization
Potentials and lonization Limits,
National Standards Reference Data
Series, U. S. National Bureau of
Standards, Washington, DC, 1970,
NSRDS-NBS 34) Electron

affinity = AU for

M (g) — M(g) | e (Data
from H. Hotop and W. C. Lineberger,
J. Phys. Chem. Ref. Data, 1985,

14, 731). Numerical values are in
Appendices B-2 and B-3.
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heavier atoms in the same family because of increased shielding by inner electrons and
increased distance between the nucleus and the outer electrons.

Much larger decreases in ionization energy occur at the start of each new period, be-
cause the change to the next major quantum number requires that the new s electron have a
much higher energy. The maxima at the noble gases decrease with increasing Z because the
outer electrons are farther from the nucleus in the heavier elements. Overall, the trends are
toward higher ionization energy from left to right in the periodic table (the major change)
and lower ionization energy from top to bottom (a minor change). The differences de-
scribed in the previous paragraph are superimposed on these more general changes.

2-3-2 ELECTRON AFFINITY

Electron affinity can be defined as the energy required to remove an electron from a
negative ion:

A (g) —> A(g) + e electron affinity = AU(or EA)

(Historically, the definition is —AU for the reverse reaction, adding an electron to the
neutral atom. The definition we use avoids the sign change.) Because of the similarity
of this reaction to the ionization for an atom, electron affinity is sometimes described as
the zeroth ionization energy. This reaction is endothermic (positive AU), except for the
noble gases and the alkaline earth elements. The pattern of electron affinities with
changing Z shown in Figure 2-13 is similar to that of the ionization energies, but for one
larger Z value (one more electron for each species) and with much smaller absolute
numbers. For either of the reactions, removal of the first electron past a noble gas con-
figuration is easy, so the noble gases have the lowest electron affinities. The electron
affinities are all much smaller than the corresponding ionization energies because elec-
tron removal from a negative ion is easier than removal from a neutral atom.

2-3-3 COVALENT AND IONIC RADII

The sizes of atoms and ions are also related to the ionization energies and electron affini-
ties. As the nuclear charge increases, the electrons are pulled in toward the center of the
atom, and the size of any particular orbital decreases. On the other hand, as the nuclear
charge increases, more electrons are added to the atom and their mutual repulsion keeps
the outer orbitals large. The interaction of these two effects (increasing nuclear charge
and increasing number of electrons) results in a gradual decrease in atomic size across
each period. Table 2-8 gives nonpolar covalent radii, calculated for ideal molecules with



TABLE28 o o
lent Radif (pm) - -

14

“Nonpolar Cova BEx L

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
H He
32 31
Li Be B C N (o) F Ne
123 89 82 77 75 73 71 69
Na Mg Al Si P S Ci Ar
154 136 118 111 106 102 99 98
K Ca Sc Ti v Cr Mn Fe Co Ni Cu Zn Ga Ge As Se Br Kr
203 174 144 132 122 118 117 117 116 115 117 125 126 122 120 117 114 111
Rb Sr Y Zr Nb Mo Te Ru Rh Pd Ag Cd In Sn Sb Te I Xe
216 191 162 145 134 130 127 125 125 128 134 148 144 140 140 136 133 126
Cs Ba La Hf Ta w Re Os Ir Pt Au Hg T1 Pb Bi Po Al Ra
235 198 169 144 134 130 128 126 127 130 134 149 148 147 146 (146) (145)

Source: R. T. Sanderson, Inorganic Chemistry, Reinhold, New York, 1967, p. 74; and E. C. M. Chen, J. G. Dojahn, and W. E. Wentworth, J. Phys. Chem. A, 1997, 101, 3088.
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TABLE 2-9
Crystal Radii for Selected lons y
VA Element Radius (pm)
Alkali metal ions 3 Li* 90
11 Na* 116
19 Kt 152
37 Rb* 166
55 Cs* 181
Alkaline earth ions 4 Be2" 59
12 Mg>* 86
20 Ca®* 114
38 Sr2t 132
56 Ba®* 149
Other cations 13 AP 68
30 Zn** 88
Halide ions 9 F 119
17 cr 167
35 Br~ 182
53 . 206
Other anions 8 0 126
16 s 170

SourcE: R. D. Shannon, Acta Crystallogr. 1976, A32, 751. A longer list is given in Appendix B-1. All
the values are for 6-coordinate ions.

no polarity. There are other measures of atomic size, such as the van der Waals radius, in
which collisions with other atoms are used to define the size. It is difficult to obtain con-
sistent data for any such measure, because the polarity, chemical structure, and physical
state of molecules change drastically from one compound to another. The numbers
shown here are sufficient for a general comparison of one element with another.

There are similar problems in determining the size of ions. Because the stable
ions of the different elements have different charges and different numbers of electrons,
as well as different crystal structures for their compounds, it is difficult to find a suitable
set of numbers for comparison. Earlier data were based on Pauling’s approach, in which
the ratio of the radii of isoelectronic ions was assumed to be equal to the ratio of their
effective nuclear charges. More recent calculations are based on a number of consider-
ations, including electron density maps from X-ray data that show larger cations and
smaller anions than those previously found. Those in Table 2-9 and Appendix B were
called “crystal radii” by Shannon,”’ and are generally different from the older values of
“ionic radii” by + 14 pm for cations and —14 pm for anions, as well as being revised be-
cause of more recent measurements. The radii in Table 2-9 and Appendix B-1 can be
used for rough estimation of the packing of ions in crystals and other calculations, as
long as the “fuzzy” nature of atoms and ions is kept in mind.

Factors that influence ionic size include the coordination number of the ion, the
covalent character of the bonding, distortions of regular crystal geometries, and delo-
calization of electrons (metallic or semiconducting character, described in Chapter 7).
The radius of the anion is also influenced by the size and charge of the cation (the anion
exerts a smaller influence on the radius of the cation).?® The table in Appendix B-1
shows the effect of coordination number.

YR, D. Shannon, Acta Crystallogr., 1976, A32, 751.
280, Johnson, fnorg. Chem., 1973, 12, 780.




Problems 47

The values in Table 2-10 show that anions are generally larger than cations with
similar numbers of electrons (F~ and Na™ differ only in nuclear charge, but the radius of
fluoride is 37% larger). The radius decreases as nuclear charge increases for ions with
the same electronic structure, such as 02_, F, Na™, and Mg”, with a much larger
change with nuclear charge for the cations. Within a family, the ionic radius increases as
Z increases because of the larger number of electrons in the ions and, for the same ele-
ment, the radius decreases with increasing charge on the cation. Examples of these
trends are shown in Tables 2-10, 2-11, and 2-12.

TABLE 2-10 - .

Crystal Radius and Nuclear Charge R

lon Protons Electrons Radius (pm)

o 8 10 126

F~ 9 10 119

Na™ 11 10 116

Mgt 12 10 86

TABLE 2-11 ’ -

Crystal Radius and Total Number of Electrons ,

lon Protons Electrons Radius (pm)

0% 8 10 126

s> 16 18 170

Ser” 34 36 184

Te?™ 52 54 207
 TABLE 2-12 s :

Crystal Radius and iomc Charge

Ion Protons FElectrons Radius (pm)

Ti*" 22 20 100

Ti*" 22 19 81

Ti* 22 18 75

GENERAL
REFERENCES

Additional information on the history of atomic theory can be found in J. R. Partington,
A Short History of Chemistry, 3rd ed., Macmillan, London, 1957, reprinted by Harper
& Row, New York, 1960, and in the Journal of Chemical Education. A more thorough
treatment of the electronic structure of atoms is in M. Gerloch, Orbitals, Terms, and
States, John Wiley & Sons, New York, 1986.

PROBLEMS

241 Determine the de Broglie wavelength of
a. An electron moving at one-tenth the speed of light.
b. A 400 g Frisbee moving at 10 km/h.

1 1
2-2 Using the equation E = RH(—Z-z— - —2—> determine the energies and wavelengths of
np
the four visible emission bands in the atomic spectrum of hydrogen arising from
» = 4,5, and 6. (The red line in this spectrum was calculated in Exercise 2-1.)
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2-3

24

2-5

2-6
2-7
2-8

2-9
2-10

2-11

2-12

2-13
2-14

2-15

The transition from the n = 7 to the n = 2 level of the hydrogen atom is accompanied
by the emission of light slightly beyond the range of human perception, in the ultravio-
let region of the spectrum. Determine the energy and wavelength of this light.

The details of several steps in the particle in a box model in this chapter have been

omitted. Work out the details of the following steps:

a. Show thatif ¥ = Asinrx + Bcos sx (A, B, r, and s are constants) is a solution to
the wave equation for the one-dimensional box, then

> E(Z’n’)
r = = m —_—
y k

b. Show that if ¥ = A sinrx, the boundary conditions (W = 0 when x = 0 and

. nw .
X = ag) require that » = +~—, where n = any integer other than zero.
a

¢. Show thatifr = =+ ET-, the energy levels of the particle are given by
a

2
i

8ma’®

d. Show that substituting the above value of rinto ¥ = A sin rx and applying the nor-
malizing requirement gives A = \/5/;.

For the 3p, and 4d,, hydrogen-like atomic orbitals, sketch the following:
a. The radial function R.

b. The radial probability function aor?R%.

¢. Contour maps of electron density.

Repeat the exercise in Problem 5 for the 45 and 54,2..,2 orbitals.
Repeat the exercise in Problem 5 for the Ss and 44,2 orbitals.

The 4f,(,2,?) orbital has the angular function ¥ = (constant)z(x2 - yz).
a. How many spherical nodes does this orbital have?

b. How many angular nodes does it have?

¢. Describe the angular nodal surfaces.

d. Sketch the shape of the orbital.

Repeat the exercise in Problem 8 for the 5f,,, orbital, which has ¥ = (constant)xyz.

a. Find the possible values for the / and m; quantum numbers for a 5d electron, a 4f
electron, and a 7g electron.
b. Find the possible values for all four quantum numbers for a 3d electron.

Give explanations of the following phenomena:
a. The electron configuration of Cr is [Ar]4sl3d5 rather than [Ar]4s23d4.
b. The electron configuration of Ti is [Ar}4s>3d2, but that of Cr®" is [Ar]3d*.

Give electron configurations for the following:
a. V b.Br c Ru’" d Hg2+ e. Sb

Which 2+ ion has five 3d electrons? Which one has two 3d electrons?

Determine the Coulombic and exchange energies for the following configurations and
determine which configuration is favored (of lower energy):

a. ! ! and Ty

b _T T T ad MY 1

Using Slater’s rules, determine Z* for

a. A 3p electron in P, S, Cl, and Ar. Is the calculated value of Z* consistent with the
relative sizes of these atoms?

b. A 2p electron in 02“, F~, Na', and Mg2+. Is the calculated value of Z* consistent
with the relanve sizes of these ions?
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¢. A 4sand a 3d electron of Cu. Which type of electron is more likely to be lost when
copper forms a positive ion?

d. A 4f electron in Ce, Pr, and Nd. There is a decrease in size, commonly known as the
lanthanide contraction, with increasing atomic number in the lanthanides. Are
your values of Z* consistent with this trend?

Select the better choice in each of the following, and explain your selection briefly.
a. Higher ionization energy: Ca or Ga

b. Higher ionization energy: Mg or Ca

c¢. Higher electron affinity: Sior P

d. More likely configuration for Mn2+:[Ar]4s23d 3 or [Ar]3d°

Tonization energies should depend on the effective nuclear charge that holds the elec-
trons in the atom. Calculate Z* (Slater’s rules) for N, P, and As. Do their ionization en-
ergies seem to match these effective nuclear charges? If not, what other factors
influence the ionization energies?

The ionization energies for C1~, Cl, and CIT are 349, 1251, and 2300 kJ/mol, respec-
tively. Explain this trend.

Why are the ionization energies of the alkali metals in the order Li > Na > K > Rb?

The second ionization of carbon (CT —— C27 + ¢7) and the first ionization of boron
(B —> BT + ¢) both fit the reaction 15°2s?2p' = 15725> + ¢~. Compare the two
ionization energies (24.383 eV and 8.298 eV, respectively) and the effective nuclear
charges, Z*. Is this an adequate explanation of the difference in ionization energies? If
not, suggest other factors.

In each of the following pairs, pick the element with the higher ionization energy and
explain your choice.
a. Fe,Ru b.PS c¢. K,Br d. C,N e. Cd, In

On the basis of electron configurations, explain why
Sulfur has a lower electron affinity than chlorine.

. Todine has a lower electron affinity than bromine.
Boron has a lower ionization energy than beryllium.

. Sulfur has a lower ionization energy than phosphorus.
Chlorine has a lower ionization energy than fluorine.

can o

The graph of ionization energy versus atomic number for the elements Na through
Ar (Figure 2-13) shows maxima at Mg and P and minima at Al and S. Explain these
maxima and minima.

b. The graph of electron affinity vs. atomic number for the elements Na through Ar
(Figure 2-13) also shows maxima and minima, but shifted one element in comparison
with the ionization energy graph. Why are the maxima and minima shifted in this way?

®

The second ionization energy of He is almost exactly four times the ionization energy
of H, and the third ionization energy of Li is almost exactly nine times the ionization
energy of H:

1E (MJ mol™")

H(g) — H™(g) + ¢~ 13120
He*(g) —> He™(g) + e~ 5.2504
Li?H(g) — Li**(g) + &~ 11.8149

Explain this trend on the basis of the Bohr equation for energy levels of single-
electron systems.

The size of the transition metal atoms decreases slightly from left to right in the period-
ic table. What factors must be considered in explaining this decrease? In particular, why
does the size decrease at all, and why is the decrease so gradual?
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2-26

2-27

2-28

Predict the largest and smallest in each series:
a. Se’”  Br~ Rb* St

b, Y s NbS*

c. Co*t Co’* Co?** Co

Prepare a diagram such as the one in Figure 2-12(a) for the fifth period in the periodic
table, elements Zr through Pd. The configurations in Table 2-7 can be used to determine
the crossover points of the lines. Can a diagram be drawn that is completely consistent
with the configurations in the table?

There are a number of websites that display atomic orbitals. Use a search engine to find
a. A complete set of the f orbitals.
b. A complete set of the g orbitals.
Include the URL for the site with each of these, along with sketches or printouts of the
orbitals. [One website that allows display of any orbital, complete with rotation and
scaling, is http://www.orbital.com/.]
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LEWIS ELECTRON-
DOT DIAGRAMS

We now turn from the use of quantum mechanics and its description of the atom to an
elementary description of molecules. Although most of the discussion of bonding in this
book uses the molecular orbital approach to chemical bonding, simpler methods that
provide approximate pictures of the overall shapes and polarities of molecules are also
very useful. This chapter provides an overview of Lewis dot structures, valence shell
electron pair repulsion (VSEPR), and related topics. The molecular orbital descriptions
of some of the same molecules are presented in Chapter 5 and later chapters, but the
ideas of this chapter provide a starting point for that more modern treatment. General
chemistry texts include discussions of most of these topics; this chapter provides a re-
view for those who have not used them recently.

Ultimately, any description of bonding must be consistent with experimental data
on bond lengths, bond angles, and bond strengths. Angles and distances are most fre-
quently determined by diffraction (X-ray crystallography, electron diffraction, neutron
diffraction) or spectroscopic (microwave, infrared) methods. For many molecules, there
is general agreement on the bonding, although there are alternative ways to describe it.
For some others, there is considerable difference of opinion on the best way to describe
the bonding. In this chapter and Chapter 5, we describe some useful qualitative ap-
proaches, including some of the opposing views.

Lewis electron-dot diagrams, although very much oversimplified, provide a good
starting point for analyzing the bonding in molecules. Credit for their initial use goes
to G. N. Lewis,! an American chemist who contributed much to thermodynamics and
chemical bonding in the early years of the 20th century. In Lewis diagrams, bonds
between two atoms exist when they share one or more pairs of electrons. In addition,
some molecules have nonbonding pairs (also called lone pairs) of electrons on atoms.

'G. N. Lewis, J. Am. Chem. Soc., 1916, 38, 762; Valence and the Structure of Atoms and Molecules,
Chemical Catalogue Co., New York, 1923.
51
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FIGURE 3-1 Lewis Diagrams for
CO5*".

These electrons contribute to the shape and reactivity of the molecule, but do not
directly bond the atoms together. Most Lewis structures are based on the concept that
eight valence electrons (corresponding to s and p electrons outside the noble gas core)
form a particularly stable arrangement, as in the noble gases with 5% p6 configurations.
An exception is hydrogen, which is stable with two valence electrons. Also, some
molecules require more than eight electrons around a given central atom.

A more detailed approach to electron-dot diagrams is presented in Appendix D.

Simple molecules such as water follow the octet rule, in which eight electrons
surround the oxygen atom. The hydrogen atoms share two electrons each with the oxy-
gen, forming the familiar picture with two bonds and two lone pairs:

Shared electrons are considered to contribute to the electron requirements of both
atoms involved; thus, the electron pairs shared by H and O in the water molecule are
counted toward both the 8-electron requirement of oxygen and the 2-electron require-
ment of hydrogen.

Some bonds are double bonds, containing four electrons, or triple bonds, contain-
ing six electrons:

:0=C=0; H—C=C—H

3-1-1 RESONANCE

In many molecules, the choice of which atoms are connected by multiple bonds is arbi-
trary. When several choices exist, all of them should be drawn. For example, as shown
in Figure 3-1, three drawings (resonance structures) of CO32” are needed to show the
double bond in each of the three possible C— O positions. In fact, experimental evi-
dence shows that all the C—0O bonds are identical, with bond lengths (129 pm) be-
tween double-bond and single-bond distances (116 pm and 143 pm respectively); none
of the drawings along is adequate to describe the molecular structure, which is a combi-
nation of all three, not an equilibrium between them. This is called resonance to signi-
fy that there is more than one possible way in which the valence electrons can be placed
in a Lewis structure. Note that in resonance structures, such as those shown for C032’
in Figure 3-1, the electrons are drawn in different places but the atomic nuclei remain in
fixed positions.

The species CO5%~, NO5 ™, and SOs, are isoelectronic (have the same electronic
structure). Their Lewis diagrams are identical, except for the identity of the central atom.

When a molecule has several resonance structures, its overall electronic energy is
lowered, making it more stable. Just as the energy levels of a particle in a box are low-
ered by making the box larger, the electronic energy levels of the bonding electrons are
lowered when the electrons can occupy a larger space. The molecular orbital descrip-
tion of this effect is presented in Chapter 5.

o | yO S OES
0O 0.0 0 00 o
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FIGURE 3-1 Lewis Diagrams for
CO;”.

These electrons contribute to the shape and reactivity of the molecule, but do not
directly bond the atoms together. Most Lewis structures are based on the concept that
eight valence electrons (corresponding to s and p electrons outside the noble gas core)
form a particularly stable arrangement, as in the noble gases with s?p® configurations.
An exception is hydrogen, which is stable with two valence electrons. Also, some
molecules require more than eight electrons around a given central atom.

A more detailed approach to electron-dot diagrams is presented in Appendix D.

Simple molecules such as water follow the octet rule, in which eight electrons
surround the oxygen atom. The hydrogen atoms share two electrons each with the oxy-
gen, forming the familiar picture with two bonds and two lone pairs:

Shared electrons are considered to contribute to the electron requirements of both
atoms involved; thus, the electron pairs shared by H and O in the water molecule are
counted toward both the 8-electron requirement of oxygen and the 2-electron require-
ment of hydrogen.

Some bonds are double bonds, containing four electrons, or triple bonds, contain-
ing six electrons:

:0=C=0. H—C=C—H

3-1-1 RESONANCE

In many molecules, the choice of which atoms are connected by multiple bonds is arbi-
trary. When several choices exist, all of them should be drawn. For example, as shown
in Figure 3-1, three drawings (resonance structures) of CO3”" are needed to show the
double bond in each of the three possible C—O positions. In fact, experimental evi-
dence shows that all the C—Q bonds are identical, with bond lengths (129 pm) be-
tween double-bond and single-bond distances (116 pm and 143 pm respectively); none
of the drawings alone is adequate to describe the molecular structure, which is a combi-
nation of all three, not an equilibrium between them. This is called resonance to signi-
fy that there is more than one possible way in which the valence electrons can be placed
in a Lewis structure. Note that in resonance structures, such as those shown for CO;3 b
in Figure 3-1, the electrons are drawn in different places but the atomic nuclei remain in
fixed positions.

The species CO4%~, NO5~, and SO;, are isoelectronie (have the same electronic
structure). Their Lewis diagrams are identical, except for the identity of the central atom.

When a molecule has several resonance structures, its overall electronic energy is
lowered, making it more stable. Just as the energy levels of a particle in a box are low-
ered by making the box larger, the electronic energy levels of the bonding electrons are
lowered when the electrons can occupy a larger space. The molecular orbital descrip-
tion of this effect is presented in Chapter 5.
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FIGURE 3-2 Structures of CIF;
and SFg.
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3-1-2 EXPANDED SHELLS

When it is impossible to draw a structure consistent with the octet rule, it is necessary to
increase the number of electrons around the central atom. An option limited to elements
of the third and higher periods is to use d orbitals for this expansion, although more re-
cent theoretical work suggests that expansion beyond the s and p orbitals is unnecessary
for most main group molecules. In most cases, two or four added electrons will com-
plete the bonding, but more can be added if necessary. Ten electrons are required around
chiorine in CIF; and 12 around sulfur in SFg (Figure 3-2). The increased number of
electrons 18 described as an expanded shell or an expanded electron count.

There are examples with even more electrons around the central atom, such as IF;
(14 electrons), [TaFg]®~ (16 electrons), and [XeFS]Z‘ (18 electrons). There are rarely
more than 18 electrons (2 for s, 6 for p, and 10 for d orbitals) around a single atom in the
top half of the periodic table, and crowding of the outer atoms usually keeps the number
below this, even for the much heavier atoms with f orbitals energetically available.

3-1-3 FORMAL CHARGE

Formal charges can be used to help in the assessment of resonance structures and mole-
cular topology. The use of formal charges is presented here as a simplified method of
describing structures, just as the Bohr atom is a simple method of describing electronic
configurations in atoms. Both of these methods are incomplete and newer approaches
are more accurate, but they can be useful as long as their limitations are kept in mind.

Formal charges can help in assigning bonding when there are several possibilities.
This can eliminate the least likely forms when we are considering resonance structures
and, in some cases, suggests multiple bonds beyond those required by the octet rule. It
is essential, however, to remember that formal charge is only a tool for assessing Lewis
structures, not a measure of any actual charge on the atoms.

Formal charge is the apparent electronic charge of each atom in a molecule, based
on the electron-dot structure. The number of valence electrons available in a free atom
of an element minus the total for that atom in the molecule (determined by counting
lone pairs as two electrons and bonding pairs as one assigned to each atom) is the for-
mal charge on the atom:

number of valence
. number of unshared number of bonds
Formal charge = | electrons in a free —
electrons on the atom to the atom
atom of the element

In addition,

Charge on the molecule or ion = sum of all the formal charges

2L.. Suidan, J. K. Badenhoop, E. D. Glendening, and F. Weinhold, J. Chem. Educ., 1995, 72, 583;
J. Cioslowski and S. T. Mixon, Inorg. Chem., 1993, 32, 3209; E. Magnusson, J. Am. Chem. Soc., 1990, 112,
7940.
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FIGURE 3-3 Resonance Struc-
tures of Thiocyanate, SCN™.

1- 1=
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c

FIGURE 3-4 Resonance Struc-
tures of Cyanate, OCN™.

Structures minimizing formal charges, placing negative formal charges on more
electronegative (in the upper right-hand part of the periodic table) elements, and with
smaller separation of charges tend to be favored. Examples of formal charge calcula-
tions are given in Appendix D for those who need more review. Three examples, SCN™,
OCN™, and CNO™, will illustrate the use of formal charges in describing electronic
structures.

SCN™ In the thiocyanate ion, SCN™, three resonance structures are consistent with the
electron-dot method, as shown in Figure 3-3. Structure A has only one negative formal charge
on the nitrogen atom, the most electronegative atom 1in the ion, and fits the rules well. Struc-
ture B has a single negative charge on the S, which is less electronegative than N. Structure C
has charges of 2— on N and 1+ on S, consistent with the relative electronegativities of the
atoms but with a larger charge and greater charge separation than the first. Therefore, these
structures Iead to the prediction that structure A is most important, structure B is next in im-
portance, and any contribution from C is minor.

The bond lengths in Table 3-1 are consistent with this conclusion, with bond lengths
between those of structures A and B. Protonation of the ion forms HNCS, consistent with a
negative charge on N in SCN . The bond lengths in HNCS are those of double bonds, consis-
tent with the structure H—N=C==§,

TABLE 3-1 - / : :
Table of $—C and C—N Bond Lengths (pm)
S—C C—N
SCN™ 165 117
HNCS 156 122
Single bond 181 147
Double bond 155 128 (approximate)
Triple bond 116

SOURCE: A. F. Wells, Structural Inorganic Chemistry, 5th ed., Oxford
University Press, New York, 1984, pp. 807, 926, 934-936.

OCN™ The isoelectronic cyanate ion, OCN™ (Figure 3-4), has the same possibilities, but
the larger electronegativity of O makes structure B more important than in thiocyanate. The
protonated form contains 97% HNCO and 3% HOCN, consistent with structure A and a small
contribution from B. The bond lengths in OCN™ and HNCO in Table 3-2 are consistent with
this picture, but do not agree perfectly.

TABLE 3-2 . o .
Table.of O—C and C—N Bond Lengths (pm)
0—C C—N
OCN™ 113 121
HNCO 118 120
Single bond 143 147
Double bond 119 128 (approximate)
Triple bond 113 116

Source: A. F. Wells, Structural Inorganic Chemistry, 5th ed., Oxford
University Press, New York, 1984, pp. 807, 926, 933-934; R. J., Gillex-
pie and P. L. A. Popelier, Chemical Bonding and Molecular Geometry,
Oxford University Press, New York, 2001, p. 117.
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O —

72— 1+ 3= 1+ 1+ CNO™ The isomeric fulminate ion, CNO  (Figure 3-3), can be drawn with three similar

; - . .. structures, but the resulting formal charges are unlikely. Because the order of electronegativities
g L=N=0. :C—N=0: is C < N < O, none of these are plausible structures and the ion is predicted to be unstable.
A B The only common fulminate salts are of mercury and silver; both are explosive. Fulminic acid is

linear HCNO in the vapor phase, consistent with structure C, and coordination complexes of

I= I+ _1._ CNO™ with many transition metal ions are known with MCNO structures.”
C=N— 9 :
C EXERCISE 3-1
Use electron-dot diagrams and formal charges to find the bond order for each bond in POF;,
FIGURE 3-5 Resonance Struc- SOF,, and SO5F .
tures of Fulminate, CNO™.

Some molecules have satisfactory electron-dot structures with octets, but have
better structures with expanded shells when formal charges are considered. In each of
the cases in Figure 3-6, the observed structures are consistent with expanded shells on
the central atom and with the resonance structure that uses multiple bonds to minimize
formal charges. The multiple bonds may also influence the shapes of the molecules.

Octet Expanded
Molecule Atom  Formal Atom Formal Expanded
Charge Charge to:
SNF; N S 24 N S 0 12
| N2 Ll N 0
F—S—F :F—SI——E:
|
:F.: :E:
$0,Cl, :il)': s 2+ (ﬁ S 0 12
:(1—8—0: - :C:I"SIZQI © 0
=y
Cl HO
XeO, Xe 3+ Xe 0 14
. 0 0 1- 0] 0
4 S Lol
Q—Xe— 0O 0=Xe=0
50, =i|5= s 2+ (”) s 0 12
S5 O 1- O___ﬁ__o 0 01—
:(l): 0.
ey S 1+ S 0 10
'(|)- 0 1- ﬁ 0 0,1-
:0—S8—0: :0—§—O:

FIGURE 3-6 Formal Charge and Expanded Shells.

A.G. Sharpe, “Cyanides and Fulminates,” in Comprehensive Coordination Chemistry, G. Wilkinson
R. D. Gillard, and J. S. McCleverty, eds., Pergamon Press, New York, 1987, Vol. 2, pp. 12-14.

>
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FIGURE 3-7 Structures of BeF;,
BeCl,, and BF;. (Reference:
A. E. Wells, Structural Inorganic

Chemistry, 5th ed., Oxford Universi-

ty Press, Oxford, England, 1984,
pp- 412, 1047)
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3-1-4 MULTIPLE BONDS IN Be AND B
COMPOUNDS

A few molecules, such as BeF,, BeCl,, and BF;, seem to require multiple bonds to sat-
isfy the octet rule for Be and B, even though we do not usually expect multiple bonds
for fluorine and chlorine. Structures minimizing formal charges for these molecules
have only four electrons in the valence shell of Be and six electrons in the valence shell
of B, in both cases less than the usual octet. The alternative, requiring eight electrons on
the central atom, predicts multiple bonds, with BeF, analogous to CO, and BF; analo-
gous to SO; (Figure 3-7). These structures, however, result in formal charges (2— on Be
and 1+ on F in BeF,, and 1— on B and 1+ on the double-bonded F in BF;), which are
unlikely by the usual rules.

It has not been experimentally determined whether the bond lengths in BeF, and
BeCl, are those of double bonds, because molecules with clear-cut double bonds are
not available for comparison, In the solid, a complex network is formed with coordina-
tion number 4 for the Be atom (see Figure 3-7). BeCl, tends to dimerize to a 3-coordi-
nate structure in the vapor phase, but the linear monomer is also known at high
temperatures. The monomeric structure is unstable; in the dimer and polymer, the halo-
gen atoms share lone pairs with the Be atom and bring it closer to the octet structure.
The monomer is still frequently drawn as a singly bonded structure with only four elec-
trons around the beryllium and the ability to accept more from lone pairs of other mol-
ecules (Lewis acid behavior, discussed in Chapter 6).

Bond lengths in all the boron trihalides are shorter than expected for single bonds,
so the partial double bond character predicted seems reasonable in spite of the formal
charges. Molecular orbital calculations for these molecules support significant double
bond character. On the other hand, they combine readily with other molecules that can

\F
\B _-F
e‘F
. /F/ ~
F==Be==F _F ';Be\
F
N _.EF7
/Be’\F
F ~
7
Predicted Actual solid
Cl Cl
. .o\, SOl N G /TN
Ci=Be=CL /BC\CIVBG\ /BG\CIVBG\ Cl—Be\ /Be——Cl
Cl Cl
Predicted Solid Vapor
F F F:
AN . .. N .
/B:F. ——— B——E: e /B—-E:
'F. 'F. 'F

Predicted

The B—F bond length is 131 pm;
the calculated singie-bond length is 152 pm.
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contribute a lone pair of electrons (Lewis bases), forming a roughly tetrahedral structure
with four bonds:

1|: ,HH F\ ’HH
B + N —  B—N”
A N Fé N
bk H F H

Because of this tendency, they are frequently drawn with only six electrons around
the boron.

Other boron compounds that do not fit simple electron-dot structures include the
hydrides, such as B;Hg, and a large array of more complex molecules. Their structures
are discussed in Chapters 8 and 15.

Valence shell electron pair repulsion theory (VSEPR) provides a method for
predicting the shape of molecules, based on the electron pair electrostatic repulsion. It
was described by Sidgwick and Powell* in 1940 and further developed by Gillespie
and Nyholm® in 1957. In spite of this method’s very simple approach, based on Lewis
electron-dot structures, the VSEPR method predicts shapes that compare favorably
with those determined experimentally. However, this approach at best provides
approximate shapes for molecules, not a complete picture of bonding. The most
common method of determining the actual structures is X-ray diffraction, although
electron diffraction, neutron diffraction, and many types of spectroscopy are also
used.® In Chapter 5, we will provide some of the molecular orbital arguments for the
shapes of simple molecules.

Electrons repel each other because they are negatively charged. The quantum me-
chanical rules force some of them to be fairly close to each other in bonding pairs or
lone pairs, but each pair repels all other pairs. According to the VSEPR model, there-
fore, molecules adopt geometries in which their valence electron pairs position them-
selves as far from each other as possible. A molecule can be described by the generic
formula AX,,E,, where A is the central atom, X stands for any atom or group of atoms
surrounding the central atom, and E represents a lone pair of electrons. The steric
number (SN = m + n) is the number of positions occupied by atoms or lone pairs
around a central atom; lone pairs and bonds are nearly equal in their influence on mole-
cular shape.

Carbon dioxide is an example with two bonding positions (SN = 2) on the cen-
tral atom and double bonds in each direction. The electrons in each double bond must
be between C and O, and the repulsion between the electrons in the double bonds forces

N V. Sidgwick and H. M. Powell, Proc. R. Soc., 1940, A176, 153.

3R. J. Gillespie and R. S. Nyholm, Q. Rev. Chem. Soc., 1957, XI, 339, a very thorough and clear de-
scription of the principles, with many more examples than are included here; R. J. Gillespie, J. Chem. Educ..
1970, 47, 18.

5G. M. Barrow, Physical Chemistry, 6th ed., McGraw-Hill, New York, 1988, pp. 567-699; R. S.
Drago, Physical Methods for Chemists, 2nd ed., Saunders College Publishing, Philadelphia, 1977,
pp. 689-711.



58 Chapter 3 Simple Bonding Theory

a linear structure on the molecule. Sulfur trioxide has three bonding positions
(SN = 3), with partial double bond character in each. The best positions for the oxy-
gens in this molecule are at the comers of an equilateral triangle, with O—S—O0 bond
angles of 120°. The multiple bonding does not affect the geometry because it is shared
equally among the three bonds.

The same pattern of finding the Lewis structure and then matching it to a geome-
try that minimizes the repulsive energy of bonding electrons is followed through steric
numbers four, five, six, seven, and eight, as shown in Figure 3-8.

The structures for two, three, four, and six electron pairs are completely regular,
with all bond angles and distances the same. Neither 5- nor 7-coordinate structures can
have uniform angles and distances, because there are no regular polyhedra with these
numbers of vertices. The 5-coordinate molecules have a trigonal bipyramidal structure,
with a central triangular plane of three positions plus two other positions above and
below the center of the plane. The 7-coordinate molecules have a pentagonal bipyrami-
dal structure, with a pentagonal plane of five positions and positions above and below

Steric Calculated
Number Geometry Examples Bond Angles
2 Linear CO, 180° O=C=0
i
3 Planar triangular (trigonal) SO; 120° - S\\
O O
HH
0 \C'/
4 Tetrahedral CH 109.5°
! /N
H H
Ci
cl._|
5 Trigonal bipyramidal PCl; 120°, 90° P—Cl
v
a” |
Cl
F
6 Octahedral SFg 90° S
F7 | F
F
F
7 Pentagonal bipyramidal 1F 72°,90° F—1
' 4t
Fp
Fommo
i
8 Square antiprismatic TaFg*~ 70.5°, 99.6°, 109.5° Ta

FIGURE 3-8 VSEPR Predictions.
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Cube into a Square Antiprism.
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H—C—H et
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H—N—H _Neo
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H Y _~H
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H—O: ‘ot
i H%_H
104.5°

FIGURE 3-10 Shapes of Methane,
Ammonia, and Water.
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____________________

the center of the plane. The regular square antiprism structure (SN = 8) is like a cube
with the top and bottom faces twisted 45° into the antiprism arrangement, as shown in
Figure 3-9. It has three different bond angles for adjacent fluorines. [TaFg]>~ has
square antiprism symmetry, but is distorted from this ideal in the solid.” (A simple cube
has only the 109.5° and 70.5° bond angles measured between two corners and the cen-
ter of the cube, because all edges are equal and any square face can be taken as the bot-
tom or top.)

3-2-1 LONE PAIR REPULSION

We must keep in mind that we are always attempting to match our explanations to ex-
perimental data. The explanation that fits the data best should be the current favorite,
but new theories are continually being suggested and tested. Because we are working
with such a wide variety of atoms and molecular structures, it is unlikely that a single,
simple approach will work for all of them. Although the fundamental ideas of atomic
and molecular structures are relatively simple, their application to complex molecules is
not. It is also helpful to keep in mind that for many purposes, prediction of exact bond
angles is not usually required. To a first approximation, lone pairs, single bonds, double
bonds, and triple bonds can all be treated similarly when predicting molecular shapes.
However, better predictions of overall shapes can be made by considering some impor-
tant differences between lone pairs and bonding pairs. These methods are sufficient to
show the trends and explain the bonding, as in explaining why the H—N—H angle in
ammonia is smaller than the tetrahedral angle in methane and larger than the
H—O—H angle in water.

Steric number = 4

The isoelectronic molecules CHy4, NHj3, and H,O (Figure 3-10) illustrate the effect of
lone pairs on molecular shape. Methane has four identical bonds between carbon and
each of the hydrogens. When the four pairs of electrons are arranged as far from each
other as possible, the result is the familiar tetrahedral shape. The tetrahedron, with all
H—C—H angles measuring 109.5°, has four identical bonds.

’J. L. Hoard, W, J. Martin, M. E. Smith, and J. F. Whitney, J. Am. Chem. Soc., 1954, 76, 3820.



60 Chapter 3 Simple Bonding Theory

F
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F” /S;/_
P

Equatorial lone pair

S
F

Axial lone pair

FIGURE 3-11 Structure of SF,.

FIGURE 3-12 Possible Structures
of CIFs.

Ammonia also has four pairs of electrons around the central atom, but three are
bonding pairs between N and H and the fourth is a lone pair on the nitrogen. The nuclei
form a trigonal pyramid with the three bonding pairs; with the lone pair, they make a near-
ly tetrahedral shape. Because each of the three bonding pairs is attracted by two positive-
Iy charged nuclei (H and N), these pairs are largely confined to the regions between the H
and N atoms. The lone pair, on the other hand, is concentrated near the nitrogen; it has no
second nucleus to confine it to a small region of space. Consequently, the lone pair tends
to spread out and to occupy more space around the nitrogen than the bonding pairs. As a
result, the H—N-—H angles are 106.6°, nearly 3° smaller than the angles in methane.

The same principles apply to the water molecule, in which two lone pairs and two
bonding pairs repel each other. Again, the electron pairs have a nearly tetrahedral
arrangement, with the atoms arranged in a V shape. The angle of largest repulsion, be-
tween the two lone pairs, is not directly measurable. However, the lonc pair—bonding
pair (Ip-bp) repulsion is greater than the bonding pair—bonding pair (bp-bp) repulsion,
and as a result the H—O—H bond angle is only 104.5°, another 2.1° decrease from
the ammonia angles. The net result is that we can predict approximate molecular shapes
by assigning more space to lone electron pairs; being attracted to one nucleus rather
than two, the lone pairs are able to spread out and occupy more space.

Steric number = 5

For trigonal bipyramidal geometry, there are two possible locations of lone pairs, axial
and equatorial. If there is a single lone pair, for example in SF4, the lone pair occupies
an equatorial position. This position provides the lone pair with the most space and min-
imizes the interactions between the lone pair and bonding pairs. If the lone pair were
axial, it would have three 90° interactions with bonding pairs; in an equatorial position
it has only two such interactions, as shown in Figure 3-11. The actual structure is dis-
torted by the lone pair as it spreads out in space and effectively squeezes the rest of the
molecule together.

CIF; provides a second example of the influence of lone pairs in molecules hav-
ing a steric number of 5. There are three possible structures for ClF3, as shown in
Figure 3-12. Lone pairs in the figurc arc designated /p and bonding pairs are bp.

In determining the structure of molecules, the lone pair-lone pair interactions
are most important, with the lone pair-bonding pair interactions next in importance.
In addition, interactions at angles of 90° or less are most important; larger angles gen-
erally have less influence. In CIF;, structure B can be eliminated quickly because of

F F F
I | >
F“C|1\F .—C}:l\F F—-C|11\: F—Cll\:
o F F
A B C Experimental
Calculated Experimental
A B C
Ip-Ip 180° 90° 120° cannot be determined
Ip-bp 6 at 90° 3 at 90° 4 at 90° cannot be determined
2 at 120° 2 at 120°
bp-bp 3 at 120° 2 at 90° 2 at 90° 2 at 87.5°
1 at 120° Axial C1—F 169.8 pm

Equatorial C1—F 159.8 pm
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the 90° Ip-Ip angle. The Ip-Ip angles are large for A and C, so the choice must come
from the Ip-bp and bp-bp angles. Because the Ip-bp angles are more important, C,
which has only four 90° Ip-bp interactions, is favored over A, which has six such in-
teractions. Experiments have confirmed that the structure is based on C, with slight
distortions due to the lone pairs. The lone pair-bonding pair repulsion causes the
Ip-bp angles to be larger than 90° and the bp-bp angles less than 90° (actually, 87.5°).
The C1—F bond distances show the repulsive effects as well, with the axial fluorines
(approximately 90° Ip-bp angles) at 169.8 pm and the equatorial fluorine (in the plane
with two lone pairs) at 159.8 pm.® Angles involving lone pairs cannot be determined
experimentally. The angles in Figure 3-12 are calculated assuming maximum symine-
try consistent with the experimental shape.

Additional examples of structures with lone pairs are illustrated in Figure 3-13.
Notice that the structures based on a trigonal bipyramidal arrangement of electron pairs
around a central atom always place any lone pairs in the equatorial plane, as in SFy,
BrF;, and XeF,. These are the shapes that minimize both lone pair—lone pair and lone
pair-bonding pair repulsions. The shapes are called teeter-totter or seesaw (SF,),
distorted T (BrFs), and linear (XeF,).

Number of Lone Pairs on Central Atom

Steric Number

None 1 2 3
2 :Cl=Be=CI:
|
3 | /Sn
<N o il
F~ OF e
%ﬁ H/$\H é
4 ¢ HS 104 513{:1 N
u~ OH 106.6° H
(’]1 173" F F_ 86.2° F
; S sl el .
1) ke &5 e
Cl B F F
F
o | F F )lcFF
6 73 F F7I\F 7 e
F | F F '[_
F F 81.9°

FIGURE 3-13 Structures Containing Lone Pairs.

8A. F. Wells, Structural Inorganic Chemistry, 5th ed., Oxford University Press, New York, 1984, p. 390,




62

HC 1222°h

\*y
of c=cC
115.6 (1/ S

H,C H

FIGURE 3-14 Bond Angles in
(CH3)2C:CH2

F7I'—F
F o!o
;'
DC =
cry O
Cl

Chapter 3 Simple Bonding Theory

EXAMPLES

SbF4~ has a single lone pair on Sb. Its structure is therefore similar to SF4, with a lone pair
occupying an equatorial position. This lone pair causes considerable distortion, giving an
F-—Sb—F (axial positions) angle of 155° and an F— Sb—F (equatorial) angle of 90°.

SFs™  has a single lone pair. Its structure is based on an octahedron, with the ion distorted
away from the lone pair, as in IFs.

SeF3™  has a single lone pair. This lone pair reduces the F— Se~—F bond angle significant-
ly, to 94°.

EXERCISE 3-2
Predict the structures of the following ions. Include a description of distortions from the ideal
angles (for example, less than 109.5° because . .. ).

NH,~ NH," I;” PClg™

3-2-2 MULTIPLE BONDS

The VSEPR model considers double and triple bonds to have slightly greater repulsive
effects than single bonds because of the repulsive effect of  electrons. For example,
the H3C-—C—CHj angle in (CH3),C=CH, is smaller and the H;C—C=CH,
angle is larger than the trigonal 120° (Figure 3-14).°

Additional examples of the effect of multiple bonds on molecular geometry are
shown in Figure 3-15. Comparing Figures 3-14 and 3-15 indicates that multiple bonds
tend to occupy the same positions as lone pairs. For example, the double bonds to oxygen
in SOF,, Cl0,F;, and XeOsF; are all equatorial, as are the lone pairs in the matching
compounds of steric number 5, SF,4, BrFz, and XeF,. Also, multiple bonds, like lone
pairs, tend to occupy more space than single bonds and to cause distortions that in effect
squeeze the rest of the molecule together. In molecules that have both lone pairs and mul-
tiple bonds, these features may compete for space; examples are shown in Figure 3-16.

EXAMPLES

HCP, like HCN, is linear, with a triple bond: H—C==P.

IOF,™ has a single lone pair on the side opposite the oxygen. The lone pair has a slightly
greater repulsive effect than the double bond to oxygen, as shown by the average O —I—F
angle of 89°. (Because oxygen is less electronegative than fluorine, the extra repulsive charac-
ter of the I=0 bond places it opposite the lone pair.)

$eOCl, has both a lone pair and double bonding to the oxygen. The lone pair has a greater
effect than the double bond to oxygen; the C1— Se — C1 angle is reduced to 97° by this effect,
and the C1— Se—0O0 angle is 106°.

EXERCISE 3-3
Predict the structures of the following. Indicate the direction of distortions from the regular
structures.

XCOF2 C10F3 SOCIZ

R.1. Gillespie and 1. Hargittai, The VSEPR Model of Molecular Geometry, Allyn & Bacon, Boston,
1991, p. 77.
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Number of Bonds with Multiple Bond Character

Steric Number
1 2 3 4

\ I o % '|
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94° 111° 0
E_ 90.7° Foo¥ Pt
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== o ~Xe=0
FRLA 07 | o7 |
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* The bond angles of these molecules have not been determined accurately. However,
spectroscopic measurements are consistent with the structures shown.

FIGURE 3-15 Structures Containing Multiple Bonds.
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3-2-3 ELECTRONEGATIVITY AND ATOMIC
SIZE EFFECTS

) Electronegativity was mentioned earlier as a guide in the use of formal charge arguments. It
3 also can play an important role in determining the arrangement of outer atoms around a cen-
tral atom and in influencing bond angles. The effects of electronegativity and atomic size
frequently parallel each other, but in the few cases in which they have opposite effects, elec-
tronegativity seems to prevail. Table 3-3 contains data that we can use in this discussion.
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TABLE 3-3 - . :
Electronegativity (Pauling Units) ) - /
1 2 12 13 14 15 16 17 18
H He
2.300 4.160
Li Be B C N @) F Ne
0912 1.576 2.051 2.544 3.066 3.610 4.193 4787
Na Mg Al Si P S Cl Ar
0.869 1.293 1.613 1.916 2.253 2.589 2.869 3.242
K Ca Zn Ga Ge As Se Br Kr
0.734 1.034 1.588 1.756 1.994 2211 2.424 2.685 2.966
Rb Sr Cd In Sn Sb Te 1 Xe
0.706 0.963 1.521 1.656 1.824 1.984 2.158 2.359 2.582
Cs Ba Hg Tl Pb Bi Po At Rn
0.659 0.881 1.765 1.789 1.854 (2.01) (2.19) (2.39) 2.60)

Source: J. B. Mann, T. L. Meek, and L. C. Allen, J. Am. Chem. Soc., 2000, 122, 2780, Table 2.

Electronegativity scales

The concept of electronegativity was first introduced by Linus Pauling in the 1930s as a
means of describing bond energies. Bond energies of polar bonds (formed by atoms
with different electronegativities) are larger than the average of the bond energies of the
two homonuclear species. For example, HCI has a bond energy of 428 kJ/mol, com-
pared to a calculated value of 336 kJ/mol, the average of the bond energies of H,
(432 kJ/mol) and Cl, (240 kJ/mol). From data like these, Pauling calculated elec-
tronegativity values that could be used to predict other bond energies. More recent val-
ues have come from other molecular properties and from atomic properties, such as
ionization energy and electron affinity. Regardless of the method of calculation, the
scale used is usually adjusted to give values near those of Pauling to allow better com-
parison. Table 3-4 summarizes approaches used for determining different scales.

TABLE 3-4 - S

Electronegativity Scales - . S

Principal Authors Method of Calculation or Description

PaulimgIO Bond energies

Mulliken!! Average of electron affinity and ionization energy

Allred & Rochow12 Electrostatic attraction proportional to Z*/ r?

Szmderson] 3 Electron densities of atoms

Pearson14 Average of electron affinity and ionization energy

Allen15 Average energy of valence shell electrons, configuration energies
J affé16 Orbital electronegativities

10 Pauling, The Nature of the Chemicai Bond, 31d ed., 1960, Cornell University Press, Ithaca, NY;
A. L. Allred, J. Inorg. Nucl. Chem., 1961, 17,215.

IR, 8. Mulliken, J. Chem. Phys., 1934, 2, 782; 1935, 3, 573; W. Moffitt, Proc. R. Soc. (London),
1950, A202, 548; R. G. Parr, R. A. Donnelly, M. Levy, and W. E. Palke, J. Chem. Phys., 1978, 68, 3801-3807;
R. G. Pearson, Inorg. Chem., 1988, 27, 734-740; S. G. Bratsch, J. Chem. Educ., 1988, 65, 34-41, 223-226.

12A. L. Allred and E. G. Rochow, J. Inorg. Nucl. Chem., 1958, 5, 264.

BR. T Sanderson, J. Chem. Educ., 1952, 29, 539; 1954, 31, 2, 238; Inorganic Chemistry, Van
Nostrand-Reinhold, New York, 1967.

YR, G. Pearson, Acc. Chem. Res., 1990, 23, 1.

3L, C. Allen, J. Am. Chem. Soc., 1989, 117, 9003; 1. B. Mann, T. L. Meek, and L. C. Allen, J. Am.

Chem. Soc., 2000, 122, 2780; J. B. Mamn, T. L. Meek, E. T. Knight, J. F. Capitani, and L. C. Allen, J. Am.
Chem. Soc., 2000, 122, 5132.

185 Hinze and H. H. Jaffé, J. Am. Chem. Soc., 1962, 84, 540: J. Phys. Chem., 1963, 67, 1501; J. E.
Huheey, Inorganic Chemistry, 3rd ed., Harper & Row, New York, 1983, pp. 152-156.
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Appendix B-4 shows electronegativity values for a larger set of elements. Any set can
be used for the prediction of bond angles and molecular shape; specific sets are more
useful for the calculation of properties for which they are designed. A graphic represen-
tation of electronegativity is in Figure 8-1.

Calculation of electronegativities from bond energies requires averaging over a
number of compounds to cancel out experimental uncertainties and other minor effects.
Methods that use ionization energies and other atomic properties can be calculated
more directly. The electronegativities reported here and in Appendix B-4 are suitable
for most uses, but the actual values for atoms in molecules may differ from this average,
depending on their electronic environment,

Many of those interested in electronegativity agree that it depends on the structure
of the molecule as well as the atom. Jaffé used this idea to develop a theory of the elec-
tronegativity of orbitals rather than atoms. Such theories are useful in detailed calcula-
tions of properties that change with subtle changes in structure, but we will not discuss
this aspect further. The differences between values from the different scales are rela-
tively small, except for those of the transition metals.!” All will give the same. results in
qualitative arguments, the way most chemists use them.

Remember that all electronegativities are measures of an atom’s ability to attract
electrons from a neighboring atom fo which it is bonded. A critique of all electronega-
tivity scales, and particularly Pauling’s, describes conditions that all scales should meet
and many of their deficiencies.'®

With the exception of helium and neon, which have large calculated electronega-
tivities and no known stable compounds, fluorine has the largest value, and electroneg-
ativity decreases toward the lower left corner of the periodic table. Hydrogen, although
usually classified with Group 1 (IA), is quite dissimilar from the alkali metals in its
electronegativity, as well as in many other properties, both chemical and physical. Hy-
drogen’s chemistry is distinctive from all the groups.

Electronegativities of the noble gases can be calculated more easily from ioniza-
tion energies than from bond energies. Because the noble gases have higher ionization
energies than the halogens, other calculations have suggested that the electronegativi-
ties of the noble gases may match or even exceed those of the halogens19 (Table 3-3).
The noble gas atoms are somewhat smaller than the neighboring halogen atoms (for ex-
ample, Ne is smaller than F) as a consequence of a greater effective nuclear charge. This
charge, which is able to attract noble gas electrons strongly toward the nucleus, is also
likely to exert a strong attraction on electrons of neighboring atoms; hence, the high
electronegativities predicted for the noble gases are reasonable.

Electronegativity and bond angles

Many bond angles can be explained by either electronegativity or size arguments. Mol-
ecules that have a larger difference in electronegativity values between their central and
outer atoms have smaller bond angles. The atom with larger electronegativity draws the
electrons toward itself and away from the central atom, reducing the repulsive effect of
those bonding electrons. The compounds of the halogens in Table 3-5 show this effect;
the compounds containing fluorine have smaller angles than those containing chlorine,
which in turn have smaller angles than those containing bromine or iodine. As a result,
the lone pair effect is relatively larger and forces smaller bond angles. The same result
is obtained if size is considered; as the size of the outer atom increases in the
F < Cl < Br < I series, the angle increases.

71, B. Mann, T. L. Meek, E. T. Knight, J. F. Capitani, and L. C. Allen, J. Am. Chem. Soc., 2000, 122,5132.
B R Murphy, T. L. Meek, A. L. Allred, and L. C. Allen, J. Am. Chem. Soc., 2000, 122, 5867.
19L. C. Allen and J. E. Huheey, J. Inorg. Nucl. Chem., 1980, 42. 1523.
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TABLE 3-5 - Z

Bond Angles and Lengths : o ( _— ,
Bond Bond Bond  Bond Bond Bond Bond  Bond
Angle  Length Angle  Length Angle  Length Angle  Length

Molecule (°) (pm) Molecule  (°) (pm) Molecule (°) (pm) Molecule  (°) (pm)

H,0 104.5 97 OF, 103.3 oCl, 110.9

H,S 92 135 SF, 98 159 SCl, 103 201

H,Se 91 146

H,Te 90 169

NH; 106.6 101.5 NF; 102.2 137 NCl3 106.8 175

PH; 93.8 142 PF; 97.8 157 PCl, 100.3 204 PBr; 101 220

AsH; 91.83 151.9 AsF; 96.2 170.6 AsCl, 97.7 217 AsBr; 97.7 236

SbH3 91.3 170.7 SbF3 87.3 192 SbCis 97.2 233 SbBr3 95 249

Source: N. N. Greenwood and A. Earnshaw, Chemistry of the Elements, 2nd ed., Butterworth-Heinemann, Oxford, 1997, pp. 557, 767, A. F.
Wells, Structural Inorganic Chemistry, 5th ed., Oxford University Press, Oxford, 1987, pp. 705, 793, 846, and 879.

For the molecules containing hydrogen, neither the electronegativity nor the size
argument works well. NH5 should have the largest angle in the series of nitrogen com-
pounds based on the electronegativity argument and the smallest angle based on the size
argument; instead, it has nearly the same angle as NCl3. Similar problems are found for
H,0, H,S, PH3, AsH3, and SbH;3. The two effects seem to counterbalance each other,
resulting in the intermediate angles.

Similar arguments can be made in situations in which the outer atoms remain the
same but the central atom is changed. For example, consider the hydrogen series and
the chlorine series in Table 3-5. For these molecules, the electronegativity and size of the
central atom need to be considered. As the central atom becomes more electronegative, it
pulls electrons in bonding pairs more strongly toward itself. This effect increases the
concentration of bonding pair electrons near the central atom, causing the bonding pairs
to repel each other more strongly, increasing the bond angles. In these situations, the
compound with the most electronegative central atom has the largest bond angle.

The size of the central atom can also be used to determine the angles in the series.
‘When the central atom is larger, all the electron pairs are naturally at greater distances from
each other. However, the effect is greater for the bonded pairs, which are pulled away from
the central atom by outer atoms. This leads to a relatively larger repulsive effect by the lone
pairs and decreasing angles in the order O > S > Se > Teand N > P > As > Sb.

EXERCISE 3-4

Which compound has the smallest bond angle in each series?

a. OSF, 0SCl, OSBr;, (halogen— S —halogen angle)
b.  SbCl; SbBr; Sbl;

C. PI3 ASI3 SbI3

3-2-4 LIGAND CLOSE-PACKING

Another approach to bond angles has been developed by Gillespie.20 The ligand close-
packing (LCP) model uses the distances between the outer atoms in molecules as a
guide. Por a series of molecules with the same central atom, the nonbonded distances
between the outer atoms are consistent, but the bond angles and bond lengths change.
For example, a series of BF,X and BF;X compounds, where X = F, OH, NH,, CI, H,
CH;, CF3, and PH;, have B—F bond distances of 130.7 to 142.4 pm and F—B—F

2R, 1. Gillespie, Coord. Chem. Rev., 2000, 197, 51.



3-3 Polar Molecules 67

"TABLE 3-6 : .

Ligand Close-Packing Data / / V /
Molecule Coordination Number of B B—F Distance (pm) FBF Angle (°) F---F Distance (pm)
BF; 3 130.7 120.0 226
BF,OH 3 1323 118.0 227
BF,NH, 3 1325 117.9 227
BF,Cl 3 131.5 118.1 226
BF,H 3 131.1 118.3 225
BF;BF, 3 131.7 117.2 225
BFy 4 138.2 109.5 226
BF:CH,™ 4 142.4 105.4 227
BF:CF;™ 4 139.1 109.9 228
BF:PH; 4 137.2 112.1 228
BF;NMe, 4 137.2 1115 229

Source: R. J. Gillespie and P. L. A. Popelier, Chemical Bonding and Molecular Geometry, Oxford University Press, New York, 2001, Table 5.3,
p. 119; R. 1. Gillespie, Coord. Chem. Rev., 2000, 197, 51.

3-3

POLAR MOLECULES

bond angles of 105.4° to 120.0°, but the nonbonded F::F distances remain nearly
constant at 225 to 229 pm. Examples are shown in Table 3-6. Gillespie and Popelier
have also described several other approaches to molecular geometry, together with
their advantages and disadvantages.21

Whenever atoms with different electronegativities combine, the resulting molecule has
polar bonds, with the electrons of the bond concentrated (perhaps very slightly) on the
more clectronegative atom; the greater the difference in electronegativity, the more
polar the bond. As a result, the bonds are dipolar, with positive and negative ends. This
polarity causes specific interactions between molecules, depending on the overall
structure of the molecule.

Experimentally, the polarity of molecules is measured indirectly by measuring
the dielectric constant, which is the ratio of the capacitance of a cell filled with the sub-
stance to be measured to the capacitance of the same cell with a vacuum between the
electrodes. Orientation of polar molecules in the electric field partially cancels the ef-
fect of the field and results in a larger dielectric constant. Measurements at different
temperatures allow calculation of the dipole moment for the molecule, defined as

p=Qr

where ( is the charge on each of two atoms separated by a distance, r.?? Dipole mo-
ments of diatomic molecules can be calculated directly. In more complex molecules,
vector addition of the individual bond dipole moments gives the net molecular dipole
moment. However, it is usually not possible to calculate molecular dipoles directly from
bond dipoles. Table 3-7 shows experimental and calculated dipole moments of
chloromethanes. The values calculated from vectors use C—H and C—Cl bond
dipoles of 1.3 and 4.9 X 10730 C m, respectively, and tetrahedral bond angles. Part of
the discrepancy arises from bond angles that differ from the tetrahedral, but the column

2R, . Gillespie and P. L. A. Popelier, Chemical Bonding and Molecular Geometry, Oxtord Universi-
ty Press, New York, 2001, pp. 113-133.

22The SI unit for dipole moment is coulormnb meter (C m), but a commonly used unit is the debye (D).
1D = 3338 X 107°°Cm.
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FIGURE 3-17 Bond Dipoles and

Molecular Dipoles.

TABLE3-7 S L

Dipole Moments of Chloromethanes L
Molecule Experimental (D) Calculated (D)

Calculated Calculated by
from Vectors PC Spartan

CH;Cl1 1.87 1.77 1.51
CH,Cl, 1.60 2.08 1.50
CHCl5 1.01 1.82 1.16

Source: Experimental data, Handbook of Chemistry and Physics, 66th ed., CRC Press, Cleveland, OH,
1985-86, p. E-58 (from NBS table NSRDS-NBS 10); Spartan, see footnote 23.

of data from PC Spartan,>® a molecular modeling program, shows the difficulty of cal-
culating dipoles. Clearly, calculating dipole moments is more complex than simply
adding the vectors for individual bond moments, but we will not consider that here. For
most purposes, a qualitative approach is sufficient.

The dipole moments of NH3, H-O, and NF; (Figure 3-17) reveal the effect of
lone pairs, which can be dramatic. In ammonia, the averaged N— H bond polarities and
the lone pair all point in the same direction, resulting in a large dipole moment. Water
has an even larger dipole moment because the polarities of the O—H bonds and the
two lone pairs results in polarities all reinforcing each other. On the other hand, NFj; has
a very small dipole moment, the result of the polarity of the three N—F bonds oppos-
ing polarity of the lone pair. The sum of the three N—F bond moments is larger than
the lone pair effect, and the lone pair is the positive end of the molecule. In cases such
as those of NF5 and SO,, the direction of the dipole is not easily predicted becausc of
the opposing polarities. SO, has a large dipole moment (1.63 D), with the polarity of
the lone pair prevailing over that of the S— O bonds.

Molecules with dipole moments interact electrostatically with each other and
with other polar molecules. When the dipoles are large enough, the molecules orient
themselves with the positive end of one molecule toward the negative end of another be-
cause of these attractive forces, and higher melting and boiling points result. Details of
the most dramatic effects are given in the discussion of hydrogen bonding later in this
chapter and in Chapter 6.

On the other hand, if the molecule has a very symmetric structure or if the polari-
ties of different bonds cancel each other, the molecule as a whole may be nonpolar, even
though the individual bonds are quite polar. Tetrahedral molecules such as CH4 and
CCly and trigonal molecules and ions such as SO3, NO5; ™, and CO5% are all nonpolar.
The C—H bond has very little polarity, but the bonds in the other molecules and ions
are quite polar. In all these cases, the sum of all the polar bonds is zero because of the
symmetry of the molecules, as shown in Figure 3-18.

Nonpolar molecules, whether they have polar bonds or not, still have intermolec-
ular attractive forces acting on them. Small fluctuations in the electron density in such

1 5 7 5 1 5+
H/N’\}IH Ié3+ " Ies+ FNE Ia—

F

Net dipole, 1.47 D

Calculated, 1.85 D

23Spartan is obtainable from Wavefunction, Inc., 18401 Von Karman Ave, Suite 370, Irvine, CA

Net dipole, 1.85 D

Calculated, 1.86 D

92612; see http://www.wavefun.com.

Net dipole, 0.23 D

Calculated, 0.32 D



FIGURE 3-18 Cancellation of
Bond Dipoles due to Molecular
Symmetry.
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FIGURE 3-19 Boiling Points of
Hydrogen Compounds.
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Zero net dipole for all three

molecules create small temporary dipoles, with extremely short lifetimes. These dipoles
in turn attract or repel electrons in adjacent molecules, setting up dipoles in them as
well. The result is an overall attraction among molecules. These attractive forces are
called London or dispersion forces, and make liquefaction of the noble gases and non-
polar molecules such as hydrogen, nitrogen, and carbon dioxide possible. As a general
rule, London forces are more important when there are more electrons in a molecule,
because the attraction of the nuclei is shielded by inner electrons and the electron cloud
is more polarizable.

Ammonia, water, and hydrogen fluoride all have much higher boiling points than other
similar molecules, as shown in Figure 3-19. In water and hydrogen fluoride, these high
boiling points are caused by hydrogen bonds, in which hydrogen atoms bonded to O or
F also form weaker bonds to a lone pair of electrons on another O or F. Bonds between
hydrogen and these strongly electronegative atoms are very polar, with a partial
positive charge on the hydrogen. This partially positive H is strongly attracted to the
partially negative O or F of neighboring molecules. In the past, the attraction among
these molecules was considered primarily electrostatic in nature, but an alternative
molecular orbital approach, which will be described in Chapters 5 and 6, gives a more
complete description of this phenomenon. Regardless of the detailed explanation of

TCO)

—200 T T !

Period
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FIGURE 3-20 Dimer Structures in
the Gas Phase. (a) Known hydrogen-
bonded structures, Ry = hydrogen
bond distance. (b) Proposed struc-
tures of the NH; dimer and trimer.

the forces involved in hydrogen bonding, the strongly positive H and the strongly
negative lone pairs tend to line up and hold the molecules together. Other atoms with
high electronegativity, such as Cl, can also form hydrogen bonds in strongly polar
molecules such as chloroform, CHCl;.

In general, boiling points rise with increasing molecular weight, both because the
additional mass requires higher temperature for rapid movement of the molecules and
because the larger number of electrons in the heavier molecules provides larger London
forces. The difference in temperature between the actual boiling point of water and the
extrapolation of the line connecting the boiling points of the heavier analogous com-
pounds is almost 200° C. Ammonia and hydrogen fluoride have similar but smaller dif-
ferences from the extrapolated values for their families. Water has a much larger effect,
because each molecule can have as many as four hydrogen bonds (two through the lone
pairs and two through the hydrogen atoms). Hydrogen fluoride can average no more
than two, because HF has only one H available.

Hydrogen bonding in ammonia is less certain. Several experimental studies®* in
the gas phase fit a model of the dimer with a “cyclic” structure, although probably asym-
metric, as shown in Figure 3-20(b). Theoretical studies depend on the method of calcula-
tion, the size of the basis set used (how many functions are used in the fitting), and the
assumptions used by the investigators, and conclude that the structure is either linear or
cyclic, but that in any case it is very far from rigid.25 The umbrella vibrational mode (in-
verting the NH; tripod like an umbrella in a high wind) and the interchange mode (in
which the angles between the molecules switch) appear to have transitions that allow
easy conversions between the two extremes of a dimer with a near-linear N—H—N hy-
drogen bond and a centrosymmetric dimer with Cy; symmetry. Linear N—H—N
bonds seem more likely in larger clusters, as confirmed by both experiment and calcula-
tion. There is no doubt that the ammonia molecule can accept a hydrogen and form a hy-
drogen bond through the lone pair on the nitrogen atom with H,O, HF, and other polar
molecules, but it does not readily donate a hydrogen atom to another molecule. On the
other hand, hydrogen donation from nitrogen to carbonyl oxygen is common in proteins
and hydrogen bonding in both directions to nitrogen is found in the DNA double helix.

N-—H—N_
.’ ‘ / \
~ F---—-HF N‘O.... H_—()\ Not observed
R,=1834 Ry =205A )
H i Ho— N5 34 AN
: \ 7 TN
al al H H
O-—HF N-—H—0 H
80 A A g HH H HH
Ry=1. R;=2.02
H H \N/ 17/
a :
/N"“HF H\N""H
AN
Ry=178 A H H
(a) (b)

D, D. Nelson, Fr.,, G. T. Fraser, and W. Klemperer, Science, 1987, 238, 1670; M. Behrens, U. Buck,
R. Frochtenicht, and M. Hartmann, J. Chem. Phys., 1997, 107, 7179; E. Huisken and T. Pertsch, Chem. Phys.,
1988, 126, 213.

255, S. Lee and S. Y. Park, J. Chem. Phys., 2001, 112, 230; A. van der Avoird, E. H. T. Olthof, and
P. E. S. Wormer, Faraday Discuss., 1994, 97, 43, and references therein.



3-4 Hydrogen Bonding 71

Water has other unusual properties because of hydrogen bonding. For example,
the freezing point of water is much higher than that of similar molecules. An even more
striking feature is the decrease in density as water freezes. The tetrahedral structure
around each oxygen atom with two regular bonds to hydrogen and two hydrogen bonds
to other molecules requires a very open structure with large spaces between ice mole-
cules (Figure 3-21). This makes the solid less dense than the more random liquid water
surrounding it, so ice floats. Life on earth would be very different if this were not so.
Lakes, rivers, and oceans would freeze from the bottom up, ice cubes would sink, and
ice fishing would be impossible. The results are difficult to imagine, but would certain-
ly require a much different biology and geology. The same forces cause coiling of pro-
tein and polynucleic acid molecules (Figure 3-22); a combination of hydrogen bonding
with other dipolar forces imposes considerable secondary structure on these large mol-
ecules. In Figure 3-22(a), hydrogen bonds between carbonyl oxygen atoms and hydro-
gens attached to nitrogen atoms hold the molecule in a helical structure. In
Figure 3-22(b), similar hydrogen bonds hold the parallel peptide chains together; the
bond angles of the chains result in the pleated appearance of the sheet formed by the
peptides. These are two of the many different structures that can be formed from pep-
tides, depending on the side-chain groups R and the surrounding environment.

Another example is a theory of anesthesia by non-hydrogen bonding molecules
such as cyclopropane, chloroform, and nitrous oxide, proposed by Pauling.26 These
molecules are of a size and shape that can fit neatly into a hydrogen-bonded water
structure with even larger open spaces than ordinary ice. Such structures, with mole-
cules trapped in holes in a solid, are called clathrates. Pauling proposed that similar
; hydrogen-bonded microcrystals form even more readily in nerve tissue because of the
; presence of other solutes in the tissue. These microcrystals could then interfere with the
transmission of nerve impuises. Similar structures of methane and water are believed to

®

FIGURE 3-21 Two Drawings of Ice. (a) From T. L. Brown and H. E. LeMay, Jr., Chemistry, The
Central Science, Prentice Hall, Englewood Cliffs, NJ, 1988, p. 628. Reproduced with permission.
The rectangular lines are included to aid visualization; all bonding is between hydrogen and oxygen
atoms. (b) Copyright © 1976 by W. G. Davies and J. W. Moore, used by permission; reprinted from
Chemistry, J. W. Moore, W. G. Davies, and R. W. Collins, McGraw-Hill, New York, 1978. All rights
reserved.

261, Pauling, Science, 1961, 134, 15.
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FIGURE 3-22 Hydrogen-Bonded
Protein Structures. (a) A protcin o
helix. Peptide carbonyls and N—H
hydrogens on adjacent turns of the
helix are hydrogen-bonded. (From

T. L. Brown and H. E. LeMay, Jr.,
Chemistry, the Central Science,
Prentice Hall, Englewood Cliffs,

NJ, 1988, p. 946. Reproduced with
permission.) (b) The pleated sheet
arrangement. Each peptide carbonyl
group is hydrogen-bonded to a N—H
hydrogen on an adjacent peptide
chain. (Reproduced with permission
from L. G. Wade, Jr., Organic Chem-
istry, Prentice Hall, Englewood Cliffs,
NIJ, 1988, pp. 1255-1256.)

hold large quantities of methane in the polar ice caps. The amount of methane in such

crystals can be so great that they burn if ignited.?’

More specific interactions involving the sharing of electron pairs between mole-
cules are discussed in Chapter 6 as part of acid—base theories.

L. A. Stern, S. H. Kirby, W. B. Durham, Science, 1996, 273, 1765 (cover picture), 1843.
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GENERAL
REFERENCES

Good sources for bond lengths and bond angles are the references by Wells, Greenwood
and Earnshaw, and Cotton and Wilkinson cited in Chapter 1. Appendix D provides a re-
view of electron-dot diagrams and formal charges at the level of most general chemistry
texts. Alternative approaches to these topics are available in most general chemistry
texts, as are descriptions of VSEPR theory. One of the best VSEPR references is still the
early paper by R. J. Gillespie and R. S. Nyholm, Q. Rev. Chem. Soc. 1957, X1, 339-380.
More recent expositions of the theory are in R. J. Gillespie and 1. Hargittai, The VSEPR
Model of Molecular Geometry, Allyn & Bacon, Boston, 1991, and R. J. Gillespie and P.
L. A. Popelier, Chemical Bonding and Molecular Geometry: From Lewis to Electron
Densities, Oxford University Press, New York, 2001. Molecular orbital arguments for
the shapes of many of the same molecules are presented in B, M. Gimarc, Molecular
Structure and Bonding, Academic Press, New York, 1979, and J. K. Burdett, Molecular
Shapes, John Wiley & Sons, New York, 1980.

PROBLEMS

3-1 The dimethyldithiocarbamate ion, [S,CN(CH3),]7, has the following skeletal structure:
CH;4

% N
S CH,4

a. Give the important resonance structures of this ion, including any formal charges
where necessary. Select the resonance structure likely to provide the best descrip-
tion of this ion.

b. Repeat for dimethylthiocarbamate, [OSCN(CH3),] ™.

3-2  Several resonance structures are possible for each of the following ions. For each, draw
these resonance structures, assign formal charges, and select the resonance structure
likely to provide the best description for the ion.

a. Selenocyanate ion, SeCN ™

o |
b. Thioformate ion, H—C <
S

¢. Dithiocarbonate, [S,CO}*™ (C is central)

3-3  Draw the resonance structures for the isoelectronic ions NSO~ and SNO™, and assign
formal charges. Which ion is likely to be more stable?

3-4  Three isomers having the formula N,CO are known: ONCN (nitrosyl cyanide), ONNC
(nitrosyl isocyanide), and NOCN (isonitrosyl cyanide). Draw the most important reso-
nance structures of these isomers, and determine the formal charges. Which isomer do
you predict to be the most stable (lowest energy) form? (Reference: G. Maier, H. P.
Reinsenauer, J. Eckwert, M. Naumann, and M. De Marco, Angew. Chem., Int. Ed.,
1997, 36, 1707.)

3-5  Predict and sketch the structure of the (as yet) hypothetical ion TF;> .

3-6  Select from each set the molecule or ion having the smallest bond angle, and briefly ex-
plain your choice:
a. NHj, PHj, or AsHj
b. 0;5,05,0r 05

S P
c. O \C1C1 O \FF (halogen— S —halogen angle)

. N027 or 03
C103* or Bl’03v

(-9
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3-7
3-8

3-9

3-10

311

312

313

3-14

3-15
3-16

317

3-18

3-19

Sketch the most likely structure of PCl3Br, and explain your reasoning.

Give Lewis dot structures and sketch the shapes of the following:

a. SeCly b. I3~

¢. PSCl; (P is central) d. IF,~

e. PH,” f. TeF,>”

g N3 h. SeOCl, (Se is central)
i. PH,* j. NO~

Give Lewis dot structures and sketch the shapes of the following:
a. ICl,~ b. H3PO3 (one H is bonded to P)
c¢. BHy™ d. POCl;4

e. 104~ f. IO(OH)s

g. SOCl, h. CIOF,~

i. XeO,F, j. CIOF,"

Give Lewis dot structures and sketch the shapes of the following:
SOFg (one F is attached to O) b, POF;

ClO, d. NO;

$,0,% (symmetric, with an S-S bond)

N,H, (symmetric, with an N—N bond)

e ooow

Compare the structures of the azide ion, N3~, and the ozone molecule, O3.
How would you expect the structure of the ozonide ion, O3, to differ from that of
ozone?

TP

Give Lewis dot structures and shapes for the following:
a. VOCly b. PCl; c¢. SOF,
d. ClO,”~ e. ClO;~ f. P4Oq

(P40 is a closed structure with overall tetrahedral arrangement of phosphorus atoms;
an oxygen atom bridges each pair of phosphorus atoms.)

Consider the series NH;, N(CH3)s, N(SiH3);, and N(GeH3);. These have bond an-
gles at the nitrogen atom of 106.6°, 110.9°, 120°, and 120°, respectively. Account for
this trend.

Explain the trends in bond angles and bond lengths of the following ions:

X—0 0—X—0
(pm) Angle
ClO;™ 149 107°
BrO5~ 165 104°
105~ 181 100°

Compare the bond orders expected in C1O;~ and C1O, ™ ions.

Give Lewis dot structures arnd sketch the shapes for the following:

a. PH; b. H,Se c. SeF,

d. PFS €. IC144 f. XCO3
g. NO;~ h. SnCl, i. POS
j. SFg k. IFs L ICl,

m. $,0;%" n. BF,Cl

Which of the molecules or ions in Problem 3-16 are polar?

Carbon monoxide has a larger bond dissociation energy (1072 kJ/mol) than molecular
nitrogen (945 kJ/mol). Suggest an explanation.

a. Which has the longer axial P—TF distance, PFo(CH3)3 or PFo(CF3)3? Explain briefly.
b. Al,O has oxygen in the center. Predict the approximate bond angle in this molecule
and explain your answer.
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¢. Predict the structure of CAly. (Reference: X. Li, L-S. Wang, A. 1. Boldyrev, and
J. Simons, J. Am. Chem. Soc., 1999, 121, 6033.)

For each of the following bonds, indicate which atom is more negative. Then rank the
series in order of polarity.
a. C—N b. N—O c. C—I d. 0O—Cl e P—Br f S—Cl

Explain the following:
a. PCls is a stable molecule, but NCl; is not.
b. SF, and SF¢ are known, but OF, and OFj are not.

Provide explanations for the following:

a. Methanol, CH;0H, has a much higher boiling point than methyl mercaptan, CH;SH.

b. Carbon monoxide has slightly higher melting and beiling points than Nj.

¢. The ortho isomer of hydroxybenzoic acid [C¢H4(OH}CO,H)} has a much lower
melting point than the meta and para isomers.

d. The boiling points of the noble gases increase with atomic number.

e. Acetic acid in the gas phase has a significantly lower pressure (approaching a limit
of one half) than predicted by the ideal gas law.

f. Mixtures of acetone and chloroform exhibit significant negative deviations from
Raoult’s law (which states that the vapor pressure of a volatile liquid is proportional
to its mole fraction). For example, an equimolar mixture of acetone and chloroform
has a lower vapor pressure than either of the pure liquids.

L. C. Allen has suggested that a more meaningful formal charge can be obtained by tak-
ing into account the electronegativities of the atoms involved. Allen’s formula for this
type of charge, referred to as the Lewis-Langmuir (L-L) charge, of an atom, A, bonded
to another atom, B, is
(US) group number of unshared ) XA (number of bonds )
number of A electrons on A S wa + xp \between A and B

where x4 and xp designate the electronegativities. Using this equation, calculate the
L-L charges for CO, NO™, and HF and compare the results with the corresponding for-
mal charges. Do you think the 1.-L charges are a better representation of electron distri-
bution? (Reference: L. C. Allen, J. Am. Chem. Soc., 1989, 111,9115.)

Predict the structure of I(CF;)Cl,. Do you expect the CF3 group to be in an axial or
equatorial position? Why? (Reference: R. Minkwitz and M. Merkei, Inorg. Chem.,
1999, 38, 5041.)

Two ions isoelectronic with carbon suboxide, C30,, are N5~ and OCNCO™. Whereas
C;0, is linear, both N5* and OCNCO™ arc bent at the central nitrogen. Suggest an
explanation. Also predict which has the smaller outer atom— N— outer atom angle
and explain your reasoning. (References: I. Bernhardi, T. Drews, and K. Seppelt,
Angew. Chem., Int. Ed., 1999, 38, 2232; K. O. Christe, W. W. Wilson, J. A. Sheehy, and
T. A. Boatz, Angew. Chem., Int. Ed., 1999, 38, 2004.)

The thiazyl dichloride ion, NSCl,”, has recently been reported. This ion is

isoelectronic with thionyl dichloride, OSCl,.

a. Which of these species has the smaller C1—S —Cl angle? Explain briefly.

b. Which do you predict to have the longer S—CIl bond? Why? (Reference: E.
Kessenich, F. Kopp, P. Mayer, and A. Schulz, Angew. Chem., Int. Ed., 2001, 40, 1904.)

Although the C—F distances and the F—C—F bond angles differ considerably in
F,C=CF,, F,CO, CF,, and FsCO™ (C—F distances: 131.9 to 139.2 pm; F—C—F
bond angles: 101.3° to 109.5%), the F - - - F distance in all four structures is very nearly
the same (215 to 218 pm). Explain, using the LCP model of Gillespie. (Reference: R. J.
Gillespie, Coord. Chem. Rev., 2000, 197, 51.)
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SYMMETRY
ELEMENTS AND
OPERATIONS

Symmetry is a phenomenon of the natural world, as well as the world of human inven-
tion (Figure 4-1). In nature, many types of flowers and plants, snowflakes, insects, cer-
tain fruits and vegetables, and a wide variety of microscopic plants and animals exhibit
characteristic symmetry. Many engineering achievements have a degree of symmetry
that contributes to their esthetic appeal. Examples include cloverleaf intersections, the
pyramids of ancient Egypt, and the Eiffel Tower.

Symmetry concepts can be extremely useful in chemistry. By analyzing the sym-
metry of molecules, we can predict infrared spectra, describe the types of orbitals used
in bonding, predict optical activity, interpret electronic spectra, and study a number of
additional molecular properties. In this chapter, we first define symmetry very specifi-
cally in terms of five fundamental symmetry operations. We then describe how mole-
cules can be classified on the basis of the types of symmetry they possess. We conclude
with examples of how symmetry can be used to predict optical activity of molecules and
to determine the number and types of infrared-active stretching vibrations.

In later chapters, symmetry will be a valuable tool in the construction of molecu-
lar orbitals (Chapters 5 and 10) and in the interpretation of electronic spectra of coordi-
nation compounds (Chapter 11) and vibrational spectra of organometallic compounds
(Chapter 13).

A molecular model kit is a very useful study aid for this chapter, even for those who
can visualize three-dimensional objects easily. We strongly encourage the use of such a kit,

All molecules can be described in terms of their symmetry, even if it is only to say they
have none. Molecules or any other objects may contain symmetry elements such as
mirror planes, axes of rotation, and inversion centers. The actual reflection, rotation, or
inversion is called the symmetry operation. To contain a given symmetry element, a
molecule must have exactly the same appearance after the operation as before. In other
words, photographs of the molecule (if such photographs were possible!) taken from
the same location before and after the symmetry operation would be indistinguishable.
If a symmetry operation yields a molecule that can be distinguished from the original in
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A
2 =X

2. W

FIGURE 4-1 Symmetry in Nature, Art, and Architecture.

any way, then that operation is not a symmetry operation of the molecule. The examples
in Figures 4-2 through 4-6 illustrate the possible types of molecular symmetry
operations and elements.

The identity operation (F) causes no change in the molecule. It is included for
mathematical completeness. An identity operation is characteristic of every molecule,
even if it has no other symmetry.

The rotation operation (C,) (also called proper rotation) is rotation through
360°/n about a rotation axis. We use counterclockwise rotation as a positive rotation. An
example of a molecule having a threefold (C3) axis is CHCl3. The rotation axis is coinci-
dent with the C—H bond axis, and the rotation angle is 360°/3 = 120°. Two C5 opera-
tions may be performed consecutively to give a new rotation of 240°. The resulting
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C, rotations of CHCL,
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Cl

Gy

H~Cl

Top view

Cross section of protein disk C,, C; and C, rotations
of tobacco mosaic virus of a snowflake design

FIGURE 4-2 Rotations. The cross section of the tobacco mosaic virus is a cover diagram from
Nature, 1976, 259. © 1976, Macmillan Journals Ltd. Reproduced with permission of Aaron Klug.

operation is designated C52 and is also a symmetry operation of the molecule. Three suc-
cessive C; operations are the same as the identity operation (C P =E ). The identity oper-
ation is included in all molecules. Many molecules and other objects have multiple rotation
axes. Snowflakes are a case in point, with complex shapes that are nearly always hexagonal
and nearly planar. The line through the center of the flake perpendicular to the plane of the
flake contains a twofold (C,) axis, a threefold (C3) axis, and a sixfold (Cg) axis. Rotations

by 240° (C5?) and 300° (Cg’) are also symmetry operations of the snowflake.

Rotation Angle Symmetry Operation

60° Cs
120° C E=CH)
180° C (=G
240° Gl = Ch
300° C

360° E (=65

There are also two sets of three C» axes in the plane of the snowflake, one set
through opposite points and one through the cut-in regions between the points. One of
each of these axes is shown in Figure 4-2. In molecules with more than one rotation axis,
the C,, axis having the largest value of n is the highest order rotation axis or principal
axis. The highest order rotation axis for a snowflake is the Cg axis. (In assigning Carte-
sian coordinates, the highest order C,, axis is usually chosen as the 7z axis.) When neces-
sary, the C; axes perpendicular to the principal axis are designated with primes; a single
prime (C,') indicates that the axis passes through several atoms of the molecule, where-
as a double prime (C,") indicates that it passes between the outer atoms.

Finding rotation axes for some three-dimensional figures is more difficult, but the
same in principle. Remember that nature is not always simple when it comes to
symmetry—the protein disk of the tobacco mosaic virus has a 17-fold rotation axis!

In the reflection operation (o) the molecule contains a mirror plane. If details
such as hair style and location of internal organs are ignored, the human body has a left-
right mirror plane, as in Figure 4-3. Many molecules have mirror planes, although they
may not be immediately obvious. The reflection operation exchanges left and right, as if
each point had moved perpendicularly through the plane to a position exactly as far from
the plane as when it started. Linear objects such as a round wood pencil or molecules
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FIGURE 4-4 Inversion.
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such as acetylene or carbon dioxide have an infinite number of mirror planes that include
the center line of the object.

When the plane is perpendicular to the principal axis of rotation, it is called oy,
(horizontal). Other planes, which contain the principal axis of rotation, are labeled
Oy O Gg.

Inversion (i) is a more complex operation. Each point moves through the center of
the molecule to a position opposite the original position and as far from the central point as
when it started.! An example of a molecule having a center of inversion is ethane in the
staggered conformation, for which the inversion operation is shown in Figure 4-4.

Many molecules that seem at first glance to have an inversion center do not; for
example, methane and other tetrahedral molecules lack inversion symmetry. To see this,
hold a methane model with two hydrogen atoms in the vertical plane on the right and
two hydrogen atoms in the horizontal plane on the left, as in Figure 4-4. Inversion re-
sults in two hydrogen atoms in the horizontal plane on the right and two hydrogen
atoms in the vertical plane on the left. Inversion is therefore not a symmetry operation
of methane, because the orientation of the molecule following the i operation differs
from the original orientation.

Squares, rectangles, parallelograms, rectangular solids, octahedra, and snow(lakes
have inversion centers; tetrahedra, triangles, and pentagons do not (Figure 4-5).

A rotation-reflection operation (S,,) (sometimes called improper rotation) re-
quires rotation of 360°/n, followed by reflection through a plane perpendicular to the
axis of rotation. In methane, for example, a line through the carbon and bisecting the

Hy H H, H
Hz\\c e 6 i Hs\‘xc Y !
7" \'Hs 7 ONH,
Hl H4 H6 H3

Center of inversion

H3 H4
Hl.___c/ i \C,,_‘ H,
H” / VH,;

H, H,

No center of inversion

This operation must be distinguished from the inversion of a tetrahedral carbon in a bimolecular re-
action, which is more like that of an umbrella in a high wind.
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FIGURE 4-5 Figures (a) With and
{b) Without Inversion Centers.

FIGURE 4-6 Impropet Rotation or
Rotation-Reflection.

-

(a)

angle between two hydrogen atoms on each side is an S4 axis. There are three such
lines, for a total of three S4 axes. The operation requires a 90° rotation of the molecule
followed by reflection through the plane perpendicular to the axis of rotation. Two S,
operations in succession generate a Cy, > operation. In methane, two S, operations gen-
erate a C,. These operations are shown in Figure 4-6, along with a table of C and §
equivalences for methane.

Molecules sometimes have an S, axis that is coincident with a C,, axis. For example,
in addition to the rotation axes described previously, snowflakes have S, (= i), S3, and Sg
axes coincident with the Cg axis. Molecules may also have S,, axes coincident with C,,;
methane is an example, with S4 axes coincident with C, axes, as shown in Figure 4-6.

Note that an .S, operation is the same as inversion; an S operation is the same as
areflection plane. The i and o notations are preferred in these cases. Symmetry elements
and operations are summarized in Table 4-1.

(&)

Rotation Angle Symmetry Operation
90° S4
180° C, (=84
270° 54’
360° E (=54
First S
S
<t

Second S,:

S
<
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TABLE 4-1 7 - e T R B :
~Summary Table of Symmetry Elements and Operations -~~~ L - ca
Symmetry Operation  Symmetry Element Operation Examples
i
Identity, E None All atoms unshifted CHFCIBr C\

Cl Br
C2
Rotation, Cy Rotation axis Rotation by 360°/n p-dichlorobenzene Cl é Cl
Gy

& NH, i i\

G, [PtCl, 1%

CS
Cs Cyclopentadieny!
group
Cé
Cq Benzene é

1
H,O (::)\'\
Reflection, o Mirror plane Reflection through a mirror 2 H| | JH
plane J

Inversion, i Inversion center (point) Inversion through the center Ferrocene (staggered) Fe
. . . . . . o CH
Rotation-reflection, S4 Rotation-reflection axis Rotation by 360°/n, followed by 4
(improper axis) reflection in the plane

perpendicular to the rotation axis

Ethane (staggered) ﬁ
Se

Ferrocene (staggered) Fe

Sio
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POINT GROUPS

& symmetry elemcnts in the following molecules; consider only the atoms when as-
) ng syrmnctry Lone pairs influence shapes, but molecular symmetry is based on the
g geometry of the atoms.

H;0 . H,O0 has two planes of symmetry, one in the plane of the molecule and one

o) perpendicular to the molecular plane, as shown in Table 4-1. It also has a

7N : ot w : ; : .
H H C, axis collinear with the intersection of the mirror planes. H;O has no in

version center.

p-Dichlorobenzene This molecule has three mirror planes: the molecular plane; a plane
perpendicular to the molecule, passing through both chlorines; and a plane
perpendicular to the first two, bisecting the molecule between the chlo-
C]@Ci rines. It also has three C, axes, one perpendicular to the molecular plane
(see Table 4-1) and two within the plane: one passing through both chlo-
rines and one perpendicular to the axis passing through the chlorines. Fi-
nally, p-dichlorobenzene has an inversion center.

Ethane (staggered conformation) Ethane has three mirror planes, each containing the
C—C bond axis and passing through two hydrogens on opposite ends of the

Hli H  molecule. It has a C; axis collinear with the carbon-carbon bond and three C;
/C’ CQ‘H axes bisecting the angles between the mirror planes. (Use of 2 model is espe-
H H cially helpful for viewing the C, axes). Ethane also has a center of inversion
and an S axis collinear with the C5 axis (see Table 4-1).
EXERCISE 4-1
Using diagrams as necessary, show that S, = iand S, = o.

EXERCISE 4-2

Find all the symmetry elements in the following molecules:

NH;  Cyclohexane (boat conformation) Cyclohexane (chair conformation) XeF,

Each molecule has a set of symmetry operations that describes the molecule’s overall
symmetry. This set of symmetry operations is called the point group of the molecule.
Group theory, the mathematical treatment of the properties of groups, can be used to
determine the molecular orbitals, vibrations, and other properties of the molecule. With
only a few exceptions, the rules for assigning a molecule to a point group are simple and
straightforward. We need only to follow these steps in sequence until a final
classification of the molecule is made. A diagram of these steps is shown in Figure 4-7.

1.  Determine whether the molecule belongs to one of the cases of very low symme-
try (Cy, Cy, C;) or high symmetry (T, Oy, Coop» Doops 01 I,) described in Tables

4-2 and 4-3.
2. For all remaining molecules, find the rotation axis with the highest n, the highest
order C,, axis for the molecule. N

3. Does the molecule have any C, axes perpendiculdr to the C,, axis? If it does, there
will be n of such C, axes, and the molecule is in the D set of groups. If not, it is in
the C or § set.

4. Does the molecule have a mirror plane (o,) perpendicular to the C,, axis? If so, it
is classified as C,;, or D,;,. If not, continue with Step 5.

5. Does the molecule have any mirror planes that contain the C,, axis (o, or ap)? If
so, it 1s classified as C,, or D,;. If not, but it is in the D set, it is classified as D,,.
If the molecule is in the C or S set, continue with Step 6.
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6. Is there an S,, axis collinear with the C,, axis? If so, it is classified as S,,,. If not,
the molecule is classified as C,,.

Each step is illustrated in the following text by assigning the molecules in
Figure 4-8 to their point groups. The low- and high-symmetry cases are treated dif-
ferently because of their special nature. Molecules that are not in one of these low-
or high-symmetry point groups can be assigned to a point group by following Steps

2 through 6.
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HH\H N

~
s
F—P\ /C\ N O\N> N
P B \Nwm \/111 H7 “H

H—Cl O0=C==0 F H H

HC co, PF, H,CCH, [Colen),P*" NH,

F
H i H cl Br H | F H
| N ol : /

O O c=C c—Cl_ F—S—F 0—O0
H7 ™Su R4 B /7 N /N a ] 7/

H Cl H Br H Br F H

CH, CHFCIBr H,C==CCIBr HCIBrC — CHCIBr SF H,0,
Br
¥ >
F
Z/ ..... yvq
F
Br F S
1,5-dibromonaphthalene 1,3,5,7-tetrafluoro- dodecahydro-closo-dodecaborate
cyclooctatetracne (2-) ion, B12H122_ (each corner has

a BH unit
FIGURE 4-8 Molecules to be Assigned to Point Groups. )
%en = ethylenediamine = NH,CH,CH,NH,, represented by N™ N,

4-2-1 GROUPS OF LOW AND HIGH
SYMMETRY

1. Determine whether the molecule belongs to one of the special cases of low or
high symmetry.

First, inspection of the molecule will determine if it fits one of the low-symmetry
cases. These groups have few or no symmetry operations and are described in Table 4-2.

TABLE 4-2 :
Groups of Low Symmetry
Group Symmetry Examples
i
(o8 No symmetry other than CHFCIBr /C B
the identity operation Fd r
— Cl
-
H Cl
C, Only one mirror plane H,C==CCIBr /C: C\
H Br
Br
Clads s
C; Only an inversion center; HCIBrC —CHCIBr \/C - C:Q Cl

few molecular examples (staggered conformation) H Br
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Low symmetry

CHFCIBr has no symmetry other than the identity operation and has C; symmetry,
H,C==CCIBr has only one mirror plane and C; symmetry, and HC1BrC — CHCIBr in
the conformation shown has only a center of inversion and C; symmetry.

High symmetry

Molecules with many symmetry operations may fit one of the high-symmetry cases
of linear, tetrahedral, octahedral, or icosahedral symmetry with the characteristics de-
scribed in Table 4-3. Molecules with very high symmetry are of two types, linear and
polyhedral. Linear molecules having a center of inversion have D, symmetry; those
lacking an inversion center have Cy,, symmetry. The highly symmetric point groups
T4, Oy, and I, are described in Table 4-3. It is helpful to note the C,, axes of these mol-
ecules. Molecules with 7,; symmetry have only C; and C, axes; those with Oy, sym-
metry have C4 axes in addition to C5 and C;; and I, molecules have Cs, C3, and C;
axes.

TABLE 4-3 R

-Groups of High Symmetry - e

Group Description Examples

Coop These molecules are linear, with an infinite number of
rotations and an infinite number of reflection planes C. ‘\J‘H“‘ Cl
containing the rotation axis. They do not have a center of
inversion.

Dion These molecules are linear, with an infinite number of c,
rotations and an infinite number of reflection planes c &Oz =0
containing the rotation axis. They also have perpendicular -

C, axes, a perpendicular reflection plane, and an inversion center.

Ty Most (but not ali) molecules in this point group have H
the familiar tetrahedral geometry. They have four C; axes, three |
C, axes, three S, axes, and six o planes. They have no Cy ,C\H

axes. HY
H

Oy, These molecules include those of octahedral structure,
although some other geometrical forms, such as the cube,
share the same set of symmetry operations. Among their 48 F—
symmetry operations are four C; rotations, three Cy i

rotations, and an inversion. — F

P,

1, Icosahedral structures are best recognized by their six Cs
axes (as well as many other symmetry operations—120 4A¥

total).

B,H,>™ with BH
at each vertex of an
icosahedron

In addition, there are four other groups, 7, T, O, and I, which are rarely seen in nature. These groups are
discussed at the end of this section.
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HCI has C,, symmetry, CO, has D,y symmetry, CHy has tetrahedral (T,)
symmetry, SFg has octahedral {0y,) symmetry, and B,H,>" has icosahedral (I,)
symmetry

There are now seven molecules left to be assigned to point groups out of the
original 15.

4-2-2 OTHER GROUPS

2. Find the rotation axis with the highest »n, the highest order C,, axis for the
molecule. This is the principal axis of the molecule.

The rotation axes for the examples are shown in Figure 4-9. If they are all equiv-
alent, any one can be chosen as the principal axis.

C3 H C3
\ H
H& N
F C
Feo C Co
P—F C. N
ol “ \'H 111
F H H \_/
PF5 H3CCH3 1,3,5,7-tetrafluoro- C3 perpendicular to
cyclooctatetraene the plane of the page
[Co(en); }**
Br
C C
3 H 2
X o
H Br H
NH, C, perpendicular to the H,0,
plane of the molecule
FIGURE 4-9 Rotation Axes. 1,5-dibromonaphthalene
3. Does the molecule have any C, axes perpendicular to the €, axis?
The C, axes are shown in Figtre, 4-10.
NH, 1,5-dibromonaphthalene H,0, 1,3,5,7-tetraflnorocylooctatetraene
No No No No
H
C F H, H
? DQF | G CY,‘ & o C
P-—F—G N TN &
o H dayf
F ; N | N
7N N
G, HpygH \_/
FIGURE 4-10 Perpendicular C, PFs H,CCH, [Co(en),**
Axes. Yes Yes Yes
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Yes D Groups No C or § Groups

PFs, H3CCH3, [Co(en)3]3+ NH;, 1,5-dibromonaphthalene, H,O,,
1,3,5,7-tetrafluorocyclooctatetraene

Molecules with C, axes perpendicular ~ Molecules with no perpendicular C,
to the principal axis are in one of the axes are in one of the groups desig-
groups designated by the letter D; nated by the letters C or S.

there are n C; axes.

No final assignments of point groups have been made, but the molecules have
now been divided into two major categories, the D set and the C or S set.

4. Does the molecule have a mirror plane (ay, horizontal plane) perpendicular to
the C,, axis?

The horizontal mirror planes are shown in Figure 4-11.

D Groups C and S Groups
H,CCH, [Colen), 1" NH, H,0, 1,3,5,7-tetrafluoro-
cyclooctatetraene
No No No No No
F

o o>
F—P

- e

|

F
PF 1,5-dibromonaphthalene
FIGURE 4-11 Horizontal Mirror Yes Yes
Planes. Dy Con
D Groups C and S Groups
Yes Yes | C,;,
PFs5 is D3y, 1,5-dibromonaphthalene is Cs,

These molecules are now assigned to point groups and need not be considered
further. Both have horizontal mirror planes.

,/5/
No D, or D,; No C,, Cyy, 0F Sy

H;CCHj, [Co(en)s]*" NH;, H,0,,
1,3,5,7-tetrafluorocyclooctatetraene

None of these have horizontal mirror planes; they must be carried further in
the process.

5. Does the molecule have any mirror planes that contain the C, axis?
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D Groups C and § Groups
0,7 c,? 85,7
[Co(en),>* H,0, 1,3,5.7.-tetrafluoro- H,0,
cyclooctatetraene
No No
C.

1,3,5,7,-tetrafluoro-

cyclooctatetraene
FIGURE 4-12 Vertical or Dihedral Yes Yes Yes
Mirror Planes or S,, Axes. D,, Cs, Sy
These mirror planes are shown in Figure 4-12.
D Groups C and S Groups
Yes | Dy | Yes
H;3CCH; (staggered) is Dy NH3 18 Cy,

These molecules have mirror planes containing the major C, axis, but no horizon-
tal mirror planes, and are assigned to the corresponding point groups. There will be n of
these planes.

No No C,or S,,

[Co(en);1** is Ds H,0,, 1,3,5,7-tetrafluorocyclooctate-
tragne

These molecules are in the simpler rotation groups D,,, C,,, and S;, because they
do not have any mirror planes. D, and C, point groups have only C, axes. S, point
groups have C, and S, axes and may have an inversion center.

6. Is there an S, axis collinear with the C,, axis?

D Groups C and S Groups

Any molecules in this category Yes

that have S,, axes have already )
been assigned to groups. There 1,3,5,7-tetrafluorocyclooctatetraene is Sy

are no additional groups to be No
considered here. H,0,is C,

We have only one example in our list that falls into the Sy, groups, as seen in
Figure 4-12.

A branching diagram that summarizes this method of assigning point groups was
given in Figure 4-7 and more examples are given in Table 4-4.
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TABLE 4-4 R .
Further Examples of Cand D Point Groups
General Label Point Group and Example
/F
Cun Cy,  difluorodiazene N==N
-~
F
H
~
@)
u i
C3h B(OH)@ . planar N
>
H
O
SN
Cnv CZU HZO H H
,—P\
C3v PC13 Cl / Cl
Cl
F
Cy,  BrFs (square pyramid) e Br ~p
Csy HFE CO, HCN H—F C=0 H—C=N
H
C, Cy  N,Hg, which has a N-—N~H
gauche conformation H N H
C3 P(C6H5)3 , which is like a
three-bladed propeller
distorted out of the
planar shape by a
lone pair on the P P
|
Dnh D3h BF3 B
F~ OF
2
Cl Cl_l
. N
Dy, PtCly /Pt\
Cl Cl
DSh OS(C5H5)2 (eclipsed) OS

Continued
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' TABLE 4-4—cont'd -~ - .
.Further Examples of C and D Point Groups
General Label Point Group and Example

Dg,  benzene

Dooh Fz,Nz, F_F NEN
acetylene (C,H,) H—C=C—H
H
Dnd DZd HzC:C:CHz, allene C=C=C<I§

D4y Ni(cyclobutadiene), (staggered)

Ds;  Fe(CsHs), (staggered)

D, Dy [Ru(NH,CH,CH,NH,)3]** 2+
(treating the NH,CH,CH,NH, N
group as a planar ring)

Determine the point groups of the following molecules and ions from Figures 3-13 and 3-16:

XeF4 1. XeF,is not in the groups of low or high symmetry.
2. 1Its highest order rotation axis is Cy.
3. TIthas four C, axes perpendicular to the Cy axis and is therefore in the D set of groups.
4. Tt has a horizontal plane perpendicular to the Cy axis. Therefore its point group is Dyy, .
SF4 . Itis not in the groups of high or low symmetry.

1
2. Its highest order (and only) rotation axis is a C, axis passing through the lone pair.
3. The ion has no other C axes and is therefore in the C or S set.
4. Tt has no mirror plane perpendicular to the C,.

5. It has two mirror planes containing the C, axis. Therefore, the point group is Cy,,.

IOF3; 1. The molecule has no symmetry (other than E). Its point group is C;.

EXERCISE 4-3

Use the procedure described above to verify the point groups of the molecules in Table 4-4.

—~
i
.
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C versus D point group classifications

All molecules having these classifications must have a C,, axis. If more than one C,, axis
is found, the highest order axis (largest value of n) is used as the reference axis. In gen-
eral, it is useful to orient this axis vertically.

D Classifications C Classifications
General Case: Look for nCyaxes L C,axis No (Cjaxes L C, axis
C, axes perpendicular to
the highest order C, axis.
Subcategories:
If a horizontal plane of
symmetry exists: D, Con
If n vertical planes exist: D,y C.y
If no planes of symmetry
exist: D, C,
Notes:

1. Vertical planes contain the highest order C,, axis. In the D,; case, the planes are
designated dihedral because they are between the C, axes—thus, the subscript d.

2. Simply having a C,, axis does not guarantee that a molecule will bein a D or C
category; don’t forget that the high-symmetry 7y, Oy, and [, point groups and
related groups have a large number of C,, axes.

3. When in doubt, you can always check the character tables (Appendix C) for a
complete list of symmetry elements for any point group.

Groups related to I, Oy, and Ty groups

The high-symmetry point groups I, @, and T, are well known in chemistry and are
represented by such classic molecules as Cgg, SFq, and CH,. For each of these point
groups, there is also a purely rotational subgroup (I, O, and T, respectively) in which the
only symmetry operations other than the identity operation are proper axes of rotation.
The symmetry operations for these point groups are in Table 4-5.

We are not yet finished with high-symmetry point groups. One more group, Ty,
remains. The T}, point group is derived by adding a center of inversion to the T point
group; adding i generates the additional symmetry operations S, S¢>, and o

TABLE 4-5 S T R g
Symmetry Operations for High-Symmetry Point Groups and Their Rotational Subgroups .
Point Group Symmetry Operations
I, E 12C; 12C2 200, 15C, i 12544 1280 208, 150
I E 12C;5 12Cs3 20C, 15C,
0, E 8C; 6C, 6C, 3C, (= C4Y) i 65, 8Se 30y, 60,4
0 E 8C, 6C, 6C, 3G, (= C42)
Td E 8C3 3C2 6S4 60’,1
e —
T E 4C5 4C4? 3C,

=3
oy

4C54C5° 3¢, i 454 45¢° 30,




FIGURE 4-13 W[N(CH3),]s,
a Molecule with 7, Symmetry.
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FIGURE 4-14 Symmetry Opera-
tions for Ammonia. (Top view) NH;
is of point group Cs,,, with the sym-
metry operations £, Cy, Cy2, 0,
a,’, 0,", usually written as E, 2Cs,
and 3o, (note that C33 = E).

Chapter 4. Symmety ahd Group Theory

T, symmetry is rate but is known for a tew molecules. The compound shown in
Figure 4-13 is an example. 1, O, and T symmetry are rarely if ever encountered in chemisiry.

That’s all there is to it! It takes a fair amount of practice, preferably using molec-
ular models, to learn the point groups well, but once you know them, they can be ex-
tremely useful. Several practical applications of point groups appear later in this
chapter, and additional applications are included in later chapters.

All mathematical groups (of which point groups are special types) must have certain
properties. These properties are listed and illustrated in Table 4-6, using the symmetry
operations of NH3 in Figure 4-14 as an example.

4-3-1 MATRICES

Important information about the symmetry aspects of point groups is summarized in
character tables, described later in this chapter. To understand the construction and use
of character tables, we first need to consider the properties of matrices, which are the
basis for the tables.”

yj{ )JI
x .

H—/_T\H

G, (v2)

C; rotation about the z axis One of the mirror planes

I X 5
N N N
N SN ~N
H; H, Hj H, HS H,
NH; after E NH, after C;  NH; after o, (v2)

"More details on matrices and their manipulation are available in Appendix 1 of E A. Cotton,
Chemical Applications of Group Theory, 3rd ed., John Wiley & Sons, New York, 1990, and in linear algebra
and finite mathematics textbooks.
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Propertiesof a Group, - -~~~ " .
Property of Group
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Examples from Point Group Cs,

1. Each group must contain an identity operation that com-
mutes (in other words, EA = AFE) with all other members
of the group and leaves them unchanged (EA = AE = A).

2. Each operation must have an inverse that, when combined
with the operation, yields the identity operation (sometimes
a symmetry operation may be its own inverse). Note: By
convention, we perform combined symmetry operations
from right to left as written.

3. The product of any two group operations must also be a
member of the group. This includes the product of any
operation with itself.

4. The associative property of combination must hold. In other
words, A(BC) = (AB)C.

C3, molecules (and all molecules) contain the identity operation E.

H,; G, Hs Cy? }lll

= s
a9 e G
PN PN SN
Hy TH, H, TH, H,  H,

C5% €3 = E (Cs and G52 are inverses of each other)

I|{1 G }113 o, Iﬁa
N @ N i N
2N SN i SN
H, H, H; H, : H, H,

1 H

o, E

- N

-7 SN

H, H,

0,C3 has the same overall effect as o,”; therefore, we write 0,C5 = .

It can be shown that the products of any two operations in Cs,, are also
members of C3,.

C3(0y 0') = (C3 0)0

By matrix we mean an ordered array of numbers, such as

3 2

2
710r[()135]

To multiply matrices, it is first required that the number of vertical columns of the first
matrix be equal to the number of horizontal rows of the second matrix. To find the prod-
uct, sum, term by term, the products of each row of the first matrix by each column of
the second (each term in a row must be multiplied by its corresponding term in the ap-
propriate column of the second matrix). Place the resulting sum in the product matrix
with the row determined by the row of the first matrix and the column determined by
the column of the second matrix:

Here

Cij - EAik X Bkj

product matrix, with i rows and j columns
initial matrix, with { rows and & columns

initial matrix, with k rows and j columns
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EXAMPLES

k j j j
f1sy 73 r = ()(7) + (5)(4) (1)(3) + (5)(8) |, _ |27 43|
2 6 4 8@ +6)@) @03)+e)8) | |38 54

This example has 2 rows and 2 columns in each initial matrix, so it has 2 rows and 2 columns
in the product matrix; i = j = k = 2.

k J
1 0 0
it 2 3710 =1 Ok=
0o 0 1
J J

(1)) +(2)(0) +(3)(0)  (1)(0) + (2)(=1) + (3)(0) (1)(0) +(2)(0) + 3)(D)]i=[1 -2 3]i

Here,i = 1, j = 3,and k = 3, so the product matrix has 1 row (i) and 3 columns ().

k J J J
1 0o o1 (1) +  (0)(2) + (0)(3) 1
10 =1 0l 2k=| 1)+ (=DQ)+ 0)3) |i=] -2 i
0 0 13 O)(1) +  (0)(2) + (1)(3) 3

Herei = 3, j = 1,and k = 3, so the product matrix has 3 rows (i) and 1 column ().

EXERCISE 4-4

Do the following multiplications:

5 1 3 2 11
a |4 2 2 |1X|1 2
T2 3 5 4 3
1 -1 -2 2
b. |0 1 -1 X111
1 0 0 3

1
e [1 2 3]x|2 1 -1
3

_..
!
N

4-3-2 REPRESENTATIONS OF POINT GROUPS

Symmetry operations: Matrix
representations

Consider the effects of the symmetry operations of the C,,, point group on the set of x,
y, and z coordinates. [The set of p orbitals (p,, py, p,) behaves the same way, so this is
a useful exercise.] The water molecule is an example of a molecule having C,,, symme-
try. It has a C, axis through the oxygen and in the plane of the molecule, no perpendic-
ular C, axes, and no horizontal mirror plane, but it does have two vertical mirror planes,
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z
I ’,1y
SO O\ /O /ON
H, H, H, H, H, H, H, H
FIGURE 4-15 Symmetty Opera- Coordinate system After Cy Alter o (xz) After 6,'(yz)

tions of (he Water Molecule,

as shown in Table 4-1 and Figure 4-15. The z axis is usually chosen as the axis of high-
est rotational symmetry; for H,O, this is the only rotational axis. The other axes are ar-
bitrary. We will use the xz plane as the plane of the molecule.? This set of axes is chosen
to obey the right-hand rule (the thumb and first two fingers of the right hand, held per-

pendicular to each other, are labeled x, y, and z, respectively).
Each symmetry operation may be expressed as a transformation matrix as follows:

[New coordinates] = [transformation matrix][old coordinates]

As examples, consider how transformation matrices can be used to represent the sym-
metry operations of the C,,, point group:

C;,: Rotate a point having coordinates (x, y, z) about the Co(z) axis. The new coordi-
nates are given by

x' = new x = —x -1 0 0
"=newy = —y 0 -1 0 | tansformation matrix for C,
"=newz =z 0 o0 1

In matrix notation,

x' -1 0 0 X —Xx —Xx

y’ = 0 -1 0 y = =y | or | Y |=]~-y

z' 0O 0 1 z z 4 b4
New _ transformation old _ | new coordinates
coordinates matrix coordinates | | in terms of old

o,(x7): Reflect a point with coordinates (x, y, z) through the xz plane.

"= new x = x 1 0 o0
"=newy = —y 0 —1 0| transformation matrix for o,(xz)
7 = newz =z 0 0 1
The matrix equation is
x' 1 0 0 X x ! x
=10 -1 0 y|=]{—-y| o {y |=]|—-y
4 0 o0 1 2 z 4 z

*Some sources use yz as the plane of the molecule. The assignment of B, and B, in Section 4-3-3 is
reversed with this choice.
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S O =

The transformation matrices for the four symmetry operations of the group are

0 -1 0 0 1 0 0 -1
01 Cy 0 -1 0] ouxzx): {0 =1 0| o,/(yz): 0
1 0 0 1 0 0 1 0

S = O

0
0
1

S = O

EXERCISE 4-5

Verify the transformation matrices for the £ and o,’(yz) operations of the C;, point group.
e ————————————

This set of matrices satisfies the properties of a mathematical group. We call this a
matrix representation of the C,,, point group. This representation is a set of matrices,
each corresponding to an operation in the group; these matrices combine in the same
way as the operations themselves. For example, multiplying two of the matrices is
equivalent to carrying out the two corresponding operations and results in a matrix that
corresponds to the resulting operation (the operations are carried out right to left, so
C, X ¢, means o, followed by C»):

-1 0 o1t o o -1.0 0
CyXxopxz)=| 0 -1 0[0 -1 0|=| 01 0|=0a,/(y2)
o 0 1o o 1 00 1

The matrices of the matrix representation of the C,,, group also describe the oper-
ations of the group shown in Figure 4-15. The C, and ¢,’(yz) operations interchange
H, and H,, whereas E and o,,(xz) leave them unchanged.

Characters

The character, defined only for a square matrix, is the trace of the matrix, or the sum of
the numbers on the diagonal from upper left to lower right. For the C,,, point group, the
following characters are obtained from the preceding matrices:

E C, oy(xz) o, (y7)
3 -1 1 1

We can say that this set of characters also forms a representation. It is an aiter-
nate shorthand version of the matrix representation. Whether in matrix or character for-
mat, this representation is called a reducible representation, a combination of more
fundamental irreducible representations as described in the next section. Reducible
representations are frequently designated with a capital gamma (I').

Reducible and irreducible representations

Each transformation matrix in the C,, set above is “block diagonalized”; that is, it can
be broken down into smaller matrices along the diagonal, with all other matrix elements
equal to zero:

-] 0 o 1] o o [-1] 0 o0
0 [-1] O op(xz): | O [-1] O oy (yz): | O [1] ©
0 0 [1] 0o 0 [1] 0 0 1]

All the nonzero elements become 1 X 1 matrices along the principal diagonal.
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When matrices are block diagonalized in this way, the x, y, and z coordinates are
also block diagonalized. As a result, the x, y, and z coordinates are independent of each
other. The matrix elements in the 1,1 positions (numbered as row, column) describe the
results of the symmetry operations on the x coordinate, those in the 2,2 positions de-
scribe the results of the operations on the y coordinate, and those in the 3,3 positions de-
scribe the results of the operations on the z coordinate. The four matrix elements for x
form a representation of the group, those for y form a second representation, and those
for z form a third representation, all shown in the following table:

Irreducible representations E G oyxz) ay'(yz) | Coordinaie Used
of the C,, point group, 1 -1 1 -1
which add to make up the IS —1 1
reducible representation I’ 1 ! 1 1 2
r 3 -1 1 1

Each row is an irreducible representation (it cannot be simplified further), and the
characters of these three irreducible representations added together under each opera-
tion (column) make up the characters of the reducible representation I', just as the com-
bination of all the matrices for the x, y, and z coordinates makes up the matrices of the
reducible representation. For example, the sum of the three characters for x, y, and z
undet the C, operation is —1, the character for I' under this same operation.

The set of 3 X 3 matrices obtained for H»O is called a reducible representation,
because it is the sum of irreducible representations (the block diagonalized 1 X 1 ma-
trices), which cannot be reduced to smaller component parts. The set of characters of
these matrices also forms the reducible representation I, for the same reason.

4-3-3 CHARACTER TABLES

Three of the representations for C,,,, labeled A;, By, and B, below, have been deter-
mined so far. The fourth, called A,, can be found by using the properties of a group de-
scribed in Table 4-7. A complete set of irreducible representations for a point group is
called the character table for that group. The character table for each point group is
unique; character tables for the common point groups are included in Appendix C.

The complete character table for C», with the irreducible representations in the
order commonly used, is

Coy E 2 0,(X2) oy (¥z)
Ay 1 1 1 1 7 x2,y2, 72
Aq 1 1 -1 -1 R, Xy
By 1 -1 1 -1 x, R, Xz
B 1 -1 -1 1 ¥ R, ¥z
The labels used with character tables are as follows:

X, ¥ 2 transformations of the x, y, z coordinates or combinations thereof

R,, Ry, R, rotation about the x, y, and z axes

R any symmetry operation [such as Cy or g,(xz)]

X character of an operation

iand j designation of different representations (such as A, or A,)

h order of the group (the total number of symmetry operations in the group)
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The labels in the left column used to designate the representations will be described
later in this section. Other useful terms are defined in Table 4-7.

rreducible Representations in Point Groups .

Example: Cy,

1.

7.

The total number of symmetry operations in
the group is called the order (k). To deter-
mine the order of a group, simply total the
number of symmetry operations as listed in
the top row of the character table.

Symmetry operations are arranged in
classes. All operations in a class have
identical characters for their transformation
matrices and are grouped in the same col-
umn in character tables.

The number of irreducible representations
equals the number of classes. This means
that character tables have the same number
of rows and columns (they are square).

The sum of the squares of the dimensions
(characters under E) of each of the irre-
ducible representations equals the order of
the group.

h= 3 [x{E)

i

For any irreducible representation, the sum
of the squares of the characters multiplied
by the number of operations in the class (see
Table 4-8 for an example), equals the order
of the group.

h = ; Da(R) )

Irreducible representations are orthogonal
to each other. The sum of the products of the
characters (multiplied together for each
class) for any pair of irreducible representa-
tions is 0.

> x{R)x;(R) = 0, wheni # j
i

Taking any pair of irreducible representations,

multiplying together the characters for each

class and multiplying by the number of oper-

ations in the class (see Table 4-8 for an exam-
I @e), and adding the products gives zero.

A totally symmetric representation is in-
cluded in all groups, with characters of 1 for
all operations.

Order = 4 [4 symmetry operations: E, Cy,
0y(xz), and 0,/(yz)]-

Each symmetry operation is in a separate class;
therefore, there are 4 columns in the charac-
ter table.

Because there are 4 classes, there must aiso be 4
irreducible representations—and there are.

12 + 12 + 12 + 12 = 4 = h, the order of the
group.

For Ay, P+ 12+ (1) + (1) =4 =h
Each operation is its own class in this group.

By and B, are orthogonal:
(HO+(H=D+ M-+ (-1)(1)=0
E G o' (y2)

Each operation is its own class in this group.

oy(xz)

C5, has A{, which has all characters = 1.

The A, representation of the C,,, group can now be explained. The character table
has four columns; it has four classes of symmetry operations (Property 2 in Table 4-7).
It must therefore have four irreducible representations (Property 3). The sum of the
products of the characters of any two representations must equal zero (orthogonality,
Property 6). Therefore, a product of A; and the unknown representation must have 1 for
two of the characters and —1 for the other two. The character for the identity operation
of this new representation must be 1 [x(E) = 1] in order to have the sum of the squares
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FIGURE 4-16 Effect of Rotation

on Coordinates of a Point.
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of these characters equal 4 (required by Property 4). Because no two representations
can be the same, A, must then have x(E) = x(C;) = 1, and x(0,;) = x(o,;) = —1.
This representation is also orthogonal to B) and B,, as required.

Another example: C3,(NH3)

Full descriptions of the matrices for the operations in this group will not be given, but
the characters can be found by using the properties of a group. Consider the C; rotation
shown in Figure 4-16. Rotation of 120° results in new x’ and y’ as shown, which can be
described in terms of the vector sums of x and y by using trigonomettic functions:

2% 2T 1 \/g

x' = x005*3— - ysin? = —*z—x Y
NP S S E
Yoo AT T e E A T Y
The transformation matrices for the symmetry operations shown are as follows:
L B R I R
I T 2 2 100
Cs: sinzﬂ cosgﬂ 0 N _\/5 —l 0 To(x): 100
3 3 2 2 0 0 1
0 0 1 0 0 1

In the C3, point group, x(C3%) = x(C3), which means that they are in the same
class and described as 2C5 in the character table. In addition, the three reflections have
identical characters and are in the same class, described as 3o,.

The transformation matrices for C3 and C32 cannot be block diagonalized into
1 X 1 matrices because the C3 matrix has off-diagonal entries; however, the matrices
can be block diagonalized into 2 X 2 and 1 X 1 matrices, with all other matrix ele-
ments equal to zero:

1 0] o > 5| ° 107 o
E: 0 1 0 Cs: V3 1 To(x2) -1 0 0

00 [1] - 3 ° 00 [1]

General case: x' = xcos 8 —ysin 0
¥y =xsin® + ycos 0
For C5: 0 = 2r/3 = 120°
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The C; matrix must be blocked this way because the (x, y) combination is need-
ed for the new x’ and y’; the other matrices must follow the same pattern for consisten-

¢y across the representation. In this case, x and y are not independent of each other.

The characters of the matrices are the sums of the numbers on the principal diag-
onal (from upper left to lower right). The set of 2 X 2 matrices has the characters cor-
responding to the E representation in the following character table; the set of 1 X 1
matrices matches the A representation. The third irreducible representation, A,, can be
found by using the defining properties of a mathematical group, as in the C,, example

above. Table 4-8 gives the properties of the characters for the Cs,, point group.

CSU E 2C3 30'1)

Ay 1 1 1 z x2 + y2, z2

As 1 1 —1 R,

E 2 -1 0 (x.7), (R, Ry) (x* = % ), (x2.y2)
TABLE 4-8 . - - . : :
Properties of the Characters for the G, Point Group- . .

Property Cs,y Example
1. Order 6 (6 symmetry operations)
2. Classes 3 classes:

E

205 (= G5, C5)

30, (= 0y, 0, 6,")
3. Number of irreducible representations 3(A, Ay E)

Sum of squares of dimensions equals the
order of the group

Sum of squares of characters multiplied by
the number of operations in each class
equals the order of the group

Orthogonal representations

Totally symmetric representation

1P+12+22=6

E 2 30,
A2 +2(1? +301)2 =6
Ay 12+ 2012 +3(—1)2 =

E 22+ 2(-17+3(0)?2 =6

(multiply the squares by the number of
symmetry operations in each class)

The sum of the products of any two
representations multiplied by the
number of operations in each class
equals 0. Example of A, X E:

(D)(2) +2(1)(~1) +3(=1)(0) = 0

Ay, with all characters = 1

Additional features of character tables

1.

When operations such as Cs are in the same class, the listing in a character table
is 2C3, indicating that the results are the same whether rotation is in a clockwise
or counterclockwise direction (or, alternately, that C3 and C3° give the same re-
sult). In either case, this is equivalent to two columns in the table being shown as

one. Similar notation is used for multiple reflections.



FIGURE 4-17 Orbitals and

Representations.
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When necessary, the C, axes perpendicular to the principal axis (in a D group) are
designated with primes; a single prime indicates that the axis passes through sev-
eral atoms of the molecule, whereas a double prime indicates that it passes
between the atoms.

When the mirror plane is perpendicular to the principal axis, or horizontal, the re-
flection is called o,. Other planes are labeled o, or o4; see the character tables in
Appendix C.

The expressions listed to the right of the characters indicate the symmetry of
mathematical functions of the coordinates x, v, and z and of rotation about the
axes (R, Ry, R,). These can be used to find the orbitals that match the represen-
tation. For example, x with positive and negative directions matches the p, orbital
with positive and negative lobes in the quadrants in the xy plane, and the product
xy with alternating signs on the quadrants matches lobes of the d,, orbital, as in
Figure 4-17. In all cases, the totally symmetric s orbital matches the first repre-
sentation in the group, one of the A set. The rotational functions are used to de-
scribe the rotational motions of the molecule. Rotation and other motions of the
water molecule are discussed in Section 4-4-2.

p, orbitals have the same symmetry as x
(positive in half the quadrants, negative

in the o

d,, orbitals have the same symmetry as the
function xy (sign of the function in the four
ther half). quadrants).

In the C»,, example described previously the x and y coordinates appeared togeth-
er in the E irreducible representation. The notation for this is to group them as
(x, y) in this section of the table. This means that x and y together have the same
symmetry properties as the E irreducible representation. Consequently, the p, and
py orbitals together have the same symmetry as the E irreducible representation in
this point group.

Matching the symmetry operations of a molecule with those listed in the top row
of the character table will confirm any point group assignment.

Irreducible representations are assigned labels according to the following rules, in
which symmetric means a character of 1 and antisymmetric a character of —1
(see the character tables in Appendix C for examples).

a. Letters are assigned according to the dimension of the irreducible representa-
tion (the character for the identity operation).

Dimension  Symmetry Label

1

S

if the representation is symmetric to the principal rotation operation (x(C,) = 1).
B ifitis antisymmetric (x(C,) = —1).
E
T
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4-4
EXAMPLES AND
APPLICATIONS OF
SYMMETRY

FIGURE 4-18 A Chiral Molecule
and Other Chiral Objects.

b. Subscript I designates a representation symmetric to a C, rotation perpendicu-
lar to the principal axis, and subscript 2 designates a representation antisym-
metric to the C,. If there are no perpendicular C, axes, 1 designates a
representation symmetric to a vertical plane, and 2 designates a representation
antisymmetric to a vertical plane.

c. Subscript g (gerade) designates symmetric to inversion, and subscript u
(ungerade) designates antisymmetric to inversion.

d. Single primes are symmetric to oy, and double primes are antisymmetric to o,
when a distinction between representations is needed {Csy,, Csp, Day,, Dsp).

4-4-1 CHIRALITY

Many molecules are not superimposable on their mirror image. Such molecules, labeled
chiral or dissymmetric, may have important chemical properties as a consequence of
this nonsuperimposability. An example of a chiral organic molecule is CBrCIFI, and
many examples of chiral objects can also be found on the macroscopic scale, as in
Figure 4-18.

Chiral objects are termed dissymmetric. This term does not imply that these ob-
jects necessarily have no symmetry. For example, the propellers shown in Figure 4-18
each have a C; axis, yet they are nonsuperimposable (if both were spun in a clockwise
direction, they would move an airplane in opposite directions!). In general, we can say
that a molecule or some other object is chiral if it has no symmetry operations (other
than E) or if it has only proper rotation axes.

EXERCISE 4-6

Which point groups are possible for chiral molecules? (Hint: Refer as necessary to the charac-
ter tables in Appendix C.)

Air blowing past the stationary propellers in Figore 4-18 will be rotated in either
a clockwise or counterclockwise direction. By the same token, plane-polarized light
will be rotated on passing through chiral molecules (Figure 4-19); clockwise rotation is
designated dextrorotatory, and counterclockwise rotation levorotatory. The ability of
chiral molecules to rotate plane-polarized light is termed optical activity and may be
measured experimentally.

Many coordination compounds are chiral and thus exhibit optical activity if they
can be resolved into the two isomers. One of these is [Ru(NH,CH,CH,NH,)31**, with

Eoo i
Lo ;

.C I C.. i
cry 1 Na !
Br I Br I
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FIGURE 4-19 Rotation of Plane-Polarized Light.

FIGURE 4-20 Chiral Isomers of
[Ru(NH,CH,CH,NH,);*".

D5 symmetry (Figure 4-20). Mirror images of this molecule look much like left- and
right-handed three-bladed propellers. Further examples will be discussed in Chapter 9.

4-4-2 MOLECULAR VIBRATIONS

Symmetry can be helpful in determining the modes of vibration of molecules. Vibra-
tional modes of water and the stretching modes of CO in carbonyl complexes are exam-
ples that can be treated quite simply, as described in the following pages. Other
molecules can be studied using the same methods.

Water (C,, symmetry)

Because the study of vibrations is the study of motion of the individual atoms in a mol-

z . .
1\ 7 ecule, yve must first attach a set of x, y, al?d z coordinates to each atom.. For convenience,
z N, - z v we assign the z axes parallel to the C, axis of the molecule, the x axes in the plane of the
T y \ T K4 molecule, and the y axes perpendicular to the plane (Figure 4-21). Each atom can move
H=>x H—>x in all three directions, so a total of nine transformations (motion of each atom in the x,
v, and z directions) must be considered. For N atoms in a molecule, there are 3N total

FIGURE 4-21 A Set of Axes for ) . .
the Water Molecule. motions, known as degrees of freedom. Degrees of freedom for different geometries

are summarized in Table 4-9. Because water has three atoms, there must be nine differ-
ent motions.

We will use transformation matrices to determine the symmetry of all nine mo-
tions and then assign them to translation, rotation, and vibration. Fortunately, it is only
necessary to determine the characters of the transformation matrices, not the individual
matrix elements.

In this case, the initial axes make a column matrix with nine elements, and each
transformation matrix is 9 X 9. A nonzero entry appears along the diagonal of the ma-
trix only for an atom that does not change position. If the atom changes position during
the symmetry operation, a 0 is entered. If the atom remains in its original location and
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TABLE49 - . .

Degrees of Freedom .~~~ - 7 oin T e )

Number of Total Degrees of Translational Rotational Vibrational
Atoms Freedom Modes Modes Modes
N (linear) 3N 3 2 3N -5
3 (HCN) 9 3 2 4

N (nonlinear) 3N 3 3 3N - 6
3 (H,0) 9 3 3 3

the vector direction is unchanged, a 1 is entered. If the atom remains but the vector di-
rection is reversed, a —1 is entered. (Because all the operations change vector directions
by 0° or 180° in the C,, point group, these are the only possibilities.) When all nine vec-
tors arc summed, the character of the reducible representation I' is obtained. The full
9 X 9 matrix for C; is shown as an example; note that only the diagonal entries are used
in finding the character.

H,

f
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=
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The H, and Hj, entries are not on the principal diagonal because H, and H;, ex-
change with each other in a C; rotation, and x"(H,) = —x(H,), y'(H,) = —y(Hp),
and z'(H,) = z(Hj). Only the oxygen atom contributes to the character for this opera-
tion, for a total of —1.

The other entries for T can also be found without writing out the matrices, as follows:

E:

Czi

oy(xz):

oy’ (y2):

All nine vectors are unchanged in the identity operation, so the char-
acter is 9.

The hydrogen atoms change position in a €, rotation, so all their vec-
tors have zero contribution to the character. The oxygen atom vectors
in the x and y directions are reversed, each contributing —1, and in the
7 direction they remain the same, contributing 1, for a total of —1. [The
sum of the principal diagonal = x(C>)=(—-1)+(=1)+(1)= —1.}
Reflection in the plane of the molecule changes the direction of all the
y vectors and leaves the x and z vectors unchanged, for a total of
3-3+4+3 =3,

Finally, reflection perpendicular to the plane of the molecule changes
the position of the hydrogens so their contribution is zero; the x vector
on the oxygen changes direction and the y and z vectors are unchanged,
for a total of 1.

Because all nine direction vectors are included in this representation, it represents
all the motions of the molecule, three translations, three rotations, and (by difference)
three vibrations. The characters of the reducible representation I' are shown as the last
row below the irreducible representations-in the Cy,, character table.
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Coy E &) a,(x2) oy’ (yz)

Ay 1 1 1 1 z Xyt
Ay 1 1 -1 —1 R, Xy

B 1 - 1 -1 X, Ry xz

B 1 -1 -1 1 v, Ry yz

r 9 —1 3 1

Reducing representations to irreducible
representations

The next step is to separate this representation into its component irreducible represen-
tations. This requires another property of groups. The number of times that any irre-
ducible representation appears in a reducible representation is equal to the sum of the
products of the characters of the reducible and irreducible representations taken one
operation at a time, divided by the order of the group. This may be expressed in equa-
tion form, with the sum taken over all symmetry operations of the group.4

Number of irreducible 1 number character of character of
representations of = 2 of operations | X reducible X irreducible
: order . . .
a given type in the class representation representation

In the water example, the order of Cs, is 4, with one operation in each class
(E, C5, 04, 0, ). The results are then

ny = %[(9)(1) +(=1)(1) + G)(1) + (1)(1)] =3
n, = %[(9)(1) + (D) + G)(=1) + ()(=1] =1
n, = %[(9)(3 + (=)= + G)1) + (N(=1)] =3

ngy = 1O + (~1)(-1) + G)(~1) + (H(D)] =2

The reducible representation for all motions of the water molecule is therefore
reduced to 3A1 + A2 + 381 + 2B2

Examination of the columns on the far right in the character table shows that
translation along the x, v, and z directions is A; + B, + B, (translation is motion along
the x, y, and z directions, so it transforms in the same way as the three axes) and that
rotation in the three directions (R, Ry, R;) is A, + B; + B,. Subtracting these from
the total above leaves 2A; + By, the three vibrational modes, as shown in Table 4-10.
The number of vibrational modes equals 3N — 6, as described earlier. Two of the
modes are totally symmetric (A;) and do not change the symmetry of the molecule, but
one is antisymmetric to C; rotation and to reflection perpendicular to the plane of the
molecule (By). These modes are illustrated as symmetric stretch, symmetric bend, and
antisymmetric stretch in Table 4-11.

*This procedure should yield an integer for the number of irreducible representations of each type;
obtaining a fraction in this step indicates a calculation error.
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“TABLE 4-10 . /
' Symmetry of Molecular Motions of Water
Translation Rotation Vibration
All Motions (x.y,2) (Re, Ry, R) (Remaining Modes)
34 A 24,4
A2 AZ
3B B B, By
2B, B, B,
TABLE 4-11 S
‘The Vibrational Modes of Water ) A
Ay 1) Symmetric stretch: change in dipole moment; more distance
V2N between positive hydrogens and negative oxygen
H H IR active
By 0 Antisymmetric stretch: change in dipole moment; change in
AT distances between positive hydrogens and negative oxygen
H H IR active
Ay 0 Symmetric bend: change in dipole moment;
H*( >H angle between H—O vectors changes

IR active

A molecular vibration is infrared active (has an infrared absorption) only if it re
sults in a change in the dipole moment of the molecule. The three vibrations of water -
can be analyzed this way to determine their infrared behavior. In fact, the oxygen atom |
also moves. Its motion is opposite that of the hydrogens and is very small, because its -
mass is so much larger than that of the hydrogen atoms. The center of mass of the mol
ecule does not move in vibrations. \

Group theory can give us the same information (and can account for the more - 3
complicated cases as well; in fact, group theory in principle can account for all vibra- - ;
tional modes of a molecule). In group theory terms, a vibrational mode is active in the
infrared if it corresponds to an irreducible representation that has the same symmetry
(or transforms) as the Cartesian coordinates x, y, or z, because a vibrational motion that
shifts the center of charge of the molecule in any of the x, y, or z directions results in a
change in dipole moment. Otherwise, the vibrational mode is not infrared active.

EXAMPLES

Reduce the following representations to their irreducible representations in the point group
indicated (refer to the character tables in Appendix C):

C2h 1 E C2 i oy
r ‘ 4 0 2 2

Solution:
g T 211“[(4)(1) +(0)(1) + (2)(1) + (2)(1)] =2

_1
¢ 4

na, = %[(4)(1) +(0)(1) + (2)(-1) + (2)(~1)] =0

(1) + (O)(-1) + (1) + @) (D] =1

np

ns, = 11;[<4><1> +(0)(=1) + (2)(=1) + )(D)] = 1
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Therefore, I = 24, + B, + B,.

G, | E 20, 3¢,
6

) ’ 3 -2

Solution:

na, = é[(6)(1) +(2)3)(1) + B)-2(D)] = 1

na, = %[(6)(1) +@2)06B)M + G)(-2)(-1]=3

ne = 1(6)(2) + 2)E)(-1) + ()(-2)(0)] = 1

Therefore, I' = A + 34, + E.

Be sure to include the number of symmetry operations in a class (column) of the character
table. This means that the second term in the Cs, calculation must be multiplied by 2 (2C3;
there are two operations in this class), and the third term must be multiplied by 3, as shown.

EXERCISE 4-7

Reduce the following representations to their irreducible representations in the point
groups indicated:

Td E 8C3 3C2 6S4 60‘d
I 4 1 0 0 2
D2d E 2S4 Cz 2C2/ Zﬂ'd
I, 4 0 0 2 0
C41) E 2C4 C2 20'1) 20—[1'
I; 7 -1 -1 -1 —1

EXERCISE 4-8

Analysis of the x, y, and z coordinates of each atom in NH; gives the following representation:

a. Reduce I to its irreducible representations.

b. Classify the irreducible representations into translational, rotational, and vibrational
modes.

c. Show that the total number of degrees of freedom = 3N.

d. Which vibrational modes are infrared active?
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FIGURE 4-22 Carbonyl Stretch-
ing Vibrations of cis- and trans-
Dicarbonyl Square Planar
Complexes.

FIGURE 4-23 Symmetry
Operations and Characters for
cis-ML,(CO);.

x A
O Yy O
4 AN A
L C L C
NI N
M z M
VAN VAN
L C C L
N ¥
O O
Cis-dicarbonyl complex Trans-dicarbonyl complex

Selected vibrational modes

It is often useful to consider a particular type of vibrational mode for a compound. For
example, useful information often can be obtained from the C— O stretching bands in
infrared spectra of metal complexes containing CO (carbonyl) ligands. The following
example of cis- and trans-dicarbonyl square planar complexes shows the procedure. For
these complexes,” a simple IR spectrum can distinguish whether a sample is cis- or
trans-ML»(CO),; the number of C-—O stretching bands is determined by the geome-
try of the complex (Figure 4-22).

cis-ML,(CO),, point group C5,. The principal axis (C3) is the z axis, with the xz
plane assigned as the plane of the molecule. Possible C—O stretching motions are
shown by arrows in Figure 4-23; either an incrcase or decrease in the C— O distance is
possible. These vectors are used to create the reducible representation below using the
symmetry operations of the Cy, point group. A C— O bond will transform with a char-
acter of 1 if it remains unchanged by the symmetry operations, and with a character of
0 if it is changed. These operations and their characters are shown in Figure 4-23. Both

0
Vs
L
AN /C @
/M\
L C
\@

O
/ C/ o] (xz\ o' (yz\(
O (0] O O

s Vs s 4
L C L C L C L C
N N « L0 O
e M AN e M N Ve M AN Ve M AN
L C L C L C L C
Q2 Q@ Xe) Q@
(0] 0] (0] 0]
2 vectors unchanged 0 vectors unchanged 2 vectors unchanged 0 vectors unchanged

{

‘ E C, G (x2) o' (y2)

1"‘2 0 2 0

M represents any metal and L any ligand other than CO in these formulas.
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stretches are unchanged in the identity operation and in the reflection through the plane
of the molecule, so each contributes 1 to the character, for a total of 2 for each opera-
tion. Both vectors move to new locations on rotation or reflection perpendicular to the
plane of the molecule, so these two characters are 0.

The reducible representation I" reduces to A; + By:

Cs, E G oy(x2) o, (yz)

r 2 0 2 0

A [ 1 1 1 z x2,¥2, 2%
B 1 -1 1 -1 x, R, Xz

Ay 18 an appropriate irreducible representation for an IR-active band, because it

transforms as (has the symmetry of) the Cartesian coordinate z. Furthermore, the vibra-
tional mode corresponding to By should be IR active, because it transforms as the Carte-
sian coordinate x.

In summary:

There are two vibrational modes for C— O stretching, one having A; symmetry and one
B, symmetry. Both modes are IR active, and we therefore expect to see two C— O stretch-
es in the IR. This assumes that the C— O stretches are not sufficiently similar in energy to
overlap in the infrared spectrum.

trans-ML,(CO),, point group D,;,. The principal axis, C,, is again chosen as the z
axis, which this time makes the plane of the molecule the xy plane. Using the symme-
try operation of the D, point group, we obtain a reducible representation for C—O
stretches that reduces to A, + B3,

Dy, E  Cfz) Gly) Glx) i olxy) o(xz) oyz)

r 2 0 0 2 0 2 2 0

Ay 1 1 1 1 1 1 1 1 e
By, 1 —1 ~1 1 -1 1 1 -1 x

The vibrational mode of A, symmetry is not IR active, because it does not have

the same symmeftry as a Cartesian coordinate x, y, or z (this is the IR-inactive symmet-
ric stretch). The mode of symmetry Bs,, on the other hand, is IR active, because it has
the same symmeltry as x.

In summary:

There are two vibrational modes for C— O stretching, one having the same symmetry as
Ayg, and one the same symmetry as Bs,. The A, mode is IR inactive (does not have the
symmetry of x, y, or z); the B3, mode is IR active (has the symmetry of x). We therefore
expect to see one C— O stretch in the IR.

It is therefore possible to distinguish cis- and trans-ML,(CO), by taking an IR

spectrum. If one C—O stretching band appears, the molecule is frans; if two bands
appear, the molecule is cis. A significant distinction can be made by a very simple
measurement.
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Determine the number of IR-active CO stretching modes for fac-Mo(CO);(NCCHj)z, as
shown in the diagram.

0 This molecule has Cz, symmetry. The operations to be consid-
f 0 ered are E, C3, and o,,. E leaves the three bond vectors un-
C Vd changed, giving a character of 3. C3 moves all three vectors,
[ /C giving a character of 0. Each ¢, plane passed through one of the
CH;CN—Mo—C—>0  CO groups, leaving it unchanged, while interchanging the other
N/Ill two. The resulting character is 1.
C
C C
H, CH,

The representation to be reduced, therefore, is

E 2C3 30’v
3 0 1

This reduces to A; + E. A; has the same symmetry as the Cartesian coordinate z and is there-
fore IR active. E has the same symmetry as the x and y coordinates together and is also IR ac-
tive. It represents a degenerate pair of vibrations, which appear as one absorption band.

EXERCISE 4-9

Determine the number of IR-active C~— O stretching modes for Mn(CO);Cl.

GENERAL
REFERENCES

There are several helpful books on this subject. Good examples are F. A. Cotton,
Chemical Applications of Group Theory, 3rd ed., John Wiley & Sons, New York, 1990;
S. F. A. Kettle, Symmetry and Structure (Readable Group Theory for Chemists), 2nd
ed., John Wiley & Sons, New York, 1995; and I. Hargittai and M. Hargittai, Symmetry
Through the Eyes of a Chemist, 2nd ed., Plenum Press, New York, 1995. The latter two
also provide information on space groups used in solid state symmetry, and all give rel-
atively gentle introductions to the mathematics of the subject.

PROBLEMS

4-1  Determine the point groups for
a. Ethane (staggered conformation)
b. Ethane (eclipsed conformation)
c. Chloroethane (staggered conformation)
d. 1,2-Dichloroethane (staggered anti conformation)

4-2 Determine the point groups for

H, _H
a. Ethylene C=C
v H

b. Chloroethylene
¢. The possible isomers of dichloroethylene

4-3  Determine the point groups for
Acetylene

H—C=C—F
H—C=C—CH;

. H—C=C—CH,(Cl
H—C==C—Ph (Ph = phenyl)

I
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4-4  Determine the point groups for

a. Naphthalene

b. 1,8-Dichloronaphthalene Cl  Cl

g

¢. 1,5-Dichloronaphthalene Cl

g

Cl

d. 1,2-Dichloronaphthalene Cl
Cl

g

4-5 Determine the point groups for

a. 1,1'-Dichloroferrocene Cl

Om

b. Dibenzenechromium (eclipsed conformation) @

Cr

=

Cr
d. H;,0"
€. Oze F
O—O/
e
F

f. Formaldehyde, H,CO

A

‘S\ S

g. Sg (puckered ring)




112 Chapter 4 Symmetry and Group Theory

4-6

4-7

4-9

4-10

h. Borazine (planar)

H H
N/
B—N
/7 N\
H—N B—H
\\_/
B—N
/N
H H
i [Cr(C003 o 1
24
O
0
o—;cf——o
© O

j. A tennis ball (ignoring the label, but including the pattern on the surface)

Determine the point group for

a. Cyclohexane (chair conformation)
b. Tetrachloroallene Cl,C=C=CCl,
c. S04
d. A snowflake
e. Diborane H
H-._/ N __H

H" /B‘H
H

f. The possible isomers of tribromobenzene
g. A tetrahedron inscribed in a cube (alternate corners of the cube are also corners of
the tetrahedron).
h. B3Hg H H
H. / N _H
. B

H/ N \H;B
H

N

Determine the point group for

A sheet of typing paper

An Erlenmeyer flask (no label)

A screw

. The number 96

Five examples of objects from everyday life; select items from five different
point groups.

A pair of eyeglasses (assuming lenses of equal strength)
A five-pointed star

. A fork (assuming no decoration)

Captain Ahab, who lost a leg to Moby Dick

j- A metal washer

paeTe

=g

Determine the point groups of the molecules in the following end-of-chapter problems
from Chapter 3:

a. Problem 3-12

b. Problem 3-16

Determine the point groups of the molecules and ions in
a. Figure 3-8
b. Figure 3-15

Determine the point groups of the following atomic orbitals, including the signs on the
orbital lobes:

a. py b. d,y

c dp2 2 d. d2
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4-11 Show that a cube has the same symmetry elements as an octahedron.

4-12 For trans-1,2-dichloroethylene, of Cy;, symmetry,

a. List all the symmetry operations for this molecule.

b. Write a set of transformation matrices that describe the effect of each symmetry op-
eration in the C,;, group on a set of coordinates x, y, z for a point. (Your answer
should consist of four 3 X 3 transformation matrices.)

c. Using the terms along the diagonal, obtain as many irreducible representations as
possible from the transformation matrices. (You should be able to obtain three irre-
ducible representations in this way, but two will be duplicates.) You may check your
results using the Cy;, character table.

d. Using the Cy;, character table, verify that the irreducible representations are mutual-
ly orthogonal.

4-13  Ethylene is a molecule of D,;, symmetry.

a, List all the symmetry operations of ethylene.

b. Write a transformation matrix for each symmetry operation that describes the effect
of that operation on the coordinates of a point x, y, z.

¢. Using the characters of your transformation matrices, obtain a reducible representation.

d. Using the diagonal elements of your matrices, obtain three of the D, irreducible
representations.

e. Show that your irreducible representations are mutually orthogonal.

4-14  Using the Dy, character table,
a. Determine the order of the group.
b. Verify that the E irreducible representation is orthogonal to each of the other irre-
ducible representations.
¢. For each of the irreducible representations, verify that the sum of the squares of the
characters equals the order of the group.
d. Reduce the following representations to their component irreducible representations:

Dy | E 2, c, 26 20y
r, 6 0 2 P 2
r, 6 4 6 2 0

4-15  Reduce the following representations to irreducible representations:

Cyw | E 20, 3o,
T, 6 3 2

T, 5 -1 —1

Oh E SC'; 6C2 6C4 3C2 i 654 856 30/1 60’d
r 6 0 0 2 2 0 0 0 4 2

4-16 For Dy, symmetry show, using skeiches, that d,, orbitals have By, symmetry and that
d,2_,2 orbitals have By, symmetry. (Hint: you may find it useful to select a molecule
that has Dy, symmetry as a reference for the operations of the Dy, point group.)

4-17 Which items in Problems 5, 6, and 7 are chiral? List three items nor from this chapter
that are chiral.

4-18  For the following molecules, determine the number of IR-active C—O stretching

vibrations:

. b.

a o) c O
¢ a |~
|~ 0OC—re—CO
| Cl c/

Cl
0C C 0
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4-19

4-20

4-21

4-22

4-23

4-24

Using the x, y, and z coordinates for each atom in SFg, determine the reducible repre-
sentation, reduce it, classify the irreducible representations into translational, rotation-
al, and vibrational modes, and decide which vibrational modes are infrared active.

Three isomers of W>Cl4(NHEL),(PMes), have been reported. These isomers have the
core structures shown below. Determine the point group of each (Reference: E. A. Cot-
ton, E. V. Dikarev, and W.-Y. Wong, Inorg. Chem., 1997, 36, 2670.)

Cl N Cl Cl Cl Cl
e / A / A S
P'-—:—VI\T-CI P"‘—lr—vl—v—N P—TN

] t t

1 ] ¥

| i i

,P‘w—“'Cl ,P‘w“"N N-Woodeo
. / .7 s - /
Cl Cl Cl Cl Cl

1 1 111

There is considerable evidence for the existence of protonated methane, CHs™, Calcu-
lations have indicated that the lowest energy form of this ion has C; symmetry. Sketch
a reasonable structure for this structure. The structure is unusual, with a type of bond-
ing only mentioned briefly in previous chapters. (Reference: G. A. Olah and G. Rasul,
Acc. Chem. Res., 1997, 30, 245.)

The hexaazidoarsenate(V) ion, [As(N3)s] , has been reported as the first structurally
characterized binary arsenic (V) azide species. Two views of its structure are shown
below. A view with three As—N bonds pointing up and three pointing down (alternat-
ing) is shown in (a); a view down one of the N— As-—N axes is shown in (b). What is
its point group? (Reference: T. M. Klapotke, H. No6th, T. Schiitt, and M. Warchhold,
Angew Chem., Int. Ed., 2000, 39, 2108.)

| _N N N
N | N NN
Ny N | N }\1 }/N
RGN AR
N | N NN N
/N/ 1? N }\I
N N N/
(a) (b)

Derivatives of methane can be obtained by replacing one or more hydrogen atoms with
other atoms, such as F, Cl, or Br. Suppose you had a supply of methane and the neces-
sary chemicals and equipment to make derivatives of methane containing all possible
combinations of the elements H, F, CI, and Br. What would be the point groups of the
molecules you could make? You should find 35 possible molecules, but they can be
arranged into five sets for assignment of point groups.

Determine the point groups of the following molecules:
a. F3SCCF;, with a triple S==C bond

F -E
~ .
F.---SEC-—C"“F
7 ~F
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Molecular orbital theory uses the methods of group theory to describe the bonding in
molecules and complements and extends the simple pictures of bonding introduced in
Chapter 3. The symmetry properties and relative energies of atomic orbitals determine
how they interact to form molecular orbitals. These molecular orbitals are then filled
with the available electrons according to the same rules used for atomic orbitals, and the
total energy of the electrons in the molecular orbitals is compared with the imtial total
energy of electrons in the atomic orbitals. If the total energy of the electrons in the mol-
ecular orbitals is less than in the atomic orbitals, the molecule is stable compared with
the atoms; if not, the molecule is unstable and the compound does not form. We will
first describe the bonding (or lack of it) in the first ten homonuclear diatomic molecules
(H, through Ne,) and then expand the treatment to heteronuclear diatomic molecules
and to molecules having more than two atoms.

A simple pictorial approach is adequate to describe bonding in many cases and
can provide clues to more complete descriptions in more difficult cases. On the other
hand, it is helpful to know how a more claborate group theoretical approach can be
used, both to provide background for the simpler approach and to have it available in
cases in which it is needed. In this chapter, we will describe both approaches, showing
the simpler pictorial approach and developing the symmetry arguments required for
some of the more complex cases.

As in the case of atomic orbitals, Schrédinger equations can be written for electrons in
molecules. Approximate solutions to these molecular Schréodinger equations can be
constructed from linear combinations of the atomic orbitals (LLCAQO), the sums and
differences of the atomic wave functions. For diatomic molecules such as H,, such
wave functions have the form

v o= Caqja + Cb‘l’b’

where W is the molecular wave function, {5, and 15, are atomic wave functions, and ¢,
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and ¢y, are adjustable coefficients. The coefficients can be equal or unequal, positive or
negative, depending on the individual orbitals and their energies. As the distance be-
tween two atoms is decreased, their orbitals overlap, with significant probability for
electrons from both atoms in the region of overlap. As a result, molecular orbitals
form. Electrons in bonding molecular orbitals occupy the space between the nuclei,
and the electrostatic forces between the electrons and the two positive nuclei hold the
atoms together.

Three conditions are essential for overlap to lead to bonding. First, the symmetry
of the orbitals must be such that regions with the same sign of Js overlap. Second, the en-
ergies of the atomic orbitals must be similar. When the energies differ by a large amount,
the change in energy on formation of the molecular orbitals is small and the net reduc-
tion in energy of the electrons is too small for significant bonding. Third, the distance
between the atoms must be short enough to provide good overlap of the orbitals, but not
so short that repulsive forces of other electrons or the nuclei interfere. When these con-
ditions are met, the overall energy of the electrons in the occupied molecular orbitals
will be lower in energy than the overall energy of the electrons in the original atomic
orbitals, and the resulting molecule has a lower total energy than the separated atoms.

5-1-1 MOLECULAR ORBITALS FROM
s ORBITALS

We will consider first the combination of two s orbitals, as in H,. For convenience, we
label the atoms of a diatomic molecule a and b, so the atomic orbital wave functions are
U(1s,) and Ys(1s,). We can visualize the two atoms moving closer to each other until
the electron clouds overlap and merge into larger molecular electron clouds. The result-
ing molecular orbitals are linear combinations of the atomic orbitals, the sum of the two
orbitals and the difference between them:

In general terms For H,

V(o) = Neah(lse) + eb(lsy)] = ~\172w<1sa> FU(ls)]  (H, + Hy)
and

W (o*) = Nlcgh(lsq) — cplbi(lsy)] = %N’(lsa) —(ls)]  (Hg — Hy)

N is the normalizing factor (so f WW* dr = 1), and ¢, and ¢;, are adjustable co-
efficients. In this case, the two atomic orbitals are identical and the coefticients are
nearly identical as well.! These orbitals are depicted in Figure 5-1. In this diagram, as in
all the orbital diagrams in this book (such as Table 2-3 and Figure 2-6), the signs of or-
bital lobes are indicated by shading. Light and dark lobes indicate opposite signs of ¥'.
The choice of positive and negative for specific atomic orbitals is arbitrary; what is im-
portant is how they fit together to form molecular orbitals. In the diagrams on the right
side in the figure, light and dark shading show opposite signs of the wave function.

"More precise calculations show that the coefficients of the o* orbital are slightly larger than for the o
orbital, but this difference is usually ignored in the simple approach we use. For identical atoms, we will use
cq = c¢p = land N = 1/V/2. The difference in coefficients for the o and ¢* orbitals also results in a larger
energy change (increase) from atomic to the o* molecular orbitals than for the o orbitals (decrease).
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FIGURE 5-1 Molecular Orbitals
from Hydrogen 1s Orbitals.

U*
=_ ] ] 1s,) //—‘F-\\
o = ;E (w( Sa)-\lf( Sb) K Y
G /// \\\
// AEG*\\
// \\
Ls / N is
OO0 @M O Ol 4
A ‘ /
1s, Ls, overlap 1s, Is, \\\ r //
Ay AE /
\\ G//
l \\\ ///
o= 1 (wls,) + w(ls,) @ o
(¢}

Because the ¢ molecular orbital is the sum of the two atomic orbitals,

1
v- [W(1s,) + (1s,)], and results in an increased concentration of electrons between
2

the two nuclei where both atomic wave functions contribute, it is a bonding molecular
orbital and has a lower energy than the starting atomic orbitals. The o* molecular

1
orbital is the difference of the two atomic orbitals,‘T[Lb(lsa) = y(1s;)]. It has a
2

node with zero electron density between the nuclei caused by cancellation of the two
wave functions and has a higher energy; it is therefore called an antibonding orbital.
Electrons in bonding orbitals are concentrated between the nuclei and attract the nuclei
and hold them together. Antibonding orbitals have one or more nodes between the nu-
clei; electrons in these orbitals cause a mutual repulsion between the atoms. The differ-
ence in energy between an antibonding orbital and the initial atomic orbitals is slightly
larger than the same difference between a bonding orbital and the initial atomic orbitals.
Nonbonding orbitals are also possible. The energy of a nonbonding orbital is essen-
tially that of an atomic orbital, either because the orbital on one atom has a symmetry
that does not match any orbitals on the other atom, or the energy of the molecular
orbital matches that of the atomic orbital by coincidence.

The o (sigma) notation indicates orbitals that are symmetric to rotation about the
line connecting the nuclei:

o™ from s orbital o™ from p, orbital

An asterisk is frequently used to indicate antibonding orbitals, the orbitals of higher
energy. Because the bonding, nonbonding, or antibonding nature of a molecular orbital
is sometimes uncertain, the asterisk notation will be used only in the simpler cases in
which the bonding and antibonding characters are clear.

The pattern described for H, is the usual model for combining two orbitals: two
atomic orbitals combine to form two molecular orbitals, one bonding orbital with a
lower energy and one antibonding orbital with a higher energy. Regardless of the num-
ber of orbitals, the unvarying rule is that the number of resuiting molecular orbitals is
the same as the initial number of atomic orbitals in the atoms.
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5-1-2 MOLECULAR ORBITALS FROM
p ORBITALS

Molecular orbitals formed from p orbitals are more complex because of the symmetry
of the orbitals. The algebraic sign of the wave function must be included when inter-
actions between the orbitals are considered. When two orbitals overlap and the over-
lapping regions have the same sign, the sum of the two orbitals has an increased
electron probability in the overlap region. When two regions of opposite sign overlap,
the combination has a decreased electron probability in the overlap region. Figure 5-1
shows this effect for the sum and difference of the 1s orbitals of Hy; similar effects
result from overlapping lobes of p orbitals with their alternating signs. The interac-
tions of p orbitals are shown in Figure 5-2. For convenience, we will choose a com-
mon z axis connecting the nuclei. Once the axes are set for a particular molecule, they
do not change.

O

c* x

p @) +p (b) @ p @) _‘ p(b)
g p py D O

or
@y p b

s(@ p,(b)

p(@—p (b pla)+pb) py@ p b
© interaction T interaction no interaction

(@ ®

FIGURE 5-2 Interactions of p Orbitals. (a) Formation of molecular orbitals. (b) Orbitals that do
not form molecular orbitals. (¢) Energy level diagram.
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When we draw the z axes for the two atoms pointing in the same direction,? the D
orbitals subtract to form o and add to form o* orbitals, both of which are symmetric to
rotation about the z axis and with nodes perpendicular to the line that connects the nu-
clei. Interactions between p, and p, orbitals lead to 7 and * orbitals, as shown. The 7
(pi) notation indicates a change in sign with C; rotation about the bond axis:

As in the case of the s orbitals, the overlap of two regions with the same sign leads to an
increased concentration of electrons, and the overlap of two regions of opposite sign
leads to a node of zero electron density. In addition, the nodes of the atomic orbitals be-
come the nodes of the resulting molecular orbitals. In the w* antibonding case, four
lobes result that are similar in appearance to an expanded d orbital (Figure 5-2(c)).

The p,, py, and p, orbital pairs need to be considered separately. Because the z
axis was chosen as the internuclear axis, the orbitals derived from the p, orbitals are
symmetric to rotation around the bond axis and are labeled o and o* for the bonding
and antibonding orbitals, respectively. Similar combinations of the p, orbitals form or-
bitals whose wave functions change sign with C, rotation about the bond axis; they are
labeled 7 and w* for the bonding and antibonding orbitals, respectively. In the same
way, the p, orbitals also form  and w* orbitals.

When orbitals overlap equally with both the same and opposite signs, as in the
s + p, example in Figure 5-2(b), the bonding and antibonding effects cancel and no
molecular orbital results. Another way to describe this is that the symmetry proper-
ties of the orbitals do not match and no combination is possible. If the symmetry of
an atomic orbital does not match any orbital of the other atom, it is called a non-
bonding orbital. Homoenuclear diatomic molecules have only bonding and antibond-
ing molecular orbitals; nonbonding orbitals are described further in Sections 5-1-4,
5-2-2, and 5-4-3.

5-1-3 MOLECULAR ORBITALS FROM
d ORBITALS

In the heavier elements, particularly the transition metals, d orbitals can be involved in
bonding in a similar way. Figure 5-3 shows the possible combinations. When the z axes
are collinear, two d,2 orbitals can combine end on for o bonding. The d,; and 4, or-
bitals form 7 orbitals. When atomic orbitals meet from two parallel planes and combine
side to side, as do the d,2_2 and d,, orbitals with collinear z axes, they form & (delta)
orbitals. (The & notation indicates sign changes on Cy4 rotation about the bond axis.)
Sigma orbitals have no nodes that include the line of centers of the atoms, pi orbitals
have one node that includes the line of centers, and delta orbitals have two nodes that in-
clude the line of centers. Combinations of orbitals involving overlapping regions with
opposite signs cannot form molecular orbitals; for example, p, and d,, have zero net
overlap (one region with overlapping regions of the same sign and another with oppo-
site signs).

“The choice of direction of the z axes is arbitrary. When both are positive in the same direction,

positive z axes are chosen to point toward each other, , the sum of the p, orbitals is
the bonding combination. We have chosen to have them positive in the same direction for consistency with
our treatment of triatomic and larger molecules.
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dzz orbitals
end-to-end
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in the same plane
)
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FIGURE 5-3 Interactions of d Orbitals. (a) Formation of molecular orbitals. (b) Orbitals that do
not form molecular orbitals.

EXAMPLE

Sketch the overlap regions of the following combination of orbitals, all with collinear z axes.
Classity the interactions.

p,andd,, sand d 2

P, d,, s d, s

no interaction C interaction no interaction

EXERCISE 5-1

Repeat the process for the preceding example for the following orbital combinations, again
using collinear z axes.

prandd,, p,and d 2 sand d,2_2

Xy
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FIGURE 5-4 Energy Match and
Molecular Orbital Formation.
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5-1-4 NONBONDING ORBITALS AND
OTHER FACTORS

As mentioned previously, there can also be nonbonding molecular orbitals, whose ener-
gy is essentially that of the original atomic orbitals. These can form when there are three
atomic orbitals of the same symmetry and similar energies, a situation that requires the
formation of three molecular orbitals. One is a low-energy bonding orbital, one is a
high-energy antibonding orbital, and one is of intermediate energy and is a nonbonding
orbital. Examples will be considered in Section 5-4. Sometimes, atomic orbitals whose
symmetries do not match and therefore remain unchanged in the molecule are also
called nonbonding. For example, the s and d,, orbitals of the preceding example are
nonbonding with respect to each other. There are examples of both types of nonbonding
orbitals later in this chapter.

In addition to symmetry, the second major factor that must be considered in form-
ing molecular orbitals is the relative energy of the atomic orbitals. As shown in Figure
5-4, when the two atomic orbitals have the same energy, the resulting interaction is
strong and the resulting molecular orbitals have energies well below (bonding) and
above (antibonding) that of the original atomic orbitals. When the two atomic orbitals
have quite different energies, the interaction is weak, and the resulting molecular or-
bitals have nearly the same energies and shapes as the original atomic orbitals. For ex-
ample, although they have the same symmetry, 1s and 2s orbitals do not combine
significantly in diatomic molecules such as N because their energies are too far apart.
As we will see, there is some interaction between 2s and 2p, but it is relatively small.
The general rule is that the closer the energy match, the stronger the interaction.

5-2-1 MOLECULAR ORBITALS

Although apparently satisfactory Lewis electron-dot diagrams of Ny, O,, and F, can be
drawn, the same is not true of Li,, Be,, B,, and C,, which cannot show the usual octet
structure. In addition, the Lewis diagram of O, shows a simple double-bonded mole-
cule, but experiment has shown it to have two unpaired electrons, making it paramag-
netic (in fact, liquid oxygen poured between the poles of a large horseshoe magnet is
attracted into the field and held there). As we will see, the molecular orbital description
is more in agreement with experiment. Figure 5-5 shows the full set of molecular or-
bitals for the homonuclear diatomic molecules of the first 10 elements, with the ener-
gies appropriate for O,. The diagram shows the order of energy levels for the molecular
orbitals assuming interactions only between atomic orbitals of identical energy. The en-
ergies of the molecular orbitals change with increasing atomic number but the general
pattern remains similar (with some subtle changes, as described in several examples that
follow), even for heavier atoms lower in the periodic table. Electrons fill the molecular




FIGURE 5-5 Molecular Orbitals
for the First 10 Elements, with no
o-o Interaction.
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orbitals according to the same rules that govern the filling of atomic orbitals (filling
from lowest to highest energy [aufbau], maximum spin multiplicity consistent with the
lowest net energy [Hund’s rules], and no two electrons with identical quantum numbers
[Pauli exclusion principle]).

The overall number of bonding and antibonding electrons determines the number
of bonds (bond order):

Bond order = 1 [(number of e]ectrons) _ ( number of electrons )}
2| \ in bonding orbitals in antibonding orbitals

For example, O,, with 10 electrons in bonding orbitals and 6 electrons in antibonding
orbitals, has a bond order of 2, a double bond. Counting only valence electrons (8 bond-
ing and 4 antibonding) gives the same result. Because the molecular orbitals derived
from the 1s orbitals have the same number of bonding and antibonding electrons, they
have no net effect on the bonding.

Additional labels are helpful in describing the orbitals and have been added to
Figure 5-5. We have added g and # subscripts, which are used as described at the end of
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FIGURE 5-6 Interaction between
Molecular Orbitals. Mixing molecu-
lar orbitals of the same symmetry
results in a greater energy difference
between the orbitals. The o orbitals
mix strongly; the o* orbitals differ
more in energy and mix weakly.

Chapter 5 Molecular Orbitals

Section 4-3-3: g for gerade, orbitals symmetric to inversion, and u for ungerade, orbitals
antisymmetric to inversion (those whose signs change on inversion). The g or u notation
describes the symmetry of the orbitals without a judgment as to their relative energies.

Add a g or u label to each of the molecular orbitals in the energy level diagram in Figure 5-2.
From top to bottom, the orbitals are o, m,", ,, and .

EXERCISE 5-2

Add a g or u label to each of the molecular orbitals in Figure 5-3(a).

5-2-2 ORBITAL MIXING

So far, we have considered primarily interactions between orbitals of identical energy.
However, orbitals with similar, but not equal, energies interact if they have appropriate
symmetries. We will outline two approaches to analyzing this interaction, one in which
the molecular orbitals interact and one in which the atomic orbitals interact directly.
When two molecular orbitals of the same symmetry have similar energies, they in-
teract to lower the energy of the lower orbital and raise the energy of the higher. For ex-
ample, in the homonuclear diatomics, the o4(2s) and o,(2p) orbitals both have o,
symmetry (symmetric to infinite rotation and inversion); these orbitals interact to lower
the energy of the o¢(2s) and to raise the energy of the o74(2p), as shown in Figure 5-6(b).
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Similarly, the o, *(2s) and o, *(2p) orbitals interact to lower the energy of the o, (2s)
and to raise the energy of the o, (2p). This phenomenon is called mixing. Mixing takes
into account that molecular orbitals with similar energies interact if they have appropriate
symmetry, a factor that has been ignored in Figure 5-5. When two molecular orbitals of
the same symmetry mix, the one with higher energy moves still higher and the one with
lower energy moves lower in energy.

Alternatively, we can consider that the four molecular orbitals (MOs) result from
combining the four atomic orbitals (two 2s and two 2p,) that have similar energies. The
resulting molecular orbitals have the following general form (where @ and b identify the
two atoms);

V= (2s,) £ cab(2s) = c3b(2p,) £ cab(2py)

For homonuclear molecules, ¢; = ¢, and ¢3 = ¢4 in each of the four MOs. The
lowest energy MO has larger values of ¢ and c,, the highest has larger values of ¢ and
¢4, and the two intermediate MOs have intermediate values for all four coefficients. The
symmetry of these four orbitals is the same as those without mixing, but their shapes are
changed somewhat by having the mixture of s and p character. In addition, the energies
are shifted, higher for the upper two and lower for the two lower energy orbitals.

As we will see, s-p mixing can have an important influence on the energy of mol-
ecular orbitals. For example, in the early part of the second period (Li, to Ny), the 0 Or-
bital formed from 2p orbitals is higher in energy than the 1, orbitals formed from the
other 2p orbitals. This is an inverted order from that expected without mixing
(Figure 5-6). For B, and C;, this affects the magnetic properties of the molecules. In
addition, mixing changes the bonding-antibonding nature of some of the orbitals. The
orbitals with intermediate energies may have either slightly bonding or slightly anti-
bonding character and contribute in minor ways to the bonding, but in some cases may
be considered essentially nonbonding orbitals because of their small contribution and
intermediate energy. Each orbital must be considered separately on the basis of the
actual energies and electron distributions.

5-2-3 FIRST AND SECOND ROW MOLECULES

Before proceeding with examples of homonuclear diatomic molecules, it is necessary to
define two types of magnetic behavior, paramagnetic and diamagnetic. Paramagnetic
compounds are attracted by an external magnetic field. This attraction is a consequence
of one or more unpaired electrons behaving as tiny magnets. Diamagnetic compounds,
on the other hand, have no unpaired electrons and are repelled slightly by magnetic
fields. (An experimental measure of the magnetism of compounds is the magnetic
moment, a term that will be described further in Chapter 10 in the discussion of the
magnetic properties of coordination compounds.)

H;, He,, and the homonuclear diatomic species shown in Figure 5-7 will be dis-
cussed in the following pages. In the progression across the periodic table, the energy of
all the orbitals decreases as the increased nuclear charge attracts the electrons more
strongly. As shown in Figure 5-7, the change is larger for o orbitals than for 7 orbitals,
resulting from the larger overlap of the atomic orbitals that participate in o interactions.
As shown in Figure 2-7, the atomic orbitals from which the o orbitals are derived have
higher electron densities near the nucleus.

H; [o'gz(-I )]

This the simplest of the diatomic molecules. The MO description (see Figure 5-1)
shows a single o bond containing one electron pair. The ionic species H, ", having a
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bond order of %, has been detected in low-pressure gas discharge systems. As expected,
it is less stable than H, and has a considerably longer bond distance (106 pm) than H,
(74.2 pm).

He; [0520,"2(15)]

The molecular orbital description of He, predicts two electrons in a bonding orbital and
two electrons in an antibonding orbital, with a bond order of zero—in other words, no
bond. This is what is observed experimentally. The noble gas He has no significant
tendency to form diatomic molecules and, like the other noble gases, exists in the form
of free atoms. He, has been detected only in very low pressure and low temperature
molecular beams. It has a very low binding energy,® approximately 0.01 J/mol; for
comparison, H; has a bond energy of 436 kJ/mol.

3, Luo, G. C. McBane, G. Kim, C. F. Giese, and W. R. Gentry, J. Chem. Phys., 1993, 98, 3564.
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Liz [o4%(2s)]

As shown in Figure 5-7, the MO model predicts a single Li—Li bond in Li,, in agree-
ment with gas phase observations of the molecule.

Be; [og2e,*2(25)]

Be, has the same number of antibonding and bonding electrons and consequently a
bond order of zero. Hence, like He,, Be, is not a stable chemical species.

By [w,'w,'(2p)]

Here is an example in which the MO model has a distinct advantage over the Lewis dot
picture. B, is found only in the gas phase; solid boron is found in several very hard
forms with complex bonding, primarily involving B, icosahedra. B, is paramagnetic.
This behavior can be explained if its two highest energy electrons occupy separate m or-
bitals as shown. The Lewis dot model cannot account for the paramagnetic behavior of
this molecule.

B, is also a good example of the energy level shift caused by the mixing of s and
p orbitals. In the absence of mixing, the o,(2p) orbital is expected to be lower in ener-
gy than the ,(2p) orbitals and the resulting molecule would be diamagnetic. Howev-
er, mixing of the og(2s) orbital with the o4(2p) orbital (see Figure 5-6) lowers the
energy of the o,(2s) orbital and increases the energy of the o,(2p) orbital to a higher
level than the 1 orbitals, giving the order of energies shown in Figure 5-7. As a result,
the last two electrons are unpaired in the degenerate (having the same energy) m or-
bitals, and the molecule is paramagnetic. Overall, the bond order is 1, even though the
two 1 electrons are in different orbitals.

C; ["Tuz'“uz(zp)]

The simple MO picture of C, predicts a doubly bonded molecule with all electrons
paired, but with both highest occupied molecular orbitals (HOMOs) having m sym-
metry, It is unusual because it has two 7 bonds and no ¢ bond. The bond dissociation
energies of B;, C,, and N, increase steadily, indicating single, double, and triple bonds
with increasing atomic number. Although C; is not a commonly encountered chemical
species (carbon is more stable as diamond, graphite, and the fullerenes described in
Chapter 8), the acetylide ion, C,2”, is well known, particularly in compounds with al-
kali metals, alkaline earths, and lanthanides. According to the molecular orbital model,
(5% should have a bond order of 3 (configuration 1Tu21Tu20'g2). This is supported by
the similar C—C distances in acetylene and calcium carbide (acetylide)4’5 :

C—C Distance (pm)

C==C (gas phase) 132
H—C=C—H 120.5
CaC, 119.1

M. Atoji, J. Chem. Phys., 1961, 35, 1950.
33. Overend and H. W. Thompson, Proc. R. Soc. London, 1954, A234, 306.
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N2 [WU2 7"'1120'g2(2,0)]

N, has a triple bond according to both the Lewis and the molecular orbital models. This
is in agreement with its very short N~—N distance (109.8 pm) and extremely high bond
dissociation energy (942 kJ/mol). Atomic orbitals decrease in energy with increasing
nuclear charge Z as shown in Figure 5-7, as the effective nuclear charge increases, all
orbitals are pulled to lower energies. The shielding effect and electron-electron interac-
tions described in Section 2-2-4 cause an increase in the difference between the 2s and
2p orbital energies as Z increases, from 5.7 eV for boron to 8.8 eV for carbon and
12.4 eV for nitrogen. (A table of these energies is given in Table 5-1 in Section 5-3-1.)
As a result, the 4(2s) and o 4(2p) levels of N; interact (mix) less than the B, and C,
levels, and the 4(2p) and m,(2p) are very close in energy. The order of energies of
these orbitals has been a matter of controversy and will be discussed in more detail in
Section 5-2-4 on photoelectron spectlroscopy.6

0, [ngwuzwuzﬂg*1 ﬂg*1(2p)]

O, is paramagnetic. This property, as for B, cannot be explained by the traditional
Lewis dot structure (:0==0.), but is evident from the MO picture, which assigns two

electrons to the degenerate wg* orbitals. The paramagnetism can be demonstrated by
pouring liquid O, between the poles of a strong magnet; some of the O, will be held be-
tween the pole faces until it evaporates. Several ionic forms of diatomic oxygen are
known, including O,", O,”, and 0,%". The internuclear O— O distance can be conve-
niently correlated with the bond order predicted by the molecular orbital model, as
shown in the following table.

Internuclear
Bond Order Distance (pm)
0," (dioxygenyl)’ 2.5 1123
0, (dioxygen)® 2.0 120.07
0, (superoxide)’ L5 128
0,7 (peroside)® 1.0 149

Note: Oxygen-oxygen distances in O, and 0,7 are inﬂuaenced by the
cation. This influence is especially strong in the case of O, and is one
factor in its unusually long bond distance.

The extent of mixing is not sufficient in O, to push the o,(2p) orbital to higher
energy than the m,(2p) orbitals. The order of molecular orbitals shown is consistent
with the photoelectron spectrum discussed in Section 5-2-4.

F2 [O'gz wln uz’“g*z’“g*z(zp)]

The MO picture of F, shows a diamagnetic molecule having a single fluorine-fluorine
bond, in agreement with experimental data on this very reactive molecule.

The net bond order in N>, O, and F, is the same whether or not mixing is taken into
account, but the order of the filled orbitals is different. The switching of the order of the

61n the first and second editions of this text, the order of the o, and m, orbitals in N was reversed
from the order in Figure 5-7. We have since become persuaded that the g, orbital has the higher energy.

7G. Herzberg, Molecular Spectra and Molecular Structure I: The Spectra of Diatomic Molecules, Van
Nostrand-Reinhold, New York, 1950, p. 366.

8S. L. Miller and C. H. Townes, Phys. Rev., 1953, 90, 537.

N.-G. Vannerberg, Prog. Inorg. Chem., 1963, 4, 125.




FIGURE 5-8 Bond Distances of
Homonuclear Diatomic Molecules
and Ions.
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04(2p) and m,(2p) orbitals can occur because these orbitals are so close in energy; minor
changes in either orbital can switch their order. The energy difference between the 2s and
2p orbitals of the atoms increases with increasing nuclear charge, from 5.7 eV in boron to
27.7 eV in fluorine (details are in Section 5-3-1). Because the difference becomes greater,
the s-p interaction decreases and the “normal” order of molecular orbitals returns in
O, and F. The higher o, orbital is seen again in CO, described later in Section 5-3-1.

NEZ

All the molecular orbitals are filled, there are equal numbers of bonding and antibond-
ing electrons, and the bond order is therefore zero. The Ne, molecule is a transient
species, if it exists at all.

One triumph of molecular orbital theory is its prediction of two unpaired elec-
trons for O, . It had long been known that ordinary oxygen is paramagnetic, but the ear-
lier bonding theories required use of a special “three-electron bond”!® to explain this
phenomenon. On the other hand, the molecular orbital description provides for the un-
paired electrons directly. In the other cases described previously, the experimental facts
(paramagnetic B, diamagnetic Cy) require a shift of orbital energies, raising o, above
,, but they do not require addition of any different type of orbitals or bonding. Once
the order has been determined experimentally, molecular calculations can be tested
against the experimental results to complete the picture.

Bond lengths in homonuclear diatomic
molecules

Figure 5-8 shows the variation of bond distance with the number of valence electrons in
second-period p block homonuclear diatomic molecules. As the number of electrons in-
creases, the number in bonding orbitals also increases, the bond strength becomes greater,
and the bond length becomes shorter. This continues up to 10 valence electrons in N, and
then the trend reverses because the additional electrons occupy antibonding orbitals. The
ions N2+, ()2+, 0O, and 022_ are also shown in the figure and follow a similar trend.

160 22

Bond distance (pm}

100 T T T T T T T
Valence electrons

10, Pauling, The Nature of the Chemical Bond, 3rd ed., Cornell University Press, Ithaca, NY, 1960,
pp. 340-354.
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spectrum (about 3 eV between the first and third major peaks in N,, about 6 eV for the
corresponding difference in O,), and some theoretical calculations have disagreed
about the order of the highest occupied orbitals. A recent paper'? compared different
calculation methods and showed that the different order of energy levels was simply a
consequence of the method of calculation used; the methods favored by the authors
agree with the experimental results, with o above .

The photoelectron spectrum shows the 7, lower (Figure 5-10). In addition to the
ionization energies of the orbitals, the spectrum shows the interaction of the electronic
energy with the vibrational energy of the molecule. Because vibrational energy levels
are much closer in energy than electronic levels, any collection of molecules has an en-
ergy distribution through many different vibrational levels. Because of this, transitions
between electronic levels also include transitions between different vibrational levels,
resulting in multiple peaks for a single electronic transition. Orbitals that are strongly
involved in bonding have vibrational fine structure (multiple peaks); orbitals that are
less involved in bonding have only a few individual peaks at each energy level.!3 The
N, spectrum indicates that the 1, orbitals are more involved in the bonding than either
of the o orbitals. The CO photoelectron spectrum (Figure 5-14} has a similar pattern.
The O, photoelectron spectrum (Figure 5-11) has much more vibrational fine structure
for all the energy levels, with the 7, levels again more involved in bonding than the
other orbitals.

The photoelectron spectra of O, (Figure 5-11) and of CO (Figure 5-14) show the
expected order of energy levels. The vibrational fine structure indicates that all the
orbitals are important to bonding in the molecules.

5-2-5 CORRELATION DIAGRAMS

Mixing of orbitals of the same symmetry, as in the examples of Section 5-2-3, is seen in
many other molecules. A correlation diagram'* for this phenomenon is shown in
Figure 5-12. This diagram shows the calculated effect of moving two atoms together,
from a large interatomic distance on the right, with no interatomic interaction, to zero
interatomic distance on the left, where the two nuclei become, in effect, a single nucle-
us. The simplest example has two hydrogen atoms on the right and a helium atom on the
left. Naturally, such merging of two atoms into one never happens outside the realm of
high-energy physics, but we consider the orbital changes as if it could. The diagram
shows how the energies of the orbitals change with the internuclear distance and change
from the order of atomic orbitals on the left to the order of molecular orbitals of similar
symmetry on the right.

On the right are the usual atomic orbitals—1s, 2s, and 2p for each of the two sep-
arated atoms. As the atoms approach each other, their atomic orbitals interact to form
molecular orbitals.! The 1s orb1tals form 1o, and 1o,*, 25 form 204 and 20, and 2p
form 3o, 1, lfng , and 30, *. As the atoms move closer together (toward the left in
the diagram), the bonding MOs decrease in energy, while the antibonding MOs increase
in energy. At the far left, the MOs become the atomic orbitals of a united atom with
twice the nuclear charge.

2R, Stowasser and R. Hoffmann, J. Am. Chem. Soc., 1999, 121, 3414.

BR. S. Drago, Physical Methods in Chemistry, 2nd ed., Saunders College Publishing, Philadelphia,
1992, pp. 671-677.

R, McWeeny, Coulson’s Valence, 3rd Ed., Oxford University Press, Oxford, 1979, pp. 97-103.

BMolecular orbitals are labeled in many different ways. Most in this book are 1 ‘numbered within each
set of the same symmetry (1o, 20, and 16,%, 2¢,). In some figures, lo, and lau MOs from 1s atomic
orbitals are understood to be at lower energies than the MOs shown and are omitted.
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Symmetry is used to connect the molecular orbitals with the atomic orbitals of
the united atom. Consider the 1o,,™ orbital as an example. It is formed as the antibond-
ing orbital from two 1s orbitals, as shown on the right side of the diagram. It has the
same symmetry as a 2p, atomic orbital (where z is the axis through both nuclei), which
is the limit on the left side of the diagram. The degenerate 1, MOs are also connected
to the 2p orbitals of the united atom, because they have the same symmetry as a 2p, or
2p, orbital (see Figure 5-2).

As another example, the degenerate pair of lfn'g>k MOs, formed by the differ-
ence of the 2p, or 2p, orbitals of the separate atoms, is connected to the 3d orbitals on
the left side because the lfrrg* orbitals have the same symmetry as the d,, or d, orbitals
(see Figure 5-2). The m orbitals formed from p, and p, orbitals are degenerate (have the
same energy), as are the p orbitals of the merged atom, and the m* orbitals from the
same atomic orbitals are degenerate, as are the d orbitals of the merged atom.,

Another consequence of this phenomenon is called the noncrossing rule, which
states that orbitals of the same symmetry interact so that their energies never cross.!6
This rule helps in assigning correlations. If two sets of orbitals of the same symmetry
seem to result in crossing in the correlation diagram, the matchups must be changed to
prevent it.

16C, J, Ballhausen and H. B. Gray, Molecular Orbital Theory, W. A. Benjamin, New York, 1965,
pp. 36-38.
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5-3
HETERONUCLEAR
DIATOMIC
MOLECULES

The actual energies of molecular orbitals for diatomic molecules are intermediate
between the extremes of this diagram, approximately in the region set off by the verti-
cal lines. Toward the right within this region, closer to the separated atoms, the energy
sequence is the “normal” one of O, and F,; further to the left, the order of molecular or-
bitals is that of By, C; and Ny, with o4(2p) above m,(2p).

5-3-1 POLAR BONDS

Heteronuclear diatomic molecules follow the same general bonding pattern as the
homonuclear molecules described previously, but a greater nuclear charge on one of
the atoms lowers its atomic energy levels and shifts the resulting molecular orbital lev-
els. In dealing with heteronuclear molecules, it is necessary to have a way to estimate
the energies of the atomic orbitals that may interact. For this purpose, the orbital poten-
tial energies, given in Table 5-1 and Figure 5-13, are useful. These potential energies are
negative, because they represent attraction between valence electrons and atomic nu-
clei. The values are the average energies for all electrons in the same level (for example,
all 3p electrons), and are weighted averages of all the energy states possible. These

TABLE 5-1
Orbital Potential Energies

Orbital Potential Energy (eV)

Atomic
Number Element  Is 2s 2p 3s 3p 4s 4p
1 H —13.61
2 He —24.59
3 Li —5.39
4 Be -9.32
5 B —14.05 -8.30
6 C —19.43 —10.66
7 N —25.56 —13.18
8 (0] —32.38 -15.85
9 F —40.17 —18.65
10 Ne —48.47 —21.59
11 Na -5.14
12 Mg ~7.65
13 Al —-11.32 —5.98
14 Si —15.89 —7.78
15 P —18.84 —9.65
16 S —22.71 -11.62
17 Cl —25.23 —13.67
18 Ar —29.24 —15.82:
19 K —4.34
20 Ca -6.11
30 Zn -9.39
31 Ga —12.61 -5.93
32 Ge —-16.05 —7.54
33 As —18.94 -9.147
34 Se -21.37 —10.82
35 Br —24.37 —12.49
36 Kr —27.51 —14.22

SOURCE: J. B. Mann, T. L. Meek, and L. C. Allen, J. Am. Chem. Soc., 2000, 122, 2780.

NoTE: All energies are negative, representing average attractive potentials between the electrons and the
nucleus for all terms of the specified orbitals.
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states are called terms and are explained in Chapter 11. For this reason, the values do
not show the variations of the ionization energies seen in Figure 2-10, but steadily be-
come more negative from left to right within a period, as the increasing nuclear charge
attracts all the electrons more strongly.

The atomic orbitals of homonuclear diatomic molecules have identical energies,
and both atoms contribute equally to a given MO. Therefore, in the equations for the
molecular orbitals, the coefficients for the two atomic orbitals are identical. In het-
eronuclear diatomic molecules such as CO and HF, the atomic orbitals have different
energies and a given MO receives unequal contributions from the atomic orbitals; the
equation for that MO has a different coefficient for each of the atomic orbitals that com-
pose it. As the energies of the atomic orbitals get farther apart, the magnitude of the in-
teraction decreases. The atomic orbital closer in energy to an MO contributes more to
the MO, and its coefficient is larger in the wave equation.

The molecular orbitals of CO are shown in Figure 5-14. CO has C,, symmetry,
but the p, and p, orbitals have Cy, symmetry if the signs of the orbital lobes are ignored
as in the diagram (the signs are ignored only for the purpose of choosing a point group,
but must be included for the rest of the process). Using the C,, point group rather than
C.., simplifies the orbital analysis by avoiding the infinite rotation axis of C.,. The s
and p, group orbitals have A symmetry and form molecular orbitals with o symmetry;
the p, and p, group orbitals have By and B, symmetry, respectively (the p, and p, or-
bitals change sign on C, rotation and change sign on one o, reflection, but not on the
other), and form 7 orbitals. When combined to form molecular orbitals, the By and B,
orbitals have the same energy, behaving like the E| representation of the Cy, group.

C 0

Diagram of C,, symmetry of p orbitals
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X2z

Bzt

C CO (o)
FIGURE 5-14 Molecular Orbitals and Photoelectron Spectrum of CO. Molecular orbitals 1o and
10 are from the 1s orbitals and are not shown, The e; and e, labels in the left-hand column are for
the Cinfinityv symmetry labels; the b; and b; labels are for Cyv symmetry. (Photoelectron spectrum
reproduced with permission from J. L. Gardner and I. A. R, Samson, J. Chem. Phys., 1975, 62,1447.)
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The bonding orbital 20 has more contribution from (and is closer in energy to) the
lower energy oxygen 2s atomic orbital; the antibonding 20* orbital has more contribu-
tion from (and is closer in energy to) the higher energy carbon 2s atomic orbital. In the
simplest case, the bonding orbital is nearly the same in energy and shape as the lower
energy atomic orbital, and the antibonding orbital is nearly the same in energy and
shape as the higher energy atomic orbital. In more complicated cases (such as the 20*
orbital of CO) other orbitals (the oxygen 2p, orbital) contribute, and the orbital shapes
and energies are not as easily predicted. As a practical matter, atomic orbitals with en-
ergy differences greater than 12 or 13 €V usually do not interact significantly.

Mixing of the two o levels and the two a* levels, like that seen in the homonu-
clear o, and o, orbitals, causes a larger split in energy between them, and the 30 is
higher than the 7 levels. The p, and p, orbitals also form four molecular  orbitals, two
bonding and two antibonding. When the electrons are filled in as in Figure 5-14, the va-
lence orbitals form four bonding pairs and one antibonding pair for a net of three bonds.

EXAMPLE

Molecular orbitals for HF can be found by using the techniques just described. The symmetry
of the molecule is C,, which can be simplified to C,,,, just as in the CO case. The 2s orbital
of the F atom has an energy about 27 eV lower than that of the hydrogen 1s, so there is very
little interaction between them. The F orbital retains a pair of electrons. The F 2p, orbital and
the H 1s, on the other hand, have similar energies and matching A symmetries, allowing
them to combine into bonding o and antibonding o* orbitals. The F 2p, and 2p, orbitals have
B; and B, symmetries and remain nontbonding, each with a pair of electrons. Overall, there is
one bonding pair of electrons and three lone pairs.
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EXERCISE 5-3

Use similar arguments to explain the bonding in the OH™ ion.

The molecular orbitals that will be of greatest interest for reactions between mol-
ecules are the highest occupied molecular orbital (HOMO) and the lowest unoccu-
pied molecular orbital (LUMO), collectively known as frontier orbitals because they
lie at the occupied-unoccupied frontier. The MO diagram of CO helps explain its
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reaction chemistry with transition metals, which is not that predicted by simple elec-
tronegativity arguments that place more electron density on the oxygen. If this were
true, metal carbonyls should bond as M-—O-—C, with the negative oxygen attached to
the positive metal. The actual bonding is in the order M — C—0. The HOMO of CO is
3¢, with a higher electron density and a larger lobe on the carbon. The lone pair in this
orbital forms a bond with a vacant orbital on the metal. The interaction between CO and
metal orbitals is enormously important in the field of organometallic chemistry and will
be discussed in detail in Chapter 13.

In simple cases, bonding MOs have a greater contribution from the lower energy
atomic orbital, and their electron density is concentrated on the atom with the lower
energy levels or higher electronegativity (see Figure 5-14). If this is so, why does the
HOMO of CO, a bonding MO, have greater electron density on carbon, which has
the higher energy levels? The answer lies in the way the atomic orbital contributions are
divided. The p, of oxygen has an energy that enables it to contribute to the 2¢*, the 3o
(the HOMO), and the 3¢* MOs. The higher energy carbon p_, however, only contributes
significantly to the latter two. Because the p, of the oxygen atom is divided among three
MOs, it has a relatively weaker contribution to each one, and the p, of the carbon atom
has a relatively stronger contribution to each of the two orbitals to which it contributes.

The LUMOs are the 27 orbitals and are concentrated on carbon, as expected. The
frontier orbitals can contribute electrons (HOMO) or accept electrons (LUMO) in reactions.
Both are important in metal carbonyl bonding, which will be discussed in Chapter 13.

5-3-2 IONIC COMPOUNDS AND
MOLECULAR ORBITALS

Ionic compounds can be considered the limiting form of polarity in heteronuclear
diatomic molecules. As the atoms differ more in electronegativity, the difference in energy
of the orbitals also increases, and the concentration of electrons shifts toward the more
electronegative atom. At this limit, the electron is transferred completely to the more elec-
tronegative atom to form a negative ion, leaving a positive ion with a high-energy vacant
orbital. When two elements with a large difference in their electronegativities (such as Li
and F) combine, the result is an ionic compound. However, in molecular orbital terms, we
can also consider an ion pair as if it were a covalent compound. In Figure 5-15, the atom-
ic orbitals and an approximate indication of molecular orbitals for such a diatomic mole-
cule are given. On formation of the compound LiF, the electron from the Li 2s orbital is
transferred to the F 2p orbital, and the energy level of the 2p orbital is lowered.

In a more accurate picture of ionic crystals, the ions are held together in a three-
dimensional lattice by a combination of electrostatic attraction and covalent bonding.
Although there is a small amount of covalent character in even the most ionic com-
pounds, there are no directional bonds, and each Li* ion is surrounded by six F™ ions,
each of which in turn is surrounded by six Li" ions. The crystal molecular orbitals form
energy bands, described in Chapter 7.

Formation of the ions can be described as a sequence of elementary steps, begin-
ning with solid Li and gaseous F,:

Li(s) — Li(g) 161 kJ/mol  (sublimation)
Li(g) — Li'(g) + e~ 531 kJ/mol  (ionization, IE)
%Fz(g) — Fg) 79kJ/mol  (dissociation)
Fig) +e —> F (g —328 kI/mol (ionization, —EA)

Li(s) + 3Fy(g) — Li"(g) + F (g) 443 kI /mole
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In order for a reaction to proceed spontaneously, the free energy change
(AG = AH — TAS) must be negative. Although the entropy change for this reaction
is positive, the very large positive AH results in a positive AG. If this were the final re-
sult, Li* and F~ would not react. However, the large attraction between the ions results
in the release of 709 kJ/mol on formation of a single Li"F~ ion pair, and 1239 kJ/mol
on formation of a crystal:

Li*(g) + F(g) — LiF(g) —709 kJ/mole (ion pairs)
Li*(g) + F7(g) — LiF(s) —1239 kJ/mole (lattice enthalpy)

The lattice enthalpy for crystal formation is large enough to overcome all the en-
dothermic processes (and the negative entropy change) and to make formation of LiF
from the elements a very favorable reaction.

The methods described previously for diatomic molecules can be extended to obtain
molecular orbitals for molecules consisting of three or more atoms, but more complex
cases benefit from the use of formal methods of group theory. The process uses the
following steps:

1. Determine the point group of the molecule. If it is a linear molecule, substituting
a simpler point group that retains the symmetry of the orbitals (ignoring the signs)
makes the process easier. Substitute Dy, for Dy, Cy, for C,. This substitution
retains the symmetry of the orbitals without the infinite-fold rotation axis.

2. Assignx,y, and z coordinates to the atoms, chosen for convenience. Experience is
the best guide here. The general rule in all the examples in this book is that the
highest order rotation axis of the molecule is chosen as the z axis of the cen-
tral atom. In nonlinear molecules, the y axes of the outer atoms are chosen to
point toward the central atom.

3. Find the characters of the representation for the combination of the 2s orbitals on

the outer atoms and then repeat the process, finding the representations for each
of the other sets of orbitals (p,, py, and p,). Later, these will be combined with
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the appropriate orbitals of the central atom. As in the case of the vectors described
in Chapter 4, any orbital that changes position during a symmetry operation con-
tributes zero to the character of the resulting representation, any orbital that re-
mains in its original position contributes 1, and any orbital that remains in the
original position with the signs of its lobes reversed contributes —1.

4. Reduce each representation from Step 3 to its irreducible representations. This is
equivalent to finding the symmetry of the group orbitals or the symmetry-
adapted linear combinations (SALCs) of the orbitals. The group orbitals are
then the combinations of atomic orbitals that match the symmetry of the irre-
ducible representations.

5. Find the atomic orbitals of the central atom with the same symmetries (irre-
ducible representations) as those found in Step 4.

6. Combine the atomic orbitals of the central atom and those of the group orbitals
with the same symmetry and similar energy to form molecular orbitals. The total
number of molecular orbitals formed equals the number of atomic orbitals used
from all the atoms. !

In summary, the process used in creating molecular orbitals is to match the
symmetries of the group orbitals (using their irreducible representations) with the
symmetries of the central atom orbitals. If the symmetries match and the energies are
not too different, there is an interaction (both bonding and antibonding); if not, there
18 no interaction.

The process can be carried further to obtain numerical values of the coefficients
of the atomic orbitals used in the molecular orbitals.'® For the qualitative pictures we
will describe, it is sufficient to say that a given orbital is primarily composed of one
of the atomic orbitals or that it is composed of roughly equal contributions from each
of several atomic orbitals. The coefficients may be small or large, positive or nega-
tive, similar or quite different, depending on the characteristics of the orbital under
consideration. Several computer software packages are available that will calculate
these coefficients and generate the pictorial diagrams that describe the molecular
orbitals.

5-4-1 FHF~

FHF™, an example of very strong hydrogen bonding,! is a linear ion. FHE™ has D.,
symmetry, but the infinite rotation axis of the D..;, point group is difficult to work with.
In cases like this, it is possible to use a simpler point group that still retains the symme-
try of the orbitals. D, works well in this case, so it will be used for the rest of this sec-
tion (see Section 5-3-1 for a similar choice for CO). The character table of this group
shows the symmetry of the orbitals as well as the coordinate axes. For example, By, has
the symmetry of the z axis and of the p, orbitals on the fluorines; they are unchanged by
the E, Cy(z), o(xz), and o(yz) operations, and the Cy(y), Co(x), i, and o(xy) opera-
tions change their signs.

We use lower case labels on the molecular orbitals, with upper case for the atomic orbitals and for
representations in general. This practice is common, but not universal.

13, A. Cotton, Chemical Applications of Group Theory, 3rd ed., John Wiley & Sons, New York, 1990,
pp. 133-188.

193 H. Clark, J. Emsley, D. J. Jones, and R. E. Overill, J. Chem. Soc., 1981, 1219; J. Emsley, N. M.
Reza, H. M. Dawes, and M. B. Hursthouse, J. Chem. Soc. Dalton Trans., 1986, 313.
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Dy | E Glz) Gy) GCilx) i oly) oxz) o)

Ag 1 1 1 1 1 1 1 1 %yt 2
B, 1 1 -1 -1 1 1 ~1 -1 R, | o

By, 1 -1 1 -1 1 —1 1 -1 R, Xz

By, 1 -1 -1 1 1 -1 -1 1 R, vz

A, 1 1 1 1 -1 -1 -1 -1

By, 1 1 -1 -1 -1 -1 1 1 z

B, 1 -1 1 -1 -1 1 -1 1

Ba, 1 -1 -1 1 -1 1 1 ~1 x

The axes used and the fluorine atom group orbitals are given in Figure 5-16; they
are the 25 and 2p orbitals of the fluorine atoms, considered as pairs. These are the same
combinations that formed bonding and antibonding orbitals in diatomic molecules (e.g.,
Pxa t Pxb» Pxa — Pxp), but they are now separated by the central H atom. As usual, we
need to consider only the valence atomic orbitals (2s and 2p). The orbitals are num-
bered 1 through 8 for easier reference. The symmetry of each group orbital (SALC) can
be found by comparing its behavior with each symmetry operation with the irreducible
representations of the character table. The symmetry labels in Figure 5-16 show the
results. For example, the 2s orbitals on the fluorine atoms give the two group orbitals 1
and 2. The designation “group orbital” does not imply direct bonding between the two
fluorine atoms. Instead, group orbitals should be viewed merely as sets of similar or-
bitals. As before, the number of orbitals is always conserved, so the number of group
orbitals is the same as the number of atomic orbitals combined to form them. We will
now consider how these group orbitals may interact with atomic orbitals on the central
atom, with each group orbital being treated in the same manner as an atomic orbital.

Atomic orbitals and group orbitals of the same symmetry can combine to form
molecular orbitals, just as atomic orbitals of the same symmetry can combine to form
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FIGURE 5-17 Interaction of
Fluorine Group Orbitals with the
Hydrogen 1s Orbital.

FIGURE 5-18 Molecular Orbital Diagram of FHF .
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group orbitals. Interaction of the A, Ls orbital of hydrogen with the A, orbitals of the
fluorine atoms (group orbitals 1 and 3) forms bonding and antibonding orbitals, as
shown in Figure 5-17. The ovcrall set of molecular orbitals is shown in Figure 5-18.
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Both sets of interactions are permitted by the symmetry of the orbitals involved.
However, the energy match of the 1s orbital of hydrogen (orbital potential
energy = —13.6 €V) is much better with the 2p, of fluorine (—18.7 eV) than with the
2s of fluorine (—40.2 eV). Consequently, the 1ls orbital of hydrogen interacts much
more strongly with group orbital 3 than with group orbital 1 (Figure 5-18). Although the
orbital potential energies of the H 1s and F 2s orbitals differ by almost 30 eV, some cal-
culations show a small interaction between them.

In sketching the molecular orbital energy diagrams of polyatomic species, we will
show the orbitals of the central atom on the far left, the group orbitals of the surround-
ing atoms on the far right, and the resulting molecular orbitals in the middle.

Five of the six group orbitals derived from the 2p orbitals of the fluorines do not
interact with the central atom; these orbitals remain essentially nonbonding and contain
lone pairs of electrons. There is a slight interaction between orbitals on non-neighboring
atoms, but not enough to change their energies significantly. The sixth 2p group orbital,
the 2p, group orbital (number 3), interacts with the 1s orbital of hydrogen to give two
molecular orbitals, one bonding and one antibonding. An electron pair occupies the
bonding orbital. The group orbitals from the 2s orbitals of the fluorine atoms are much
lower in energy than the 1s orbital of the hydrogen atom and are essentially nonbonding.

The Lewis approach to bonding requires two electrons to represent a single bond
between two atoms and would result in four electrons around the hydrogen atom of
FHE". The molecular orbital picture is more successful, with a 2-electron bond delocal-
ized over three atoms (a 3-center, 2-electron bond). The bonding MO in Figures 5-17
and 5-18 shows how the molecular orbital approach represents such a bond: two elec-
trons occupy a low-energy orbital formed by the interaction of all three atoms (a central
atom and a two-atom group orbital). The remaining electrons are in the group orbitals
derived from the p, and p, orbitals of the fluorine, at essentially the same energy as that
of the atomic orbitals.

In general, larger molecular orbitals (extending over more atoms) have lower en-
ergies. Bonding molecular orbitals derived from three or more atoms, like the one in
Figure 5-18, usually have lower energies than those that include molecular orbitals from
only two atoms, but the total energy of a molecule is the sum of the energies of all of the
electrons in all the orbitals. FHF™ has a bond energy of 212 kJ/mol and F—H dis-
tances of 114.5 pm. HF has a bond energy of 574 kJ/mol and an F—H bond distance
of 91.7 pm.2°

EXERCISE 5-4

Sketch the energy levels and the molecular orbitals for the H;" ion, using linear geometry.
Include the symmetry labels for the orbitals.

542 CO,

Carbon dioxide, another linear molecule, has a more complicated molecular orbital
description than FHF ™. Although the group orbitals for the oxygen atoms are identical
to the group orbitals for the fluorine atoms in FHF ", the central carbon atom in CO, has
both s and p orbitals capable of interacting with the 2p group orbitals on the oxygen
atoms. As in the case of FHF~, CO; has Dy, symmetry, but the simpler D, point group
will be used.

2OM. Mautner, J. Am. Chem. Soc., 1984, 106, 1257.
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FIGURE 5-19 Group Orbital Symmetry in CO,.

OO

The group orbitals of the oxygen atoms are the same as those for the fluorine
atoms shown in Figure 5-16. To determine which atomic orbitals of carbon are of cor-
rect symmetry to interact with the group orbitals, we will consider each of the group or-
bitals in turn. The combinations are shown again in Figure 5-19 and the carbon atomic
orbitals are shown in Figure 5-20 with their symmetry labels for the Dy, point group.

FIGURE 5-20 Symmetry of the Q Ag O :
2s 2pz

Carbon Atomic Orbitals in the Dy,
Point Group.

Group orbitals 1 and 2 in Figure 5-21, formed by adding and subtracting the oxy-
gen 2s orbitals, have A, and By, symmetry, respectively. Group orbital 1 is of appropri-
ate symmetry to interact with the 2s orbital of carbon (both have A, symmetry), and
group orbital 2 is of appropriate symmetry to interact with the 2p, orbital of carbon
(both have Bj, symmetry).
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FIGURE 5-21 Group Orbitals 1 and 2 for CO,.

Group orbitals 3 and 4 in Figure 5-22, formed by adding and subtracting the oxy-
gen 2p, orbitals, have the same A, and By, symmetries. As in the first two, group
orbital 3 can interact with the 2s of carbon and group orbital 4 can interact with the
carbon 2p,.



5-4 Molecular Orbitals for Larger Molecules 145

2p, group orbitals elile s
oo
/ N A
/ N g
, AY
7/ \\
/ N
/ N
’ N
/ oo
¢ 7 2p
3 O-C@ / i
7
e ,/ //
2s )/
\\ ,
Y /
N 7
hY ’
\ /7
N
\ /l
SO0/
0OCO -C- 0OCO 0-0
CXDOEX OO
4 \
7 \
Ve A\
s AY
.7 A Blu
’ A
oD, \
2 A3 AY
P, Y Y
\ AY
AY AY
v \
AY AY
\ A
A \
4 EO-EEO \ DO DD
AN //—2
\ P
A e
\ s
\\ /’
\ OODO0 7
0OCO C OoCco 00

FIGURE 5-22 Group Orbitals 3 and 4 for CO,.

The 2s and 2p, orbitals of carbon, therefore, have two possible sets of group or-
bitals with which they may interact. In other words, all four interactions in Figures 5-21
and 5-22 occur, and all four are symmetry allowed. It is then necessary to estimate
which interactions can be expected to be the strongest from the potential energies of the
2s and 2p orbitals of carbon and oxygen given in Figure 5-23.

Interactions are strongest for orbitals having similar energies. Both group orbital
1, from the 25 orbitals of the oxygen, and group orbital 3, from the 2p, orbitals, have the
proper symmetry to interact with the 2s orbital of carbon. However, the energy match
between group orbital 3 and the 2s orbital of carbon is much better (a difference of
3.6 eV) than the energy match between group orbital 1 and the 2 of carbon (a difference
of 12.9 eV); therefore, the primary interaction is between the 2p, orbitals of oxygen and

or
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Orbital 2 2 2
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Oxygen -324eV ~159eV 20 =
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FIGURE 5-23 Orbital Potential Orbital

Energies of Carbon and Oxygen. potential energies
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FIGURE 5-24 Group Orbitals 5 and 6 for CO,.

the 2s orbital of carbon. Group orbital 2 also has energy too low for strong interaction
with the carbon p, (a difference of 21.7 eV), so the final molecular orbital diagram
(Figure 5-26) shows no interaction with carbon orbitals for group orbitals 1 and 2.

EXERCISE 5-5

Using orbital potential energies, show that group orbital 4 is more likely than group orbital 2
to interact strongly with the 2p, orbital of carbon.

The 2p, orbital of carbon has By, symmetry and interacts with group orbital 5
(Figure 5-24). The result is the formation of two 7 molecular orbitals, one bonding and
one antibonding. However, there is no orbital on carbon with B3, symmetry to interact
with group orbital 6, formed by combining 2p, orbitals of oxygen. Therefore, group or-
bital 6 is nonbonding.

Interactions of the 2p, orbitals are similar to those of the 2p,, orbitals. Group or-
bital 7, with B,, symmetry, interacts with the 2p, orbital of carbon to form 7 bonding
and antibonding orbitals, whereas group orbital 8 is nonbonding (Figure 5-25).

The overall molecular orbital diagram of CO, is shown in Figure 5-26. The 16 va-
lence electrons occupy, from the bottom, two essentially nonbonding o orbitals, two
bonding o orbitals, two bonding a orbitals, and two nonbonding 7 orbitals. In other
words, two of the bonding electron pairs are in ¢ orbitals and two are in 1 orbitals, and
there are four bonds in the molecule, as expected. As in the FHF ™ case, all the occupied
molecular orbitals are 3-center, 2-electron orbitals and all are more stable (have lower
energy) than 2-center orbitals.

The molecular orbital picture of other linear triatomic species, such as N3, CS,,
and OCN™, can be determined similarly. Likewise, the molecular orbitals of longer

2p _ group orbitals % % %
frm—
/// \\
S \\
;_@8_--(/// \\\\\ B3u BZg
LN \
7 N \\%’_%i 8 ___f%__ ______ B8
N o %
\ " e C OCO 0-0
888
0CO C. 0CO 0-0

FIGURE 5-25 Group Orbitals 7 and 8 for CO,.
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C co, 20

Molecular orbitals Group orbitals

FIGURE 5-26 Molecuiar Orbitals of CO,.

polyatomic species can be described by a similar method. Examples of bonding in
linear  systems will be considered in Chapter 13,

EXERCISE 5-6

Prepare a molecular orbital diagram for the azide ion, N3~

EXERCISE 5-7

Prepare a molecular orbital diagram for the BeH, molecule.
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FIGURE 5-27 Symmetry of the

Water Molecule.

5-4-3 H,0

Molecular orbitals of nonlinear molecules can be determined by the same procedures.
Water will be used as an example, and the steps of the previous section will be used.

I.

Water is a simple triatomic bent molecule with a C; axis through the oxygen and
two mirror planes that intersect in this axis, as shown in Figure 5-27. The point
group is therefore C,,,.

The C, axis is chosen as the z axis and the xz plane as the plane of the molecule.?!
Because the hydrogen 1s orbitals have no directionality, it is not necessary to as-
sign axes to the hydrogens.

Because the hydrogen atoms determine the symmetry of the molecule, we will
use their orbitals as a starting point. The characters for each operation for the 1s
orbitals of the hydrogen atoms can be obtained easily. The sum of the contribu-
tions to the character (1, 0, or —1, as described previously) for each symmetry op-
eration is the character for that operation, and the complete list for all operations
of the group is the reducible representation for the atomic orbitals. The identity
operation leaves both hydrogen orbitals unchanged, with a character of 2.
Twofold rotation interchanges the orbitals, so each contributes 0, for a total char-
acter of 0. Reflection in the plane of the molecule (o) leaves both hydrogens un-
changed, for a character of 2; reflection perpendicular to the plane of the
molecule (') switches the two orbitals, for a character of 0, as in Table 5-2.

TABLE 5-2 o co o
Representations for C;, Symmetry Operations for Hydrogen Atoms in Water

C,, Character Table

¢y | E C; o,(x2)  o/(y2) | l
A4 1 1 1 z X2, yz, 2
Ap 1 1 -1 -1 R, xy
B 1 -1 1 -1 X R, xz
By 1 -1 -1 1 v, R, vz

H,/ 1 O/l H

{iH;’] = {O J[ HZ] for the identity operation

H, 1| H

[HZ'] = \:? 0}[}[’;] for the C, operation

H,’ H

[Hz,j} = [(]) ?J[Hj for the o, reflection (xz plane)

H,’ 0 1 H, , Lo
l:Hb'} = [1 O:ll:Hb:{ for the o, reflection (yz plane)

The reducible representation I' = A; + By:

Coy E C, o (xz) 0,/ (32)

r 2 0 2 0

A 1 1 1 i Z
B 1 ~1 1 ~1 x

21gome sources use the yz plane as the plane of the molecule. This conventionresultsinI' = Ay + By

and switches the b; and b; labels of the molecular orbitals.




FIGURE 5-28 Symmetry of
Atomic and Group Orbitals in the
Water Molecule.

Characters

Characters

Characters - 1

Characters

5-4 Molecular Orbitals for Larger Molecules 149

Hydrogen orbitals E c, c G’

By

H —H,

Ay
H +H,

Oxygen orbitals E c, o o/

r, B

Characters 1 -1 -1 1

r. B OO ©O OD
1 1

O O 0 0

P, Al

Characters i 1 1 1

4 O O O O

1

The representation I' can be reduced to the irreducible representations A; + By,
representing the symmetries of the group orbitals. These group orbitals can now
be matched with orbitals of matching symmetries on oxygen. Both 2s and 2p,
orbitals have A; symmetry, and the 2p, orbital has B; symmetry. In finding
molecular orbitals, the first step is to combine the two hydrogen ls orbitals.

1
The sum of the two, —=[W¥(H,) + V¥ (H,)], has symmetry A; and the difference,

: V2

—-\/, [W(H,) — W(H;)], has symmetry By, as can be seen by examining Figure
2

5-28. These group orbitals, or symmetry-adapted linear combinations, are each

then treated as if they were atomic orbitals. In this case, the atomic orbitals are
identical and have equal coefficients, so they contribute equally to the group

orbitals. The normalizing factor is —~. In general, the normalizing factor for a
group orbital is V2

1

V Ec,-z

where ¢; = the coefficients on the atomic orbitals, Again, each group orbital is
treated as a single orbital in combining with the oxygen orbitals.

N =

The same type of analysis can be applied to the oxygen orbitals. This requires
only the addition of —1 as a possible character when a p orbital changes sign.
Each orbital can be treated independently.
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TABLE 5-3- T
Molecular Orbitals forWater .~ -~ .. =~ L ,
Molecuiar Oxygen Atomic Group Orbitals
Svmmetry Orbitals Orbitals from Hydrogen Atoms Description
B W co U(px) + c10 [W(Hy) — G(Hy)] antibonding (c; is negative)
Ay Vs = o7 B(s) + cg [W(H,) + W(Hy)) antibonding (cg is negative)
B, v, = U(py) nonbonding
A Wy csG(p,) + cg [W(H,) + Y(Hy) ] nearly nonbonding ¢slightly
bonding; ¢4 1s very small)
By ¥y = 3 (px) + cq [W(Hy) — B(Hy)) bonding (c4 is positive)
Ay v, cybi(s) + o3 [B(H,) + $(Hy)] bonding (c; is positive)

The s orbital is unchanged by all the operations, so it has A; symmetry.
The p, orbital has the B; symmetry of the x axis.
The p, orbital has the B, symmetry of the y axis.
The p, orbital has the A; symmetry of the z axis.

The x, v, and z variables and the more complex functions in the character tables
assist in assigning representations to the atomic orbitals.

6. The atomic and group orbitals with the same symmetry are combined into molec-
ular orbitals, as listed in Table 5-3 and shown in Figure 5-29. They are numbered
W, through W¢ in order of their energy, with 1 the lowest and 6 the highest.

The Ay group orbital combines with the s and p, orbitals of the oxygen to form
three molecular orbitals: one bonding, one nearly nonbonding (slightly bonding), and
one antibonding (three atomic or group orbitals forming three molecular orbitals, ¥,
W5, and Ws). The oxygen p, has only minor contributions from the other orbitals in the
weakly bonding W5 orbital, and the oxygen s and the hydrogen group orbitals combine
weakly to form bonding and antibonding W and W5 orbitals that are changed only
slightly from the atomic orbital energies.

The hydrogen B; group orbital combines with the oxygen p, orbital to form two
MOs, one bonding and one antibonding (W, and W¢). The oxygen p, (¥4, with B,
symmetry) does not have the same symmetry as any of the hydrogen 1s group orbitals,
and is a nonbonding orbital. Overall, there are two bonding orbitals, two nonbonding or
nearly nonbonding orbitals, and two antibonding orbitals. The oxygen 2s orbital is near-
ly 20 eV below the hydrogen orbitals in energy, so it has very little interaction with
them. The oxygen 2p orbitals are a good match for the hydrogen 1s energy, allowing
formation of the bonding by and a; molecular orbitals.

When the eight valence electrons available are added, there are two pairs in bond-
ing orbitals and two pairs in nonbonding orbitals, which are equivalent to the two bonds
and two lone pairs of the Lewis electron-dot structure. The lone pairs are in molecular
orbitals, one b, from the p,, of the oxygen, the other @ from a combination of s and p,
of the oxygen and the two hydrogen 1s orbitals. The resulting molecular orbital diagram
is shown in Figure 5-29.

The molecular orbital picture differs from the common conception of the water
molecule as having two equivalent lone electron pairs and two equivalent O — H bonds.
In the MO picture, the highest energy electron pair is truly nonbonding, occupying the
2p,, orbital perpendicular to the plane of the molecule. The next two pairs are bonding
pairs, resulting from overlap of the 2p, and 2p, orbital with the 1s orbitals of the hy-
drogens. The lowest energy pair is a lone pair in the essentially unchanged 2s orbital of
the oxygen. Hete, all four occupied molecular orbitals are different.
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FIGURE 5-29 Molecular Orbitals
of H,O. (6] H20 H
5.4-4 NH;

Valence shell electron pair repulsion (VSEPR) arguments describe ammonia as a pyra-
midal molecule with a Jone pair of electrons and Cs,, symmetry. For the purpose of ob-
taining a molecular orbital picture of NHj, it is convenient to view this molecule
looking down on the lone pair (down the Cj3, or z, axis) and with the the yz plane pass-
ing through one of the hydrogens. The reducible representation for the three H atom 1s
orbitals is given in Table 5-4. It can be reduced by the methods given in Chapter 4 to the
Ay and £ irreducible representations, with the orbital combinations in Figure 5-30. Be-
cause three hydrogen 1s orbitals are to be considered, there must be three group orbitals
formed from them, one with A; symmetry and two with E symmetry.
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FIGURE 5-30 Group Orbitals of
NH,.

C3, Character Table

C_gv E 2 C3 3 Ty

Ay 1 1 1 z X2+ 0yt 2

As 1 1 -1

E 2 -1 0 (x,y), (Ry, Ry) (x* = ¥, xy) (xz,¥2)

The reducible representation I' = Ay + E:

Cs, E 2C; 3o,
T 3 0 1
Ay 1 1 1 z x4 32 72
E 2 - 0 (x.3.). (Re.Ry) | (2% = % xy) (xz.32)
Hydrogen orbitals
4,
H,+H, +H,
Characters
E
2H, -H,—H,
Hb - Hc

Characters

Nitrogen orbitals
E

Py

Py

Characters
)

2,

s

Characters

The s and p, orbitals of nitrogen both have A, symmetry, and the pair p,, p, has
E symmetry, exactly the same as the representations of the hydrogen 1s orbitals. There-
fore, all orbitals of nitrogen are capable of combining with the hydrogen orbitals. As in
water, the orbitals are grouped by symmetry and then combined.

Up to this point, it has been a simple matter to obtain a description of the group
orbitals. Each polyatomic example considered (FHF ", CO,, H,0) has had two atoms
attached to a central atom and the group orbitals could be obtained by matching atomic
orbitals on the terminal atoms in both a bonding and antibonding sense. In NHj, this is
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no longer possible. The A; symmetry of the sum of the three hydrogen 1s orbitals is
easily seen, but the two group orbitals of £ symmetry are more difficult to see. (The ma-
trix description of C; rotation for the x and y axes in Section 4-3-3 may also be helpful.)
One condition of the equations describing the molecular orbitals is that the sum of the
squares of the coefficients of each of the atomic orbitals in the LCAOs equals 1 for each
atomic orbital. A second condition is that the symmetry of the central atom orbitals
matches the symmetry of the group orbitals with which they are combined. In this case,
the £ symmetry of the SALCs must match the £ symmetry of the nitrogen p,., p, group
orbitals that are being combined. This condition requires one node for each of the E
group orbitals. With three atomic orbitals, the appropriate combinations are then

L[Z*If(Ha) — W(H,) — ¥(H,)] and L

G Va

The coefficients in these group orbitals result in equal contribution by each atom-
ic orbital when each term is squared (as is done in calculating probabilities) and the
terms for each orbital summed.

[W(H,) — W(H)]

Lo (22
For H,, the contributionis | —= | = —

V6

Y 1\ 2
For Hy and H,., the contributionis | —= | +{—=} = —

Ve V2/ 3

H,. H;, and H,_ each also have a contribution of I/3 in the A; group orbital,

1 LN
—\E[‘I’(Ha) + W(H,) + ¥(H,)], (\ﬁ) -

giving a total contribution of 1 by each of the atomic orbitals.

Again, each group orbital is treated as a single orbital, as shown in Figures 5-30
and 5-31, in combining with the nitrogen orbitals. The nitrogen s and p, orbitals com-
bine with the hydrogen Ay group orbital to give three a; orbitals, one bonding, one non-
bonding, and one antibonding. The nonbonding orbital is almost entirely nitrogen p.,
with the nitrogen s orbital combining effectively with the hydrogen group orbital for the
bonding and antibonding orbitals.

The nitrogen p, and p, orbitals combine with the E group orbitals

L [2w(n,) - w(H,) - W(H)] and —l\gwwb) — W(H,)]

Ve

to form four e orbitals, two bonding and two antibonding (e has a dimension of 2, which
requires a pair of degenerate orbitals). When eight electrons are put into the lowest en-
ergy levels, three bonds and one nonbonded lone pair are obtained, as suggested by the
Lewis electron-dot structure. The 1s orbital energies of the hydrogen atoms match well
with the energies of the nitrogen 2p orbitals, resulting in large differences between the
bonding and antibonding orbital energies. The nitrogen 2s has an energy low enough
that its interaction with the hydrogen orbitals is quite small and the molecular orbital
has nearly the same energy as the nitrogen 2s orbital.

The HOMO of NHj is slightly bonding, because it contains an electron pair in an
orbital resulting from interaction of the 2p, orbital of nitrogen with the 1s orbitals of the
hydrogens (from the zero-node group orbital). This is the lone pair of the electron-dot
and VSEPR models. It is also the pair donated by ammonia when it functions as a Lewis
base (discussed in Chapter 6).
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FIGURE 5-31 Molecular Orbitals of NH;. All are shown with the orientation of the molecule at

5-4-5 BF3

mental observations.

Boron trifluoride is a classic Lewis acid. Therefore, an accurate molecular orbital

picture of BF3 should show, among other things, an orbital capable of acting as an
electron pair acceptor. The VSEPR shape is a planar triangle, consistent with experi-

Although both molecules have threefold symmetry, the procedure for describing
molecular orbitals of BFj differs from NH3, because the fluorine atoms surrounding the
central boron atom have 2p as well as 2s electrons to be considered. In this case, the p,

axes of the fluorine atoms are chosen so that they are pointing toward the boron atom

and the p, axes are in the plane of the molecule. The group orbitals and their symmetry
in the Dy, point group are shown in Figure 5-32. The molecular orbitals are shown in



FIGURE 5-32 Group Orbitals for
BF;.
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Figure 5-33 (omitting sketches of the five nonbonding 2p group orbitals of the fluorine
atoms for clarity).

As discussed in Chapter 3, resonance structures may be drawn for BF; showing
this molecule to have some double-bond character in the B—F bonds. The molecular
orbital view of BF3 has an electron pair in a bonding  orbital with a,” symmetry delo-
calized over all four atoms (this is the orbital slightly below the five nonbonding elec-
tron pairs in energy). Overall, BF5 has three bonding o orbitals (a;" and ¢’) and one
slightly bonding w orbital (a,”) occupied by electron pairs, together with eight non-
bonding pairs on the fluorine atoms. The greater than 10 eV difference between the B
and F p orbital energies means that this 1 orbital is only slightly bonding.

The LUMO of BF; is an empty 7 orbital (a,”), which has antibonding interac-
tions between the 2p, orbital on boron and the 2p, orbitals of the surrounding fluorines.
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FIGURE 5-33 Molecular Orbitals of BF;.
3

This orbital can act as an electron-pair acceptor (for example, from the HOMO of NH3)
in Lewis acid-base interactions.
The molecular orbitals of other trigonal species can be treated by similar proce-
dures. The planar trigonal molecules SO5, NOs ™, and CO5%" are isoelectronic with

BF;, with three o bonds and one = bond, as expected. Group orbitals can also be used
to derive molecular orbital descriptions of more complicated molecules. The simple
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approach described in these past few pages with minimal use of group theory can lead
conveniently to a qualitatively useful description of bonding in simple molecules.
More advanced methods based on computer calculations are necessary to deal with
more complex molecules and to obtain wave equations for the molecular orbitals.
These more advanced methods often use molecular symmetry and group theory.

The qualitative methods described do not allow us to determine the energies of
the molecular orbitals, but we can place them in approximate order from their shapes
and the expected overlap. The intermediate energy levels in particular are difficult to
place in order. Whether an individual orbital is precisely nonbonding, slightly bonding,
or slightly antibonding is likely to make little difference in the overall energy of the
molecule. Such intermediate orbitals can be described as essentially nonbonding.

Differences in energy between two clearly bonding orbitals are likely to be more sig-
nificant in the overall energy of a molecule. The 7 interactions are generally weaker than o
interactions, so a double bond made up of one o orbital and one 7 orbital is not twice as
strong as a single bond. In addition, single bonds between the same atoms may have widely
different energies. For example, the C—C bond is usually described as having an energy
near 345 kJ/mol, a value averaged from a large number of different molecules. These indi-
vidual values may vary tremendously, with some as low as 63 and others as high as
628 kJ/mol.?? The low value is for hexaphenyl ethane ((C¢Hs)sC—C(CgHs)) and the
high is for diacetylene (H—C=C—C=C—H), which are examples of extremes in
steric crowding and bonding, respectively, on either side of the C— C bond.

5-4-6 MOLECULAR SHAPES

We used simple electron repulsion arguments to determine the shapes of molecules in
Chapter 3, and assumed that we knew the shapes of the molecules described in this
chapter. How can we determine the shapes of molecules from a molecular orbital ap-
proach? The method is simple in concept, but requires the use of molecular modeling
software on a computer to make it a practical exercise.

There are several approaches to the calculation of molecular orbitals. Frequently,
the actual calculation is preceded by a simple determination of the shape based on semi-
empirical arguments similar to those used in Chapter 3. With the shape determined, the
calculations can proceed to determine the energies and compositions of the molecular
orbitals. In other cases, an initial estimate of the shape is made and then the two calcu-
lations are combined. By calculating the overall energy at different bond distances and
angles, the minimum energy is found. One of the principles of quantum mechanics is
that any energy calculated will be equal to or greater than the true energy, so we can be
confident that the energy calculated is not below the true value.

5-4-7 HYBRID ORBITALS

It is sometimes convenient to label the atomic orbitals that combine to form molecular
orbitals as hybrid orbitals, or hybrids. In this method, the orbitals of the central atom
are combined into equivalent hybrids. These hybrid orbitals are then used to form bonds
with other atoms whose orbitals overlap properly. This approach is not essential in de-
scribing bonding, but was developed as part of the valence bond approach to bonding to
describe equivalent bonds in a molecule. Its use is less common today, but it is included
here because it has been used so much in the past and still appears in the literature. It
has the advantage of emphasizing the overall symmetry of molecules, but is not com-
monly used in calculating molecular orbitals today.

225, W. Benson, J. Chem. Educ., 1965, 42, 502.
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Hybrid orbitals are localized in space and are directional, pointing in a specific di-
rection. In general, these hybrids point from a central atom toward surrounding atoms
or lone pairs. Therefore, the symmetry properties of a set of hybrid orbitals will be iden-
tical to the properties of a set of vectors with origins at the nucleus of the central atom
of the molecule and pointing toward the surrounding atoms.

For methane, the vectors point at the corners of a tetrahedron or at alternate cor-
ners of a cube. Using the 7; point group, we can use these four vectors as the basis of a
reducible representation. As usual, the character for each vector is 1 if it remains un-
changed by the symmetry operation, and 0 if it changes position in any other way (re-
versing direction is not an option for hybrids). The reducible representation for these
four vectorsis then I’ = A; + 7.

, | B s8¢ 3¢, 68, 6o, |

r 4 1 0 0 2

Ay 1 1 1 1 1 x4y
T 3 0 -1 -1 1 (x,9,2) (xy, xz, ¥z)

A1, the totally symmetric representation, has the same symmetry as the 2s orbital
of carbon, and 7, has the same symmetry as the three 2p orbitals taken together or the
d Xy d,., and dyZ orbitals taken together. Because the d orbitals of carbon are at much
higher energy and are therefore a poor match for the energies of the 1s orbitals of the
hydrogens, the hybridization for methane must be spS, combining all four atomic or-
bitals (one s and three p) into four equivalent hybrid orbitals, one directed toward each
hydrogen atom.

Ammonia fits the same pattern. Bonding in NH; uses all the nitrogen valence or-
bitals, so the hybrids are sp>, including one s orbital and all three p orbitals, with over-
all tetrahedral symmetry. The predicted HNH angle is 109.5°, narrowed to the actual
106.6° by repulsion from the lone pair, which also occupies an s p> orbital.

There are two alternative approaches to hybridization for the water molecule. For
example, the electron pairs around the oxygen atom in water can be considered as hav-
ing nearly tetrahedral symmetry (counting the two lone pairs and the two bonds equal-
ly). All four valence orbitals of oxygen are used, and the hybrid orbitals are sp>. The
predicted bond angle is then the tetrahedral angle of 109.5° compared with the experi-
mental value of 104.5°. Repulsion by the lone pairs, as described in the VSEPR section
of Chapter 3, is one explanation for this smaller angle.

In the other approach, which is closer to the molecular orbital description of
Section 5-4-3, the bent planar shape indicates that the oxygen orbitals used in mol-
ecular orbital bonding in water are the 2s, 2p,, and 2p, (in the plane of the mole-
cule). As a result, the hybrids could be described as sp2, a combination of one s
orbital and two p orbitals. Three sp? orbitals have trigonal symmetry and a predict-
ed HOH angle of 120°, considerably larger than the experimental value. Repulsion
by the lone pairs on the oxygen (one in an sp? orbital, one in the remaining py Or-
bital) forces the angle to be smaller.

Similarly, CO, uses sp hybrids and SO5 uses sp? hybrids. Only the ¢ bonding is
considered when determining the orbitals used in hybridization; p orbitals not used in
the hybrids are available for 7 interactions. The number of atomic orbitals used in the
hybrids is frequently the same as the number of directions counted in the VSEPR
method. All these hybrids are summarized in Figure 5-34, along with others that use d
orbitals.

Both the simple descriptive approach and the group theory approach to hybridiza-
tion are used in the following example.



IGURE 5-34 Hybrid Orbitals.
-Each single hybrid has the general

-shape w@ . The figures here
show all the resulting hybrids com-
bined, omitting the smaller lobe in
the sp3 and higher orbitals.
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Geometry Atomic orbitals used Hybrid orbitals

Linear s -

P > Two sp hybrid orbitals
Trigonal s

P >

p Three sp? hybrid orbitals

Tetrahedral s g )

Four sp® hybrid orbitals

t

Trigonal
bipyramidal

ISP B S AN

Five dsp3 hybrid orbitals

Octahedral s

Six d%sp hybrid orbitals

EXAMPLE

Determine the types of hybrid orbitals for boron in BF;.

For a trigonal planar molecule sach as BF;3, the orbitals likely to be involved in bond-
ing are the 2s, 2p,, and 2p, orbitals. This can be confirmed by finding the reducible represen-
tation in the Dy, point group of vectors pointing at the three fluorines and reducing it to the
irreducible representations. The procedure for doing this is outlined below.

1. Determine the shape of the molecule by VSEPR techniques and consider each sigma
bond to the central atom and each lone pair on the central atom to be a vector pointing out
from the center.

2. Find the reducible representation for the vectors, using the appropriate group and char-
acter table, and find the irreducible representations that combine to form the reducible
representation.

3. The atomic orbitals that fit the irreducible representations are those used in the hybrid orbitals.

Using the symmetry operations of the Dz, group, we find that the reducible representation
= A1’ + E".
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D3h £ 2C3 3C2 Gy 2S3 3O'VJ ’

r 3 0 i 3 0 1

Ay 1 1 1 1 1 1 x? + yh 2
E 2 -1 0 2 -1 0 (x,y) (x? = ¥ xy)

This means that the atomic orbitals in the hybrids must have the same symmetry prop-
erties as A’ and E'. More specifically, it means that one orbital must have the same symme-
try as Ay’ (which is one-dimensional) and two orbitals must have the same symmetry,
collectively, as E’ (which is two-dimensional). This means that we must select one orbital
with A; symmetry and one pair of orbitals that collectively have E’ symmetry. Looking at the
functions listed for each in the right-hand column of the character table, we see that the s or-
bital (not listed, but understood to be present for the totally symmetric representation) and the
d 2 orbitals match the A" symmetry. However, the 3d orbitals, the lowest possible d orbitals,
are too high in energy for bonding in BF; compared with the 2s and 2p. Therefore, the 2s or-
bital is the contributor, with A;’ symmetry.

The functions listed for E’ symmetry match the (p,, py) set or the (2,2, dy,) set.
The d orbitals are too high in energy for effective bonding, so the 2p, and 2p,, orbitals are used
by the central atom. A combination of one p orbital and one d orbital cannot be chosen be-
cause orbitals in parentheses must always be taken together.

Overall, the orbitals used in the hybridization are the 2s, 2p,, and 2p; orbitals of boron,
comprising the familiar sp2 hybrids. The difference between this approach and the molecular
orbital approach is that these orbitals are combined to form the hybrids before considering
their interactions with the fluorine orbitals. Because the overall symmetry is trigonal planar,
the resulting hybrids must have that same symmetry, so the three s p2 orbitals point at the three
corners of a planar triangle, and each interacts with a fluorine p orbital to form the three o
bonds. The energy level diagram is similar to the diagram in Figure 5-33, but the three o or-
bitals and the three o* orbitals each form degenerate sets. The 2p, orbital is not involved in
the bonding and serves as an acceptor in acid-base reactions.

EXERCISE 5-8

Determine the types of hybrid orbitals that are consistent with the symmetry of the central
atom in

a. PF5

b. [PtCl41>", a square planar ion

The procedure just described for determining hybrids is very similar to that used in
finding the molecular orbitals. Hybridization uses vectors pointing toward the outlying
atoms and usually deals only with o bonding. Once the o hybrids are known, 7 bonding
is easily added. It is also possible to use hybridization techniques for 7 bonding, but that
approach will not be discussed here.”* Hybridization may be quicker than the molecular
orbital approach because the molecular orbital approach uses all the atomic orbitals of
the atoms and includes both ¢ and 7 bonding directly. Both methods are useful and the
choice of method depends on the particular problem and personal preference.

EXERCISE 5-9

Find the reducible representation for all the o bonds, reduce it to its irreducible representa-
tions, and determine the sulfur orbitals used in bonding for SOC1,.

BE A, Cotton, Chemical Applications of Group Theory, 3rd ed., John Wiley & Sons, New York, 1990,
pp. 227-230.
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5-5 A few molecules described in Chapter 3 required expanded shells in order to have two
EXPANDED SHELLS clectrons in each bond (sometimes called hypervalent or hypercoordinate molecules).
AND MOLECULAR In addition, formal charge arguments lead to bonding descriptions that involve more
ORBITALS than eight electrons around the central atom, even when there are only three or four
outer atoms (see Figure 3-6). For example, we have also described SO,%™ as having two
double bonds and two single bonds, with 12 electrons around the sulfur. This has been
disputed by theoreticians who use the natural bond orbital or the natural resonance the-
ory method. Their results indicate that the bonding in sulfate is more accurately de-
scribed as a mixture of a simple tetrahedral ion with all single bonds to all the oxygen
atoms (66.2%) and structures with one double bond, two single bonds, and one ionic
bond (23.1% total, from 12 possible structures), as in Figure 5-35.2* Some texts have
described SO, and SO; as having two and three double bonds, respectively, which fit
the bond distances (143 pm in each) reported for them. However, the octet structures
with only one double bond in each molecule fit the calculations of the natural resonance
theory method better.

Molecules such as SFg, which seems to require the use of d orbitals to provide
room for 12 electrons around the sulfur atom, are described instead as having four sin-
gle S—F bonds and two ionic bonds, or as (SF42+)(F')2, also shown in Figure 5-35.%5
This conclusion is based on calculation of the atomic charges and electron densities for
the atoms. The low reactivity of SF; is attributed to steric crowding by the six fluorine
atoms that prevents attack by other molecules or ions, rather than to strong covalent
bonds, These results do not mean that we should completely abandon the descriptions
presented previously, but that we should be cautious about using oversimplified de-
scriptions. They may be easier to describe and understand, but they are frequently less
accurate than the more complete descriptions of molecular orbital theory, and there is
still discussion about the best model to use for the calculations. In spite of the remark-

able advances in calculation of molecular structures, there is still much to be done.

GENERAL  There are many books describing bonding and molecular orbitals, with levels ranging
REFERENCES  from those even more descriptive and qualitative than the treatment in this chapter to
those designed for the theoretician interested in the latest methods. A classic that starts at

the level of this chapter and includes many more details is R. McWeeny’s revision of

Coulson’s Valence, 3rd ed., Oxford University Press, Oxford, 1979. A different approach

that uses the concept of generator orbitals is that of J. G. Verkade, in A Pictorial

241.. Suidan, I. K. Badenhoop, E. D. Glendening, and F. Weinhold, J. Chem. Educ., 1995, 72, 583.

237, Cioslowski and S. T. Mixon, Inorg. Chem., 1993, 32, 3209; E. Magnusson, J. Am. Chem. Soc.,
1990, 112, 7940.
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Approach to Molecular Bonding and Vibrations, 2nd ed., Springer-Verlag, New York,
1997. The group theory approach in this chapter is similar to that of F. A. Cotton,
Chemical Applications of Group Theory, 3rd ed., John Wiley & Sons, New York, 1990. A
more recent book that extends the description is Y. Jean and F. Volatron, An Introduction
to Molecular Orbitals, translated and edited by J. K. Burdett, Oxford University Press,
Oxford, 1993. J. K. Burdett, Molecular Shapes, John Wiley & Sons, New York, 1980,
and B. M. Gimarc, Molecular Structure and Bonding, Academic Press, New York, 1979,
are both good introductions to the qualitative molecular orbital description of bonding.

PROBLEMS

5-1

5-4

5-7

Expand the list of orbitals considered in Figures 5-2 and 5-3 by using all three p
orbitals of atom A and all five d orbitals of atom B. Which of these have the necessary
match of symmetry for bonding and antibonding orbitals? These combinations are
rarely seen in simple molecules, but can be important in transition metal complexes.

Compare the bonding in 0,27, 0,7, and O,. Include Lewis structures, molecular or-
bital structures, bond lengths, and bond strengths in your discussion.

Although the peroxide ion, Q,%", and the acetylide ion, C,%", have long been
known, the diazenide ion (N,27) has only recently been prepared. By comparison
with the other diatomic species, predict the bond order, bond distance, and number
of unpaired electrons for N,2~. (Reference: G. Auffermann, Y. Prots, and R. Kniep,
Angew. Chem., Int. Ed., 2001, 40, 547)

a. Prepare a molecular orbital energy level diagram for NO, showing clearly how the
atomic orbitals interact to form MOs.

b. How does your diagram illustrate the difference in electronegativity between N and O?

¢. Predict the bond order and the number of unpaired electrons.

d. NO™ and NO ™~ are also known. Compare the bond orders of these ions with the bond
order of NO. Which of the three would you predict to have the shortest bond? Why?

a. Prepare a molecular orbital energy level diagram for the cyanide ion. Use sketches
to show clearly how the atomic orbitals interact to form MOs.

b. What is the bond order, and how many unpaired electrons does cyanide have?

¢. Which molecular orbital of CN™ would you predict to interact most strongly with a
hydrogen 1s orbital to form an H-—C bond in the reaction CN~ + HY —— HCN?
Explain.

The hypofluorite ion, OF ", can be observed only with difficulty.

a. Prepare a molecular orbital energy level diagram for this ion.

b. What is the bond order and how many unpaired electrons are in this ion?

¢. What is the most likely position for adding H" to the OF~ ion? Explain your choice.

Although KrF" and XeF ' have been studied, KrBr™ has not yet been prepared. For KrBr
a. Propose a molecular orbital diagram, showing the interactions of the valence shell s
and p orbitals to form molecular orbitals.

b. Toward which atom would the HOMO be polarized? Why?

¢. Predict the bond order.

d. Which is more electronegative, Kr or Br? Explain your reasoning.

Prepare a molecular orbital energy level diagram for SH™, including sketches of the or-
bital shapes and the number of electrons in each of the orbitals. If a program for calcu-
lating molecular orbitals is available, use it to confirm your predictions or Lo explain
why they differ.

Methylene, CH,, plays an important role in many reactions. One possible structure of
methylene is linear.

a. Construct a molecular orbital energy level diagram for this species. Include
sketches of the group orbitals, and indicate how they interact with the appropriate
orbitals of carbon.

b. Would you expect linear methylene to be diamagnetic or paramagnetic?




6-1

ACID-BASE
CONCEPTS AS
ORGANIZING
CONCEPTS

The concept of acids and bases has been important since ancient times. It has been used
to correlate large amounts of data and to predict trends. Jensen' has described a useful
approach in the preface to his book on the Lewis acid-base concept:

... acid-base concepts occupy a somewhat nebulous position in the logical structure of
chemistry. They are, strictly speaking, neither facts nor theories and are, therefore, never re-
ally “right” or “wrong.” Rather they are classificatory definitions or organizational analo-
gies. They are useful or not useful ... acid-base definitions are always a reflection of the
facts and theories current in chemistry at the time of their formulation and ... they must,
necessarily, evolve and change as the facts and theories themselves evolve and change. ..

The changing definitions described in this chapter have generally led to a more
inclusive and useful approach to acid-base concepts. Most of this chapter is concerned
with the Lewis definition, its more recent explanation in terms of molecular orbitals,
and its application to inorganic chemistry.

6-1-1 HISTORY

Practical acid-base chemistry was known in ancient times and developed gradually dur-
ing the time of the alchemists. During the early development of acid-base theory, exper-
imental observations included the sour taste of acids and the bitter taste of bases, color
changes in indicators caused by acids and bases, and the reaction of acids with bases to
form salts. Partial explanations included the idea that all acids contained oxygen (ox-
ides of nitrogen, phosphorus, sulfur, and the halogens all form acids in water), but by
the early 19th century, many acids that do not contain oxygen were known. By 1838,
Liebig defined acids as “‘compounds containing hydrogen, in which the hydrogen can
be replaced by a metal,” ? a definition that still works well in maity instances.

IW. B. Jensen, The Lewis Acid-Base Concepts, Wiley-Interscience, New York, 1980, p. vii.
2R, P. Bell, The Proton in Chemistry, 2nd ed., Cornell University Press, Ithaca, NY, 1973, p. 9.
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" TABLE 6-1-

Description

Date

Chapter 6 Acid-Base and Donor-Acceptor Chemistry

Compatison of Acid-Base LDé’fi‘hitip/ns

Definitions Examples

Acid Base Acid Base

Lavoisier
Liebig
Arxrhenius
Brgnsted-Lowry

Lewis
Ingold-Robinson
Lux-Flood
Usanovich
Solvent system
Frontier orbitals

~1776
1838
1894
1923

1923
1932
1939
1939
1950s
1960s

Oxide of N, P, S
H replaceable by metal

Reacts with acid SO NaOH
Reacts with acid HNO; NaOH
Forms hydroxide ion y* OH™
H;0" H,0
H,0 OH™
NH,* NH,
Electron pair donor Agt NH;4
Nucleophile (electron pair donor) BF; NH,
Oxide ion donor Si0, CaO
Electron donot Cl; Na
Solvent anion BrF,* BrFs~
HOMO of donor BF; NH;

Forms hydronium ion

Hydrogen ion donor Hydrogen ion acceptor

Electron pair acceptor

Electrophile (electron pair acceptor)
Oxide ion acceptor

Electron acceptor

Solvent cation

LUMO of acceptor

6-2

MAJOR ACID-BASE
CONCEPTS

Although many other acid-base definitions have been proposed and have been
useful in particular types of reactions, only a few have been widely adopted for general
use. Among these are the ones attributed to Arrhenius (based on hydrogen and hydrox-
ide ion formation), Brensted-Lowry (hydrogen ion donors and acceptors), and Lewis
(electron pair donors and acceptors). Others have received less attention or are useful
only in a narrow range of situations. For example, the Lux-Flood definition? is based on
oxide ion, 0%, as the unit transferred between acids (oxide 1on acceptors) and bases
(oxide ion donors). The Usanovich definition® proposes that any reaction leading to a
salt (including oxidation-reduction reactions) should be considered an acid-base reac-
tion. This definition could include nearly all reactions, and has been criticized for this
all-inclusive approach. The Usanovich definition is rarely used today, but it fits the fron-
tier orbital approach described in Section 6-2-5. The electrophile-nucleophile approach
of Ingold® and Robinson,® widely used in organic chemistry, is essentially the Lewis
theory with terminology related to reactivity (electrophilic reagents are acids, nucle-
ophilic reagents are bases). Another approach that is described later in this chapter is an
extension of the Lewis theory in terms of frontier orbitals. Table 6-1 summarizes these
acid-base definitions.

6-2-1 ARRHENIUS CONCEPT

Acid-base chemistry was first satisfactorily explained in molecular terms after Ostwald
and Arrhenius established the existence of ions in aqueous solution in 1880-1890 (after
much controversy and professional difficulties, Arrhenius received the 1903 Nobel
Prize in Chemistry for this theory). As defined at that time, Arrhenius acids form

. Lux, Z Electrochem,, 1939, 45, 303; H. Flood and T. Forland, Acta Chem. Scand., 1947, 1, 592,
718; W. B. Jensen, The Lewis Acid-Buse Concepts, Wiley-Interscience, New York, 1980, pp. 54-55.

M. Usanovich, Zh. Obshch. Khim., 1939, 9, 182; H. Gehlen, Z. Phys. Chem., 1954, 203, 125; H. L.
Finston and A. C. Rychtman, A New View of Current Acid-Base Theories, John Wiley & Sons, New York,
1982, pp. 140-146.

5C. K. Ingold, J. Chem. Soc., 1933, 1120; Chem. Rev,, 1934, 15, 225; Structure and Mechanism in
Organic Chemistry, Cornell University Press, Ithaca, NY, 1953, Chapter V; W. B. Jensen, The Lewis Acid-
Base Concepts, Wiley-Interscience, New York, 1980, pp. 58-59.

SR. Robinson, Qutline of an Electrochemical (Electronic) Theory of the Course of Organic Reactions,
Institute of Chemistry, London, 1932, pp. 12-15; W. B. Jensen, The Lewis Acid-Base Concepts, Wiley-
Interscience, New York, 1980, pp. 58-59.
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hydrogen ions (now frequently called hydronium or oxonium’ ions, H;0%) in
aqueous solution, Arrhenius bases form hydroxide ions in aqueous solution, and
the reaction of hydrogen ions and hydroxide ions to form water is the universal aqueous
acid-base reaction. The ions accompanying the hydrogen and hydroxide ions form a
salt, so the overall Arrthenius acid-base reaction can be written

acid + base — salt + water
For example,

hydrochloric acid + sodium hydroxide —> sodium chloride + water
HY + CI” + Na" + OH™ — Na™ + CI” + H,0

This explanation works well in aqueous solution, but it is inadequate for non-
aqueous solutions and for gas and solid phase reactions in which H* and OH™ may not
exist. Definitions by Brgnsted and Lewis are more appropriate for general use.

6-2-2 BRONSTED-LOWRY CONCEPT

In 1923, Bronsted® and L()ery9 defined an acid as a species with a tendency to lose a
hydrogen ion and a base as a species with a tendency to gain a hydrogen ion.” This
definition expanded the Arrhenius list of acids and bases to include the gases HCl and
NHj3, along with many other compounds. This definition also introduced the concept of
conjugate acids and bases, differing only in the presence or absence of a proton, and
described all reactions as occurring between a stronger acid and base to form a weaker
acid and base:

H;0" + NO,” — H,0 + HNO,

acid 1 base 2 base 1 acid 2
Conjugate acid-base pairs: Acid Base
H,0™" H,0
HNO, NO,~

In water, HCI and NaOH react as the acid H3O+ and the base OH™ to form water, which
is the conjugate base of H;O™ and the conjugate acid of OH ™. Reactions in nonaqueous
solvents having ionizable hydrogens parallel those in water. An example of such a sol-
vent is liquid ammonia, in which NH,4Cl and NalNH; react as the acid NH," and the
base NH, ™ to form NH3, which is both a conjugate base and a conjugate acid:

NH," + CI” + Nat + NH,” — Na' + CI” + 2NH;

with the net reaction

NH," + NH,” — 2 NH;

acid base conjugate base
and conjugate acid

"In American practice, H;O" is frequently called the hydronium ion. The International Union of Pure
and Applied Chemistry (fTUPAC) now recommends oxonium for this species. In many equations, the shorthand
H¥ notation is used, for which the TUPAC recommends the terms hydron or hydrogen ion, rather than proton.

§J. N. Bronsted, Rec. Trav. Chem., 1923, 42, 718.

T M. Lowry, Chem. Ind. (London), 1923, 42, 43.
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In any solvent, the direction of the reaction always favors the formation of weaker acids
or bases than the reactants. In the two examples above, H;O" is a stronger acid than
HNO, and the amide ion is a stronger base than ammonia (and ammonium ion is a
stronger acid than ammonia), so the reactions favor formation of HNO, and ammonia.

6-2-3 SOLVENT SYSTEM CONCEPT

Aprotic nonaqueous solutions require a similar approach, but with a different definition
of acid and base. The solvent system definition applies to any solvent that can dissociate
into a cation and an anion (autodissociation), where the cation resulting from autodis-
sociation of the solvent is the acid and the anion is the base. Solutes that increase
the concentration of the cation of the solvent are considered acids and solutes that
increase the concentration of the anion are considered bases.

The classic solvent system is water, which undergoes autodissociation:

2H,0 = H;0" + OH~

By the solvent system definition, the cation, H3O+, is the acid and the anion, OH ™, is
the base. For example, in the reaction

H,S804 + H,O — H30+ + HSO,~
sulfuric acid increases the concentration of the hydronium ion and is an acid by any of
the three definitions given.

The solvent system approach can also be used with solvents that do not contain
hydrogen. For example, BrF; also undergoes autodissociation:

2 BrF; = BrF," + BrF,~

Solutes that increase the concentration of the acid, BrF2+, are considered acids. For
example, SbFs is an acid in BrFj:

SbFs + BrF; — BrE,” + SbF4~
and solutes such as KF that increase the concentration of BrF, ™ are considered bases:
F~ + BrFy —— BrF,
Acid-base reactions in the solvent system concept are the reverse of autodissociation:

H30+ + OH —— 2 Hzo
BrF,” + BrE,” — 2 BrF;
The Arrhenius, Brgnsted-Lowry, and solvent system necutralization reactions can be
compared as follows:
Arrhenius: acid + base —> salt + water

Bregnsted: acid I + base 2 —> base 1 + acid 2

Solvent system: acid + base —> solvent
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Properties of Solvents
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EXERCISE 6-1

IF5 undergoes autodissociation into IF," + IFg™. SbFs acts as an acid and KF acts as a base
when dissolved in IF5. Write balanced chemical equations for these reactions.

Table 6-2 gives some properties of common solvents. The pKj,, is the autodisso-
ciation constant for the pure solvent, indicating that, among these acids, sulfuric acid
dissociates much more readily than any of the others, and that acetonitrile is least likely
to autodissociate. The boiling points are given to provide an estimate of the conditions
under which each solvent might be used.

Caution is needed in interpreting these reactions. For example, SOCl, and SO3%~
react as acid and base in SO, solvent, with the reaction apparently occurring as

SOCL, + SO3>~ = 250, + 2CI”
It was at first believed that SOCI, dissociated and that the resulting SO?* reacted
with SO
SOClL, == SO*" + 2CI”
SO + 0577 == 2 S0,

However, the reverse reactions should lead to the exchange of oxygen atoms between
SO; and SOCl,, but none is observed.'? The details of the SOCl, + SO3>” reaction
are still uncertain, but may involve dissociation of only one chloride, as in

SOCl, == SOClI" + CI”

Protic Solvents

Solvent Acid Cation Base Anion PKi (25°C) Boiling point (° C)

Sulfuric acid, H,SOy4 H1804" HSO,~ 3.4 (109 330

Hydrogen fluoride, HF HoF* HF,™ ~12 (0°) 19.5

Water, H,0 H;0" OH™ 14 100

Acetic acid, CH;COOH CH;COOH,* CH;CO0O™ 14.45 118.2

Methanol, CH;OH CH;0H," CH;0™ 18.9 64.7

Ammonia, NH3 NH," NH,~ 27 ~33.4

Acetonitrile, CH;CN CH;CNH™ CH,CN™ 28.6 81
Aprotic Solvents

Solvent Boiling Point (° C)

Sulfur dioxide, SO, —10.2

Dinitrogen tetroxide, N,Oy 21.2

Pyridine. CsH3N 115.5

Bromine trifluoride, BrF, 127.6

Diglyme, CH3(OCH,CH5),0CH; 162

[ D S

Source: Data from W. L. Jolly, The Synthesis and Characterization of Inorganic Compounds, Prentice Hall, Englewood Cliffs, NJ, 1970,
pp- 99-101. Data for many other solvents are also given by Jolly.

0w, L.J olly, The Synthesis and Characterization of Inorganic Compounds, Prentice Hall, Englewood
Cliffs. NJ, 1970, pp. 108-109; R. E. Johnson, T. H. Norris, and J. L. Huston, J. Am. Chem. Soc., 1951, 73,
3052.
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FIGURE 6-1 Donor-Acceptor
Bonding in BF3°NHj.

EXERCISE 6-2

Show that the reverse of the reactions

SOCl, == SO** + 2CI”
SO + 8032 = 250,

should lead to oxygen atom exchange between SO, and SOCIl,, if one of them initially
contains '%0.

6-2-4 LEWIS CONCEPT

Lewis'! defined a base as an electron-pair donor and an acid as an electron-pair
acceptor. This definition further expands the list to include metal ions and other elec-
tron pair acceptors as acids and provides a handy framework for nonaqueous reactions.
Most of the acid-base descriptions in this book will use the Lewis definition, which
encompasses the Brgnsted-Lowry and solvent system definitions. In addition to all the
reactions discussed previously, the Lewis definition includes reactions such as

Agt + 2:NH; — [H3N:Ag:NH;]"

with silver ion (or other cation) as an acid and ammonia (or other electron-pair donor)
as a base. In reactions such as this one, the product is often called an adduct, a product
of the reaction of a Lewis acid and base to form a new combination. Another example is
the boron trifluoride~ammonia adduct, BF3*NH3. The BF; molecule described in
Sections 3-1-4, 3-2-3, and 5-4-5 has a planar triangular structure with some double
bond character in each B—F bond. Because fluorine is the most electronegative ele-
ment, the boron atom in BFj; is quite positive, and the boron is frequently described as
clectron-deficient. The lone pair in the HOMO of the ammonia molecule combines with
the empty LUMO of the BF5, which has very large, empty orbital lobes on boron, to
form the adduct. The molecular orbitals involved are depicted in Figure 6-1 and the en-
ergy levels of these orbitals are shown in Figure 6-2. The B—F bonds in the product

E F
FQB/
| ..
Fe. N N
B—F AN P
¥ T I

UG N. Lewis, Valence and the Structure of Atoms and Molecules, Chemical Catalog, New York,
1923, pp. 141-142; J. Franklin Inst., 1938, 226, 293.



FIGURE 6-2 Energy Levels for
the BF3-NH3; Adduct.

FIGURE 6-3 Boron Trifluoride-
Ether Adduct.
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BF, BF,*NH, NH,

are bent away from the ammonia into a nearly tetrahedral geometry around the boron.
Similar interactions in which electrons are donated or accepted completely (oxidation-
reduction reactions) or shared, as in this reaction, are described in more detail in
Sections 6-2-5 through 6-2-8.

Another common adduct, the boron trifluoride-diethyl ether adduct,
BF;:O(C,H5s),, is frequently used in synthesis. Lone pairs on the oxygen of the diethyl
ether are attracted to the boron; the result is that one of the lone pairs bonds to boron,
changing the geometry around B from planar to nearly tetrahedral, as shown in Figure
6-3. As aresult, BF5, with a boiling point of —99.9° C, and diethyl ether, with a boiling
point of 34.5° C, form an adduct with a boiling point of 125° to 126° C (at which tem-
perature it decomposes into its two components). The formation of the adduct raises the
boiling point enormously, a common result of such reactions.

Lewis acid-base adducts involving metal ions are called coordination com-
pounds (bonds formed with both electrons from one atom are called coordinate bonds);
their chemistry will be discussed in Chapters 9 through 14.

11: s R Ll
B

. \
+ ®O‘C2H5 > ,IB_O‘CZHS
F

6-2-5 FRONTIER ORBITALS AND ACID-BASE
REACTIONS!?

The molecular orbital description of acid-base reactions mentioned in Section 6-2-4
uses frontier molecular orbitals (those at the occupied-unoccupied frontier), and can
be illustrated by the simple reaction NH; + H™ —— NH,*. In this reaction, the a,
orbital containing the lone pair electrons of the ammonia molecule (see Figure 5-31)

2W. B. Jensen, The Lewis Acid-base Concepts, Wiley-Interscience, New York, 1980, pp. 112-155.
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FIGURE 6-4
NH; + HY — NH," Molecular
Energy Levels.
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combines with the empty 1s orbital of the hydrogen ion to form bonding and antibond-
ing orbitals. The lone pair in the a; orbital of NHj is stabilized by this interaction, as
shown in Figure 6-4. The NH4" ion has the same molecular orbital structure as
methane, CH,4, with four bonding orbitals (a; and ;) and four antibonding orbitals
(also a; and ;). Combining the seven NHj orbitals and the one H* orbital, with the
change in symmetry from Cs,, to Ty, gives the eight orbitals of the NH,". When the
eight valence electrons are placed in these orbitals, one pair enters the bonding a; or-
bital and three pairs enter bonding f, orbitals. The net result is a lowering of energy as
the nonbonding a; becomes a bonding #,, making the combined NH," more stable than
the separated NH3 + H™. This is an example of the combination of the HOMO of the
base NH; and the LUMO of the acid H" accompanied by a change in symmetry to
make the new sets of orbitals, one bonding and one antibonding.

In most acid-base reactions, a HOMO-LUMO combination forms new HOMO
and LUMO orbitals of the product. We can see that orbitals whose shapes allow sig-
nificant overlap and whose energies are similar form useful bonding and antibonding
otbitals. On the other hand, if the orbital combinations have no useful overlap, no net
bonding is possible (as shown in Chapter 5) and they cannot form acid-base products.'?

Even when the orbital shapes match, several reactions may be possible, depend-
ing on the relative energies. A single species can act as an oxidant, an acid, a base, or a
reductant, depending on the other reactant. These possibilities are shown in Figure 6-5.
Although predictions on the basis of these arguments may be difficult when the orbital
energies are not known, they still provide a useful background to these reactions.

311 a few cases, the orbitals with the required geometry and energy do not include the HOMO; this
possibility should be kept in mind. When this happens, the HOMO is usually a lone pair that does not have the
geometry needed for bonding with the acid.



FIGURE 6-5 HOMO-LUMO In-
teractions. (Adapted with permission
from W. B. Jensen, The Lewis Acid-
Base Concepts, Wiley-Interscience,
New York, 1980, Figure 4-6, p. 140.
Copyright © 1980, John Wiley &
Sons, Inc, Reprinted by permission
of John Wiley & Sons, Inc.)
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Reactant A is taken as a reference; water is a good example. The first combination
of reactants, A + B, has all the B orbitals at a much higher energy than those of water
(Ca, for example; the alkali metals react similarly but have only one electron in their
highest s orbital). The energies are so different that no adduct can form, but a transfer of
electrons can take place from B to A. From simple electron transfer, we might expect
formation of H,O", but reduction of water yields hydrogen gas instead. As a result,
water is reduced to H, and OH ™, Ca is oxidized to Ca®":

2H,0 + Ca — Ca’ + 20H + H, (water as oxidant)

If orbitals with matching shapes have similar energies, the resulting bonding
orbitals will have lower energy than the reactant HOMOs, and a net decrease in energy
(stabilization of electrons in the new HOMOSs) results. An adduct is formed, with its sta-
bility dependent on the difference between the total energy of the product and the total
energy of the reactants.

An example with water as acceptor (with lower energy orbitals) is the reaction
with chloride ion (C in Figure 6-5):

nH,O + CI” — [CI(H,0),]” (water as acid)

In this reaction, water is the acceptor, and the LUMO used is an antibonding or-
bital centered primarily on the hydrogen atoms (the chloride HOMO is one of its lone
pairs from a 3p orbital).

A reactant with orbitals lower in energy than those of water (for example, Mg*",
D in Figure 6-5) allows water to act as a donor:

6 HyO + Mg?" — [Mg(H,0)]*"  (water as base)

Here, water is the donor, contributing a lone pair primarily from the HOMO, which has
alarge contribution from the p, orbital on the oxygen atom (the magnesium ion LUMO
is the vacant 3s orbital). The molecular orbital levels that result from reactions with B or
C are similar to those in Figures 6-7 and 6-8 for hydrogen bonding.
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Finally, if the reactant has orbitals much lower than the water orbitals (F,, for ex-
ample, E in Figure 6-5), water can act as a reductant and transfer electrons to the other
reactant. The product is not the simple result of electron transfer (H,O), but the result
of the breakup of the water molecule to molecular oxygen and hydrogen ions:

2H,0 + 2F, —> 4F + 4H" + O,  (water as reductant)

Similar reactions can be described for other species, and the adducts formed in
the acid-base reactions can be quite stable or very unstable, depending on the exact
relationship between the orbital energies.

We are now in a position to reformulate the Lewis definition of acids and bases
in terms of frontier orbitals: A base has an electron pair in a HOMO of suitable
symmetry to interact with the LUMO of the acid (although lone pair orbitals with
the wrong geometry may need to be ignored). The better the energy match between the
base’s HOMO and the acid’s LUMO, the stronger the interaction.

6-2-6 HYDROGEN BONDING

The effects of hydrogen bonding were described in Section 3-4. In this section, the mol-
ecular orbital basis for hydrogen bonding is described as an introduction to the frontier
molecular orbital approach to acid-base behavior.

The molecular orbitals for the symmetric FHF ™ ion were described in Chapter 5
(Figure 5-18) as combinations of the atomic orbitals. They may also be generated by
combining the molecular orbitals (MOs) of HF with F~, as shown in Figure 6-6. The p,
and py lone pair orbitals on the fluorines of both F~ and HF can be ignored, because
there are no matching orbitals on the H atom. The shapes of the other orbitals are appro-
priate for bonding; overlap of the o F~ orbital with the o and o* HF orbitals forms the
three product orbitals. These three orbitals are all symmetric about the central H nucleus.
The lowest orbital is distinctly bonding, with all three component orbitals contributing
and no nodes between the atoms. The middle (HOMO) orbital is essentially nonbond-
ing, with nodes through each of the nuclei. The highest energy orbital (LUMO) is anti-
bonding, with nodes between each pair of atoms. The symmetry of the molecule dictates
the nodal pattern, increasing from two to three to four nodes with increasing energy. In
general, orbitals with nodes between adjacent atoms are antibonding; orbitals with
nodes through atoms may be either bonding or nonbonding, depending on the orbitals
involved. When three atomic orbitals are used (2p orbitals from each F~ and the 1s
orbital from H™), the resulting pattern is one low-energy molecular orbital, one high-
energy molecular orbital, and one intermediate-energy molecular orbital. The intermedi-
ate orbital may be slightly bonding, slightly antibonding, or nonbonding; we describe
such orbitals as essentially nonbonding. The two lowest energy orbitals of Figure 5-18
are essentially nonbonding; the fluorine 2s orbitals are the major contributors. The ener-
gy of the hydrogen 1s orbital is too high to participate significantly in these molecular
orbitals.

For unsymmetrical hydrogen bonding, such as that of B + HA —= BHA
shown in Figure 6-7, the pattern is similar. The two electron pairs in the lower orbitals
have a lower total energy than the total for the electrons in the two reactants.

Regardless of the exact energies and location of the nodes, the general pattern is
the same. The resulting FHF ™ or BHA structure has a total energy lower than the sum of
the energies of the reactants. For the general case of B + HA, three possibilities exist,
but with a difference from the earlier HOMO-LUMO illustration (see Figure 6-5) creat-
ed by the possibility of hydrogen ion transfer. These possibilities are illustrated in
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FIGURE 6-6 Molecular Orbitals for Hydrogen Bonding in FHF ™. The 1s and the 2p nonbonding
orbitals of F~ are omitted. Figure 5-18 shows the full set of molecular orbitals.

Figure 6-8. First, for a poor match of energies when the occupied reactant orbitals are
lower in total energy than those of the possible hydrogen-bonded product, no new prod-
uct will be formed; there will be no hydrogen bonding. Second, for a good match of en-
ergies, the occupied product orbitals are lower in energy and a hydrogen-bonded
product forms. The greater the lowering of energies of these orbitals, the stronger the
hydrogen bonding. Finally, for a very poor match of energies, occupied orbitals of the
species BH + A are lower than those of B + HA; in this case, complete hydrogen ion
transfer occurs.

In Figure 6-8(a), the energy of the HOMO of B is well below that of the LUMO
of HA. Because the lowest molecular orbital is only slightly lower than the HA orbital,
and the middle orbital is higher than the B orbital, little or no reaction occurs. In aque-
ous solution, interactions between water and molecules with almost no acid-base char-
acter, such as CHy, fit this group. Little or no interaction occurs between the hydrogens
of the methane molecule and the lone pairs of surrounding water molecules.

In Figure 6-8(b), the LUMO of HA and the HOMO of B have similar energies,
both occupied product orbitals are lower than the respective reactant orbitals, and a




176 Chapter 6 Acid-Base and Donor-Acceptor Chemistry

FIGURE 6-7 Molecular Orbitals
for Unsymmetrical Hydrogen
Bonding.

B BHA HA

hydrogen-bonded product forms with a lower total energy than the reactants. The node
of the product HOMO is near the H atom, and the hydrogen-bonded product has a
B—H bond similar in strength to the H— A bond. If the B HOMO is slightly higher
than the HA LUMO, as in the figure, the H— A portion of the hydrogen bond is
stronger. If the B HOMO is lower than the HA LUMO, the B—H portion is stronger
(the product HOMO consists of more B than A orbital). Weak acids such as acetic acid
are examples of hydrogen-bonding solutes in water. Acetic acid hydrogen bonds strong-
ly with water (and to some extent with other acetic acid molecules), with a small
amount of hydrogen ion transfer to water to give hydronium and acetate ions.

In Figure 6-8(c), the HOMO-LUMO energy match is so poor that no useful
adduct orbitals can be formed. The product MOs here are those of A~ and BH™, and the
hydrogen ion is transferred from A to B. Strong acids such as HCl will donate their hy-
drogen ions completely to water, after which the H;0" formed will hydrogen bond
strongly with other water molecules.

In all these diagrams, either HA or BH (or both) may have a positive charge and
either A or B (or both) may have a negative charge, depending on the circumstances.

When A is a highly electronegative element such as F, O, or N, the highest occu-
pied orBital of A has lower energy than the hydrogen 1s orbital and the H— A bond
is relatively weak, with most of the electron density near A and with H somewhat
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FIGURE 6-8 Orbital Possibilities for Hydrogen Bonding. (2) Poor match of HOMO-LUMO ener-
gies, little or no hydrogen bonding (HOMO of B well below LUMO of HA; reaclants’ energy below
that of BHA). (b) Good match of energies, good hydrogen bonding (HOMO of B at nearly the same
encrgy as LUMO of HA; BHA energy lower than reactants). (c) Very poor match of energies, trans-
fer of hydrogen ion (HOMO of B below bath LUMO and HOMO of HA; BHT + A~ energy lower
than B + HA or BHA).
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positively charged. This favors the hydrogen-bonding interaction by lowering the over-
all energy of the HA bonding orbital and improving overlap with the B orbital. In other
words, when the reactant HA has a structure close to H**A”, hydrogen bonding is
more likely. This explains the strong hydrogen bonding in cases with hydrogen bridging
between F, O, and N atoms in molecules and the much weaker or nonexistent hydrogen
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bonding between other atoms. The description above can be described as a three-center
four-electron model,'* which results in a bond angle at the hydrogen within 10° to 15°

of a linear 180° angle.

6-2-7 ELECTRONIC SPECTRA (INCLUDING
CHARGE TRANSFER)

One reaction that shows the effect of adduct formation dramatically is the reaction of I,
as an acid with different solvents and ions that act as bases. The changes in spectra and
visible color caused by changes in electronic energy levels (shown in Figures 6-9 and
6-10) are striking. The upper molecular orbitals of I, are shown on the left in
Figure 6- 9 with a net single bond due to the filled 9o orbital and lone pairs in the 4,
and 41'rg orbitals. In the gas phase, [, i 1s violet, absorbmg light near 500 nm because of
promotion of an electron from the 41'rg level to the 90, ™ level (shown in Figure 6-9),
This absorption removes the middle yellow, green, and blue parts of the visible spec-
trum, leaving red and violet at opposite ends of the spectrum to combine in the violet
color that is seen.

In nondonor solvents such as hexane, the iodine color remains essentially the
same violet, but in benzene and other w-electron solvents it becomes more red-violet,
and in good donors such as ethers, alcohols, and amines the color becomes distinctly
brown. The solubility of I, also increases with increasing donor character of the solvent.
Interaction of the donor orbital of the solvent with the 9o, ™ orbital results in a lower oc-
cupied bonding orbital and a higher unoccupied antibonding orbital. As a result, the
’ZTg* — ¢, transition for I + donor (Lewis base) has a higher energy and an ab-
sorbance peak shifted toward the blue. The transmitted color shifts toward brown (com-
bined red, yellow, and green), as more of the yellow and green light passes through.
Water is also a donor, but not a very good one; I, is only slightly soluble in water, and
the solution is yellow-brown. Adding I~ (a very good donor) results in the formation of
I;7, which is brown and, being ionic, is very soluble in water. When the interaction be-
tween the donor and I is strong, the LUMO of the adduct has a higher energy and the
energy of the donor-acceptor transition (’ITg* — ¢,) increases.

In addition to these shifts, a new charge-transfer band appears at the edge of the
ultraviolet (230-400 nm, marked CT in Figure 6-10). This band is due to the transition
o —> o*, between the two new orbitals formed by the interaction. Because the o or-
bital has a larger proportion of the donor (solvent or I7) orbital and the o* orbital has a
larger proportion of the I orbital, the transition transfers an electron from an orbital that
is primarily of donor composition to one that is primarily of acceptor composition;
hence, the name charge transfer for this transition. The energy of this transition is less
predictable because it depends on the energy of the donor orbital. The transition may be
shown schematically as

I,-Donor -Zi%) [IZ]A°[D0nor]+

The charge-transfer phenomenon also appears in many other adducts. If the
charge-transfer transition actually transfers the electron permanently, the result is an
oxidation-reduction reaction—the donor is oxidized and the acceptor is reduced. The
sequence of reactions of [Fe(H20)6]3+ (the acid) and aquated halide ions (the bases)

4R, L. DeKock and W. B. Bosma, J. Chem. Educ., 1988, 65, 194.
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forming [Fe(H,0)sX]>" illustrates the whole range of possibilities as the energy of the
HOMO of the halide ion increases from F~ to I". All of them show charge-transfer
transitions. In concentrated iodide, there is complete transfer of the electron through
the reaction 2 Fe3™ + 217 — 2 Fe?t + L.

In addition to their intrinsic strength, acids and bases have other properties that determine
the extent of reaction. For example, silver halides have a range of solubilities in aqueous
solution. A simple series shows the trend:

AgF(s) + HyO0 — Ag*(aq) + F (aq)
AgCl(s) + Hy0 — Ag¥(ag) + Cl(ag) K,

Ky

<

AgBr(s) + H)O — Ag™(ag) + Br(ag) K,

Agl(s) + H)O —> Ag™(aq) + T (ag)

Solvation of the ions is certainly a factor in these reactions,

Ky,

i

205

1.8 x 10710
52 x 10713
=83 x 1077

i

with fluoride ion being

much more strongly solvated than the other anions. However, the trend is also related to
changes in the degree of interaction between the halides and the silver ions. The inter-
actions can be expressed in terms of hard and soft acids and bases (HSAB), in which
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FIGURE 6-10 Spectra of I, with
Different Bases.

Iy vapor is purple or violet, absorb-
ing near 520 nm, with no charge-
transfer bands.

I, in hexane is purple or violet,
absorbing near 520 nm, with a
charge-transfer band at about

225 nm.

I, in benzene is red-violet, absorbing
near 500 nm, with a charge-transfer
band at about 300 nm.

I, in methanol is yellow-brown,
absorbing near 450 nm, with a
charge-transfer band near 240 nm
and a shoulder at 290 nm.

15 in aqueous K1 is brown, absorbing
near 360 nm, with charge-transfer
bands at higher energy.
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the metal cation is the Lewis acid and the halide anion is the Lewis base. Hard acids and
bases are small and nonpolarizable; whereas soft acids and bases are larger and more
polarizable; interactions between two hard or two soft species are stronger than those
between one hard and one soft species. In the series of silver ion-halide reactions,
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iodide 1on is much softer (more polarizable) than the others, and interacts more strongly
with silver ion, a soft cation. The result is a more covalent bond. The colors of the salts
are also worth noting. Silver iodide is yellow, silver bromide 1s slightly yellow, and silver
chloride and silver fluoride are white. Color depends on the difference in energy between
occupied and unoccupied orbitals. A large difference results in absorption in the ultravi-
olet region of the spectrum; a smaller difference in energy levels moves the absorption
into the visible region. Compounds absorbing violet appear to be yellow; as the absorp-
tion band moves toward lower energy, the color shifts and becomes more intense. Black
indicates very broad and very strong absorption. Color and low solubility typically go
with soft-soft interactions; colorless compounds and high solubility generally go with
hard-hard interactions, although some hard-hard combinations have low solubility.

For example, the lithium halides have solubilities roughly in the reverse order:
LiBr > LiCl > Lil > LiF. The solubilities show a strong hard-hard interaction in LiF
that overcomes the solvation of water, but the weaker hard-soft interactions of the other
halides are not strong enough to prevent solvation and these halides are mote soluble
than LiF. Lil is out of order, probably because of the poor solvation of the very large io-
dide ion, but it is still about 100 times as soluble as LiF on a molecular basis.

These reactions illustrate the general rules described by Fajans in 1923.!° They
can be summarized in four rules, in which increased covalent character means lower
solubility, increased color, and shorter interionic distances:

For a given cation, covalent character increases with increase in size of the anion.
For a given anion, covalent character increases with decrease in size of the cation.
Covalent character increases with increasing charge on either ion.

B =

Covalent character is greater for cations with nonnoble gas electronic configurations.

Explain each the following, using Fajan’s rules:

a. Ag,S is much less soluble than Ag,0.
Rule 1: $% is much larger than 0%

b. Fe(OH); is much less soluble than Fe(OH),.
Rule 3: Fe®" has a larger charge than Fe®".

EXERCISE 6-3

Explain each of the following:
a. FeS is much less soluble than Fe(OH),.
b. Ag,S is much less soluble than AgCl.

c. Salts of the transition metals are usually less soluble than the corresponding salts of the
alkali and alkaline earth metals.

These rules are helpful in predicting behavior of specific cation-anion combina-
tions in relation to others, although they are not enough to explain all such reactions.
For example, the lithium series (omitting Lil) does not fit and requires a different ex-
planation, which is provided by HSAB arguments. The solubilities of the alkaline earth
carbonates are MgCO5 > CaCO3 > SrCO3; > BaCOs3. Rule 2 predicts the reverse of
this order. The difference appears to lie in the aquation of the metal ions. Mg?* (small,

5. Fajans, Naturwissenschaften, 1923, 11, 165.
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FIGURE 6-11 Location of Class
(b) Metals in the Periodic Table.
Those in the outlined region are
always class (b) acceptors. Others
indicated by their symbols are
borderline elements, whose behavior
depends on their oxidation state and
the donor. The remainder (blank) are
class (a) acceptors. (Adapted with
permission from S. Ahrland, J. Chatt,
and N. R. Davies, Q. Rev. Chem.
Soc., 1958, 12, 265.)
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with higher charge density) attracts water molecules much more strongly than the
others, with Ba®" (large, with smaller charge density) the least strongly solvated.

Ahrland, Chatt, and Davies'® classified some of the same phenomena (as well as
others) by dividing the metal ions into two classes:

Class (a) ions Class (b) ions

Most metals Cu?", Pd*, Ag™, P, AuT, Hg,?t, He?, TIF, TI**, Pb2", and heavier transition

metal ions

The members of class (b) are located in a small region in the periodic table at the lower
right-hand side of the transition metals. In the periodic table of Figure 6-11, the ele-
ments that are always in class (b) and those that are commonly in class (b) when they
have low or zero oxidation states are identified. In addition, the transition metals have
class (b) character in compounds in which their oxidation state is zero (organometallic
compounds). The class (b) ions form halides whose solubility is in the order
F~™ > CI” > Br~ > I". The solubility of class (a) halides is in the reverse order. The
class (b) metal ions also have a larger enthalpy of reaction with phosphorus donors than
with nitrogen donors, again the reverse of the class (2) metal ion reactions.

Ahrland, Chatt, and Davies explained the class (b) metals as having d electrons
available for 1 bonding (a discussion of metal-ligand bonding is included in Chapters 10
and 13). Therefore, high oxidation states of elements to the right of the transition metals
have more class (b) character than low oxidation states. For example, thallium(IIl) and
thallium(I) are both class (b) in their reactions with halides, but TI(III) shows stronger
class (b) character because TI(I) has two 6s electrons that screen the 5d electrons and
keep them from being fully available for o bonding. Elements farther left in the table
have more class (b) character in low or zero oxidation states, when more d electrons
are present,

Donor molecules or ions that have the most favorable enthalpies of reaction with
class (b) metals are those that are readily polarizable and have vacant d or m* orbitals
available for m bonding.

i 2 3 4 5 6 7 8 6 10 11 12 13 14 15 16 17 18

1 2
3 B | C 10
11 18
19 21 Mn| Fe | Co | Ni | Cu 36
37 39 Mo | Tc |Ru | Rh | Pd | Ag | Cd Te 54
55 72 W |Re|Os}Ir | Pt |AujHg] Tl |Pb| Bi| Po 86
87 104

57 71

89 103

16, Ahrland, J. Chatt, and N. R. Davies, 0. Rev. Chem. Soc., 1958, 12, 265.
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6-3-1 THEORY OF HARD AND SOFT
ACIDS AND BASES

Pearson!’ designated the class (a) ions hard acids and class (b) ions soft acids. Bases
are also classified as hard or soft. The halide ions range from F, a very hard base,
through less hard C1™ and Br™ to I7, a soft base. Reactions are more favorable for hard-
hard and soft-soft interactions than for a mix of hard and soft in the reactants. For
example, in aqueous solution:

Ag* + 17 — Agl(s) is a very favorable soft-soft reaction; Agl is very insoluble.
Li" + F~ — LiF(s) is a very favorable hard-hard reaction; LiF is only slightly soluble.
Ag* + F~ —— AgF(s) is a soft-hard reaction that is not favored; AgF is moderately soluble.

Li* + I- —— Lil(s) is a hard-soft reaction that is not favored; Lil is soluble
(although it is something of a special case, as mentioned earlier).

Much of the hard-soft distinction depends on polarizability, the degree to which a
molecule or ion is easily distorted by interaction with other molecules or ions. Electrons
in polarizable molecules can be attracted or repelled by charges on other molecules,
forming slightly polar species that can then interact with the other molecules. Hard
acids and bases are relatively small, compact, and nonpolarizable; soft acids and bases
are larger and more polarizable (therefore “softer”). The hard acids are therefore any
cations with large positive charge (3+ or larger) or those whose d electrons are relative-
ly unavailable for 7 bonding (e.g., afkaline earth ions, A1**). Other hard acid cations
that do not fit this description are Cr®", Mn?*, Fe**, and Co®". Soft acids are those
whose d electrons or orbitals are readily available for w bonding (+1 cations, heavier
+2 cations). In addition, the larger and more massive the atom, the softer it is likely to
be, because the large numbers of inner electrons shield the outer ones and make the
atom more polarizable. This description fits the class (b) ions well because they are pri-
marily 1+ and 2+ ions with filled or nearly filled d orbitals, and most are in the second
and third rows of the transition elements, with 45 or more electrons. Tables 6-3 and
6-4 list bases and acids in terms of their hardness or softness.

TABLE 6-3 . ) - .
Hard and Soft Bases . .~ i : -
Hard Bases Borderline Bases Soft Bases
-
F,Cl Br™ I
H,0,0H™, 0%~ H,S, HS ™, S+~
ROH, RO™, R,0, CH;COO™ RSH, RS, R,S
NO;—, ClOy NO, , N3~ SCN™, CN™, RNC, CO
€052, 50,477, PO SO52~ 5,054
NH;, RNH,, N,H, CeHsNH,, C5HsN, N, R;P, (RO)sP, R3As CoH,, CHy

Source: Adapted from R. G. Pearson, J. Chem. Educ., 1968, 45, 581.

7R. G. Pearson, J. Am. Chem. Soc., 1963, 85, 3533; Chem. Br., 1967, 3, 103; R. G. Pearson, ed., Hard
and Soft Acids and Bases, Dowden, Hutchinson & Ross, Stroudsburg, PA, 1973, The terms hard and soft are
atributed to D. H. Busch in the first paper of this footnote.
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“TABLE6-4--

-Hard and Soft Acids = A /
Hard Acids Borderline Acids Soft Acids

HY Li", Nat, K"
B€2+, Mg2+, Ca2+’ Sr2

BF3, BCls, BOR); B(CHs); BH;, TI, THCH3);
AP, AI(CH3);, AlC3, AlH,
Crit, Mn?*, Fe?", Co* Fe?t Co?™, Ni%t, Cu?", Zn?" cut, Ag®, AauT, Cd*t, He, P,
Rb*, ¥, Ru?", 052" Hg™", CH:Hg", [Co(CN)sJ,
Pz, P2, prt,
Tons with oxidation states of Br,, I,
4 or higher
Metals with zero oxidation state
HX (hydrogen-bonding r acceptors: e.g., trinitrobenzene,
molecules) quinones, tetracyanoethylene

Source: Adapted from R. G. Pearson, J. Chem. Educ., 1968, 45, 581.

The trends in bases are even easier to see, with fluoride hard and iodide soft.
Again, more electrons and larger size lead to softer behavior. In another example, S¥ s
softer than O~ because it has more electrons spread over a slightly larger volume, mak-
ing $*” more polarizable. Within a group, such comparisons are easy; as the electronic
structure and size change, comparisons become more difficult but are still possible.
Thus, S%7 is softer than Cl™, which has the same electronic structure, because S has a
smaller nuclear charge and a slightly larger size. As a result, the negative charge is more
available for polarization. Soft acids tend to react with soft bases and hard acids with
hard bases, so the reactions produce hard-hard and soft-soft combinations. Quantitative
measures of hard-soft parameters are described in Section 6-3-2.

Is OH™ or %~ more likely to form insoluble salts with 3+ transition metal ions? Which is
more likely to form insoluble salts with 2+ transition metal ions?

Because OH™ is hard and $?~ is soft, OH™ is more likely to form insoluble salts with
3+ transition metal ions (hard) and S? is more likely to form insoluble salts with 2+ transi-
tion metal ions (borderline or soft).

EXERCISE 6-4

Some of the products of the following reactions will be insoluble and some form soluble
adducts. Consider only the HSAB characteristics in your answers.

Will Cu?* react more strongly with OH™ or NH3? With O™ or $*7?
Will Fe3* react more strongly with OH™ or NH3? With 0% or %72
Will Ag™ react more strongly with NH; or PH3?

Will Fe, Fe?", or Fe®" react more strongly with CO?

&0 o

More detailed comparisons are possible, but another factor, called the inherent
acid-base strength, must also be kept in mind in these comparisons. An acid or a base
may be either hard or soft and at the same time be either strong or weak. The strength of
the acid or base may be more important than the hard-soft characteristics; both must be
considered at the same time. If two soft bases are in competition for the same acid, the
one with more inherent base strength may be favored unless there is considerable dif-
ference in softness. As an example, consider the following reaction. Two hard-soft
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combinations react to give a hard-hard and a soft-soft combination, although ZnO is
composed of the strongest acid (Zn2+) and the strongest base (02_):
Zn0O + 2 LiCjHgy =— Zn(C4Hy), + Li,0
soft-hard  hard-soft soft-soft hard-hard
In this case, the HSAB parameters are more important than acid-base strength, because

Zn" is considerably softer than Li*. As a general rule, hard-hard combinations are
more favorable energetically than soft-soft combinations.

Qualitative Analysis

TABLE 6-5
HSAB and Qualitative Analysis

Qualitative Analysis Separation

Group 1  Group 2 Group 3 Group 4 Group 5
HSAB acids Soft Bordeiline and soft Borderline Hard Hard
Reagent HCl H,S (acidic) H;S (basic) (NH,),CO, Soluble
Precipitates AgCl HgS MnS CaCO4 Na*
PbCl, Cds FeS SrCO; K™
Hg,Cl, CuS CoS BaCO; NH,*
SnS NiS
AS:}_S3 ZnS
Sb,S; ANOH);
Bi,S; Cr(OH);
Precipitates All groups Solutions
HCI

HES (acidic)

Group 1
H,S (basic)
Group 2
(NH,),CO,4
Group 3
Soluble
Group 4 Group 5

The traditional qualitative analysis scheme can be used to show how the HSAB theory
can be used to correlate solubility behavior; it also can show some of the difficulties with such
correlations. In qualitative analysis for metal ions, the cations are successively separated into
groups by precipitation for further detailed analysis. The details differ with the specific
reagents used, but generally fall into the categories in Table 6-5. In the usual analysis, the
reagents are used in the order given from left to right. The cations Ag”, Pb*’, and Hg,?"
(Group 1) are the only metal ions that precipitate with chloride, even though they are consid-
ered soft acids and chloride is a marginally hard base. Apparently, the sizes of the ions permit
strong bonding in the crystal lattice in spite of this mismatch, partly because their interaction
with water (another hard base) is not strong enough to prevent precipitation. The reaction

M" (H,0),, + n CI (H,0), — MCl,| + (m + p) H,0

is favorable (although PbCl, is appreciably soluble in hot water).
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Group 2 is made up of borderline and soft acids that are readily precipitated in acidic
H,S solution, in which the $>~ concentration is very low because the equilibrium

H,S == 2H" + 8%

lies far to the left in acid solution. The metal ions in this group are soft enough that a low con-
centration of the soft sulfide is sufficient to precipitate them. Group 3 cleans up the remaining
transition metals in the list, all of which are borderline acids. In the basic H,S solution, the
equilibrium above lies far to the right and the high sulfide jon concentration precipitates even
these cations. AP~ and Cr*" are hard enough that they prefer OH ~ over S~ and precipitate as
hydroxides. Another hard acid could be Fe 3* but it is reduced by $%, and iron precipitates as
FeS. Group 4 is a clear-cut case of hard-hard interactions, and Group 5 cations are larger, with
only a single electronic charge, and thus have small electrostatic attractions for anions. For
this reason, they do not precipitate except with certain highly specific reagents, such as per-
chlorate, CIO, ", for potassium and tetraphenylborate, {B(CgHs)4], or zinc uranyl acetate,
[ZH(U02)3(C2H302)9]", for sodium.

This quick summary of the analysis scheme shows where hard-hard or soft-soft
combinations lead to insoluble salts, but also shows that the rules have limitations.
Some cations considered hard will precipitate under the same conditions as others that
are clearly soft. For this reason, any solubility predictions based on HSAB must be con-
sidered tentative, and solvent and other interactions must be considered carefully.

HSAB arguments such as these explain the formation of some metallic ores de-
scribed in Chapter 1 (soft and borderline metal ions form sulfide ores, hard metal ions
form oxide ores, some ores such as bauxite result from the leaching away of soluble
salts) and some of the reactions of ligands with metals (borderline acid cations of Co,
Ni, Cu, and Zn tend to form — NCS complexes, whereas softer acid cations of Rh, Ir,
Pd, Pt, Au, and Hg tend to form — SCN complexes). Few of these cases involve only
this one factor, but it is important in explaining trends in many reactions. There are ex-
amples of both —SCN and —NCS bonding with the same metal (Section 9-3-7),
along with compounds in which both types of bonding are found, with the thiocyanate
bridging between two metal atoms.

A somewhat oversimplified way to look at the hard-soft question considers the
hard-hard interactions as simple electrostatic interactions, with the LUMO of the
acid far above the HOMO of the base and relatively little change in orbital energies
on adduct formation.'® A soft-soft interaction involves HOMO and LUMO energies
that are much closer and give a large change in orbital energies on adduct formation.
Diagrams of such interactions are shown in Figure 6-12, but they need to be used
with caution. The small drop in energy in the hard-hard case that seems to indicate
only small interactions is not necessarily the entire story. The hard-hard interaction
depends on a longer range electrostatic force, and this interaction can be quite
strong, Many comparisons of hard-hard and soft-soft interactions indicate that the
hard-hard combination is stronger and is the primary driving force for the reaction.
The contrast between the hard-hard product and the hard-soft reactants in such cases
provides the net energy difference that leads to the products. One should also re-
member that many reactions to which the HSAB approach is applied involve compe-
tition between two different conjugate acid-base pairs; only in a limited number of
cases is one interaction large enough to overwhelm the others and determine whether
the reaction will proceed.

18Jensen, pp. 262-265; C. K. Jgrgensen, Struct. Bonding (Berlin), 1966, 1, 234,
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6-3-2 QUANTITATIVE MEASURES

There are two major approaches to quantitative measures of acid-base reactions. One,
developed by Pearson, "’

uses the hard-soft terminology, and defines the absolute hard-
ness, 7, as one-half the difference between the ionization energy and the electron affin-
ity (both in eV):

This definition of hardness is related to Mulliken’s definition of electronegativity, called
absolute electronegativity by Pearson:

This approach describes a hard acid or base as a species that has a large difference be-
tween its ionization energy and its electron affinity. Ionization energy is assumed to
measure the energy of the HOMO and electron affinity is assumed to measure the

%R, G. Pearson, Inorg. Chem., 1988, 27, 734.
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FIGURE 6-13 FEnergy Levels for
Halogens. Relationships between
absolute electronegativity (x),
absolute hardness (v), and HOMO
and LUMO energies for

the halogens.

Chapter 6 Acid-Base and Donor-Acceptor Chemistry

LUMO for a given molecule: Egopo = — 1, Eryyo = —A. Softness is defined as the
. 1 .. .
inverse of hardness, ¢ = ; Because there are no electron affinities for anions, Pearson

uses the values for the atoms as approximate equivalents.

The halogen molecules offer good examples of the use of these orbital arguments
to illustrate HSAB. For the halogens, the trend in v parallels the change in HOMO ener-
gies because the LUMO energies are nearly the same, as shown in Figure 6-13. Fluorine
is the most electronegative halogen. It is also the smallest and least polarizable halogen
and is therefore the hardest. In orbital terms, the LUMOs of all the halogen molecules are
nearly identical, and the HOMOs increase in energy trom F, to I,. The absolute elec-
tronegativities decrease in order F, > Cl, > Br, > 1, as the HOMO energies increase.
The hardness also decreases in the same order as the difference between the HOMO and
LLUMO decreases. Data for a number of other species are given in Table 6-6 and more are
given in Appendix B-5.

EXERCISE 6-5

Confirm the absolute electronegativity and absolute hardness values for the following species,
using data from Table 6-6 and Appendix B-5:

a. APY Fe, Co®t
b. OH™, CI™, NO,~
¢. H,0, NHj, PH;

The absolute hardness is not enough to fully describe reactivity (for example,
some hard acids are weak acids and some are strong) and it deals only with gas phase
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TABLE6-6 - . - V
Hardness Parameters (eV) AR 7 o
lon 1 A X m

APT 119.99 28.45 74.22 45.77
Lit 75.64 5.39 40.52 35.12
Mgt 80.14 15.04 47.59 32.55
Na* 47.29 5.14 26.21 21.08
Ca®* 50.91 11.87 31.39 19.52
Sr2* 43.6 11.03 273 16.3
Kt 31.63 434 17.99 13.64
Zn*t 39.72 17.96 28.84 10.88
Hg?" 34.2 18.76 26.5 7.7
Ag* 21.49 7.58 14.53 6.96
Pd®* 32.93 19.43 26.18 6.75
Rn%" 31.06 18.08 24.57 6.49
Cu* 20.29 7.73 14,01 6.28
Sc* 24.76 12.80 18.78 598
Ru*t 28.47 16.76 22.62 5.86
Au™ 20.5 9.23 14.90 5.6
BF; 15.81 -3.5 6.2 9.7

H,0 12.6 —6.4 3.1 9.5

NH; 10.7 -5.6 2.6 8.2
PF, 12.3 -1.0 5.7 6.7
(CH3:N 7.8 ~4.8 15 63

PH; 10.0 -19 4.1 6.0
(CH3);P 8.6 -3.1 2.8 59

SO, 12.3 1.1 6.7 5.6
CeHg 9.3 -1.2 4.1 53

CsHsN 9.3 —-0.6 4.4 5.0
F 17.42 3.40 10.41 7.01
OH™ 13.17 1.83 7.50 5.67
CN™ 14.02 3.82 8.92 5.10
- 13.01 3.62 8.31 4770
Br~ 11.84 3.36 7.60 424
NO,~ >10.1 2.30 >6.2 >39
I 10.45 3.06 6.76 3.70

SOURCE: Data from R. G. Pearson, Inorg. Chem., 1988, 27, 734.

Norte: The anion values are calculated from data for the radicals or atoms.

conditions. Drago and Wayland?® have proposed a quantitative system of acid-base

parameters to account more fully for reactivity by including electrostatic and covalent
factors. This approach uses the equation

—AH = EAEB + CACB

where AH is the enthalpy of the reaction A + B —— AB in the gas phase or in an
inert solvent, and E and C are parameters calculated from experimental data. E is a
measure of the capacity for electrostatic (ionic) interactions and C is a measure of the

2R, S. Drago and B. B. Wayland, J. Am. Chem. Soc., 1965, 87, 3571; R. S. Drago, G. C. Vogel, and
T. E. Needham, J. Am. Chem. Soc., 1971, 93, 6014; R. S. Drago, Struct. Bonding (Berlin), 1973, 15, 73; R. S.
Drago, L. B. Parz, and C. S. Chamberlain, J. Am. Chem. Soc., 1977, 99, 3203.
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TABLE 6-7

. Ca, Ea Cg and Eg Values (kcal /mol). / .
Acid Cy E,
Trimethylboron, B(CH3);3 1.70 6.14
Boron trifluoride (gas), BF; 1.62 9.88
Trimethylalominum, Al(CH3)3 1.43 16.9
Todine (standard), I, 1.00* 1.00*
Trimethylgallium, Ga(CH3); 0.881 13.3
fodine monochloride, 1CI 0.830 5.10
Sulfur dioxide, SO, 0.808 0.920
Phenol, C¢HsOH 0.442 433
tert-butyl alcohol, C4HgOH 0.300 2.04
Pyrrole, C4I1,NH 0.295 2.54
Chloroform, CHCl3 0.159 3.02
Base Cg Ep
1-Azabicyclo[2.2.2] octane,
HC(C;Hy)sN (quinuclidine) 13.2 0.704
Trimethylamine, (CH3)3N 11.54 0.808
Triethylamine, (C,Hs)sN 11.09 0.991
Dimethylamine, (CH3),NH 8.73 1.09
Diethyl sulfide, (CoH5),S 7.40% 0.399
Pyridine, CsHsN 6.40 1.17
Methylamine, CH;NH, 5.88 1.30
Ammonia, NH3 3,46 1.36
Diethyl ether, (C,H5),0 3.25 0.963
N,N-dimethylacetamide, (CH3);NCOCHj4 2.58 1.32%
Benzene, CgHg 0.681 0.525

SourcE: Data from R. S. Drago, J. Chem. Educ., 1974, 51, 300.
Norte: * Reference values.

tendency to form covalent bonds. The subscripts refer to values assigned to the acid and
base, with I chosen as the reference acid and N,N-dimethylacetamide and diethyl
sulfide as reference bases. The defined values (in units of kcal/mol) are

Cyu E4 Cp Eg
I, 1.00 1.00
N,N-dimethylacetamide 1.32
Diethy! sulfide 7.40

Values of E 4 and C4 for selected acids and Eg and Cp for selected bases are given
in Table 6-7, and a longer list is in Appendix B-6. Combining the values of these para-
meters for acid-base pairs gives the enthalpy of reaction in keal/mol; multiplying by
4.184 J/cal converts to joules (although we use joules in this book, these numbers were
originally derived for calories and we have chosen to leave them unchanged).

Examination of the data shows that most acids have lower C4 values and higher
E 4 values than I,. Because I, has no permanent dipole, it has little electrostatic attrac-
tion for bases and has a low E4. On the other hand, it has a strong tendency to bond
with some other bases, indicated by a relatively large C,4. Because 1.00 was chosen as
the reference value for both parameters for I, most C4 values are below 1 and most E4
values are above 1. For Cp and Ej, this relationship is reversed.
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The example of iodine and benzene shows how these tables can be used.
I, + C¢Hg — 1,°CgHg
acid  base

—AH = E Eg + C4Cp or AH = —(E4Ep + C4Cp)
AH = —([1.00 X 0.681] + [1.00 X 0.525]) = —1.206 kcal/mol, or —5.046 kJ/mol

The experimental value of AH is ~1.3 kcal/mol, or —5.5kJ /mol, 10% larger.21
This is a weak adduct (other bases combining with I, have enthalpies 10 times as large),
and the calculation does not agree with experiment as well as many. Because there can
be only one set of numbers for each compound, Drago developed statistical methods for
averaging experimental data from many different combinations. In many cases. the
agreement between calculated and experimental enthalpies is within 5%.

One phenomenon not well accounted for by other approaches is seen in Table
6-8.22 1t shows a series of four acids and five bases in which both E and C increase. In
most descriptions of bonding, as electrostatic (ionic) bonding increases, covalent bond-
ing decreases, but these data show both increasing at the same time. Drago argued that
this means that the £ and C approach explains acid-base adduct formation better than
the HSAB theory described earlier.

Calculate the enthalpy of adduct formation predicted by Drago’s E, C equation for the reac-
tions of I, with diethyl ether and diethyl sulfide.

E, Ep C, Cg AH (kcal/moly Experimental AH
Diethyl ether ~([1.00 x 0.963] + [1.00 X 3.25]) = —4.21 —4.2
Diethyl sulfide —([1.00 X 0.339] + [1.00 X 7.40]) = —7.74 —7.8

Agreement is very good, with the product C4 X Cp by far the dominant factor. The softer
sulfur reacts more strongly with the soft Tp.

EXERCISE 6-6

Calculate the enthalpy of adduct formation predicted by Drago’s E, C equation for the follow-
ing combinations and explain the trends in terms of the electrostatic and covalent contributions:

a. BF; reacting with ammonia, methylamine, dimethylamine, and trimethylamine

b. Pyridine reacting with trimethylboron, trimethylaluminum, and trimethylgallium

TABLE68 - A ~
Acids and Bases with Parallel Changes in £ and C
Acids Cy Ey
CHCl; 0.154 3.02
C¢H50H 0.442 433
m-CF;CgH,OH 0.530 4.48
B(CH3)3 1.70 6.14
Bases Cp Eg
CeHg 0.681 0.525
CH;CN 1.34 0.886
(CH3),CO 2.33 0.987
(CH3),80 2.85 134
NH3 3.46 1.36

2IR. M. Keefer and L. J. Andrews, J. Am. Chem. Soc., 1955, 77, 2164.
22R. S. Drago, J. Chem. Educ., 1974, 51, 300.
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6-4

ACID AND BASE
STRENGTH

Drago’s system emphasized the two factors involved in acid-base strength (elec-
trostatic and covalent) in the two terms of his equation for enthalpy of reaction. Pear-
son’s system put more obvious emphasis on the covalent factor. Pearson®® proposed
the equation log K = S,Sp + o40p, with the inherent strength S modified by a soft-
ness factor o. Larger values of strength and softness then lead to larger equilibrium con-
stants or rate constants. Although Pearson attached no numbers to this equation, it does
show the need to consider more than just hardness or softness in working with acid-base
reactions. However, his more recent development of absolute hardness based on orbital
energies returns to a single parameter and considers only gas phase reactions. Both
Drago’s E and C parameters and Pearson’s HSAB are useful, but neither covers every
case, and it is usually necessary to make judgments about reactions for which informa-
tion is incomplete. With £ and C numbers available, quantitative comparisons can be
made. When they are not, the qualitative HSAB approach can provide a rough guide for
predicting reactions. Examination of the tables also shows little overlap of the examples
chosen by Drago and Pearson.

An additional factor that has been mentioned frequently in this chapter is solva-
tion. Neither of the two quantitative theories takes this factor into account. Under most
conditions, reactions will be influenced by solvent interactions, and they can promote or
hinder reactions, depending on the details of these interactions.

6-4-1 MEASUREMENT OF ACID-BASE
INTERACTIONS

Interaction between acids and bases can be measured in many ways:

1. Changes in boiling or melting points can indicate the presence of adducts.
Hydrogen-bonded solvents such as water and methanol and adducts such as
BF;-0O(C,H ), have higher boiling points or melting points than would otherwise
be expected.

2. Direct calorimetric methods or temperature dependence of equilibrium constants
can be used to measure enthalpies and entropies of acid-base reactions. The fol-
lowing section gives more details on use of data from these measurements.

3. Gas phase measurements of the formation of protonated species can provide simi-
lar thermodynamic data.

4. Infrared spectra can provide indirect measures of bonding in acid-base adducts by
showing changes in bond force constants. For example, free CO has a C—O
stretching band at 2143 cm ™!, and CO in Ni(CO), has a C— O band at 2058 cm ™.

5. Nuclear magnetic resonance coupling constants provide a similar indirect mea-
sure of changes in bonding on adduct formation.

6. Ultraviolet or visible spectra can show changes in energy levels in the molecules
as they combine.

Different methods of measuring acid-base strength yield different results, which
is not surprising when the physical properties being measured are considered. Some
aspects of acid-base strength are explained in the following section, with brief explana-
tions of the experimental methods used.

2R. G. Pearson, J. Chem. Educ, 1968, 45, 581.
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6-4-2 THERMODYNAMIC MEASUREMENTS

The enthalpy change of some reactions can be measured directly, but for those that do
not go to completion (as is commeon in acid-base reactions), thermodynamic data from
reactions that do go to completion can be combined using Hess’s law to obtain the need-
ed data. For example, the enthalpy and entropy of ionization of a weak acid, HA, can be
found by measuring (1) the enthalpy of reaction of HA with NaOH, (2) the enthalpy of
reaction of a strong acid (such as HCl) with NaOH, and (3) the equilibrium constant for
dissociation of the acid (usually determined from the titration curve).

Enthalpy Change
(1) HA + OH™ —> A~ + H,0 AH,°
) H,0" + OH™ — 2H,0 AH,®
3) HA + Hp0 === H;0 + A AHS®

From the usual thermodynamic relationships,
4 AH;° = AH° — AH,°

[because Reaction (3) = Reaction (1) — Reaction (2)]

Q)] AS;° = AS,° — AS,°

6) AG;° = —RT In K, = AH;° — TAS;°
Rearranging (6):

) InK, = —AH;°/RT + AS;°/R

Naturally, the final calculation can be more complex than this when HA is already
partly dissociated in the first reaction, but the approach remains the same. It is also pos-
sible to measure the equilibrium constant at different temperatures and use Equation (6)
to calculate AH® and AS®. On a plot of In K, versus 1/7, the slope is —AH;°/R and
the intercept is AS3;°/R. This method works as long as AH® and AS°® do not change
appreciably over the temperature range used. This is sometimes a difficult condition.
Data for AH®, AS°, and K, for acetic acid are given in Table 6-9.

TABLE 6-9
Thermodynamics of Acetic Acid Dissociation
AH® (k] mol™) AS° (JK T mol™)

H;0" + OH™ = 2H,0 —55.9 —80.4
HOAc + OH™ =—— H,0 + OAc™ —-56.3 —12.0

HOAc = H' + OAc™
T (K) 303 308 313 318 323
K, (X 10"5) 1.750 1.728 1.703 1.670 1.633

Note: AH® and AS° for these reactions change rapidly with temperature. Calculations based on these
data are valid only over the limited temperature range given above.
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NH,
N
Pyridine Auniline

FIGURE 6-14 Pyridine and

Aniline Structures.

EXERCISE 6-7

Use the data in Table 6-9 to calculate the enthalpy and entropy of reaction for dissociation of
acetic acid using (a) Equations (4) and (5) and (b) the temperature dependence of K, of Equa-

tion (7) by graphing In K, versus 1/7".

6-4-3 PROTON AFFINITY

One of the purest measures of acid-base strength, but one difficult to relate to solution
reactions, is gas phase proton affinity:**

BH'(g) — B(g) + H'(g)  proton affinity = AH

A large proton affinity means it is difficult to remove the hydrogen ion; this
means that B is a strong base and BH" is a weak acid in the gas phase. In favorable
cases, mass spectroscopy and ion cyclotron resonance spectroscopy25 can be used to
measure the reaction indirectly. The voltage of the ionizing electron beam in mixtures
of B and H, is changed until BH* appears in the output from the spectrometer. The en-
thalpy of formation for BH" can then be calculated from the voltage of the electron
beam, and combined with enthalpies of formation of B and H" to calculate the enthalpy
change for the reaction.

In spite of the simple concept, the measured values of proton affinities have large
uncertainties because the molecules involved frequently are in excited states (with ex-
cess energy above their normal ground states) and some species do not yield BH" asa
fragment. In addition, under common experimental conditions, the proton affinity must
be combined with solvent or other environmental effects to fit the actual reactions.
However, gas phase proton affinities are useful in sorting out the different factors influ-
encing acid-base behavior and their importance. For example, the alkali metal hydrox-
ides, which are of equal basicity in aqueous solution, have gas phase basicities in the
order LiOH < NaOH < KOH < CsOH. This order matches the increase in the elec-
tron-releasing ability of the cation in these hydroxides. Proton affinity studies have also
shown that pyridine and aniline, shown in Figure 6-14, are stronger bases than ammo-
nia in the gas phase, but they are weaker than ammonia in aqueous solution, presum-
ably because the interaction of the ammonium ion with water is more favorable than
the interaction with the pyridinium or anilinium ions. Other comparisons of gas phase
data with solution data allow at least partial separation of the different factors influenc-
ing reactions.

6-4-4 ACIDITY AND BASICITY OF BINARY
HYDROGEN COMPOUNDS

The binary hydrogen compounds (compounds containing only hydrogen and one other
element) range from the strong acids HCI, HBr, and HI to the weak base NHj. Others,
such as CHy, show almost no acid-base properties. Some of these molecules in order of
increasing gas phase acidities from left to right are shown in Figure 6-15.

24H. L. Finston and A. C. Rychtman, A New View of Current Acid-Base Theories, John Wiley & Sons,
New York, 1982, pp. 53-62.

2R, S. Drago, Physical Methods in Chemistry, W. B, Saunders, Philadelphia, 1977, pp. 552-565.

6H. L. Finston and A. C. Rychtman, A New View of Current Acid-base Theories, John Wiley & Sons,
New York, 1982, pp. 59-60.




FIGURE 6-15 Acidity of Binary
Hydrogen Compounds. Enthalpy of
dissociation in kJ/mole for the reac-
tion AH(g) —> A™(g) + H'(g)
(numerically the same as the proton
affinity). (Data from J. E. Bartmess,
J. A. Scott, and R. T. Mclver, Jr.,

J. Am. Chem. Soc., 1979, 101, 6046;
AsHj value from J. E. Bartmess and
R. T. Mclver, Jr., Gas Phase Ion
Chemistry, M. T. Bowers, ed., Acad-
emic Press, New York, 1979, p. 87.)
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Least acidic Most acidic
1 H,
2 CH4 NH3 HZO HF
B .
= 3 SiH, PH, H,S HCl
o
4 GeH, AsH, H,Se HBr
5 Hi
1700 1600 1500 1400 1300
AH(&J mol™)

Two apparently contradictory trends are seen in these data. Acidity increases with
increasing number of electrons in the central atom, either going across the table or
down, but the electronegativity effects are opposite for the two directions, as shown in
Figure 6-16.

Within each group (column of the periodic table), acidity increases on going
down the series, as in H,Se > H,S > H,0. The strongest acid is the largest, heaviest
member, low in the periodic table, containing the nonmetal of lowest electronegativity
of the group. An explanation of this is that the conjugate bases (SeH , SH™, and OH")
of the larger molecules have lower charge density and therefore a smaller attraction for
hydrogen ions (the H—O bond is stronger than the H—S bond, which in turn is
stronger than the H— Se bond). As a result, the larger molecules are stronger acids and
their conjugate bases are weaker.

On the other hand, within a period, acidity is greatest for the compounds of ele-
ments toward the right, with greater electronegativity. The electronegativity argument
cannot be used, because in this series the more electronegative elements form the
stronger acids. Although it may have no fundamental significance, one explanation that
assists in remembering the trends divides the —1 charge of each conjugate base evenly
among the lone pairs. Thus, NH, ™ has a charge of —1 spread over two lone pairs, or ~%
on each, OH™ has a charge of —1 spread over three lone pairs, or -—% on each, and F~
has a charge of —1 spread over four lone pairs, or —% on each lone pair. The amide ion,
NH,", has the strongest attraction for protons, and is therefore the strongest of these
three conjugate bases and ammonia is the weakest acid of the three. The order of acid
strength follows this trend, NH; << H,O << HF.

The same general trends persist when the acidity of these compounds is measured
in aqueous solution. The reactions are more complex, forming aquated ions, but the
overall effects are similar. The three heaviest hydrohalic acids (HCI, HBr, HI) are equally

Increasing
acidity

Increasing

electronegativity

Increasing electronegativity

Increasing acidity

FIGURE 6-16 Trends in Acidity and Electronegativity of Binary Hydrides.
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strong in water, because of the leveling effect of the water. (Details of the leveling effect
and other solvent effects are considered in greater detail in Sections 6-4-9 and 6-4-10.)
All the other binary hydrogen compounds are weaker acids, with their acid strength
decreasing toward the left in the periodic table. Methane and ammonia exhibit no acidic
behavior in aqueous solution, nor do silane (SiH,) and phosphine (PH3).

6-4-5 INDUCTIVE EFFECTS

Substitution of electronegative atoms or groups, such as fluorine or chlorine, in place of
hydrogen on ammonia or phosphine results in weaker bases. The electronegative atom
draws electrons toward itself, and as a result the nitrogen or phosphorus atom has less
negative charge and its lone pair is less readily donated to an acid. For example, PF3 is
a much weaker base than PHj.

)

P
H/ \H F/
H

@)

e
i

A similar effect in the reverse direction results from substitution of alkyl groups for
hydrogen. For example, in amines the alkyl groups contribute electrons to the nitrogen,
increasing its negative character and making it a stronger base. Additional substitutions
increase the effect, with the following resulting order of base strength in the gas phase:

NMe; > NHMe, > NH,Me > NH;

These inductive effects are similar to the effects seen in organic molecules con-
taining electron-contributing or electron-withdrawing groups. Once again, caution is re-
quired in applying this idea to other compounds. The boron halides do not follow this
argument because BF; and BCl; have significant 7 bonding that increases the electron
density on the boron atom. Inductive effects would make BF; the strongest acid because
the large electronegativity of the fluorine atonis draws electrons away from the boron
atom. In fact, the acid strength is in the order BF; << BCl3 = BBrj.

6-4-6 STRENGTH OF OXYACIDS
In the series of oxyacids of chlorine, the acid strength in aqueous solution is in the order

HCIO, > HCIO; > HCIO, > HOCI

| | |
H——O—C|1m0 H—0—Cl—0 H—0—C H—0—Cl
O

Pauling suggested a rule that predicts the strength of such acids semiquantitative-
ly, based on n, the number of nonhydrogenated oxygen atoms per molecule. Pauling’s
equation describing the acidity at 25° Cis pK,;, = 9 — 7n. Several other equations have
been proposed; pK, ~ 8 — S5n fits some acids better. (Remember: the stronger the
acid, the smaller the pK,.) The pK, values of the acids above are then

i IR v bk St
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Strongest Weakest
Acid HCIO,4 HCIO; HCIO, HOC1
n 3 2 1 0
pK, (calculated by 9 — 7n) —12 -5 2 9
pK, (calculated by 8 — 5n) =7 -2 3 8
DK, (experimental) (~10) -1 2 72

where the experimental value of HCIO, is somewhat uncertain. Neither equation is very
accurate, but either provides approximate values.

For oxyacids with more than one ionizable hydrogen, the pK, values increase by
about 5 units with each successive proton removal:

H;PO, H,PO,~ HPO42_ H,S0, HSO,
pK,(by 9 — Tn) 2 7 12 -5 0
pK,(by 8 — 5n) 3 8 13 -2 3
pK, (experimental) 2.15 7.20 12.37 <Q 2

The molecular explanation for these approximations hinges on electronegativity.
Because each nonhydrogenated oxygen is highly electronegative, it draws electrons
away from the central atom, increasing the positive charge on the central atom. This pos-
itive charge in turn draws the electrons of the hydrogenated oxygen toward itself. The
net result is a weaker O—H bond (lower electron density in these bonds), which makes
it easier for the molecule to act as an acid by losing the HT. As the number of highly
electronegative oxygens increases, the acid strength of the molecule also increases.

The same argument can be seen from the point of view of the conjugate base. The
negative charge of the conjugate base is spread over all the nonhydrogenated oxygens.
The larger the number of these oxygens to share the negative charge, the more stable
and weaker the conjugate base and the stronger the hydrogenated acid. This explanation
gives the same result as the first: the larger the number of nonhydrogenated oxygens,
the stronger the acid.

EXERCISE 6-8
a. Calculate approximate pK, values for H,SOj3, using both the equations above.

b. H;POj; has one hydrogen bonded directly to the phosphorus. Calculate approximate pK,,
values for H3PO3, using both the equations above.

6-4-7 ACIDITY OF CATIONS IN AQUEOUS
SOLUTION

Many positive ions exhibit acidic behavior in solution. For example, Fe** in water
forms an acidic solution, with yellow or brown iron species formed by reactions such as

[Fe(H,0)6”" + Hy0 == [Fe(H,0)s(OH)]** + H;0"

[Fe(H,0)s(OB)1*" + Hy0 == [Fe(H,0)4(OH),]" + H30™
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In less acidic (or more basic) solutions, hydroxide or oxide bridges between metal atoms
form, the high positive charge promotes more hydrogen ion dissociation, and a large ag-
gregate of hydrated metal hydroxide precipitates. A possible first step in this process is

H
0

2 [Fe(H,0)OH)" === [(H,0),Fel O>Fe(H20)4]4+ + 2H,0
H

In general, metal ions with larger charges and smaller radii are stronger acids. The
alkali metals show essentially no acidity, the alkaline earth metals show it only slightly,
2+ transition metal ions are weakly acidic, 3+ transition metal ions are moderately
acidic, and ions that would have charges of 4+ or higher as monatomic ions are such
strong acids in aqueous solutions that they exist only as oxygenated ions. Some exam-
ples of acid dissociation constants are given in Table 6-10.

TABLE 6-10

Hydrated Metal lon Acidities )

Metal Ion K, Metal Ion K,
Feit 6.7 x 1073 Felt 5 %x107°
cr3t 1.6 x 107 Cu** 5 x 107
AP 1.1 x 1075 NiZ* 5 x 10710
Se3* 1.1 X 107 Zn** 2.5 x 10710

Note: These are equilibrium constants for [M(EH,0),,]"" + Hy0O === [M(H;0),,—1(OH)]"~ D" + H30 ™,

Solubility of the metal hydroxide is also a measure of cation acidity. The stronger
the cation acid, the less soluble the hydroxide. Generally, transition metal 3+ ions are
acidic enough to form hydroxides that precipitate even in the slightly acidic solutions
formed when their salts are dissolved in water. The yellow color of iron(II) solutions
mentioned earlier is an example. A slight precipitate is also formed in concentrated so-
lutions unless acid is added. When acid is added, the precipitate dissolves and the color
disappears (Fe(Ill) is very faintly violet in concentrated solutions, colorless in dilute so-
Jutions). The 2+ d-block ions and Mg?" precipitate as hydroxides in neutral or slightly
basic solutions, and the alkali and remaining alkaline earth ions are so weakly acidic
that no pH effects are measured. Some solubility products are given in Table 6-11.

TABLE6-11 = E

Solubility Product Constants

Metal Hydroxide Kqp Metal Hydroxide Ksp

Fe(OH), 6 X 10738 Fe(OH), 8 x1071¢

Cr(OH)3 7 x107% Cu(OH), 22 x 1072

AN(OH), 1.4 x 107# Ni(OH), 2 x 107"
Zn(OH), 7 %1078
Mg(OH), 1.1 x 1o

NOTE: These are equilibrium constants for the reaction M(OH),(s) == M"*(aq) + n OH .

At the highly charged extreme, the free metal cation is no longer a detectable
species. Instead, ions such as permanganate (MnQ,"), chromate (CrQ4°7), uranyl
(UO,™"), dioxovanadium (VO,™), and vanadyl (VO*") are formed, with oxidation
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numbers of 7, 6, 5, 5, and 4 for the metals, respectively. Permanganate and chromate
are strong oxidizing agents, particularly in acidic solutions. These ions are also very
weak bases. For example,

CrO4> + H" == HCr0,~ K, =32 x107®
HCrO,~ + HY == H,Cr0, K, =5.6x 1071
In concentrated acid, the dichromate ion is formed by loss of water:

2HCrO,~ = Cr,0,*" + H,0

6-4-8 STERIC EFFECTS

There are also steric effects that influence acid-base behavior. When bulky groups are
forced together by adduct formation, their mutual repulsion makes the reaction less fa-
vorable. Brown has contributed a great deal to these studies.”’ He described molecules
as having F (front) strain or B (back) strain, depending on whether the bulky groups in-
terfere directly with the approach of an acid and a base to each other or whether the
bulky groups interfere with each other when VSEPR effects force them to bend away
from the other molecule forming the adduct. He also called effects from electronic dif-
ferences within similar molecules I (internal) strain. Many reactions involving substi-
tuted amines and pyridines were used to sort out these effects.

EXAMPLE

Reactions of a series of substituted pyridines with hydrogen ions show the order of base
strengths to be

2,6-dimethylpyridine > 2-methylpyridine > 2-f-butylpyridine > pyridine

H.C CH
NS
N C

H,C @ CH, H3C© H3C/ @ @

which matches the expected order for electron donation (induction) by alkyl groups (the
t-butyl group has counterbalancing inductive and steric effects). However, reaction with larger
acids such as BF; or BMej shows the following order of basicity:

pyridine > 2-methylpyridine > 2,6-dimethylpyridine > 2-t-butylpyridine
Explain the difference between these two series.

The larger fluorine atoms or methyl groups attached to the boron and the groups on the
ortho position of the substituted pyridines interfere with each other when the molecules ap-
proach each other, so reaction with the substituted pyridines is less favorable. Interference is
greater with the 2,6-substituted pyridine and greater still for the r-butyl substituted pyridine.
This is an example of F strain.

EXERCISE 6-9

Based on inductive arguments, would you expect boron trifluoride or trimethylboron to be the
stronger acid in reaction with NH4 ? Is this the same order expected for reaction with the bulky
bases in the preceding example?

2TH.C. Brown, J. Chem. Soc., 1956, 1248.
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TABLE 6-12, L
Methyl Amine Reactions
AH of Adduct Formation
AH of Hydrogen lon

Addition 1263 BF, BMe;, B(+-Bu)s
Amine (kJ/mol) (Aqueous) (Order) (kJ/mol) (Order)
NH; —846 4.75 4 ~57.53 2
CH3NH,; —884 3.38 2 —73.8] 1
(CH»),NH ~912 323 1 —80.58 3
(CH3)3N -929 4.20 3 ~73.72 4
(C;Hs)3N —958 ——d?
Quinuclidine 967 -84
< >
Pyridine 912 ~74.9

SOURCE: Hydrogen ion addition: P. Kebarle, Ann. Rev. Phys. Chem., 1977, 28, 445, aqueous pK values: N. S. Isaacs, Physical Organic Chemistry,
Longman/Wiley, New York, 1987, p. 213, adduct formation: H. C. Brown, J. Chem. Soc., 1956, 1248.

Gas phase measurements of proton affinity show the sequence of basic strength
MesN > Me,NH > MeNH, > NHj, as predicted on the basis of electron donation
(induction) by the methyl groups and resulting increased electron density and basicity of
the nitrogen.”® When larger acids are used, the order changes, as shown in Table 6-12.
With both BF; and BMes;, MesN is a much weaker base, very nearly the same as
MeNH,. With the even more bulky acid tri(-butyl)boron, the order is nearly reversed
from the proton affinity order, although ammonia is still weaker than methylamine.
Brown has argued that these effects are from crowding of the methyl groups at the back
of the nitrogen as the adduct is formed (B strain). It may also be argued that some direct
interference is also present as well.

When triethylamine is used as the base, it does not form an adduct with trimethyl-
boron, although the enthalpy change for such a reaction is slightly favorable. Initially,
this seems to be another example of B strain, but examination of molecular models
shows that one ethyl group is normally twisted out to the front of the molecule, where it
interferes with adduct formation. When the alky! chains are linked into rings, as in quin-
uclidine (1-azabicyclo{2.2.2]octane), adduct formation is more favorable because the
potentially interfering chains are pinned back and do not change on adduct formation.
The proton affinities of quinuclidine and triethylamine are nearly identical, 967 and
958 kJ/mol. When mixed with trimethylboron, whose methyl groups are large enough
to interfere with the ethyl groups of triethylamine, the quinuclidine reaction is twice as
favorable as that of triethylamine (—84 versus —42 kJ/mol for adduct formation).
Whether the triethylamine cffect is due to interference at the front or the back of the
amine is a subtle question, because the interference at the front is indirectly caused by
other steric interference at the back between the ethyl groups.

6-4-9 SOLVATION AND ACID-BASE
STRENGTH

A further complication appears in the amine series. In aqueous solution, the methyl-
substituted amines have basicities in the order Me,NH > MeNH, > MesN > NHj,
as given in Table 6-12 (a smaller pKj indicates a stronger base); cthyl-substituted

M. S. B. Munson, J. Am. Chem. Soc., 1965, 87, 2332; ¥. 1. Brauman and L. K. Blair, J. Am. Chem.
Soc., 1968, 90, 6561; J. 1. Brauman, J. M. Riveros, and L. K. Blair, J. Am. Chem. Soc., 1971, 93, 3914,




6-4 Acid and Base Strength 201

amines are in the order EtoNH > EtNH, = Et3N > NHj. In both series, the trisubsti-
tuted amines are weaker bases than expected, because of the reduced solvation of their
protonated cations. Solvation energies (absolute values) for the reaction

RnH4—nN+(g) + H,0 — RnH4—rLN+(a4)

are in the order RNH;" > R,NH,* > R;NH".?° Solvation is dependent on the
number of hydrogen atoms available for hydrogen bonding to water to form
H—0---H—N hydrogen bonds. With fewer hydrogens available for such hydrogen
bonding, the more highly substituted molecules are less basic. Competition between the
two effects (induction and solvation) gives the scrambled order of solution basicity.

6-4-10 NONAQUEOUS SOLVENTS
AND ACID-BASE STRENGTH

Reactions of acids or bases with water are only one aspect of solvent effects. Any acid
will react with a basic solvent and any base will react with an acidic solvent, with the
extent of the reaction varying with their relative strengths. For example, acetic acid (a
weak acid) will react with water to a very slight extent, but hydrochloric acid (a strong
acid) reacts completely, both forming H30™, together with the acetate ion and chloride
ion, respectively.

HOAc + H,0 == H30" + OAc™ (about 1.3% in 0.1 M solution)
HCI + H,0 == H;0" + CI” (100% in 0.1 M solution)

Similarly, water will react slightly with the weak base ammonia and completely with
the strong base sodium oxide, forming hydroxide ion in both cases, together with the
ammonium ion and the sodium ion:

NH; + H,0 == NH," + OH™ (about 1.3% in 0.1 M solution)
Na,O + H,0 == 2Na" + 2 OH™ (100% in 0.1 M solution)

These reactions show that water is ampheoteric, with both acidic and basic properties.

The strongest acid possible in water is the hydronium (oxonium) ion, and the
strongest base is the hydroxide ion, so they are formed in reactions with the stronger
acid HCI and the stronger base NayO, respectively. Weaker acids and bases react simi-
larly, but only to a small extent. In glacial acetic acid solvent (100% acetic acid), only
the strongest acids can force another hydrogen ion onto the acetic acid molecule, but
acetic acid will react readily with any base, forming the conjugate acid of the base and
the acetate ion:

H,S0,; + HOAc == H,0Ac" + HSO,~
NH; + HOAc = NH," + OAc™

The strongest base possible in pure acetic acid is the acetate ion; any stronger base
reacts with acetic acid solvent to form acetate ion, as in

OH  + HOAc — H,0 + OAc

This is called the leveling effect, in which acids or bases are brought down to the limit-
ing conjugate acid or base of the solvent. Because of this, nitric, sulfuric, perchloric,

2B, M. Amnett, J. Chem. Educ., 1985, 62, 385 reviews the effects of solvation, with many references.
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FIGURE 6-17 The Leveling
Effect and Solvent Properties.
(Adapted from R. P. Bell, The Proton
in Chemistry, 2nd edition, 1973,

p. 50. Second edition, copyright ©
1973 by R. P. Bell. Used by permis-
sion of Cornell University Press.)
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and hydrochloric acids are all equally strong acids in dilute aqueous solutions, reacting
to form H4O™, the strongest acid possible in water. In acetic acid, their acid strength is
in the order HC1Q4 > HC1 > H,S0O,; > HNO;, based on their ability to force a sec-
ond hydrogen ion onto the carboxylic acid to form HyOAc™. Therefore, acidic solvents
allow separation of strong acids in order of strength; basic solvents allow a similar sep-
aration of bases in order of strength. On the other hand, even weak bases appear strong
in acidic solvents and weak acids appear strong in basic solvents.

This concept provides information that is frequently useful in choosing solvents
for specific reactions, and in describing the range of pH that is possible for different
solvents, as shown in Figure 6-17.

Inert solvents, with neither acidic nor basic properties, allow a wider range of
acid-base behavior. For example, hydrocarbon solvents do not limit acid or base
strength because they do not form solvent acid or base species. In such solvents, the
acid or base strengths of the solutes determine the reactivity and there is no leveling
effect. Balancing the possible acid-base effects of a solvent with requirements for solu-
bility, safety, and availability is one of the challenges for experimental chemists.

Exapie

What are the reactions that take place and the major species in soluation at the beginning, mid-
point, and end of the titration of a solution of ammonia in water by hydrochloric acid in water?

Beginning NH; and a very small amount of NH, " and OH ™ are present. As a weak base,
ammonia dissociates very little.

Midpoint The reaction taking place during the titration is H;0" + NH; —
NH[;SL + H0, because HCI is a strong acid and completely dissociated. At the midpoint,
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equal amounts of NH; and NH,* are present, along with about 5.4 X 1071 M H;0" and
1.8 X 10 M OH ™ (because pH = pK, at the midpoint, pH = 9.3). CI" is the major anion
present.

End point  All NH; has been converted to NH, ", so NH,* and CI™ are the major species in
solution, along with about 2 X 1079 M H;0" (pH about 5.7).

After the end point Excess HCI has been added, so the H;0™" concentration is now
larger, and the pH is lower. NH," and Cl~ are still the major species.
EXERCISE 6-10

What are the reactions that take place and the major species in solution at the beginning, mid-
point, and end of the following titrations? Include estimates of the extent of reaction (i.e., the
acid dissociates completely, to a large extent, or very little).

a. Titration of a solution of acetic acid in water by sodium hydroxide in water.

b. Titration of a solution of acetic acid in pyridine by tetramethylammonium hydroxide in
pyridine.

6-4-11 SUPERACIDS

Acid solutions more acidic than sulfuric acid are called superacids,30 for which George
Olah won the Nobel Prize in Chemistry in 1994. The acidity of such solutions is
frequently measured by the Hammett acidity function:3!

[BH']
[B]

Hy = pKgyt — log

where B and BH™ are a nitroaniline indicator and its conjugate acid. The stronger the
acid, the more negative its H; value. On this scale, pure sulfuric acid has an Hy of
—11.9. Fuming sulfuric acid (oleum) is made by dissolving SO5 in sulfuric acid. This
solution contains H,S,07 and higher polysulfuric acids, all of them stronger acids than
H,S0y,. Other superacid solutions and their acidities are given in Table 6-13.

TABLE 6-13
Superacids S . /
Acid Ho
Sulfuric acid H,S0,4 -11.9
Hydrofluoric acid HF —-11.0
Perchloric acid HC1O4 —13.0
Fluorosulfonic acid HSO;F —15.6
Trifluoromethanesulfonic acid (triflic acid) HSO;CF, -14.6
Magic Acid* HSO;F-SbFs ~21.0to —25
(depending on concentration)
Fluoroantimonic acid HF-SbFs -21 to ~28

(depending on concentration)

Norte: * Magic Acid is a registered trademark of Cationics, Inc., Columbia, SC.

3G, Olah and G. K. S. Prakash, Superacids, John Wiley & Sons, New York, 1985; G. Olah, G. K. S.
Prakash, and J. Sommer, Science, 1979, 206, 13; R. J. Gillespie, Acc. Chem. Res., 1968, 1, 202.

3L, P. Hammett and A, J. Deyrup, J. Am. Chem. Soc., 1932, 54, 2721.
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The Lewis superacids formed by the fluorides are a result of transfer of anions to
form complex fluoro anions:

2 HF + 2 SbFs = H,F" + Sb,Fy;~

acid base acid base
2 HSO5F + 2 SbFs == H,SOsF" + SbyFo(SO3F)”
acid base acid base

These acids are very strong Friedel-Crafts catalysts. For this purpose, the term su-
peracid applies to any acid stronger than AlCls, the most common Friedel-Crafts cata-
lyst. Other fluorides, such as those of arsenic, tantalum, niobium, and bismuth, also
form superacids. Many other compounds exhibit similar behavior; additions to the list
of superacids include HSO;F-Nb(SO;F)s and HSO;F-Ta(SO3F)s, synthesized by oxi-
dation of niobium and tantalum in HSOsF by 5206F2.32 Their acidity is explained by
reactions similar to those for SbFs in fluorosulfonic acid. Crystal structures of a number
of the oxonium salts of SbyF|;” and cesium salts of several fluorosulfato ions have
more recently been determined,® and AsFs and SbFs in HF have been used to protonate
H-Se, HAs, H;Sb, HoSe, HyP, H,0,, and, H,S,.%*

GENERAL
REFERENCES

W. B. Jensen, The Lewis Acid-Base Concepts: An Overview, Wiley-Interscience, New
York, 1980, and H. L Finston and Allen C. Rychtman, A New View of Current Acid-Base
Theories, John Wiley & Sons, New York, 1982, provide good overviews of the history
of acid-base theories and critical discussions of the different theories. R. G. Pearson’s
Hard and Soft Acids and Bases, Dowden, Hutchinson, & Ross, Stroudsburg, PA, 1973,
is a review by one of the leading exponents of HSAB. For other viewpoints, the refer-
ences provided in this chapter should be consulted.

PROBLEMS

Additional acid-base problems may be found at the end of Chapter 8.

6-1  For each of the following reactions identify the acid and the base. Also indicate which
acid-base definition (Lewis, solvent system, Brgnsted) applies. In some cases, more
than one definition may apply.

a. BF; + 2CIF — [CLF]* + [BR]”

HClO4 + CH4CN ~—— CH,CNH* + Cl10,~

PCis + IC1 — [PCly]" + [ICl,]”

. NOF + CIF; — [NOT* + [CIF,]”

2Cl0;” + SO, —> 2ClO, + SO,

Pt + XBF4 — PtF4 + Xe

XeOs; + OH™ —— [HXeOy4]™

. 2HF + SbF; —— [H,F]" + [SbF¢]™

2 NOC! + Sn —> SnCl, + 2 NO (in N,Oy solvent)
PtFs + CIFy — [CIF,]" + [PtFg]™

. (benzyl)sN + CH3COOH — (benzyl)sNH' + CH3COO™
BH,  + 8 OH™ —— B(OH);  + 4H,0

mESerm R e 20 T

6-2  Baking powder is a mixture of aluminum sulfate and sodium hydrogen carbonate, which
generates a gas and makes bubbles in biscuit dough. Explain what the reactions are.

32W. V. Cicha and F. Aubke, J. Am. Chem. Soc., 1989, 111, 4328,
3D, Zhung, S. I. Rettig, J. Trotter, and F. Aubke, Inorg. Chem., 1996, 35, 6113.

34R. Minkwitz, A. Kormath, W. Sawodny, and J. Hahn, [norg. Chem., 1996, 35, 3622, and
references therein.
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FORMULAS AND
STRUCTURES

Solid-state chemistry uses the same principles for bonding as those for molecules. The
differences from molecular bonding come from the magnitude of the “molecules” in the
solid state. In many cases, a macroscopic crystal can reasonably be described as a sin-
gle molecule, with molecular orbitals extending throughout. This description leads to
significant differences in the molecular orbitals and behavior of solids compared with
those of small molecules. There are two major classifications of solid materials: crystals
and amorphous materials. Our attention in this chapter is on crystalline solids composed
of atoms or ions.

We will first describe the common structures of crystals and then give the molec-
ular orbital explanation of their bonding. Finally, we will describe some of the thermo-
dynamic and electronic properties of these materials and their uses.

Crystalline solids have atoms, ions, or molecules packed in regular geometric arrays,
with the structural unit called the unit cell. Some of the common crystal geometries
are described in this section. In addition, we will consider the role of the relative sizes
of the components in determining the structure. Use of a model kit, such as the one
available from ICE,' makes the study of these structures much easier.

7-1-1 SIMPLE STRUCTURES

The crystal structures of metals are simple. Those of some minerals can be very com-
plex, but usually have simpler structures that can be recognized within the more com-
plex structure. The unit cell is a structural component that, when repeated in all

Institute for Chemical Education, Department of Chemistry, University of Wisconsin-Madison, 1101
University Ave., Madison, W1 53706. Sources for other model kits are given in A. B. Ellis, M. J. Geselbracht,
B. J. Johnson, G. C. Lisensky, and W. R. Robinson, Teaching General Chemistry: A Materials Science
Companion, American Chemical Society, Washington, DC, 1993.
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FIGURE 7-1 The Seven Crystal
Classes and Fourteen Bravais
Lattices. The points shown are not
necessarily individual atoms, but are
included to show the necessary
symmetry.

directions, results in a macroscopic crystal. Structures of the 14 possible crystal struc-
tures (Bravais lattices) are shown in Figure 7-1. Several different unit cells are possible
for some structures; the one used may be chosen for convenience, depending on the par-
ticular application. The atoms on the corners, edges, or faces of the unit cell are shared
with other unit cells. Those on the corners of rectangular unit cells are shared equally by
eight unit cells and contribute % to each (% of the atom is counted as part of each cell).
The total for a single unit cell is § X % = 1 atom for all of the corners. Those on the
corners of nonrectangular unit cells also contribute one atom total to the unit cell; small
fractions on one corner are matched by larger fractions on another. Atoms on edges of
unit cells are shared by four unit cells (two in one layer, two in the adjacent layer) and
contribute i to each, and those on the faces of unit cells are shared between two unit
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cells and contribute 3 to each. As can be seen in Figure 7-1, unit cells need not have
equal dimensions or angles. For example, triclinic crystals have three different angles
and may have three different distances for the dimensions of the unit cell.

EXAMPLE

The diagram below shows a space-filling diagram of a face-centered cubic unit cell cut to
show only the part of each atom that is inside the unit cell boundaries. The corner atoms are
each shared among eight unit cells, so % of the atom is in the unit cell shown. The face-
centered atoms are shared between two unit cells, so % of the atom is in the unit cell shown.
The eight corners of the unit cell then total 8 X § = 1 atom, the six faces total 6 X 1=3
atoms, and there is a total of 4 atoms in the unit cell.

EXERCISE 7-1
Calculate the number of atoms in each unit cell of

a. A body-centered cubic structure.

b. A hexagonal structure.

The structures are shown in Figure 7-1.

The positions of atoms are frequently described in lattice points, expressed as
fractions of the unit cell dimensions. For example, the body-centered cube has atoms at
the origin [x = 0, y = 0, z = 0, or (0,0, 0)] and at the center of the cube [x = %,
y = %, 7= %, or (%, %, %)] The other atoms can be generated by moving these two

atoms in each direction in increments of one cell length.

Cubic

The most basic crystal structure is the simple cube, called the primitive cubic structure,
with atoms at the eight corners. It can be described by specifying the length of one side,
the angle 90°, and the single lattice point (0, 0, 0). Because each of the atoms is shared
between eight cubes, four in one layer and four in the layer above or below, the total
number of atoms in the unit cell is 8 X % = 1, the number of lattice points required.
Each atom is surrounded by six others, for a coordination number (CN) of 6. This
structure is not efficiently packed because the spheres occupy only 52.4% of the total
volume. In the center of the cube is a vacant space that has eight nearest neighbors or a
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coordination number of 8. Calculation shows that a sphere with a radius 0.73r (where r
is the radius of the corner spheres) would fit in the center of this cube if the corner
spheres are in contact with each other.

Body-centered cubic

If another sphere is added in the center of the simple cubic structure, the result is called
body-centered cubic (bce). If the added sphere has the same radius as the others, the
size of the unit cell expands so that the diagonal distance through the cube is 4r, where
r is the radius of the spheres. The corner atoms are no longer in contact with each other.
The new umit cell is 2.317 on each side and contains two atoms because the body-
centered atom is completely within the unit cell. This cell has two lattice points, at the

origin (0, 0, 0) and at the center of the cell (%, 1, %)

EXERCISE 7-2

Show that the side of the unit cell for a body-centered cubic crystal is 2.31 times the radius of
the atoms in the crystal.

Close-packed structures

When marbles or ball bearings are poured into a flat box, they tend to form a close-
packed layer, in which each sphere is surrounded by six others in the same plane. This
arrangeinent provides the most efficient packing possible for a single layer. When three
or more close-packed layers are placed on top of each other systematically, two struc-
tures are possible: hexagonal close packing (hep) and cubic close packing (ccp), also
known as face-centered cubic (fce). In both, the coordination number for each atom is
12, six in its own layer, three in the layer above, and three in the layer below. When the
third layer is placed with all atoms directly above those of the first layer, the result is an
ABA structure called hexagonal close packing (hep). When the third layer is displaced
so each atom is above a hole in the first layer, the resulting ABC structure is called
cubic close packing (ccp) or face-centered cubic (fcc). These are shown in Figure 7-2.
In both these structures, there are two tetrahedral holes per atom (coordination number
4, formed by three atoms in one layer and one in the layer above or below) and one
octahedral hole per atom (three atoms in each layer, total coordination number of 6).

Hexagonal close packing is relatively easy to see, with hexagonal prisms sharing
vertical faces in the larger crystal (Figure 7-3). The minimal unit cell is smaller than the
hexagonal prism; taking any four atoms that all touch each other in one layer and ex-
tending lines up to the third layer will generate a unit cell with a parallelogram as the
base. As shown in Figure 7-3, it contains half an atom in the first layer (four atoms av-
eraging % each), four similar atoms in the third layer, and one atom from the second
layer whose center is within the unit cell, for a total of two atoms in the unit cell. The
unit cell has dimensions of 2r, 2r, and 2.83r and an angle of 120° between the first two
axes in the basal plane and 90° between each of these axes and the third, vertical axis.
The atoms are at the lattice points (0, 0, 0) and (% % %)

The cube in cubic close packing is harder to see when each of the layers is close-
packed. The unit cell cube rests on one corner, with four close-packed layers required to
complete the cube. The first layer has only one sphere and the second has six in a trian-
gle, as shown in Figure 7-4(a). The third layer has another six-membered triangle with
the vertices rotated 60° from the one in the second layer, and the fourth layer again has
one sphere. The cubic shape of the cell is easier to see if the faces are placed in the con-
ventional horizontal and vertical directions, as in Figure 7-4(b).




FIGURE 7-2 Close-packed

Structures.
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A single close-packed layer, A, with Two close-packed layers, A and B.

the hexagonal packing outlined. Octahedral holes can be seen extending
through both layers surrounded by three
atorns in each layer. Tetrahedral holes are
under each atom of the second layer and
over each atom of the bottom layer. Each is
made up of three atoms from one layer and
one from the other.

Cubic close-packed layers, in an ABC Hexagonal close-packed layers. Fhe third
pattern. Octahedral holes are offset, so layer is exactly over the first layer in this
0o hole extends through all three layers. ABA pattern. Octahedral holes are aligned

exactly over each other, one set between the
first two layers A and B, the other between
the second and third layers, B and A,

. Layer 1 (A) Layer 2 (B) Q Layer3 (Aor C)

The unit cell of the cubic close-packed structure is a face-centered cube, with
spheres at the corners and in the middle of each of the six faces. The lattice points are at
(0,0,0), (%, %, O), (%, 0 1), and (O, %, %), for a total of four atoms in the unit cell,

’ 3
% X 8 at the corners and 5 X 6 in the faces. In both close-packed structures, the spheres
occupy 74.1% of the total volume.

Ionic crystals can also be described in terms of the interstices, or holes, in the
structures. Figure 7-5 shows the location of tetrahedral and octahedral holes in close-
packed structures. Whenever an atom is placed in a new layer over a close-packed layer,
it creates a tetrahedral hole surrounded by three atoms in the first layer and one in the
second (CN = 4). When additional atoms are added to the second layer, they create
tetrahedral holes surrounded by one atom in the one layer and three in the other. In ad-
dition, there are octahedral holes (CN = 6) surrounded by three atoms in each layer.
Overall, close-packed structures have two tetrahedral holes and one octahedral hole per
atom. These holes can be filled by smalier ions, the tetrahedral holes by ions with radius
0.225r, where r is the radius of the larger ions, and the octahedral holes by ions with ra-
dius 0.414r. In more complex crystals, even if the ions are not in contact with each
other, the geometry is described in the same terminology. For example, NaCl has chlo-
ride ions in a cubic close-packed array, with sodium ions (also in a ccp array) in the
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FIGURE 7-3 Hexagonal Close
Packing. (a) The hexagonal prism
with the unit cell outlined in bold.
(b) Two layers of an hep unit cell.
The parallelogram is the base of the
unit cell. The third layer is identical
to the first. (c) Location of the atom
in the second layer.

FIGURE 7-4 Cubic Close Packing.

(a) Two layers of a ccp (or fec) cell.
The atom in the center of the triangle
in the first layer and the six atoms
connected by the triangle form half
the unit cell. The other half, in the
third and fourth layers, is identical,
but with the direction of the triangle
reversed. (b) Two vicws of the unit
cell, with the close-packed layers
marked in the first.

(b)

2/3

(a)

(b)




FIGURE 7-5 Tetrahedral and
Octahedral Holes in Close-packed
Layers. (a) Tetrahedral holes are
under each x and at each point where
an atom of the first layer appears in
the triangle between three atoms in
the second layer. (b) An octahedral
hole is outlined, surrounded by three
atoms in each layer.
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(b

‘ Layer 1

octahedral holes. The sodium ions have a radius 0.695 times the radius of the chloride
ion (r+ = 0.695r.), large enough to force the chloride ions apart, but not large enough
to allow a coordination number larger than 6.

Metallic crystals

Except for the actinides, most metals crystallize in body-centered cubic, cubic close-
packed, and hexagonal close-packed structures, with approximately equal numbers of
each type. In addition, changing pressure or temperature will change many metallic
crystals from one structure to another. This variability shows that we should not think of
these metal atoms as hard spheres that pack together in crystals independent of elec-
tronic structure. Instead, the sizes and packing of atoms are somewhat variable. Atoms
attract each other at moderate distances and repel each other when they are close
enough that their electron clouds overlap too much. The balance between these forces,
modified by the specific electronic configuration of the atoms, determines the net forces
between them and the structure that is most stable. Simple geometric calculations can-
not be relied on.

Properties of metals

The single property that best distinguishes metals from nonmetals is conductivity. Met-
als have high conductivity, or low resistance, to the passage of electricity and of heat;
nonmetals have low conductivity or high resistance. One exception is diamond, which
has low electrical conductivity and high heat conductivity. Conductivity is discussed
further in Section 7-3 on the electronic structure of metals and semiconductors.

Aside from conductivity, metals have quite varied properties. Some are soft and
easily deformed by pressure or impact, or malleable (Cu, fce structure), whereas others
are hard and brittle, more likely to break rather than bend (Zn, hcp). However, most can
be shaped by hammering or bending. This is possible because the bonding is nondirec-
tional; each atom is rather weakly bonded to all neighboring atoms, rather than to indi-
vidual atoms, as is the case in discrete molecules. When force is applied, the atoms can
slide over each other and realign into new structures with nearly the same overall ener-
gy. This effect is facilitated by dislocations, where the crystal is imperfect and atoms
are out of place and occupy those positions because of the rigidity of the rest of the
crystal. The effects of these discontinuities are increased by impurity atoms, especially
those with a size different from that of the host. These atoms tend to accumulate at dis-
continuities in the crystal, making it even less uniform. These imperfections allow grad-
ual slippage of layers, rather than requiring an entire layer to move at the same time.
Some metals can be work-hardened by repeated deformation. When the metal is ham-
mered, the defects tend to group together, eventually resisting deformation. Heating can
restore flexibility by redistributing the dislocations and reducing the number of them.
For different metals or alloys (mixtures of metals), heat treatment and slow or fast
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FIGURE 7-6 The Siructure of
Diamond. (a) Subdivision of the unit
cell, with atoms in alternating
smaller cubes. (b) The tetrahedral
coordination of carbon is shown for
the four interior atoms.

FIGURE 7-7 Sodium Chloride and
Ceésium Chloride Unit Cells.
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cooling can lead to much different results. Some metals can be tempered to be harder
and hold a sharp edge better, others can be heat-treated to be more resilient, flexing
without being permanently bent. Still others can be treated to have “‘shape memory.”
These alloys can be bent, but return to their initial shape on moderate heating.

Diamond

The final simple structure we will consider is that of diamond (Figure 7-6), which has
the same overall geometry as zinc blende (described later), but with all atoms identical.
If a face-centered cubic crystal is divided into eight smaller cubes by planes cutting
through the middle in all three directions, and additional atoms are added in the centers
of four of the smaller cubes, none of them adjacent, the diamond structure is the result.
Each carbon atom is bonded tetrahedrally to four nearest neighbors, and the bonding
between them is similar to ordinary carbon-carbon single bonds. The strength of the
crystal comes from the covalent nature of the bonding and the fact that each carbon has
its complete set of four bonds. Although there are cieavage planes in diamond, the
structure has essentially the same strength in all directions. In addition to carbon, three
other elements in the same group (silicon, germanium, and «-tin) have the same struc-
ture. Jce also has the same crystal symmetry (see Figure 3-21), with O—H~-—0 bonds
between all the oxygens. The ice structure is more open because of the greater distance
between oxygen atoms.

7-1-2 STRUCTURES OF BINARY COMPOUNDS

Binary compounds (compounds consisting of two elements) may have very simple
crystal structures and can be described in several different ways. Two simple structures
are shown in Figure 7-7. As described in Section 7-1-1, there are two tetrahedral holes
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and one octahedral hole per atom in close-packed structures. If the larger ions (usually
the anions) are in close-packed structures, ions of the opposite charge occupy these
holes, depending primarily on two factors:

1. The relative sizes of the atoms or ions. The radius ratio (usuvally r1/r_ but some-
times r—/r4+, where r. is the radius of the cation and 7_ is the radius of the anion)
is generally used to measure this. Small cations will fit in the tetrahedral or octa-
hedral holes of a close-packed anion lattice. Somewhat larger cations will fit in
the octahedral holes, but not in tetrahedral holes, of the same lattice. Still larger
cations force a change in structure. This will be explained more fully in
Section 7-1-4.

2. The relative numbers of cations and anions. For example, a formula of M,X will
not allow a close-packed anion lattice and occupancy of all of the octahedral
holes by the cations because there are too many cations. The structure must either
have the cations in tetrahedral holes, have many vacancies in the anion lattice, or
have an anion lattice that is not close-packed.

The structures described in this section are generic, but are named for the most common
compound with the structure. Although some structures are also influenced by the elec-
tronic structure of the ions, particularly when there is a high degree of covalency, this
effect will not be considered here.

Sodium chloride, NaCl

NaCl, Figure 7-7(a), is made up of face-centered cubes of sodivm ions and face-
centered cubes of chloride ions combined, but offset by half a unit cell length in one
direction so that the sodium ions are centered in the edges of the chloride lattice (and
vice versa). If all the ions were identical, the NaCl unit cell would be made up of eight
simple cubic unit cells. Many alkali halides and other simple compounds share this
same structure. For these crystals, the ions tend to have quite different sizes, usually
with the anions larger than the cations. Each sodium ion is surrounded by six nearest-
neighbor chloride jons, and each chloride ion is surrounded by six nearest-neighbor
sodium ions.

Cesium chloride, CsCl

As mentioned previously, a sphere of radius 0.73r will fit exactly in the center of a
cubic structure. Although the fit is not perfect, this is what happens in CsCl,
Figure 7-7(b), where the chloride ions form simple cubes with cesium ions in the cen-
ters. In the same way, the cesium ions form simple cubes with chloride ions in the centers.
The average chloride ion radius is 0.83 times as large as the cesium ion (167 pm and
202 pm, respectively), but the interionic distance in CsCl is 356 pm, about 3.5% smaller
than the sum of the average ionic radii. Only CsCl, CsBr, Csl, TIC], TIBr, T1I, and CsSH
have this structure at ordinary temperatures and pressures, although some other alkali
halides have this structure at high pressure and high temperature. The cesium salts can
also be made to crystallize in the NaCl lattice on NaCl or KBr substrates, and CsCl
converts to the NaCl lattice at about 469° C.

Zinc blende, ZnS

ZnS has two common crystalline forms, both with coordination number 4. Zinc blende,
Figure 7-8(a), is the most common zinc ore and has essentially the same geometry as
diamond, with alternating layers of Zn and S. It can also be described as havilagi' ROTECH
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(a) Zinc blende (the same structure results
if the Zn and S positions are reversed)

®
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.S & Zn

(c) One sulfide layer and one zinc layer of
wurtzite. The third layer contains sulfide
ions, directly above the zinc ions. The
fourth layer is zinc ions, directly above
the sulfides of the first layer,

@®In

Os

(b) Wurtzite

FIGURE 7-8 7ZnS Crystal Structures. (a) Zinc blende. (b, c) Wurtzite.

FIGURE 7-9 Fluorite and Antiflu-
orite Crystal Structures. (a) Fluorite
shown as Ca®" in a cubic close-
packed lattice, each surrounded by
eight F™ in the tetrahedral holes.

(b) Fluorite shown as F~ in a simple
cubic array, with Ca”" in alternate
body centers. Solid lines enclose the
cubes containing Ca®" ions. If the
positive and negative ion positions
are reversed, as in Li50O, the structure
is known as antifluorite.

ions and sulfide ions, each in face-centered lattices, so that each ion is in a tetrahedral
hole of the other lattice. The stoichiometry requires half of these tetrahedral holes to be
occupied, with alternating occupied and vacant sites.

Wurtzite, ZnS

The wurtzite form of ZnS, Figure 7-8(b, ¢), is much rarer than zinc blende, and is
formed at higher temperatures than zinc blende. It also has zinc and sulfide each in a
tetrahedral hole of the other lattice, but each type of ion forms a hexagonal close-packed
lattice. As in zinc blende, half of the tetrahedral holes in each lattice are occupied.

Fluorite, CaF,

The fluorite structure, Figure 7-9, can be described as having the calcium ions in a cubic
close-packed lattice, with eight fluoride ions surrounding each one and occupying
all of the tetrahedral holes. An alternative description of the same structure, shown in

Prluoride

O Calcium @ Fluoride O Calcium
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Figure 7-9(b), has the fluoride ions in a simple cubic array, with calcium ions in alter-
nate body centers. The ionic radii are nearly perfect fits for this geometry. There is also
an antifluorite structure in which the cation-anion stoichiometry is reversed. This struc-
ture is found in all the oxides and sulfides of Li, Na, K, and Rb, and in Li,Te and Be,C.
In the antifluorite structure, every tetrahedral hole in the anion lattice is occupied by a
cation, in contrast to the ZnS structures, in which half the tetrahedral holes of the sulfide
ion lattice are occupied by zinc ions.

NiAs

The nickel arsenide structure (Figure 7-10) has arsenic atoms in identical close-packed
layers stacked directly over each other, with nickel atoms in all the octahedral holes.
The larger arsenic atoms are in the center of trigonal prisms of nickel atoms. Both types
of atoms have coordination number 6, with layers of nickel atoms close enough that
each nickel can also be considered as bonded to two others. An alternate description is
that the nickel atoms occupy all the octahedral holes of a hexagonal close-packed ar-
senic lattice. This structure is also adopted by many MX compounds, where M is a tran-
sition metal and X is from Groups 14, 15, or 16 (Sn, As, Sb, Bi, S, Se, or Te). This
structure is easily changed to allow for larger amounts of the nonmetal to be incorporat-
ed into nonstoichiometric materials.

Rutile, TiO,

TiO, in the rutile structure (Figure 7-11) has distorted TiOg octahedra that form
columns by sharing edges, resulting in coordination numbers of 6 and 3 for titanium
and oxygen, respectively. Adjacent columns are connected by sharing corners of the oc-
tahedra. The oxide ions have three nearest-neighbor titanium ions in a planar configura-
tion, one at a slightly greater distance than the other two. The unit cell has titanium ions
at the corners and in the body center, two oxygens in opposite quadrants of the bottom
face, two oxygens directly above the first two in the top face, and two oxygens in the
plane with the body-centered titanium forming the final two positions of the oxide octa-
hedron. The same geometry is found for MgF,, ZnF,, and some transition metal fluo-
rides. Compounds that contain larger metal ions adopt the fluorite structure with
coordination numbers of 8 and 4.

@ Nickel

O Arsenic O 0O @Ti
FIGURE 7-10 NiAs Crystal FIGURE 7-11 Rutile (TiO,) Crys-
Structure. tal Structure. The figure shows two

unit cells of rutile. The heavy line
actoss the middle shows the edge
shared between two TiOg octahedra.
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7-1-3 MORE COMPLEX COMPOUNDS

1t is possible to form many compounds by substitution of one ion for another in part of
the locations in a lattice. If the charges and ionic sizes are the same, there may be a wide
range of possibilities. If the charges or sizes differ, the structure must change, some-
times balancing charge by leaving vacancies and frequently adjusting the lattice to ac-
commodate larger or smaller ions. When the anions are complex and nonspherical, the
crystal structure must accommodate the shape by distortions, and large cations may re-
quire increased coordination numbers. A large number of salts (LiNOjz, NaNOj,
MgCO;, CaCOjy, FeCOs3, InBO;, YBO3) adopt the calcite structure, Figure 7-12(a),
named for a hexagonal form of calcium carbonate, in which the metal has six nearest-
neighbor oxygens. A smaller number (KNO;, SrCO3, LaBOs3), with larger cations,
adopt the aragonite structure, Figure 7-12(b), an orthorhombic form of CaCOj3, which
has 9-coordinate metal ions.

7-1-4 RADIUS RATIO

Coordination numbers in different crystals depend on the sizes and shapes of the ions or
atoms, their electronic structures, and, in some cases, the temperature and pressure
under which they were formed. A simple, but at best approximate, approach to predict-
ing coordination numbers uses the radius ratio, r,/r_. Simple calculation from tables of

(a) (b)
FIGURE 7-12 Structures of Calcium Carbonate, CaCOs. (a) Calcite. (b) Two views of aragonite.
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jonic radii or of the size of the holes in a specific structure allows prediction of possible
structures, treating the ions as if they were hard spheres.

For hard spheres, the ideal size for a smaller cation in an octahedral hole of an
anion lattice is a radius of 0.414r_. Similar calculations for other geometries result in
the radius ratios (4/r_) shown in Table 7-1.

TABLE 7-1 )
Radius Ratios and Coordination Numbers
Radius Ratio Coordination
Limiting Values Number Geometry lonic Compounds
4 Tetrahedral ZnS
0414
4 Square planar None
6 Octahedral NaCl, TiO, (rutile)
0.732
8 Cubic CsCl, CaF; (fluorite)
1.00
12 Cubooctahedron No ienic examples, but many

metals are 12-coordinate

EXAMPLE

NaCl Using the radius of the Na™ cation (Appendix B-1) for either CN = 4 or CN = 6,
rofro = 113/167 = 0.677 or 116/167 = 0.695, both of which predict CN = 6. The Na*
cation fits easily into the octahedral holes of the CI™ lattice, which is ccp.

ZnS The zinc ion radius varies more with coordination number. The radius ratios are
ry/r. = 74/170 = 0.435 for the CN = 4 and ry/r- = 88/170 = 0.518 for the CN = 6 ra-
dius. Both predict CN = 6, but the smaller one is close to the tetrahedral limit of 0.414. Ex-
perimentally, the Zn*" cation fits into the tetrahedral holes of the S lattice, which is either
ccp (zine blende) or hep (wurtzite).

EXERCISE 7-3

Fluorite (CaF,) has fluoride ions in a simple cubic array and calcium ions in alternate body
centers, with r,/r_ = 0.97. What are the coordination numbers of the two ions predicted by
the radius ratio? What are the coordination numbers observed? Predict the coordination
number of Ca®* in CaCl, and CaBr,.

The predictions of the example and exercise match reasonably well with the facts
for these two compounds, even though ZnS is largely covalent rather than ionic. How-
ever, all radius ratio predictions should be used with caution because ions are not hard
spheres and there are many cases in which the radius ratio predictions are not correct.
One study” reported that the actual structure matches the predicted structure in about
two-thirds of cases, with a higher fraction correct at CN = 8 and a lower fraction cor-
rect at CN = 4.

There are also compounds in which the cations are larger than the anions; in these
cases, the appropriate radius ratio is r—/r., which determines the CN of the anions in the
holes of a cation lattice. Cesium fluoride is an example, with r—/r = 119/181 = 0.657,
which places it in the six-coordinate range, consistent with the NaCl structure observed
for this compound.

’L. C. Nathan, J. Chem. Educ., 1985, 62, 215.
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7-2
THERMODYNAMICS

OF IONIC CRYSTAL
FORMATION

When the ions are nearly equal in size, a cubic arrangement of anions with the
cation in the body center results, as in cesium chloride with CN = 8. Although a close-
packed structure (ignoring the difference between cations and anions) would seem to
give larger attractive forces, the CsCl structure separates ions of the same charge,
reducing the repulsive forces between them.

Compounds whose stoichiometry is not 1:1 (such as CaF, and Na;S) may either
have different coordination numbers for the cations and anions or structures in which
only a fraction of the possible sites are occupied. Details of such structures are available
in Wells® and other references.

Formation of ionic compounds from the elements appears to be one of the simpler
overall reactions, but can also be written as a series of steps adding up to the overall
reaction. The Born-Haber cycle is the process of considering the series of component
reactions that can be imagined as the individual steps in compound formation. For the
example of lithium fluoride, the first five reactions added together result in the sixth
overall reaction.

Li(s) — Li(g) AH,, = 161 kJ/mol Sublimation (1)
%FQ( g) — F(g) AHy, = 79 kJ/mol Dissociation (2)
Li(g) — Li'(g) + ¢~ AH,, = 531 kl/mol Tonization energy  (3)
F(g) + ¢ —> F (g) AH,,, = —328 kJ/mol —Electron affinity  (4)

Li*(g) + F(g) — LiF(s) AH,, = —1239 kJ/mol Lattice enthalpy ~ (5)

Li(s) + 3Fy(g) — LiF(s) AH{o, = —796 kI/mol Formation (6)

Historically, such calculations were used to determine electron affinities when the en-
thalpies for all the other reactions could either be measured or calculated. Calculated
lattice enthalpies were combined with experimental values for the other reactions and
for the overall reaction of Li(s) + %Fz( g) — LiF(s). Now that it is easier to measure
electron affinities, the complete cycle can be used to determine more accurate lattice en-
thalpies. Although this is a very simple calculation, it can be very powerful in calculat-
ing thermodynamic properties for reactions that are difficult to measure directly.

7-2-1 LATTICE ENERGY AND MADELUNG
CONSTANT

At first glance, calculation of the lattice energy of a crystal may seem simple: just take
every pair of ions and calculate the sum of the electrostatic energy between each pair,

using the equation below.
AU = iz < ¢ )
ro \ 4meg

where Z;, Z; = ionic charges in electron units

ro = distance between ion centers
e = electronic charge = 1.602 X 10717 C

3A. F. Wells, Structural Inorganic Chemistry, 5th ed., Oxford University Press, New York, 1988.
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ey = permittivity of a vacuum = 1.11 X 1071°0¢C? 5 1 m™!

o2

=2307 X 1078 m
drreg

Summing the nearest-neighbor interactions is insufficient, because significant en-
ergy is involved in longer range interactions between the ions. For a crystal as simple as
NaCl, the closest neighbors to a sodium ion are six chloride ions at half the unit cell dis-
tance, but the set of next-nearest neighbors is a set of 12 sodium ions at 0.707 times the
unit cell distance, and the numbers rise rapidly from there. The sum of all these geo-
metric factors carried out until the interactions become infinitesimal is called the
Madelung constant. It is used in the similar equation for the molar energy

NMZ.Z_[ é*
AU = ___( ¢ )
o darg

where N is Avogadro’s number and M is the Madelung constant. Repulsion between
close neighbors is a more complex function, frequently involving an inverse sixth- to
twelfth-power dependence on the distance. The Born-Mayer equation, a simple and
usually satisfactory equation, corrects for this using only the distance and a constant, p:

NMZ., 7. 2
Yo 41T80 o

For simple compounds, p = 30 pm works well when ry is also in pm. Lattice enthalpies
are twice as large when charges of 2 and 1 are present, and four times as large when
both ions are doubly charged. Madelung constants for some crystal structures are given
in Table 7-2.

TABLE 7-2. :

“Madelung Constants ~ ~ .
Crystal Structure Madelung Constant, M
NaCl 1.74756
CsCl 1.76267
ZnS (zinc blende) 1.63805
ZnS (wurtzite) 1.64132
CaF, 2.51939
TiO; (rutile) 2.3850
Al,O5 (corundum) 4.040

SOURCE: D. Quane, J. Chem. Educ., 1970, 47, 396, has
described this definition and several others, which
include all or part of the charge (Z) in the constant.
Caution is needed when using this constant because
of the different possible definitions.

The lattice enthalpy is AH,,,; = AU + A(PV) = AU + AnRT, where An is
the change in number of gas phase particles on formation of the crystal (e.g., —2 for AB
compounds, —3 for AB, compounds). The value of AnRT is small (—4.95 kJ/mol for
AB, —7.43 kJ/mol for AB,); for approximate calculations, AH,,y = AU.

EXERCISE 7-4

Calculate the lattice energy for NaCl, using the ionic radii from Appendix B-1.
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Chapter 7 The Crystalline Solid State

7-2-2 SOLUBILITY, ION SIZE (LARGE-LARGE
AND SMALL-SMALL), AND HSAB

Thermodynamic calculations can also be used to show the effects of solvation and
solubility. For the overall reaction AgCl(s) + H,O —— Ag (aq) + Cl (ag), the fol-
lowing reactions can be used:

AgCl(s) —> Ag'(g) + CI(®) AH = 917kJ/mol  —Lattice enthalpy
Agt(g) + H,0 —> Ag™(ag) AH = —475kI/mol  Solvation
Cl'(g) + H,O — ClI(agq) AH = —369KkJ/mol  Solvation

It

AgCl(s) + H,O — Ag'(aq) + Cl™(aq) AH = 73 kJ/mol Dissolution

If any three of the four reactions can be measured or calculated, the fourth can be found
by completing the cycle. It has been possible to estimate the solvation effects of many
ions by comparing similar measurements on a number of different compounds. Natural-
ly, the entropy of solvation also needs to be included as part of the thermodynamics of
solubility.

Many factors are involved in the thermodynamics of solubility, including ionic
size and charge, the hardness or softness of the ions (HSAB), the crystal structure of the
solid, and the electronic structure of each of the ions. Small ions have strong electrosta-
tic attraction for each other, and for water molecules, whereas large ions have weaker
attraction for each other and for water molecules but can accommodate more water
molecules around each ion. These factors work together to make compounds formed of
two large ions or of two small ions less soluble than compounds containing one large
ion and one small ion, particularly when they have the same charge magnitude. In the
examples given by Basolo,4 LiF, with two small ions, and Csl, with two large ions, are
less soluble than Lil and CsF, with one large and one small ion. For the small ions, the
larger lattice energy overcomes the larger hydration enthalpies, and for the large ions,
the smaller hydration enthalpies allow the lattice energy to dominate. The significance
of entropy can be seen by the fact that a saturated Csl solution is about 15 times as con-
centrated as a LiF solution (molarity) in spite of the less favorable enthalpy change.

Hydration Enthalpy Hydration Enthalpy Lattice Energy Net Enthalpy of
Cation (kJ/mol) Anion (kJ/mol) (kJ/mol) Solution (kJ/mol)
Lit —-519 F ~506 —1025 0
Lit -519 I —-293 —745 —67
Cs* -276 F~ —-506 —724 ~58
Cs* -276 I —293 —~590 +21

In this same set of four compounds, the reaction Lil(s) + CsF(s) —>
Csl(s) + LiF(s) is exothermic (AH = —146 kJ/mol) because of the large lattice en-
thalpy of LiF. This is contrary to the simple electronegativity argument that the most
electropositive and the most electronegative elements form the most stable compounds.
However, these same compounds fit the hard-soft arguments, with LiF, the hard-hard
combination, and Csl, the soft-soft combination, the least soluble salts (Section 6-3).
Sometimes these factors are also modified by particular interactions because of the
electronic structures of the ions.

4E Basolo, Coord. Chem. Rev., 1968, 3, 213.
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7-3  When molecular orbitals are formed from two atoms, each type of atomic orbital gives
MOLECULAR rise to two molecular orbitals. When n atoms are used, the same approach results in n
ORBITALS AND molecular orbitals. In the case of solids, n is very large (similar to Avogadro’s
BAND STRUCTURE number). If the atoms were all in a one-dimensional row, the lowest energy orbital
would have no nodes and the highest would have n — 1 nodes; in a three-dimensional
solid, the nodal structure is more complex but still just an extension of this linear
model. Because the number of atoms is large, the number of orbitals and energy levels
with closely spaced energies is also large. The result is a band of orbitals of similar
energy, rather than the discrete energy levels of small molecules.’ These bands then
contain the electrons from the atoms. The highest energy band containing electrons is
called the valence band; the next higher empty band is called the conduction band.
In elements with filled valence bands and a large energy difference between the
highest valence band and the lowest conduction band, this band gap prevents motion
of the electrons, and the material is an insulator, with the electrons restricted in their
motion. In those with partly filled orbitals, the valence band-conduction band
distinction is blurred and very little energy is required to move some electrons to
higher energy levels within the band. As a result, they are then free to move
throughout the crystal, as are the holes (electron vacancies) left behind in the occupied
portion of the band. These materials are conductors of electricity because the
electrons and holes are both free to move. They are also usually good conductors of
heat because the electrons are free to move within the crystal and transmit energy. As
required by the usual rules about electrons occupying the lowest energy levels, the
holes tend to be in the upper levels within a band. The band structure of insulators and
conductors is shown in Figure 7-13.

= = =

©

FIGURE 7-13 Band Structure of Insulators and Conductors. (a) Insulator. (b) Metal with no voltage
applied. (c) Metal with electrons excited by applied voltage.

The concentration of energy levels within bands is described as the density of
states, N(E), actually determined for a small increment of energy dE. Figure 7-14
shows three examples, two with distinctly separate bands and one with overlapping
bands. The shaded portions of the bands are occupied, and the unshaded portions are
empty. The figure shows an insulator with a filled valence band, and a metal, in which
the valence band is partly filled. When an electric potential is applied, some of the elec-
trons can move to slightly higher en