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Ô I N T R O D U C T I O N : A P E R S O N A L N O T E

At the age of 12 or 13, I read a J. B. S. Haldane book on the natural sciences,
which I discovered in my uncle’s library. Haldane mentioned some of the
Russian work on the biological role in weathering (probably Polynov or one
of his students). I had forgotten about all this until I became interested in this
subject again as an adult. I have not yet found the Haldane volume men-
tioned, but those early researchers felt, doubtlessly influenced by Vernadsky’s
thinking on the subject, that weathering was basically a biological phenome-
non and would be much slower without life present. Having grown up in
an “old left” household in the 1950s in Brooklyn, I discovered the Marxist
classics in a hidden space below the family television. Reading Engels’s Dia-
lectics of Nature strongly impressed me. Burning the top of my dresser with
chemistry experiments and collecting minerals, insects, and plants occupied
my childhood. I probably passed Stephen Jay Gould on my monthly pilgrim-
age to the mineral hall at the Museum of Natural History (the dinosaur ex-
hibit was on the way). I majored in chemistry at Stuyvesant High School and
geochemistry at City College of New York and Brown University, where
my graduate research was on excess argon in the Stillwater Complex and de-
gassing models of the Earth. I did a term paper on Vernadsky and biogeo-
chemistry as a senior in Alexander Klots’s (the author ofAFieldGuide to Butter-
flies) biology class in the spring of 1964.

This book is an outgrowth of research that I have been pursuing for the
past 15 years, since I first felt the powerful heuristic influence of Lovelock’s
1979 book on Gaia. The concept of Gaia strongly resonated with my sense
that spheres of nature interacted dialectically in the Engelsian sense, that is,
emergent phenomena arise from the interactions of the parts (the whole’s
systems and subsystems; for a lucid exposition of a modern dialectics of na-



ture, see Levins and Lewontin 1985). The whole, Gaia, evolves as the parts
(organisms and ecosystems) themselves evolve. The Gaian interactions to be
discussed in this book include those among life, climate, weathering, hydrol-
ogy, and crustal/impact history. This book will present in a systematic way
the developing theory for a biotically mediated regulation of Earth’s temper-
ature over geologic time, the first order determination of the history of cli-
mate. The emphasis is on long-term geologic trends, not the short-term per-
turbations that have received so much media attention (e.g., the anthro-
pogenic greenhouse effect).

The first third of the book (chapters 1–3) will introduce my theory of
biospheric evolution followed by the Gaia concept and its evolution in the
1980s and 1990s. The biogeochemical cycle of carbon and the silicate-
carbonate climatic stabilizer will then be discussed. This stabilizer entails the
dependence of the chemical weathering rate (the sink for atmospheric car-
bon dioxide) on global temperature. A key question raised here is the crit-
icality of life to the operation of the stabilizer. Is climatic stabilization an
emergent property of the Earth’s biosphere, in the context of changing solar
luminosity and other abiotic factors?

The second third (chapters 4–6) will present a systematic exposition of
the weathering process, including recent research on its biotic enhancement,
and a model for understanding the habitability of the Earth over geologic
time. The evidence for biotic enhancement of weathering includes experi-
mental and field studies that need to be significantly expanded. This section
will include discussion of the abiotic factors affecting climatic evolution, such
as tectonics and the carbon geodynamic cycle, as well as their possible bi-
otic mediation.

The last third of the book (chapters 7–11) will present a reinterpretation
of the surface temperature history of the Earth. A much warmer Precambrian
Earth surface is supported by a diverse body of evidence, implying a high
present biotic enhancement of weathering consistent with our earlier esti-
mates (two orders of magnitude, though probably not three). A geophysio-
logical theory of the coevolution of life and the biosphere itself, entailing a
progressively changing biotic enhancement of weathering, will be presented.
The implications of these results to evolutionary biology and to bioastron-
omy (the search for life elsewhere in the universe) and a theory of the self-
organization of the Earth’s biosphere will be discussed. One startling conclu-

I N T R O D U C T I O N x i i



sion emerges: microbial evolution in the Precambrian was constrained by
the surface temperature, indicating that the major events in biotic evolution
were forced by the physical context for self-organization. A concluding chap-
ter will summarize the main conclusions and raise a research agenda for di-
verse fields of science ranging from geochemistry to biology.

I N T R O D U C T I O N x i i i
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Ô 1 C L I M AT I C E V O L U T I O N : F R O M H O M E O S TAT I C G A I A
T O G E O P H Y S I O L O G Y

A theory of biospheric evolution. Coevolution of climate and life (precursors: co-
evolution as life adapting to changing climate; Preston Cloud: oxygen and life;
Schneider and Londer: anthropogenic effects on climate) A brief history of the Gaia
concept: Lovelock’s early papers, Doolitt le’s challenge, DaisyWorld, the AG U Gaia
Conference, 1988. A Gaian mechanism on today’s Earth? (DMS and cloud formation
over the ocean, a climatic stabil izer?)

A Theory of Biospheric Evolution

I begin with a brief outline of my theory of how our biosphere has evolved
since the origin of life some 4 billion years ago. This theory is a provocation:
to think about the evolution of life and climate in a new way. Both the begin-
ning and end of life on this planet are determined by purely nonbiological
conditions, the beginning by the hydrothermal activity on the ocean floor,
where the origin of life took place, the end by the rising radiant energy
flux from the sun. But between these times, predetermined by the initial
conditions of our solar system, the biosphere evolves in its overall patterns
deterministically, going from a hothouse with surface temperatures near
100°C to an icehouse, with intermittent glacial periods, then in the future
back into a hothouse regime before its destruction. A progressive increase in
the diversity of habitats for life and a concomitant biotic evolutionary explo-
sion has occurred in the past 4 billion years, only to be reversed in the future
with a return to the hothouse.

The surface temperature scenario argued for in this book is shown in fig-
ure 1-1. Now for a key concept in this theory of biospheric evolution. Sur-



face temperature is a critical constraint on the tempo of major events in biotic
evolution, while it is determined itself by a progressively increasing role of
biota in climatic change over geologic time, within the context of abiotic
evolution (solar and terrestrial). The temperature constraint has occurred be-
cause each major innovation in biological evolution, such as oxygenic pho-
tosynthesis (emergence of cyanobacteria), has an inherent biochemical and
biophysical upper temperature limit for its metabolism. Thus, with the long-
term cooling of the Earth’s surface, new metabolisms and cell types became
possible as their upper temperature limit was reached. Cooling occurred be-
cause of the combined effects of abiotic variations, such as volcanic outgas-
sing rates and rising solar luminosity, and the progressively powerful effect of
land biota on the sequestering of carbon from the atmosphere by the chemi-
cal weathering process in soils. As a result, carbon dioxide levels in the atmo-
sphere have dramatically declined since the origin of life, declined enough
to have decreased surface temperatures from near 100°C to the present
global mean of 15°C, despite the rising solar energy flux. Where did this
carbon dioxide go? Some was probably recirculated down into the mantle,
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but the crust now contains the equivalent of some 60 times the total pressure
of the atmosphere, in the form of limestone and marble (calcium carbonate),
which was sequestered from atmosphere.

The biosphere has evolved deterministically as a self-organized system,
given the initial conditions of the sun-Earth system. The origin of life and
the overall patterns of biotic evolution were highly probable outcomes of
this deterministic process. These overall patterns include the emergence of
oxygenic photosynthesis and the history of endosymbiogenesis, which re-
sulted in the emergence of Eukarya (complex life) and its kingdoms. Evolu-
tion of procaryotes and complex life on terrestrial planets around sunlike stars
are expected to have similar geochemical and climatic consequences. Thus,
the main patterns would be conserved if “the tape were played twice,” a
theory argued from computer simulations by Fontana and Buss (1994). The
width of the habitable zone for Earth-like planets around sunlike stars for
complex life may be substantially smaller than that for the appearance of
biota, constrained by the presence of liquid water. Surface temperature his-
tory on terrestrial planets may be critical to the time needed to evolve com-
plex life and intelligence. Biotically mediated cooling increases the width of
the habitable zone for the possible occurrence and evolutionary time frame
of complex life. For Earth-like planets within the habitable zone of stars less
massive than the sun, the earlier emergence of complex life is expected, all
other factors being the same.

This is a brief summary of my theory, which grew out of collaborative
research, first of all with Tyler Volk, and the input of a vast literature. The
rest of this book will explore step by step the science behind this theory,
starting in the next chapter with the biogeochemical cycle of carbon, which
determines at any time the level of carbon dioxide in the atmosphere and
the surface temperature. But first a historical overview of theories of the
coevolution of life and its environment (the most common definition of the
biosphere) is needed. The Gaia concept and its development figure promi-
nently in this history. We begin with Gaia for two reasons: first, its historical
importance in the development of coevolutionary theory; and second, the
Gaia theory has had a profound heuristic influence on a global network of
scientists from many disciplines, including myself (Schneider and Boston
1991). Gaia theory has stimulated an expanding wave of research into the
coupling of life and its environment, paradoxically despite and because of its
impurity and metaphorical excursions.
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Coevolution of Climate and Life

Although all researchers accepting the scientific paradigm agree that life has
indeed evolved over geologic time, there is still debate and some uncertainty
as to whether climate did also, particularly in the strong sense of some direc-
tional vector, a mode that is certainly debatable with respect to biological
evolution. The temperature record of the past billion years supports fluctua-
tions of some 5 to 10°C from the present mean global surface value of 15°C,
but the interpretation of the more ancient record, back to 4 billion years ago
(4 Gigayears [Ga]) is more confused, with some researchers supporting a
nearly constant temperature, and others a strong cooling to present. How-
ever, one aspect of climate has almost certainly changed over the past 4 billion
years—atmospheric composition, particularly the oxygen level.

The geologic/geochemical record generally supports low to exceedingly
low atmospheric pO2 levels prior to about 2.2 Ga, with modern levels of
some 0.2 bar being approached in the Phanerozoic. This evidence includes
the presence of minerals deposited on the surface prior to about 1.8 Ga that
are unstable in free oxygen, abundant “red beds” later than this date, and
inferences based on the variation in oxidation state of iron in ancient soils
(paleosols) of different ages (Holland 1994).

This evidence deserves closer attention. First, detrital (grains deposited by
surface water) uraninite (UO2) is found in large deposits with ages older than
2.3 Ga. Uraninite quickly oxidizes in the presence of free oxygen. Abundant
red beds (sediments with iron in the oxidized ferric state) only appear in the
geologic record by 2.3 to 2.4 Ga. Finally, paleosols from before 2.2 Ga show
apparent primary leaching of iron, indicating low atmospheric oxygen levels
because ferrous, not ferric, iron is easily dissolved in ground water. Paleosols
from after 1.8 Ga have oxidized iron. Based on this evidence, Holland (1994)
postulated that atmospheric oxygen rose significantly from 2.2 to 1.9 Ga.
From their study of the kinetics of calcium carbonate precipitation and its
influence on the textures of carbonate rocks of Precambrian age, Sumner
and Grotzinger (1996) concluded that high concentrations of ferrous iron
were present in the Archean ocean, only possible with low oxygen levels,
with ferrous iron levels declining and oxygen rising in the atmosphere at
2.2 to 1.9 Ga. This scenario is based on their observation that ferrous iron in-
hibits calcite precipitation, which would result in microcrystalline textures,
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while apparently allowing the precipitation of the fibrous herringbone cal-
cite found abundantly in Archean carbonates.

There are, however, dissenting voices to this scenario. Towe (1994) has
long argued for the presence of modest levels of oxygen in the Archean
atmosphere (3.8 to 2.5 Ga) in contrast to the more commonly held view of
geochemists and paleoclimatologists that levels then were exceedingly low
(Kasting 1987). An even more radical challenge has come from Ohmoto
(1996, 1997a, 1997b) who has looked closely at the paleosol record, con-
cluding that both oxidized and reduced primary iron occurs in the record
both before and after 2.2 Ga. He argues for a comparable oxygen level in the
2.2 to 3.0 Ga atmosphere to the present atmospheric level (PAL). Because
the other body of evidence seems to support Holland’s scenario (Holland
and Rye 1997), it is not clear at this point how reliable the paleosol evidence
really is, given the possibilities for alteration of the original weathering im-
print in the past 2 billion years or more.

On the basis of an inferred variation in atmospheric pO2 levels, Preston
Cloud (1976) argued for atmospheric oxygen being a constraint on biotic
evolution, with the emergence of first eucaryotes and then Metazoa linked
to progressive increases in the levels of atmospheric oxygen. Cloud argued
that at least 1% PAL free oxygen was needed for eucaryote (mitochondrial)
metabolism, still higher levels for megascopic algal and metazoan forms that
exchange gases by diffusion. Finally, larger skeletonized Metazoa and land
plants require near modern levels. Of course, a feedback from life to atmo-
spheric composition is also required, the generation of oxygen by photo-
synthesis coupled with burial of organic carbon. Others have highlighted
climate/life coevolution, but restricting this linkage to recent times (e.g.,
Schneider and Londer 1984, pointing out Pleistocene glacial/interglacial
cycles and anthropogenic effects on climate).

Gaia

A much more radical conception of coevolution was put forward by James
Lovelock, an atmospheric chemist, soon joined by Lynn Margulis (the biolo-
gist best known for her theory of endosymbiogenesis), namely the Gaia hy-
pothesis. Gaia is not a rephrasing of “coevolution”: “Coevolution is rather
like a platonic friendship. The biologist and the geologist remain friends but
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never move on to an intimate, closely coupled relationship. Coevolution
theory includes no active regulation of the chemical composition and climate
of the Earth by the system comprising the biota and their material environ-
ment” (Lovelock 1989). What Lovelock is arguing here is that the classical
view of coevolution of climate and life does not capture the richness of inter-
active processes and feedbacks, nor does it recognize that planetary biota
actively determines its planetary environment. But Lovelock goes even fur-
ther asserting that in some sense the Earth (surface) is living, with its own
physiology, a geophysiology of a superorganism. Homeostasis is a character-
istic of animal metabolism. Biotic regulation of its global external environ-
ment leading to, for example, stable climate is for Lovelock homeostasis on
a planetary scale.

One of the most famous Gaian metaphors is the “living Earth” ( just how
metaphorical or literal depends on the text one reads). The Earth as a super-
organism resonates with Hutton’s conception. This 18th-century Scottish
doctor, farmer, and arguably the founder of modern geology, did his thesis
entitled “The Blood and Circulation in the Microcosm,” drawing back from
the medieval conception of the macrocosm and microcosm (Adams 1954).
Hutton wrote, “We are . . . thus led to see a circulation in the matter of the
globe, and a system of beautiful economy in the works of nature. This earth,
like the body of an animal, is wasted at the same time that it is repaired”
(quoted in McIntyre 1963). Hutton’s equivalent of blood in the circulation
of the Earth was water.

Much has been written about the origin of the Gaia hypothesis. Love-
lock’s own account is the most eloquent (Lovelock 1979). Briefly, Lovelock,
working at the Jet Propulsion Laboratory in the 1960s, concluded that the
atmospheric composition of Mars should be indicative of the presence or
absence of life. Several constituents in the Earth’s atmosphere, particularly
oxygen and methane, are not in equilibrium with its crust, with measured
fluxes being dramatically different from those expected on an abiotic Earth
(figure 1-2). Thus, he concluded that any disequilibrium of Mars’ atmo-
sphere with its crust should be strong evidence for life (as it turned out, Mars’
atmosphere is apparently close to chemical equilibrium with its crust, consis-
tent with the present absence of a living surface biota, and the hegemonic
consensus from the results of the Viking biology experiments; Gilbert Levin,
the principal investigator for the labeled release experiment, has been one
continuing dissenter).
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Lovelock’s insight led to a radically new explanation of Earth’s habitability
for the past 3 billion years (now accepted to be at least 3.5 billion years based
on fossil evidence). This habitability was not just “dumb luck,” but rather
a result of continuous biotic interaction with the other components of the
biosphere, the atmosphere, ocean, and soil/upper crust. The requirements
of habitability include favorable temperatures, ocean salinity, and—at least
for the past 2 billion years—atmospheric oxygen levels for aerobes. In Love-
lock and Margulis’s early papers, we find a formulation of Gaia as a homeo-
static system:

From the fossil record it can be deduced that stable optimal conditions
for the biosphere have prevailed for thousands of millions of years. We
believe that these properties of the terrestrial atmosphere are best inter-
preted as evidence of homeostasis on a planetary scale maintained by
life on the surface (Lovelock and Margulis 1974a).

The notion of the biosphere as an active adaptive control system
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able to maintain the earth in homeostasis we are calling the Gaia Hy-
pothesis (Lovelock and Margulis 1974b).

What are optimal conditions? Optimal for maximum productivity of ecosys-
tems, the global biota? Optimal for the persistence of planetary biota, but
which components? Is optimality to be measured in number of species? (If
so, on the present Earth beetles apparently win out.) Did the anaerobic pro-
caryotes of the Archean optimize atmospheric conditions for their succes-
sors, the aerobes? Optimality is a problematic concept at the very least.

After the publication of Lovelock’s first book (1979), homeostatic Gaia
came under heavy attack in the 1980s primarily from staunch neodarwinian
biologists (Doolittle 1981, Dawkins 1982, Maynard Smith 1988). They ob-
jected to the concept of life optimizing its external conditions by natural
selection because the biosphere is a single entity “competing” against no
other (see discussion in Barlow and Volk 1992a). Furthermore, “Gaia, as a
cybernetic system, must have mechanisms for sensing when global physical
and chemical parameters deviate from optimum, and mechanisms for initiat-
ing compensatory processes which will return those parameters to acceptable
values (negative feedback)” (Doolittle 1981).

In response to such criticism, Watson and Lovelock (1983) developed the
Daisyworld model, an attempt to demonstrate the possibility of planetary
surface homeostasis without invoking natural selection. This model in its
simplest form assumes dark and light daisies populating a planet, subject to a
steadily rising energy flux from outside (as the Earth/sun couple). The daisies
differ only in their reflectivity (albedo) of incoming radiation, with the same
growth and death rates. The result is that the planetary temperature signifi-
cantly stabilizes as the incoming energy flux increases, an outcome of the
“thermostat” set up by the successive expansion of first dark then light dai-
sies, each affecting the planetary albedo (figure 1-3). Lovelock (1989) and
others (Saunders 1994) have followed up this original model by making the
“ecosystem” more complex (e.g., adding predators, shades of daisies) and
more realistic controls on heat flow between regions on the hypothetical
planet Daisyworld. The model results appear to strengthen the hypothesis
that homeostasis, at least by albedo modification, would result from plausible
biotic physiology, without natural selection operating to guarantee optimi-
zation.
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Lenton (1998) reviewed more recent work, including his own research,
which demonstrated a robust self-regulation in Daisyworld with mutation
and natural selection. This evidence supports the continued fruitfulness of
looking for self-regulation in ecosystems and the biosphere itself. However,
under conditions of interspecies competition, surface temperature in Daisy-
world can change more widely than without the presence of daisies (Cohen
and Rich 1998).

The main use of Daisyworld to the Gaia hypothesis is its rebuttal to neo-
darwinian criticism. Curiously, Margulis and Lovelock (1974) suggested pos-
sible albedo-linked regulation of the Earth’s climate, at least for the Precam-
brian, one that did invoke natural selection. In this model, oceanic algae
stabilized surface temperature by their mutation-induced variable albedo,
optimizing local temperature, assuming their areal extent would be suffi-
cient, the global. Here, external conditions did not merely favor one biotic
variety, but created opportunity for its emergence by mutation and natural
selection. In this scenario, biotic evolution is linked to climatic stabilization.

However, the Daisyworld model was attacked as invoking arbitrary pa-
rameters that enhanced homeostasis, with alternative assumptions leading to
destabilization. For example, if black daisies have a higher optimal tempera-
ture than white daisies, rather than the same as assumed by Watson and Love-
lock, two equilibrium temperatures for Daisyworld could result, with black
and white daisies dominating the environment for each value of solar lumi-
nosity, temperatures bouncing back and forth (see Kirschner 1989). Homeo-
static Gaia was also questioned from another ground, the actual geological
record, which indicates something like an oxygen catastrophe brought about
by existing anaerobic biota some 2 billion years ago. This event could hardly
be viewed as an optimization of conditions for existing biota, at least those
living at the surface, subject to poisonous oxygen.

In 1988, the first scientific conference on the Gaia hypothesis took place,
chaired by S. Schneider and P. Boston (see Schneider and Boston 1991 for
the expanded proceedings of this meeting). This diverse meeting with many
critics (most fortunately open-minded) apparently provoked Lovelock to re-
consider his original hypothesis. The challenge to homeostatic Gaia was met
by Lovelock in his reformulation as geophysiological Gaia. Restated, Gaia is
now “a theory that views the evolution of the biota and of their material
environment as a single, tightly coupled process, with the self-regulation of
climate and chemistry as an emergent property” (Lovelock 1989). Thus, the
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biosphere is now seen as an evolving system with negative feedback such as
climatic stabilization.

However, homeostatic Gaia survives in the more recent writings of both
Margulis and Lovelock. As is the case of many parents, they are extremely re-
luctant to let their progeny go off on its own. For a recent example, note the
following:

The steadiness of mean planetary temperature for the past three thou-
sand million years, the 700 million year maintenance of Earth’s reactive
atmosphere . . . point to mammal-like purposefulness in the organiza-
tion of life as a whole . . . Planetary physiology . . . is the holarchic
outcome of ordinary living beings. The “purposefulness” of Gaian self-
maintenance derives from the living behavior of myriad organisms
(Margulis and Sagan 1995, pp. 47–48).

The fundamental challenge to adherents of homeostatic Gaia is for them to
demonstrate the fact and mechanisms of self-regulation of the biosphere by
and for the biota’s benefit, with the functioning of the biosphere as a truly
cybernetic system. Geophysiological Gaia does not necessarily require regu-
lation by and for the existing biota, nor optimization in any sense, only that
self-regulatory mechanisms emerged during the lifespan of the biosphere. As
the original Gaia hypothesis, homeostatic Gaia continues to provoke fruitful
research and interesting proposals with possible heuristic value (e.g., Markos
1995; Williams 1996; see discussion in chapter 10; also see Kump’s 1996
account of Gaia in Oxford II meeting, April 1996). Lenton (1998) raised the
fundamental question: how can self-regulation at all levels of the biosphere
emerge from natural selection at the individual level? One key challenge is
to identify sensing mechanisms evolved by individual organisms, which in
turn allow optimization of whole ecosystems, extending to the global bio-
sphere. However, a number of cautions should be kept in mind in this pur-
suit. First, stability of conditions does not necessarily entail homeostasis.
Near steady states can be achieved without any sensors or cybernetic control
machinery; for example, long-term atmospheric moisture levels from the
balancing of evaporation and precipitation (Williams 1992). Another ex-
ample could be salinity levels in the ocean, a steady state being achieved
from the long-term equality of incoming dissolved salts and precipitation in
tidal flats.
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Second, biological regulation may well be limited to restricted “phase
space”—the matrix of physicochemical variables—in biospheric evolution,
affecting some conditions but not others (e.g., ocean pH but not salinity)
without constituting a global homeostatic system. Another possibility is that
for global or regional ecosystems homeostasis alternates with periods of drift
for a given regulated parameter in phase space. This mode has been called
intermittent Gaia. Alternatively, homeostatic regulation in some habitats
may have persisted since the origin of life. Could this be the case for the
“deep hot biosphere” of the subsurface? If such mini-Gaias do or did exist,
it could have important implications to understanding biospheric evolution.

A closely related possibility is “homeorrhetic” Gaia, homeorrhesis denot-
ing shifting steady states. As Lovelock (1991) put it: “Gaia’s history is . . .
characterized by homeorrhesis with periods of constancy punctuated by
shifts to new, different states of constancy” (p. 141). However, he went on
to claim that the Gaian system has maintained conditions comfortable for life
nevertheless, with long-term homeostasis.

What if homeorrhetic behavior devolves into “progressive” Gaia, that is,
temporary steady states on an evolutionary path? This version of Gaia, under
the rubric of geophysiology, is just what I have argued for in recent papers
and in this book (see chapter 8). In progressive Gaia, the biota mediates, but
both the biota and biosphere coevolve. No real optimization for the biota
occurs at any time. In my view, the fundamental challenge for the geophys-
iological Gaian research program is the search for self-regulation of other
global effects of biotic/biospheric evolution besides the variation of atmo-
spheric oxygen levels, for example, surface temperature, atmospheric com-
position, and self-regulatory mechanisms operating at smaller scales in the
biosphere’s subsystems. This question will be readdressed in chapter 9.

A Gaian Mechanism on Today’s Earth?

One possible example of biological mediation today is the heating effect on
the surface world ocean by virtue of phytoplankton albedo decrease (Sath-
yendranath et al. 1991). This decrease occurs as a result of pigment concen-
tration. These researchers calculated a 4°C increase per month in late sum-
mer in the Arabian Sea from this effect. Biological processes thereby influ-
ence the transport of heat in the world ocean.
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The dimethyl sulfide (DMS)-cloud feedback scenario leading to lower
temperatures is another, a direct result of heuristic Gaia. DMS, produced by
marine algae, oxidizes in the atmosphere to form sulphate aerosols that are
cloud condensation nuclei (CCNs) over the ocean, raising cloud albedo and
leading to surface cooling. The possibility of a negative feedback loop was
originally proposed, where DMS production varies directly with tempera-
ture (figure 1-4). This Gaian scenario was proposed in two seminal papers
(Charlson et al. 1987, with Lovelock as second author, and Shaw 1987), stim-
ulating a whole research program and international meetings, with implica-
tions for anthropogenic sulphate aerosol cooling/global warming as well as
biogeochemical issues related to algae and climate.

In an attempt to demonstrate how natural selection can potentially gener-
ate planetary self-regulation, Hamilton and Lenton (1998) proposed that
DMS production may be linked to increased algal dispersal by promoting
cloud formation. Does the proposed mechanism really work? Given the di-
versity of marine algae and complications in their response to temperature, it
is still uncertain whether the net effect of the feedback is negative or positive.
Recently, Lovelock and Kump (1994) (see further discussion in Kump and
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Proposed feedback cycle between climate and marine DMS production. The plus and
minus signs indicate if an increase in the value of the parameter is expected to lead to
an increase (�) or decrease (�) in the value of the parameter at the arrow’s end.



Lovelock 1995) proposed that the overall feedback may be positive except
during the coldest glacial episodes. The key feedback is the apparent positive
link between cold water and marine productivity and DMS production. This
postulated scenario is consistent with some evidence for higher sulphate aer-
osol concentrations during glaciations. A recent blow to negative feedback
has emerged from a 15-year record of DMS in tropical Pacific waters that
show little variation, despite big El Niño–related temperature and cloud
variation over this period (Bates and Quinn 1997). If negative feedback is
ultimately disproved in this case, it would be of little consequence given the
enormous fruitfulness of the “error” in enlarging our knowledge.

Another outcome of the DMS-related research is the recognition that
DMS-derived sulphate aerosols may dominate the non-anthropogenic CCN
budget (Charlson 1991). Only eucaryotic algae apparently produce DMS,
with the possible exception of some freshwater and perhaps even marine
cyanobacteria (Hamilton and Lenton 1998). Assuming the absence of DMS
production in the early Precambrian, without comparable alternative sources
of CCNs, the Earth’s albedo might have been significantly lower, approach-
ing a cloud-free value of around 0.1. This effect alone would have resulted
in higher surface temperatures. Model calculations of this scenario will be
presented and discussed in chapter 8, since they are relevant to the issue of
Precambrian surface temperatures.

A recent hypothesis has revived a Gaian DMS-related feedback, this time
in a geophysiological model (Klinger and Erickson 1997). High coastal oce-
anic productivity is postulated to arise from the coupling of peatland and
marine ecosystems. DMS production in marine coastal areas is supplying sul-
fur and organic acids to adjacent peatlands, enhancing their growth. In turn,
organically complexed iron, a limiting nutrient in marine ecosystems, is en-
hancing phytoplankton productivity and thereby DMS production. This is
a positive feedback loop. The authors find observational support in the asso-
ciation of peatland cover with adjacent marine chlorophyll concentration
from a global survey.

In the next chapter we plunge into consideration of the carbon biogeo-
chemical cycle, which begins the systematic consideration of my theory of
biospheric evolution over geologic time.
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Ô 2 T H E B I O G E O C H E M I C A L C Y C L E O F C A R B O N

Vernadsky and biogeochemistry. The biogeochemical cycle of carbon; today’s cycle
and its centrality in the greenhouse debate (a comparison of the anthropogenic and
natural fluxes into and out of the atmosphere). The cycle on a geological t ime
scale: the weathering and organic carbon burial sinks, the volcanic/metamorphic
source. Another sink? (oceanic basalt reaction with seawater).

Vernadsky and Biogeochemistry

Vladimir Vernadsky’s (1863–1945) enormous if somewhat premature contri-
bution to science is still not fully appreciated in the West (Vernadsky 1998,
originally published in Russian 1926; Ghilarov 1995; McMenamin and Mc-
Menamin 1994; Bailes 1990; Westbroek 1991). In Russia, his homeland,
Vernadsky was officially lionized in Soviet times, although he was far from
being a staunch Marxist-Leninist. Ironically, it is now chic to disparage his
stature. Vernadsky should be regarded as the father of biogeochemistry, hav-
ing coined the word in 1926 in his book on the biosphere (Vernadsky 1945).
For Vernadsky, the heart of biogeochemistry, the intersection of the biologi-
cal, geological, and chemical realms, is the cycling of elements through the
biosphere. The biosphere is seen as “a definite geological envelope markedly
distinguished from all other envelopes of our planet. This is not only because
it is inhabited by living matter, which reveals itself as a geological force of
immense proportions, completely remaking the biosphere . . . but also be-
cause the biosphere is the only envelope of the planet into which energy
permeates in a notable way, changing it even more than does living matter”
(Vernadsky 1944). We even find the germ of homeostatic Gaia: “Living mat-



ter (as the biosphere itself ) is organized in a way that is conducive to the
function of the biosphere” (quoted in Ghilarov 1995 from Russian text).

A highly relevant thesis of Vernadsky to the central theme of this book is
his statement that “the process of the weathering of rocks is a bio-inert pro-
cess.” He wrote, “It seems to me that this neglect explains the backwardness
of the branch of chemical geology concerned with the zone of weathering,
as constrasted with our present general level of knowledge. The process is
approached as a physico-chemical one. A biogeochemical approach ought
to contribute greatly to the solution of the problem” (Vernadsky 1944). Ver-
nadsky defined bio-inert natural bodies as “regular structures consisting si-
multaneously of inert and living bodies,” with a bio-inert process involving
the interaction of these bodies.

Vernadsky apparently had a profound influence on the subsequent devel-
opment of biogeochemistry in the West through a curious connection: his
son George was a professor at Yale and a friend of G. E. Hutchinson, an in-
fluential force in the post–World War II development of ecology, biogeo-
chemistry, and limnology. Hutchinson edited and introduced Vernadsky’s
first major publication in English, “Problems of Biogeochemistry II” (Ver-
nadsky 1944) and also arranged publication of his paper in American Scientist
in 1945 (Vernadsky 1945). In particular, there is strong resonance between
Hutchinson’s 1954 paper on the biochemistry of the terrestrial atmosphere,
emphasizing biogeochemical interactions, and Vernadsky’s concepts (Gri-
nevald 1988). The biochemistry of the atmosphere indeed! Hutchinson’s ter-
minology anticipates the most provocative metaphors of Lovelock’s Gaia.

Introduction to the Carbon Biogeochemical Cycle

The cycling of carbon through the biosphere, its biogeochemistry, is of crit-
ical concern today in light of global warming and its actual and potential
multifold feedbacks to society. The enhanced greenhouse is produced by the
reradiation of infrared to the Earth’s surface by the anthropogenic green-
house gases, carbon dioxide being the largest trace gas contributor (water
vapor actually accounts for most of the greenhouse effect, but its level is
dependent on the independent variation of atmospheric carbon dioxide).
Central to all the debate and projections is knowing where the carbon diox-
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ide emitted to the atmosphere ends up, and how this pattern might change
as global surface temperature increases. Thus, knowledge of the multifold
fluxes in and out of the systems and subsystems of the biosphere and their
temporal and spatial variation is critical.

A summary of the global carbon cycle is shown in figure 2-1. First, let us
take a look at the natural fluxes. The total photosynthetic flux is about 170 Pg
C/year (the prefix P stands for Peta, 1015), 50 for marine biota, and 120 for
terrestrial. This flux is almost exactly balanced by a respiration and decay flux
of carbon back into the atmosphere/ocean pool, mainly as carbon dioxide.
Only a small flux of organic carbon and carbonate of about 0.2 Pg C/year is
buried, constituting a sink with respect to the atmosphere/ocean pool. This
latter flux balances the net source of carbon to the atmosphere, namely the
volcanic source (about 0.1 Pg/year) and an equal flux of carbon from the
oxidation of organic carbon present in exposed terrestrial rocks (not shown
in figure 2-1).

Turning to anthropogenic fluxes to the atmosphere, these sum up the
carbon dioxide from fossil fuel burning (about 5 Pg C/year) and deforesta-
tion from the decay of organic carbon (1–2 Pg C/year). Note that this sum
(6–7 Pg C/year) is some 60 times the natural flux from volcanism and ac-
counts for the well-known rise of carbon dioxide in the atmosphere over the
past 100 years and the enhanced greenhouse effect. One critical flux to the
long-term carbon cycle is subsumed in that of river-borne material, the flux
of bicarbonate and calcium/magnesium ions derived from the weathering of
CaMg silicates on land. The latter consist mainly of the following miner-
als: plagioclase (an NaCa feldspar, an aluminosilicate), biotite (sheet silicate
containing magnesium), pyroxenes (single-chain silicates), olivine (single-
tetrahedra silicate), and amphiboles (double-chained silicates).

Now consider the inventories of carbon in each reservoir. Carbon in the
crust occurs mainly in the form of limestone and its metamorphic product
marble and is some 500 times the mass of the total carbon in the atmosphere,
biosphere, and ocean combined. [Note that other sources give larger reser-
voirs of carbonate and kerogen carbon (reduced organic carbon in sedi-
ments), 77.5 and 14.2 � 106 Pg, respectively (Holser et al. 1988)]. Oceanic
carbon, mainly as bicarbonate ions, is some 54 times the mass in the atmo-
sphere, whereas soil carbon is some four times the atmospheric carbon mass.
Although the terrestrial biomass is more than 1000 times that of the oceanic
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 - .
A summary of the global carbon cycle. Reservoir contents are given in Pg (1015 g) and fluxes in Pg C/year (after Holmen 1992).
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biomass, its rate of assimilation (photosynthesis) of carbon dioxide from the
atmosphere is little more than twice the oceanic rate; most of the terrestrial
biomass is in the form of dead wood in trees.

The difference between flux in and out and concentration in a reservoir
needs to be clearly understood. Unfortunately, an influential recent book on
environmental politics (Easterbrook 1995) confuses these two concepts, and
thus is instructive:

In absolute terms human-caused emissions of carbon dioxide have only
increased the amount of this gas in the atmosphere by 0.006 percentage
point. It’s quite common to hear environmentalists express dismay over
the 25 percent statistic [i.e., from 290 to 350 ppm], rare to find them
bringing up the 0.006 side of the equation . . . Let’s perform some
simple manipulation of those numbers. Carbon dioxide constitutes
roughly 1 percent of the full greenhouse effect, with the human-
caused component of the carbon dioxide cycle at roughly 4 percent
and the rate of artificial carbon dioxide increase around 1 percent an-
nually. This works out to the human impact on the greenhouse effect
being roughly 0.04 percent of the total annual effect. That is, 99.96
percent of global warming is caused by nature, 0.04 percent is caused
by people. The present rate of increase in human-caused greenhouse
impact, meanwhile, works out to about 0.004 percent per annum of
the total effect (pp. 22–23) (Easterbrook 1995).

First, the carbon dioxide level during the ice ages was on the order of
180 ppm or 50% of the present level. Easterbrook’s calculation of 0.006% is
contrived. What Easterbrook fails to point out is that the water greenhouse
is not the independent variable, but the carbon dioxide greenhouse is (i.e.,
the human impact is the full increase in the greenhouse, water, and carbon
dioxide, as a result of anthropogenic carbon dioxide rise).

Finally, Easterbrook claims the following: “Compare the 20 percent of
the atmosphere that is oxygen produced by land and sea vegetation against
the 0.006 percent of the atmosphere that is carbon dioxide produced by hu-
man action. By this comparison, green plants put roughly 3,000 times as
much gas into the atmosphere as power plants” (p. 24). Here Easterbrook
confuses concentration with flux. Comparing fluxes, photosynthesis pumps
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in 120 Pg C/year (and thereby releases an equivalent number of moles of
oxygen, 10 Pmoles/year) or roughly 24 times the flux into the atmosphere
from fossil fuel burning. However, the photosynthetic flux of oxygen is al-
most exactly balanced by the respiration and decay flux (the small burial of
organic carbon is thus an oxygen source balancing natural sinks such as oxi-
dation of ferrous iron in rocks). Recall that the flux of fossil fuel burning is
about 50 times that of the natural flux of volcanic/metamorphic release of
carbon dioxide to the atmosphere!

Zeroing in on one subsystem of the carbon biogeochemical cycle, the
soil pool, we see a large potential positive feedback of global warming, the
release of soil carbon into the atmosphere (figures 2-1 and 2-2). Note that
the ratio of soil organic carbon to atmosphere carbon is about 2:1. The global
estimate of soil organic matter divided by the carbon deposited as litter gives
a mean residence time of about 25 years. However, the residence time is ap-
parently significantly reduced as temperature increases (Trumbore et al. 1996),
with big releases of soil carbon to the atmosphere expected from global
warming.
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flux in Pg/year. Steady state is assumed. The relatively small flux of carbon from animals
to soil is not shown. (After Volk 1994.)
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What Controls the Long-term Climate?

Although on short time scales of less than 104 years the cycling between
the atmosphere/ocean and surface pools such as organic carbon can have
significant impact on atmospheric carbon dioxide levels (witness the glacial/
interglacial cycles of the last 2 million years, anthropogenic impacts, etc.),
the long-term cycle (�105 years) is controlled by the silicate-carbonate geo-
chemical cycle. This cycle entails transfers of carbon to and from the crust
and mantle. In the modern era, this cycle was first described by Urey (1952):

CO CaSiO CaCO SiO2 3 3 2      + = +

The reaction to the right side of the equation corresponds to chemical
weathering of calcium silicates on land (CaSiO3 is a simplified proxy for
the diversity of rock-forming CaMg silicates such as plagioclase and pyrox-
ene, which have more complicated formulas, e.g., calcium plagioclase,
CaAl2Si2O8), whereas the reaction to the left corresponds to metamorphism
(decarbonation) and degassing returning carbon dioxide to the atmosphere.
The main aspects of chemical weathering, including even the realization that
plants are accelerators, and the long-term control mechanism on carbon in
the atmosphere were first published over 140 years ago by the French mining
engineer Jacques Ebelmen (Berner and Maasch 1996). Ebelmen anticipated
with great lucidity the silicate-carbonate geochemical cycle later described
with less completeness by Hogbom 40 years later (Berner 1995b). Hogbom
left out the decarbonation source of carbon dioxide, which amazingly Ebel-
men included. Apparently these ideas were forgotten and as so often is the
case in the history of science, the long-term carbon cycle was rediscovered
by Urey in 1952.

This cycle is really biogeochemical. Although decarbonation and outgas-
sing is surely abiotic (taking place at volcanoes associated with subduction
zones and oceanic ridges), chemical weathering involves biotic mediation.
This aspect, as well as the mechanism for negative feedback control of the
carbon dioxide level in the atmosphere/ocean system, will be discussed more
fully in chapter 3. For now, it is sufficient to emphasize that chemical weath-
ering requires a flow of water and carbon dioxide through a layer of soil,
with a high reactive surface area of CaMg silicates if consumption of atmo-
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spheric carbon dioxide is to occur at a rate similar to that on today’s Earth.
Thus, most chemical weathering occurs on vegetated continental surface in
temperate and tropical climates because of moderate to high rainfall and tem-
peratures. Naturally, higher temperatures, with other conditions constant,
mean higher rates of reaction. In general, rocks that formed at high tempera-
tures from cooling magma, such as basalt, weather fastest with respect to
atmospheric carbon dioxide consumption. Putting carbon dioxide and water
into the weathering equation for a common rock-forming mineral in basalt,
calcium-rich plagioclase (simplifying by leaving out the sodium component):

CaAl Si O 3H O 2CO   Ca 2HCO
Al Si O OH)

Al Si O OH)  is kaolinite,  a clay mineral)

2 2 8 2 2
2+

2 2 5 4

2 2 5 4

       
 (

( (

+ + → +
+

−
3

The products include dissolved calcium ion and bicarbonate ion, which ulti-
mately wind up in the ocean from river input, and kaolinite, left in the soil.

Steady-state levels of carbon dioxide in the atmosphere are achieved on
time scales on the order of 105 to 106 years (Sundquist 1991). As a first ap-
proximation, the time needed to reach steady-state levels is the residence
time of carbon in the atmosphere/ocean pool with respect to the volcanic
source, or (40,000/0.1) � 4 � 105 years. Note that carbon rapidly equili-
brates within the atmosphere/ocean pool (�103 years), with about 54 times
as much carbon in the present ocean as in the atmosphere.

That the residence time is a measure of the feedback strength, or time
to reestablish steady state, is illustrated by a leaky bucket model (thanks to
Tyler Volk for this analogy). Let a faucet supply water to a bucket with a
hole allowing outflow. Assume a steady-state level of water is reached in the
bucket, analogous to the carbon dioxide level in the atmosphere/ocean pool.
Because the residence time of water in the bucket is inversely proportional
to the inflow rate, increasing the residence time for the same water level
means the inflow rate must be lower, thereby taking longer to reach a new
steady state.

Perturbations from the carbon dioxide steady state in the atmosphere/
ocean pool can occur as a result of Earth orbital variations, fluctuations in
organic carbon burial, pulses in volcanic outgassing, and so forth. One way
to describe the perturbation from steady state is the e-fold response time
(Rodhe 1992), that is, the time to restore the mass of something in a reservoir

T H E B I O C H E M I C A L C Y C L E O F C A R B O N 2 2



(in this case the carbon dioxide level in the atmosphere) to 1/e � 37% of the
initial imbalance. Sundquist’s (1991) modeling give e-fold response times of
300 to 400 � 103 years for the near present-day carbonate–silicate cycle.

Sources and Sinks: The Canonical Equality

A steady-state carbon dioxide level in the atmosphere/ocean system is
achieved by the equality of the sink fluxes (removal processes) and the
sources (supply processes) to this pool. At a given time the partitioning of
carbon between atmosphere and ocean is determined by global temperature
(or the corresponding atmospheric pCO2) and either the pH or degree of
carbonate saturation of the ocean (i.e., the carbonate and bicarbonate level).
Now most of the carbon in the atmosphere/ocean pool is in the ocean (see
figure 2-1) with a ratio of atmospheric to oceanic carbon of 1:54 (in the
Archean/early Proterozoic, assuming atmospheric pCO2 levels of about 1
bar, the ratio was likely closer to 1:1 because the speciation of carbon in the
ocean shifts from bicarbonate to dissolved carbon dioxide with rising pCO2

and the solubility of carbon dioxide in water is relatively small). As we will
see in a later discussion, the atmospheric pCO2 level can be computed as a
first approximation from modeling the long-term steady state as a function
of variation in the volcanic/metamorphic source and silicate weathering
sink, the latter determined by biotic influence and land area.

For the atmosphere/ocean pool to remain at steady-state on a time scale
of 105 to 106 years or more, the sums of the input fluxes must equal the out-
put fluxes (figure 2-3). F1 corresponds to the flux of carbonate deposited in
the ocean, derived from the reaction of atmospheric carbon dioxide with
CaMg silicates and carbonates in weathering reactions on land. F2 is the flux
of carbon from the dissolution of land carbonates alone. Thus (F1 � F2) cor-
responds to the CaMg weathering sink alone because a flux equal to F2 is
deposited as carbonate in the ocean. F3 is the flux of organic carbon into
the sedimentary reservoir from the net deposition in the ocean from both
terrestrial and oceanic sources. F4 is the carbon flux back into the pool de-
rived from the weathering of organic carbon in exposed sedimentary rock
on land (e.g., oxidation of coal). V is the volcanic/metamorphic carbon
source flux. Then V � (F1 � F2) � (F3 � F4). This is the canonical equality
for a steady-state carbon dioxide level in the atmosphere/ocean pool.
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The evolution of carbon sinks with respect to the atmosphere/ocean res-
ervoir over geologic time remains uncertain despite inferences made from
the sedimentary carbon isotopic record (Schidlowski 1988; Schidlowski and
Aharon 1992; Des Marais et al. 1992; Holser et al. 1988). Making implicit
assumptions explicit in such discussions should clarify the interpretation of
published research and suggest new approaches to better understand the
Earth’s long-term regulator of surface temperature, the carbonate–silicate
geochemical cycle, particularly the role of biota (Berner 1992; Schwartzman
and Volk 1989; Schwartzman and Caldeira 1995). This subject is discussed
in the appendix.

Other Sinks?

Low temperature alteration of seafloor basalt by seawater, leaching calcium,
and then precipitating calcium carbonate has been proposed as an additional
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Modeling the steady-state level of carbon in the atmosphere/ocean pool. F1 is the flux
corresponding to the deposition of carbonate, F3 the flux of deposition of organic car-
bon in sediments, F2 and F4 the sedimentary recycling fluxes of carbonates and organic
carbon, respectively, and Scarb and Sorg the subduction fluxes to the mantle of carbon-
ate and organic carbon, respectively. V is the total flux of carbon degassed to the atmo-
sphere/ocean, subdivided into a recycled metamorphic flux M and a juvenile flux J.



carbon sink with respect to the atmosphere/ocean pool (Staudigel et al.
1989; Francois and Walker 1992; Brady and Gislason 1997). Note that this
sink would be exactly balanced by a corresponding volcanic/metamorphic
source if complete decarbonation and release of carbon dioxide to the atmo-
sphere occurs in subduction zones (Berner 1990b; Staudigel et al. 1990; see
discussion of this issue in chapter 7). In a comprehensive review of this pro-
posed sink, Caldeira (1995) concluded that silicate weathering on land and
not low temperature seafloor basalt alteration has been the primary control
on long-term atmospheric carbon dioxide levels over geologic time. This
conclusion follows from the much greater sensitivity of silicate weathering
on carbon dioxide levels than the proposed seafloor weathering sink. Brady
and Gislason (1997) also agree that seafloor weathering is less responsive to
carbon dioxide levels than silicate weathering on land. However, an intrigu-
ing possibility is that higher seawater temperatures might accelerate mi-
crobially mediated dissolution of seafloor basalts, thereby constituting a
strong negative feedback (for the evidence of microbial dissolution, see Stau-
digel et al. 1995 and Thorseth et al. 1995a, 1995b).

A related issue is the flux levels of alkali and alkaline earths to and from
hydrothermal brines that have interacted with seafloor basalt near mid-ocean
ridges (Elderfield and Schultz 1996). Some researchers think calcium release
to seawater is stoichiometrically balanced by magnesium uptake to form
spilitic (sodium-enriched) greenstone and amphibolite (Berner and Berner
1987). If this is the case, then the weathering sink for carbon involves only
weathering of silicates on land. If the cation balance for magnesium uptake
involves both sodium and calcium ions (Spencer and Hardie 1990; Hardie
1996) then some bicarbonate derived from land weathering of sodium sili-
cates (e.g., plagioclase) could be precipitated as calcium carbonate in the
ocean, thus constituting an additional carbon sink (Spivak and Staudigel
1994). A major uncertainty is the contribution of fluxes through ridge flanks,
where seawater circulates through cooling oceanic crust as it spreads from
the ridge (Elderfield and Schultz 1996).

Complicating this interpretation is the possibility of significant reverse
weathering occurring in the ocean (Mackenzie and Kump 1995; Michalo-
poulos and Aller 1995). Reverse weathering involves the formation of clay
minerals in oceanic sediments from the reaction of silica, degraded alumi-
num clays, iron oxide, organic carbon, soluble cations, and bicarbonate in
new shore oceanic sediments forming new clay with a net release of carbon
dioxide (Mackenzie and Kump 1995). The significance of these reactions to
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the carbon cycle is still unclear; results to date support uptake of some 10%
of the K� input to the ocean. In any case, if the land weathering of NaK
silicates turns out to be a contribution to the carbon sink with respect to the
atmosphere/ocean pool, it has similar kinetics to CaMg silicate dissolution
and is likely to be of secondary significance to the weathering of CaMg sili-
cates, and is not of major importance in modeling the long-term carbon
cycle (Berner, personal communication).

Appendix: Rethinking the Sedimentary Carbon Isotopic Record

I N T R O D U C T I O N

The interpretation of the history of the carbon biogeochemical cycle is more
uncertain than commonly assumed. The main source of this uncertainty is
the possible variation in the isotopic composition of degassed carbon and rel-
ative fluxes of deposited and weathered carbon over geologic time. Further-
more, preserved sedimentary inventories of kerogen and carbonate probably
give a misleading picture of the history of their relative deposition when na-
ively interpreted. Knowledge of the relative importance of the silicate weath-
ering versus the net organic carbon sink with respect to the atmosphere/
ocean system is needed to better understand the evolution of Earth’s cli-
mate.

The main ambiguity in the published literature alluded to above has cen-
tered on the interpretation of the simple isotopic mass balance:

� � �in org org carb carb    ,= +f f

where the �’s represent the �13C values for the input, organic carbon burial,
and carbonate carbon burial fluxes, respectively, at a given time. �13C is de-
fined as � [(13C/12C)sample/(13C/12C)standard � 1] � 1000 where �13C is in parts
per thousand (0⁄00). The standard has a 12C/13C � 88.99. �in can be variously
interpreted as representing the carbon flux to the atmosphere/ocean pool
from (i) mantle carbon alone ( J in figure 2-3); (ii) mantle carbon, plus carbon
from magmatism and metamorphism of sedimentary rock (M in figure 2-3);
or (iii) J plus M plus carbon from sedimentary recycling of carbonate and
organic carbon (F2 and F4, respectively, in figure 2-3) (Des Marais et al. 1992;
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see figure 2-4). In each case, forg and fcarb represent the burial fraction of the
input carbon flux that goes to organic carbon and carbonate sedimentary
reservoirs, respectively, at a given time.

For interpretation (iii) the carbon flux associated with fcarb corresponds to
the total deposition of carbonate (F1), that is, recycled older carbonate in
addition to carbonate derived from the weathering of silicate rock. forg like-
wise corresponds to the total deposition flux of organic carbon (F3). Thus,
for interpretation (iii):
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The lines depict running averages of �13C values of carbonates and purified kerogens
(corrected for postdepositional alteration) as a function of age. The rectangle along the
right margin shows the range of Phanerozoic �13C kerogen values. (After Des Marais
et al. 1992.)
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V F F F F        + + = +2 4 1 3

For interpretations (i) and (ii), the carbon flux associated with fcarb includes
only silicate rock weathering (and subsequent carbonate burial), (F1 � F2),
that associated with forg, (F3 � F4), since in these cases V � (F1 � F2) � (F3

� F4), fcarb/forg is the ratio of the silicate weathering sink to the net organic
carbon burial sink. Unless �in for cases (i) and (ii) are assumed equal [with no
metamorphic flux assumed for case (i)], the computed fcarb and forg values are
different for cases (i) and (ii). Furthermore, for the canonical equality case,

� � �org     = −f fF F F F3 3 4 4

Similarly,

� � �carb     = −f fF F F F1 1 2 2

In the isotopic mass balance, �in has been assumed to correspond to �50⁄00,
the presumed juvenile �13C (Schidlowski and Aharon 1992). A value of
�50⁄00 is near the diamond mode of �5.50⁄00 (Deines 1992), and close to the
inferred weighted average of the extant crustal reservoirs of oxidized and
reduced carbon (Holser et al. 1988). However, there is no strong reason to
assume that this value is necessarily correct for any of the above interpreta-
tions, including case (i). The �13C of mantle carbon is apparently uncertain,
with cogent arguments having been made for a mantle with inherited initial
heterogeneity of carbon isotopic composition ranging from 0 to �300⁄00

with a weighted mean of �70⁄00 (Deines 1992). Others have interpreted this
variability as evidence for subducted biogenic carbon (Kirkley et al. 1991).
Roughly one sixth of the present volcanic/metamorphic carbon dioxide flux
is released by Mt. Etna (Brantley and Koepenick 1995) with a �13C � �3.7
(Allard et al. 1991); Gerlach 1991), essentially identical to the initial mag-
matic value reported from the mid-ocean ridge basalts (MORB) (Pineau
and Javoy 1994). Sano and Williams (1996) assumed a mantle value of �6.5
corresponding to MORB in their calculations. In any case the jury is still
apparently out on this issue.

Thus, for cases (ii) and (iii), there is no a priori reason to assume �in �

�50⁄00 or that �in has remained constant over geologic time. Various histories
may have affected �in, namely that of carbonate sedimentation (e.g., onset of
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pelagic carbonate sedimentation in the Cenozoic; see Volk 1989a and Cal-
deira 1991), the change in depth of the source of mantle-derived magmas
and volatiles, and change in styles in plate tectonics. For example, from the
observed carbon and helium isotopic compositions and CO2/

3He ratios of
volcanic gases, Sano and Williams (1996) estimated that 60% of the present
degassed carbon comes from subducted sediment carbon (mainly carbonate).

S E D I M E N TA R Y I N V E N T O R I E S A N D C A R B O N S I N K S

Another approach to understanding the history of the carbon biogeochem-
ical cycle has been to inventory the masses and weighted averages of �13C
of the preserved sedimentary reservoirs. Holser et al.’s (1988) compilation
(taken from Galimov et al. 1975) gives �13C � �4.50⁄00 for the total crustal
inventory, and a carbonate carbon to organic carbon molar ratio of 5.5. Be-
cause what is preserved represents the surviving net sinks from the atmo-
sphere/ocean pool, the latter value corresponds to the ratio of the cumulative
silicate weathering to organic carbon sink if no differential destruction (via
metamorphism, subduction, etc.; shown as Scarb and Sorg in figure 2–3) has
occurred since the onset of the creation of the sedimentary reservoirs as dem-
onstrated below:

Let mcarb and morg be the crustal masses of carbonate and organic carbon
respectively at any time t (age).

Let ,  and F F F F F Fa b  (   )   (   )= − = −1 2 3 4

Then,

dm dt Fa t S t dm dt F t S tbcarb carb org org and /   ( )  ( ) /   ( )  ( )= − = −

Then,

m m F t dt F t dt

R F t dt F t dt S t dt S t dt
a b

a b

carb org

carb org

 

if 

/   ( ) / ( )

  ( ) / ( )   ( ) / ( )

=
= =

∫∫
∫ ∫ ∫ ∫

whereR is the ratio of the cumulative silicate weathering sink to the cumula-
tive organic carbon sink. How realistic is the requirement for no differential
destruction? Because the preserved inventories are heavily dominated by
younger sediments (Veizer 1988), any temporal change in the relative pro-
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portions of carbonate and organic carbon deposition going back into the
Precambrian would be suppressed in the extant record, thereby creating an
effective differential destruction violating the required condition for R �

mcarb/morg.
However, even if there has been no differential destruction of the two

crustal reservoirs, the weighted mean �13C of the composite of the surviving
reservoirs is not necessarily equal to the �13C corresponding to the cumula-
tive juvenile and metamorphic flux because the preserved inventories are
heavily biased by younger sediments and the �13C of organic carbon has be-
come progressively less negative to the present (using the data set corrected
for burial effects given in Des Marais 1992; this effect was not taken into
account in Holser et al. 1988).

For interpretation (ii), forg � (F1 � F2)/V, corresponding to the net or-
ganic carbon sink with respect to the atmosphere/ocean system. Since both
V and F1 were plausibly greater in the Archean/early Proterozoic, forg may
have been roughly constant over geologic time. A higher F1 in the early
Precambrian is consistent with suggestions that higher atmospheric carbon
dioxide levels then resulted in greater oceanic productivities than now
(Rothschild and Mancinelli 1990) and possibly greater organic carbon burial
rates. Perhaps in the early Archean, high marine productivities were associ-
ated with hydrothermal vent sites (de Ronde and Ebbesen 1996). This con-
jecture may be supported by the apparently isotopically heavier kerogen rec-
ord up to about 3 Ga.

If �in is interpreted as in case (ii) and has been nearly constant since the
early Precambrian, and assuming �13C for F1,F2 and F3,F4 fluxes correspond
to the measured values of preserved carbonate and organic carbon, respec-
tively, then the inversion of the sedimentary carbon isotopic record (Des
Marais et al. 1992) gives a higher inferred ratio of the silicate weathering to
the organic carbon sink in the Precambrian (especially the Archean) than
now:

forg in carb org carb  (   )/(   )= − −� � � �

At 3 Ga, assuming �in � �5, �org � �40, �carb � 0, gives forg � 0.125 com-
pared with forg now � 0.2. If this interpretation is valid, then this trend is
consistent with a lower biotic productivity on land in the Precambrian, and
lower organic carbon burial derived from terrestrial sources relative to the
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case for continents colonized by higher plants in the Phanerozoic (McMena-
min and McMenamin 1994). A higher ratio of the silicate weathering to the
organic carbon sink in the Precambrian also implies that the molar ratio of
5.5 inferred from the extant record is a minimum. Presently, the ratio of
silicate to net organic carbon sinks, that is, (F1 � F2) to (F3 � F4), is estimated
to be about 5 to 6 (from data in Berner 1991). The present ratio of the
organic carbon burial flux (F3) to weathering of kerogen flux (F4) is roughly
1.3 (data from Berner 1991). If the weathering flux is related to the level of
atmospheric pO2 (Berner 1989) then this flux might have been lower during
the Precambrian, even with higher physical erosion rates. The completeness
of remineralization of kerogen in weathering is uncertain (Hedges 1992).
Furthermore, it is possible at times that F4 � F3, that is, the flux of carbon
dioxide from oxidation of kerogen exceeds the burial flux of organic carbon,
the net effect being a source of carbon dioxide to the atmosphere/ocean
pool (Beck et al. 1995).

Following interpretation (iii), �in may have been more variable than for
(i) or (ii) because �in reflects the combined fluxesV� F2 � F4. Is the kerogen
record consistent with a constant forg as defined by interpretation (iii), with
forg here corresponding to the actually measured values in preserved kerogen
of a given age (the data set filtered for burial effects)? We give a tentative
positive answer because relatively small variations in �in and �carb can compen-
sate for the large variation in �org, illustrated as follows:

Assuming at 3 Ga �org � �40, �carb � 0, for forg � 0.2 requires �in � �8.
A more negative �in in the Archean is consistent with a smaller contribution
of subducted carbonate and/or temporal variations in mantle �13C arising
from reinjection of recycled carbonate. The observed trend in �org � �carb has
been plausibly explained as a result of greater atmospheric carbon dioxide
levels in the Precambrian (Strauss et al. 1992a) as well as a greater role of
methanotrophy in the late Archean (Hayes 1994).

In conclusion, the actual state of knowledge of the partitioning of carbon
burial and ratio of silicate weathering to organic carbon sinks with respect to
the atmosphere/ocean over geologic time is more uncertain than previously
assumed. Perhaps greater insight will arise from a more detailed inventory of
both the masses and �13C of sedimentary carbon preserved in the geologic
record as well as data bearing on the possibility of differential destruction of
carbonate versus organic carbon reservoirs during subduction and/or meta-
morphism.
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Ô 3 F A I N T Y O U N G S U N P A R A D O X A N D C L I M AT E
S TA B I L I Z AT I O N

The standard model of solar luminosity variation over geologic time and the
faint young sun paradox. Recent challenges to the standard model. The sil icate-
carbonate climatic stabil izer (WHAK model). Modeling the sil icate–carbonate cli-
matic stabil izer from the ground up. From B LAG to G EOCARB: modeling the Phaner-
ozoic. Phanerozoic atmospheric carbon dioxide levels.

The Standard Model of Solar Luminosity Variation Over Geologic Time and
the Faint Young Sun Paradox

Sagan and Mullen (1972) proposed that the sun’s luminosity (energy flux)
was probably low enough to freeze the oceans some 2 billion years ago if the
atmospheric composition were the same as now (the faint young sun para-
dox), yet for the past 3.5 billion years the Earth has had liquid oceans, a fact
established from the fossil and marine sedimentary record (figure 3-1). Sagan
and Mullen’s solution to this paradox was the presence of a reducing gas such
as ammonia in the early atmosphere, as a greenhouse gas in sufficient levels to
preempt freezing. This solution was later rejected because of the computed
instability of the proposed gases but recently has been reproposed. The most
likely solution of the faint young sun paradox is that atmospheric composi-
tions, particularly of greenhouse gases, have not been constant over geologic
time. Hence, some mechanism for regulation of surface temperature through
geologic time is apparently needed. The most likely candidate for this role is
the greenhouse gas carbon dioxide, although greenhouse contributions from
traces of methane and/or ammonia in the atmosphere should not be ruled
out. This issue will be addressed more thoroughly in chapter 7.



Recent Challenges to the Standard Model

A standard model of luminosity (L) variation of the sun (Sackmann et al.
1990) has been assumed in my simulations of the long-term climate of Earth.
It is generally accepted that the zero age main sequence (ZAMS) solar lumi-
nosity, at the initial stage of core hydrogen burning, was about 70% of the
present value and the sun’s surface temperature was about 3% lower (Bahcall
et al. 1982). Although a steadily increasing energy flux over time might seem
counterintuitive, it results from the increase in the rate of fusion of H to
He in the sun’s core as it heats up as it contracts. However, some reports in
the literature account for a warm early Earth without the intervention of a
greenhouse effect. One of the most prominent is the discussion by Graedel
et al. (1991) of a more luminous early sun (a similar argument is made by
Doyle et al. 1993). The argument assumes that the mass of the sun was higher
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 - .
The faint young sun paradox. Curve Te is the effective radiating temperature of the
Earth (constant planetary albedo of 0.3). Curve Ts is the surface temperature of Earth
for a constant atmospheric composition (same as now) [from Kasting and Ackerman’s
(1986) climatic model].
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during roughly the first billion years of its tenure on the ZAMS. Subsequent
mass loss is presumed to have reduced the mass to its present value. Because
of the strong dependence of solar luminosity and radius on the star’s mass,
if the sun were about 10% more massive, it would have been about 50%
brighter and about 10% hotter (note that surface temperature and energy
flux are not directly proportional). This, they argue, is sufficient to com-
pletely account for the initially warm climate of the planet. The idea follows
a more general suggestion by Willson et al. (1987) that this sort of mass loss is
typical of stars when they initiate hydrogen core burning and slightly before.

However, the solar neutrino flux places severe constraints on any possible
mass reduction after the onset on core nuclear processing. If the sun were
indeed initially more massive, it would have a more massive core and an even
larger deficit of neutrinos expected from fusion reactions than is presumed
to be the case (Shore, personal communication). In addition, current models
of the solar interior agree with the observed spectrum of surface and enve-
lope oscillations (helioseismology) (Bahcall and Pinsonneault 1992). Thus,
despite the claims made by Doyle et al. (1993), there is no empirical support
for extended early main sequence mass loss. This scenario of early solar mass
loss also has been offered as an explanation of warm temperatures on early
Mars, implied by evidence for early liquid water on its surface (Whitmire et
al. 1995). It is highly unlikely that the mass of the sun has changed apprecia-
bly during its lifetime (Shore, personal communication), and therefore the
standard model of L variation has been used for modeling of the long-term
carbon cycle.

The Sil icate-Carbonate Climatic Stabil izer

In 1981, James Walker, P. B. Hays, and James Kasting proposed that temper-
ature regulation in the silicate-carbonate geochemical cycle constituted a cli-
matic stabilizer. This became known as the WHAK model after the names
of its authors. This mechanism was derived from the Urey equilibrium dis-
cussed in chapter 2. To recapitulate, only the reaction of calcium and magne-
sium silicates with carbonic acid results in a carbon sink via the formation of
bicarbonate, its transfer to the ocean, and the precipitation of CaCO3; the
weathering of limestone produces no net change in carbon dioxide in the
atmosphere/ocean system, nor as a first approximation does the weathering
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of NaK silicates because no calcium or magnesium is supplied to the ocean
(see discussion of other sinks in chapter 2).

On land:

CaSiO H O 2CO   2HCO Ca SiO3 2 2
2+

2        + + → + +−
3

In ocean:

2HCO Ca   CaCO  CO H O
(reverse reaction is weathering of limestone on land)

2
3 2 23

− ++ → ↓ + +      

Note that for each mole of CaSiO3 reacting, there is a net consumption of
one mole of CO2, which is buried on the ocean floor as limestone. The
deposition of limestone is of course largely biotically mediated, a process
vividly described by Westbroek (1991). However, deposition of calcium car-
bonate would surely occur under abiotic conditions as well.

The heart of the stabilizer is the dependence of the weathering rate on
surface temperature, itself controlled by carbon dioxide in the atmosphere.
This rate increases with increasing temperature because of two main effects:
the speed-up of chemical reactions and the increase in rainfall and therefore
river runoff with increasing temperature. These effects are empirically sup-
ported from global studies of weathering rates and solute levels in rivers, as
well as theoretically by models. Negative feedback resulting in temperature
stabilization is obtained because the carbon sink increases as temperature
(carbon dioxide) increases. But does life mediate this mechanism? If it does,
what if any difference does it make? For example, is the temperature different
because of biotic influences? We will return to this question in chapter 6.

Modeling the Silicate–Carbonate Climatic Stabil izer from the Ground Up

Modeling the silicate–carbonate climatic stabilizer is now considered first by
assuming very simple, even unrealistic conditions, then adding increasing
complexity (i.e., geologic and climatic realism) in successive scenarios of the
evolution of climate, aimed at simulating the history of global mean surface
temperatures of the past 4 billion years.

We begin with model A: solar luminosity varies according to the standard
model, hence the energy flux to the Earth surface steadily increases to the
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present over geologic time. Model A assumes the carbon dioxide level in the
atmosphere (pCO2) is constant, the same as the present level of 3 � 10�4 bar,
and no temperature dependence of weathering, hence no functioning of the
carbonate-silicate cycle. The surface temperature (Ts) simply tracks the lumi-
nosity change, the temperature being computed using a standard greenhouse
function, with Ts � f (L, pCO2). Because the energy flux was lower in the
past, so was Ts for the same pCO2 (figure 3-2a). Note that this temperature
scenario is identical to that invoked for the faint young sun paradox (see
figure 3-1).
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 - .
a: Surface temperature as a function of time for two conditions: A, atmospheric pCO2

level constant over time; B, volcanic outgassing of CO2 (V ) and land area constant over
time. b: Variation of atmospheric pCO2 level over time for model B.

a

b



Now let’s allow the weathering rate to vary with temperature, bringing
into operation the silicate–carbonate climatic stabilizer at a minimal level.
Returning to the canonical equality (see figure 2-3), recall that V is the vol-
canic/metamorphic outgassing source of carbon; F1 corresponds to the total
flux of carbonate deposited in the ocean, derived from both the reaction of
atmospheric carbon dioxide with CaMg silicates and carbonates in weather-
ing on land; and F2 is the flux of carbon into the atmosphere/ocean pool
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 - .
c: Weathering sink (flux) as a function of time, illustrating the effect of suddenly elimi-
nating the biotic enhancement of weathering, that is, going from a biotic to an abiotic
land surface (units arbitrary). d: Same scenario as in c, but tracking the change in atmo-
spheric pCO2 level (units arbitrary).

c

d



from the dissolution of land carbonates alone. Thus, (F1 � F2) corresponds
to the CaMg weathering sink alone because a flux equal to F2 is deposited as
carbonate in the ocean. Ignoring F4, the flux of weathering of organic carbon
back into the atmosphere/ocean pool, as well as F3, the burial of organic
carbon, then,

V F F    = −1 2

The volcanic/metamorphic outgassing source of carbon equals the silicate
weathering sink, generating a steady-state level of carbon dioxide in the
atmosphere. In this model (B in figure 3-2a), V and the area of continent
available for silicate/carbonate weathering are assumed constant over time.
The value of pCO2 at present is assumed to be the same as now. Because V
is assumed constant, the silicate weathering rate also must be constant over
time. If this rate depends on temperature, then Ts must be constant. But
because L varies, so must pCO2. The computed variation of pCO2 is shown
in figure 3-2b.

If V is allowed to vary, then the silicate weathering sink must also vary
over geologic time. For higher V in the past, plausible because of higher
levels of uranium and 40K in the solid Earth, producing more heat from ra-
dioactive decay, then the silicate weathering sink would also be higher at
steady state. For this case, assuming temperature is the only parameter affect-
ing weathering rate, higher surface temperatures in the past would be re-
quired and therefore even higher pCO2 than for model B. Assuming some
continental growth for the past 4 billion years and assuming that the silicate
weathering sink is proportional to land area, then the effect of smaller conti-
nental land areas in the past would be to require still higher Ts and pCO2 to
generate the same weathering sink.

Now let’s introduce some biology into this simple model. Suppose soil
biota results in a higher silicate weathering rate than for an abiotic continen-
tal land surface at the same atmospheric pCO2 and surface temperature. Then
the presence of soil biota allows the steady-state atmospheric pCO2 and sur-
face temperature to be lower than the abiotic case for the same required
weathering flux (W ), equal to V, which is assumed to be independent of
surface conditions. Suppose the continental land surface is suddenly sterilized
(figure 3-2c), eliminating the biotic effect on weathering. Then W should
suddenly drop, destroying the steady-state condition. Because W is now less
than V, then atmospheric pCO2 and surface temperature will rise (figure
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3-2d ) until new steady-state atmospheric pCO2 and surface temperature are
achieved. Then W equals V, but at a higher atmospheric pCO2 and surface
temperature, now at abiotic conditions.

This modeling will be picked up again after a necessary detour, first con-
sidering the research program to model the past 600 million years, the Pha-
nerozoic, then a much closer look at the weathering process and its biotic
involvement discussed in chapters 4 through 6, which is central to my theory
of biospheric evolution.

From B LAG to G EOCARB: Modeling the Phanerozoic

Soon after WHAK, the first attempt was made to model the long-term car-
bon cycle at least for the past 100 million years (Berner et al. 1983). This
model became known as BLAG after the names of the authors of the original
paper (i.e., Berner, Lasaga, and Garrels). In the first BLAG model, steady-
state atmospheric pCO2 levels (and surface temperature) were computed
from the balance between continental weathering of carbonates and CaMg
silicate sinks and the source, metamorphic/magmatic degassing derived from
the decarbonation of subducted CaMg carbonates now and in the past as-
suming the following:

1. Continental land area as a function of time, because land area will affect
the weathering sink; as a first approximation, the silicate weathering
sink is directly proportional to land area.

2. Seafloor spreading rate as a function of time, because the volcanic out-
gassing rate is expected to vary with spreading rate.

3. Weathering rate as a function of temperature and runoff (itself a func-
tion of temperature).

4. Calcium and bicarbonate concentrations and calcium carbonate pre-
cipitation as a function of atmospheric pCO2.

Eight differential nonlinear mass balance equations were solved simultane-
ously from assumed initial conditions at 100 million years before present
(BP) (e.g., equations of the form: dx/dt � �kx, where x is the mass and k
is the rate constant). There was no explicit inclusion of biological effects,
particularly on weathering kinetics.
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For the next decade, BLAG evolved with greater complexity, extending
the time period back over the whole of Phanerozoic time (Berner and Bar-
ron 1984; Berner 1990a, 1991, 1994; for a popularization, see Berner and
Lasaga 1989). The latest version is GEOCARB II (Berner 1994, 1995a; see
figure 3-3). Innovations included mathematical simplification, incorporation
of variation of solar luminosity (which has changed about 6% over Phanero-
zoic time), different assumed feedbacks for carbonate and silicate weathering,
updating based on new data on subduction and seafloor spreading over the
past 150 million years, changes in the assumed activation energy of chemical
weathering of silicates and global runoff, and the inclusion of explicit biolog-
ical effects on weathering rates (i.e., fertilization of land plants by atmo-
spheric pCO2 levels, difference in weathering from angiosperms and gym-
nosperm cover, etc.; more on this in chapter 4).

Phanerozoic Atmospheric Carbon Dioxide Levels

Of particular interest is the predicted variation of atmospheric pCO2 lev-
els and corresponding global surface temperatures. Estimates of paleoatmo-
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 - .
The geochemical carbon cycle as interpreted by the GEOCARB model. Fwc is weather-
ing flux of carbonates, Fmc the degassing flux from thermal carbonate decomposition, Fwg
the weathering flux of organic matter, Fmg the degassing flux from thermal organic mat-
ter decomposition, Fbc the burial flux of carbonates in sediments, and Fbg the burial flux
of organic matter in sediments. A steady state, required over a multimillion year time
scale gives Fwc � Fmc � Fwg � Fmg � Fbc � Fbg (after Berner 1995a).
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spheric pCO2 levels during the Phanerozoic are now available using several
approaches (Yapp and Poths 1996; Mora et al. 1996; McElwain and Chal-
oner 1995). Yapp and Poths’ (1996) estimates are based on the measured
level of solid solution carbonate anion in goethite, along with the isotopic
composition of its carbon. Mora et al.’s (1996) estimates are derived from
the isotopic composition of carbon in paleosol carbonate and organic matter.
Estimates of paleoatmospheric pCO2 levels by McElwain and Chaloner
(1995) come from the observed variation of the number of stomata in fossil
leaves; modern leaves have fewer stomata after being grown in higher pCO2

atmospheres. These estimates generally agree well with those computed
from Berner’s models (figure 3-4). This agreement stands as strong support
for the program of making the models of the carbonate-silicate biogeochem-
ical cycle more concrete, a program that can yield empirically testable results
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 - .
Atmospheric carbon dioxide level versus time for the Phanerozoic. RCO2 is defined as
the ratio of the mass of CO2 in the atmosphere at some time in the past to that at pres-
ent (preindustrial value of 300 parts per million). The heavier line joining small squares
represents the best estimate from GEOCARB II modeling, updated to have the effect
of land plants on weathering introduced 380 to 350 million years ago. The shaded area
encloses the approximate range of error of the modeling based on sensitivity analysis.
Vertical bars represent independent estimates of CO2 level based on the study of paleo-
sols (after Berner 1997).
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and ultimately an explanation of climatic variation over geologic time. The
main problem in going from Phanerozoic to Precambrian models is the ex-
ponential decrease in the preserved sedimentary record and its chances for
postdepositional alteration with increasing age. Thus, Precambrian modeling
is more problematic, but more challenging nonetheless.
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Ô 4 W E AT H E R I N G A N D I T S B I O T I C E N H A N C E M E N T

Introduction to weathering and soil formation; why the typical textbook approach is
misleading by compartmentalizing physical, chemical, and biologic weathering
(their synergistic interrelations). Biotic enhancement of weathering. The classic
studies of Polynov (role of primitive organisms in soil formation in mountainous
terrains and succession), Krumbein, Jackson and Keller (l ichen weathering on Ha-
waiian lava flows). Summary of processes contributing to biotic enhancement of
weathering (soil stabilization, role of carbonic and organic acids, biophysical
weathering, the biota as a sink for calcium, magnesium, regional and global factors
including evapotranspiration, frost wedging, oxidation). Tectonics and its influence
on climate and weathering (impact of Raymo’s ideas on the global climatic impact
of the uplift of the Himalayan Plateau; geomorphology and weathering rates; rock
chemistry, tectonics, and the carbon sink).

Introduction to Weathering and Soil Formation

We will not attempt here to duplicate the comprehensive reviews of chemi-
cal and physical weathering published elsewhere (Berner and Berner 1987;
Drever 1988; White and Brantley 1995). Before systematically considering
the weathering process, first an observation on its usual treatment. For the
most part, geology textbooks treat the process of weathering as either physi-
cal (mechanical) or chemical. Biological weathering is either not mentioned
or discussion is limited to a couple of examples (e.g., root wedging). A few
notable exceptions: Arthur Holmes’ classic Principles of Physical Geology (latest
edition, Holmes 1978) and Russian geology texts (e.g., Gorshkov and Ya-
kushova 1972). The synergism of the three processes in the real world is not



discussed at all, or it is limited to mention of the effect of surface area increase
as a result of physical weathering on the acceleration of chemical weathering.
An extensive body of literature now documents the multifold role of the
biota, particularly microbes, in physical and chemical weathering (Yatsu
1988; Banfield and Nealson 1997). For a useful review of the role of plants
in mineral weathering see Kelly et al. (1998).

Physical weathering is defined as the breakup of underlying rock into
smaller pieces, thus increasing the potential reactive surface area of the
component minerals. Abiotic processes (or mainly so) include frost wedging
(the cracking of rocks from the expansion of water upon freezing), jointing
(cracking of bedrock upon unroofing, the removal of overlying layers by
erosion), salt formation, and temperature fluctuations, particularly in the
presence of traces of water, as well as cracking (exfoliation, the peeling off of
layers like an onion) as a result of chemical weathering. The latter usually
results from expansion upon secondary mineral formation such as clay. Frost
wedging is usually cited as the most important agent of physical weathering
by geomorphologists.

Biogeophysical weathering is complementary to the above processes. The
latter includes root wedging, cracking of rock and mineral grains from
expansion of fungal hyphae and microbial polysaccharides upon the absorp-
tion of water, and ice nucleation associated with lichens (Kieft 1988), as well
as the multifold activity of animals burrowing, overturning and mixing the
organic and inorganic components of the weathering environment (i.e., the
soil). Soil fauna includes earthworms (Darwin 1881, reprinted 1948; Hart-
enstein 1986), termites, and ants.

Holldobler and Wilson (1990) cited several studies indicating ants’ phe-
nomenal activity, especially in tropical soils, carrying organic matter deep in
the soil to depths as great as 6 meters, down to their nests. In the forested
soils of New England, ants move as much soil as earthworms, even more
in tropical forests. The flux of nutrients carried down by ants promotes the
growth of tree roots, thus contributing to a positive feedback between plant
productivity and soil turnover.

Chemical weathering entails the decomposition of primary minerals by
their reaction with water, carbonic acid, oxygen, organic and inorganic
acids, and chelating agents. How much of this decomposition is biogeo-
chemical? First, substantial levels of free oxygen are certainly a biogeochemi-
cal product. Photosynthesis and burial of organic carbon has generated and
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maintained free oxygen in the atmosphere, and the concomitant free oxygen
in the weathering microenvironment. Thus, oxidation reactions are biogeo-
chemical. Elevated levels of soil carbon dioxide and, in the presence of water,
enhanced levels of carbonic acid, as well as organic acids and chelating agents
that complex with cations (e.g., oxalic, humic, and fulvic), are all products
of biological activity from root/heterotrophic microbial respiration and de-
cay of organic matter and products of the mycorrhizal community, particu-
larly soil fungi, producers of oxalic acid. Lichenic acids are also clearly bio-
genic. Inorganic acids that attack minerals are produced by sulfur bacteria
(sulfuric acid) and nitrifying bacteria (converting ammonium ion to nitric
acid). High sulfuric acid levels in soils are found over rocks with high sulfide
contents and as a result of mining (Berner and Berner 1987). Nitric acid is
generally a minor component of soil acid, but can be significant where an-
thropogenic sources are involved (acid rain; see Likens and Bormann 1995).
These acids, along with the “major players” carbonic and the organic acids,
supply protons, thereby speeding up decomposition of silicates. Many exper-
iments have confirmed this role of microbially produced compounds. More-
over, the development of microcolonies of bacteria and other microbes in
crack systems results in retention of water, allowing the production of car-
bonic acid. Organic acid dissolution of silicate minerals and chelation of iron
and aluminum are likely particularly important in tropical climates, with
their very high net productivities (Thomas 1994).

The microenvironments in soils in contact with mycorrhizae and plant
roots (the rhizosphere) and microbial biofilms surrounding mineral grains
can have significantly higher organic acid and chelating agent concentrations
and lower pH than the soil waters commonly sampled (Berner 1995a). My-
corrhizal fungi attached to silicate mineral grains have been shown to pro-
mote chemical weathering ( Jongmans et al. 1997). Consider the implica-
tions of the estimated surface areas of fungal hyphae, plant roots, and bacteria
being 6, 35, and 200 times, respectively, the area of the Earth (Volk 1998).
Thus, these biologically created microenvironments probably play an impor-
tant role in enhancing weathering rates of soil minerals (Robert and Berthel-
ein 1986; Hiebert and Bennett 1992; Barker et al. 1997; Gobran et al. 1998).
In their review of the role of organic acids in mineral weathering, Drever
and Vance (1994) concluded that organic acids probably have significant im-
pact in accelerating dissolution of mafic minerals in soil microenvironments,
where much higher organic acid concentrations are reached than in bulk
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soil solutions. This conclusion has important implications to enhancing the
silicate weathering carbon sink because mafic rocks (e.g., basalt) contribute
disproportionately to this sink owing to their high levels of CaMg silicates
compared with more silica-rich rocks such as granite.

Although the case for the overall effect of biota on chemical weathering
is strong, biotic effects also may locally and temporarily reduce the rate of
chemical weathering. The latter include development of macropores in soil
(e.g., from decayed roots), which allow most of the incoming water to bypass
reactive mineral grains, and coatings on rock and mineral surfaces of micro-
bial origin, such as rock varnish formed in arid regions (Krumbein and Jens
1981), which protects mineral grains from chemical decomposition.

Nevertheless, the synergistic interaction of all these weathering processes
creates a biogeochemical and biogeophysical interface between the atmo-
sphere and crust (mainly continental, but also involving volcanic islands),
namely, soil. The extensive literature on the differentiation of soil and the
key role of climate (especially precipitation and temperature) in determining
the rich variety of soil types will not be reviewed here. A simplified picture
of the differentiation of a modern soil is shown in figure 4-1. The O zone is
composed largely of leaf litter and humus; just below is zone A, where leach-
ing has taken place, followed by zone B, the zone of accumulation. In tem-
perate climates, zone B is typically enriched in iron oxides and clay; in arid
climates, calcium carbonate (caliche) accumulates. Finally, zone C is the
transition to fresh bedrock below. In zone C the bedrock is partially disinte-
grated (physical weathering) and decomposed (chemical weathering). There
are many variations to this basic pattern. In situ soils progressively thicken
and differentiate over time, as contrasted to transported soil such as clay de-
posited on a flood plain, which may be deposited and then eroded by higher
river discharge.

This idealized pattern of vertical stratification is often disrupted by biotur-
bation as a result of root decay and collapse, and burrowing animals ranging
from mammals to ants (see Brimhall et al. 1991; Butler 1995). With these
processes, along with the flux from root activity, organic matter is thereby
carried deep into zone C, where biogeochemical and biogeophysical weath-
ering may be accelerated. Richter and Markewitz (1995) emphasize the im-
portance of the zone C horizon to weathering, drawing on their studies of a
deep, clay-rich soil in South Carolina. They measured progressively increas-
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ing carbon dioxide levels in soil air with depth down to 6 meters. These high
carbon dioxide levels, apparently generated mainly from rhizosphere activity,
are a major source of chemical weathering via carbonic acid production.

The multifold processes occurring in soils that link the physical/biologi-
cal/chemical constitute a complex whole in the real world. Although a re-
ductionist program has had great explanatory power in elucidating weather-
ing as a function of time and space, a fuller understanding must come from
a comprehensive systems approach that illuminates the rich interactions, lin-
ear and nonlinear, that generate a dynamic soil. This is a research program
that brings together diverse disciplines in geology, biology, physics, chemis-
try, and even astronomy.

Russian researchers such as Polynov (1945, 1948, 1953; and his pupils
such as Yarilova 1950; a fascinating account is found in Lapo 1982), following
Vernadsky, long ago held that chemical weathering and soil formation on the
Earth’s surface is largely determined by biological activity. Their studies in
mountainous areas of the Soviet Union (e.g., Pamirs) revealed a regular pat-
tern of ecologic succession, starting with the first colonization of exposed
plutonic and metamorphic rock by primitive organisms.
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 - .
A typical soil profile.



The modern succession of life upon colonization of bare exposed rock is,
as a first approximation, similar to the historical biotic succession on land
(“ontogeny recapitulates phylogeny” here in the same metaphorical sense as
for the development of a single organism). The first colonizers of bare rock
are typically cyanobacteria, along with actinobacteria and microfungi (het-
erotrophs). These are soon followed by photosynthesizing green algae and
then crustose lichens, the variety that is closely attached to the rock surface.
There is now evidence for a nearly contemporaneous emergence of vascular
plants and lichens in a modern sense (i.e., with true fungi, mainly Ascomycetes
in the early Paleozoic); primitive lichen-like symbioses such as actinolichens
may have emerged in the Precambrian (see further discussion in chapter 8).
Mosses and then vascular plants commonly occupy the crevices and crannies
of the rock outcrop (often simultaneously with the adjacent lichens), with a
progressive occupation of the rock surface to follow, crowding out the lichen
community. Lichens generate microsoil, which ultimately contributes to a
primary soil upon which the vascular plants thrive. The slope of rock outcrop
has a strong influence on the speed and completeness of the succession out-
lined here. For high slopes, bare rock remains largely soil free, with succes-
sion stopped at the lichen community, consisting of crustose, foliose
(leaflike), and fructicose (branching) varieties, as well as mosses, with higher
plants limited to the crevices. On shallow slopes, the succession rapidly goes
to the higher plant-dominated ecosystem, particularly in temperate and trop-
ical climates. Higher plants also may be the pioneers, particularly on porous
volcanics, when seeds and traces of organic matter are blown into crevices
and vesicles and sprout before even lichens get a foothold.

Krumbein’s studies on microbial degradation of rock, starting in the
1960s, also led him to the conclusion that weathering is largely dominated
by biological activity and to a geophysiological theory of the Earth’s surface
activity (Krumbein and Dyer 1985; Krumbein and Schellnhuber 1990, 1992;
Krumbein and Lapo 1996). Another strong proponent of the role of mi-
crobes in accelerating weathering has been Eckhardt (1985).

Lichen Weathering

One organism’s weathering potential has been studied for over 100 years:
lichens, a symbiosis of fungi (the mycobiont) with a phototrophic partner
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(the photobiont), algae or blue green algae, more precisely cyanobacteria.
For two recent surveys of lichen biology and ecology see Ahmadjian (1993)
and Nash (1996). Early work focused on the identification of calcium oxa-
late, derived from oxalic acid reactions with calcium-bearing substrates, as
well as the description of hyphae breaking up and partially decomposing sil-
icate and carbonate mineral grains (e.g., Bachmann 1904; Stahlecker 1906;
Fry 1924 1927). The role of lichens in weathering of exposed rock is well
established (see reviews by Syers and Iskandar 1973; Jones and Wilson 1985;
Wilson 1995). Lichens apparently accelerate physical and chemical weather-
ing of their substrate by rhizine penetration with thallus expansion and con-
traction, and by the production of carbonic and organic acids (e.g., oxalic)
and chelating agents. Lichen weathering effects include etching of substrate
grains and synthesis of secondary minerals such as iron oxides, silica, and
possibly clay (see reviews by Jones 1988; Wilson and Jones 1983; Wilson
1995) (figure 4-2).

A pioneering study compared weathering rates of lichen-covered and
lichen-free basalt lava flows of recent age in Hawaii (Jackson and Keller
1970a). Lichens appeared to have increased weathering rates by one to two
orders of magnitude compared with adjacent bare rock, based on measure-
ments of relative weathering rind thickness and chemistry. We will return to
a discussion of this study in chapter 5, in our consideration of estimates of
the biotic enhancement of weathering.

The Biotic “Sink” Effect and Soil Stabilization

In addition to the effects discussed above, other factors contributing to the
biotic enhancement of weathering include the biotic sink effect and, prob-
ably the single most important effect, the biotic stabilization of soil.

The biota is itself a sink for soluble products of weathering, including
potassium, calcium, and silicon; thus, according to Le Chatelier’s principle,
weathering reactions decomposing silicates are enhanced because lowering
the concentration of the products tends to drive the reaction forward. Mi-
crobes and many higher plants are accumulators of these products (e.g., fungi
accumulate potassium, and horsetail [Equisetum] and most plants [especially
grasses] accumulate silica, which serves as a structural component). Cations
are then made available again to soil solutions upon decay of the organic

W E A T H E R I N G A N D I T S B I O T I C E N H A N C E M E N T 4 9



 - .
Lichen-induced weathering of silicate rocks (photomicrographs of thin sections). a:
Crustose lichen (Aspicilia species) on Soldiers Delight, Maryland serpentinite. Weather-
ing penetrates to 200 to 400 microns below the rock surface. Iron oxide formation and
depletion of magnesium occurs in the weathering zone. b: Foliose lichen (Flavoparmelia
baltimorensis) on Herndon, Virginia basalt. Thallus attached by rhizones (black). Altered
plagioclase and pyroxene, iron oxides in weathered rind several hundred microns thick.

a

b



matter, with a fraction remaining adsorbed and bound to the organics and
clay in the soil and subsoil. If the soil mass and biomass are in steady state,
there must be erosion of soil containing these weathering products balancing
new soil development. This effect is of course magnified on sloping terrain,
where tree falls, severe storms, fires, and disease all tend to episodically in-
crease soil erosion. Hence, in relation to the actively decomposing silicates,
under these conditions, or especially in the case of actively aggrading bio-
mass as for rapidly growing plant cover, the latter is a net sink for soluble prod-
ucts and must be included in weathering budgets to derive realistic mineral
weathering rates in soils (see discussion in chapter 6). In the case of rapid
turnover of biomass, as in a mature rain forest with very low rates of soil
erosion, these effects make a small contribution to the flux out of the ecosys-
tem (Alexandre et al. 1997).

The most important single role of biota in accelerating the rate of chemi-
cal weathering is probably the stabilization of soil. A soil, particularly in the
zone of active decomposition and disintegration of bedrock, greatly increases
the chemical weathering of silicates for a given land area because of the high
surface area of the mineral grains relative to a bare rock surface. For example,
a mineral soil 1 meter thick with individual grains (cubes) 1 mm3 in volume
has 6000 times the potential reactive surface area of a bare rock surface with
no permeability. In a real soil, much of the potential surface area is blocked
off by coatings or bypassed by channels (macropores) that function as con-
duits for water. An additional property of soils that significantly contributes
to enhancing chemical weathering is the sponge effect, the retention of water
available to react with minerals. Water is retained in a soil by surface tension
and soaking up by the organic and living components, slow evaporation, and
runoff compared with bare rock.

The key role of vegetation in impeding soil erosion is well known from
studies around the world (dramatically illustrated in figure 4-3). In 1876,
Frederick Engels vividly described the effects of deforestation:

What did it matter to the Spanish planters in Cuba, who burned down
forests on the slopes of the mountains and obtained from the ashes
sufficient fertilizer for one generation of very highly profitable coffee
trees . . . that the heavy tropical rainfall afterwards washed away the
now unprotected upper stratum of the soil, leaving behind only bare
rock? (1940, pp. 295–296).
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The key role of vegetation in impeding soil erosion is well known from
studies around the world. Higher plants stabilize soil with their subsurface
root system and by the creation of organic litter on the ground, all of which
slow down erosion. In addition, biotic products such as mucilaginous poly-
saccharides effectively bind soil particles. The lowest rates of soil erosion
occur today in forested land, typically 10�2 to 10�4 times the rates of bare,
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 - .
A blackjack oak in Tennessee, perched on a soil pedestal surrounded by eroded ground,
illustrating soil stabilization by plants. (Courtesy of U.S. Forest Service.)
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unvegetated ground (Zachar 1982) (figure 4-4) for soil erosion rates as a
function of rainfall regimens and vegetation). Figure 4-4 illustrates a sum-
mary of data from many empirical studies of soil erosion from both water
and wind on a variety of vegetated and bare surfaces. Note that bare surfaces
have consistently the highest erosion rates, forests the lowest. As rainfall in-
creases, there is a saturation effect on water erosion. On the other hand, high
rainfall decreases wind erosion as a result of the binding effect of wetting soil,
again with a saturation effect.

The stabilization effect is not limited to higher plants; microbial (crypto-
gamic) soils found in desert regions and in the early stages of colonization of
exposed rock surfaces are stabilized by algae and lichens (Campbell 1979;
Thornes 1990) (figure 4-5). Indeed, the use of off-road vehicles in American
deserts breaking up the microbial crust has led to rapid soil erosion. One
study found an exponential decline in splash erosion (resulting from im-
pacting raindrops) as cryptogam cover increased (Eldridge and Greene 1994).
Treub (1888; cited in Thornton 1996) noted that 3 years after the cata-
strophic eruption of Krakatau in 1883, six species of what we now recognize
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 - .
Soil erosion rates as a function of rainfall and vegetation regimens. (After Lal 1990.)
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as cyanobacteria grew as a gelatinous mass on the newly formed volcanic ash
substrate. Modern day microbial soils may be models for Precambrian soils,
before the emergence of land plants (Campbell 1979; Retallack 1990).

A sterile land surface for several billion years in the Precambrian is implau-
sible given that procaryotes stabilize soils even today. Fossil soils (paleosols)
of the Precambrian age show indications of a contemporary surface biota.
These include the presence of reduced carbon, trace element patterns remi-
niscent of biotic influence, and features also found in some modern soils
(e.g., blocky structures indicating coatings of microbial polysaccharides)
(Retallack 1990). The existence of Archean and Proterozoic paleosols with
thicknesses up to 80 meters (Miller et al. 1992; Marmo 1992) is also consis-
tent with a contemporary stabilizing microbial cover. More direct evidence
from microfossils found in chert from paleokarst deposits at 0.8 and 1.2 Ga
(Horodyski and Knauth 1994) supports the existence of a microbial land
biota (in this case probably procaryotes, as identified in thin section). The
latter conclusion is supported by carbon and oxygen isotopic signatures con-
sistent with subaerial biotic fractionation from paleosols at 0.8 to 1.2 Ga
(Beeunas and Knauth 1985; Horodyski and Knauth 1994). The isotopic ratio
of carbon from primary dolomites (CaMg carbonate) is most consistent with
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Microbial soil: lichen on basalt flow, Hawaii. (Courtesy of Ford Cochran.)

 

 

Image Not Available 
 



an isotopically light carbon input from meteroic water flushing through a
biologically active soil contributing respired carbon dioxide. A 2.0 to 2.2 Ga
paleosol from South Africa has been interpreted as a laterite with relict soil
textures, suggesting development under a biotic cover accompanied by hot
and humid conditions (Gutzmer and Beukes 1998). In particular, this paleo-
sol has a leached upper zone consistent with organically complexed iron be-
ing transported to deeper levels. If these inferences are correct and a land
biota first appeared in the Archean, chemical weathering rates should have
been higher as a result of their soil-stabilizing effect.

In addition, physical weathering processes are likely to be different on an
abiotic rock surface. Frost wedging, the most important contributor to phys-
ical weathering, may be much more limited or even absent if abiotic temper-
atures are significantly higher than biotic temperatures. On the other hand,
higher surface temperatures with large diurnal fluctuations could promote
thermal cracking, as seen in deserts today. On an abiotic land surface, water
and wind erosion are likely to preempt significant accumulation of soil, even
on slight slopes. Mineral grains freed up by weathering should expected to be
rapidly transported by running water and wind relative to biotic conditions,
ending up ultimately in ocean basins. The residence time of such sediments
in river channels is likely shorter in the abiotic case because of the “flashy”
behavior of abiotic streams and rivers, given the lack of water storage in soil
(Schumm 1968).

Under biotic conditions, rapid erosion on high slopes, the apparent locale
for most contemporary chemical denudation (Stallard 1992), leads to accel-
eration of chemical weathering because soils reform rapidly with biotic colo-
nization and stabilization. The rate of carbon dioxide consumption by silicate
weathering can reach a steady state independent of mineral reactivity under
restricted conditions, which include a constant rate of generation of new
mineral grains available for reaction (Lasaga and Berner 1998). However,
under the dynamic conditions just outlined, this steady state is unlikely to be
approached. Further, the rate of generation of new reactive mineral surface
area is likely to be much higher in the case of biotically mediated conditions,
which include soil stabilization. The contrasting effects of erosion under abi-
otic and biotic conditions are shown in figure 4-6. Because microbially
crusted soils are much more easily eroded than those stabilized by plants, the
evolution of the land biota has plausibly resulted in a progressive increase in
the biotic enhancement of weathering. Note that contemporary procaryotic
desert crusts are absent on steeply sloping terrain (Campbell 1979).
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Regional and Global Biotic Effects

Except for the role of atmospheric oxygen, so far we have focused on direct
and local biotically mediated effects. On the larger scale of regions and the
globe, other phenomena occur that probably act to increase the overall biotic
enhancement of weathering.

The diversity of effects on different scales entailed by biotic enhancement
of weathering is shown in figure 4-7. The local and direct effects are perhaps
better understood than the global effects. The latter may include the effects
of global cooling resulting from the evolution of land biota, a topic to be
discussed in chapter 8. Thus, frost wedging, a major mechanism of physical
weathering, may be biotic in the sense of arising from biotically mediated
global cooling, triggering significant ice formation in mountains. The prob-
lematic role of atmospheric oxygen includes the possible increase of produc-
tivity of land biota by virtue of an ozone shield, to be discussed in more
depth later in chapter 8. The emergence of new microbial soil consortia with
the rise of atmospheric oxygen in the Proterozoic could have promoted the
acceleration of dissolution of CaMgFe silicates by the oxidation of ferrous
iron and the organic chelation of its product, ferric iron, thus driving forward
the weathering process and intensifying the carbon sink.

W E A T H E R I N G A N D I T S B I O T I C E N H A N C E M E N T 5 6

 - .
The effect of erosion on chemical weathering rate under biotic and abiotic conditions.



Another important regional effect is likely, the role of evapotranspiration,
as Lovelock (1987) emphasized in his discussion of the geophysiology of
Amazonia. Evapotranspiration coupled with precipitation accounts for an
efficient recycling of water through the forested ecosystem. In the absence
of evapotranspiration from a vegetative cover on land, chemical denuda-
tion should be reduced from the lack of water flow-through alone (Berner
1992; Drever 1994). It is interesting that sphagnum moss peatlands also re-
cycle their water efficiently by the same mechanism as forested ecosystems
(Klinger 1991). One can therefore speculate that the evapotranspiration/pre-
cipitation cycle amplified chemical denudation in terrestrial microbial and
bryophyte mat ecosystems in the Precambrian and early Paleozoic.

We will return to the evolutionary aspects of this discussion in chapter 8.
Attempts to quantify the combined effects, particularly in relation to the reg-
ulation of atmospheric carbon dioxide levels and surface temperature, are dis-
cussed in the next chapter.
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 - .
A summary of the influences contributing to the biotic enhancement of weathering.



Tectonics and Its Influence on Climate and Weathering

Two prominent hypotheses have been offered on the relationship of tecton-
ics to chemical weathering intensity and long-term climate regulation. Some
researchers have presented evidence, mainly from the Amazon and Congo
River watersheds, that there is a strong relief effect on weathering rates; high
relief is correlative with high denudation rates, whereas the lowest rates oc-
cur in the flat lowlands (Stallard 1995a, 1995b; Edmond et al. 1995; Gaillar-
det et al. 1995). These authors distinguish between weathering and trans-
port-limited erosional regimes. For the former, the rate of transport exceeds
the rate of chemical weathering (high slopes), whereas for the latter the re-
verse is true, so thick soils develop with low denudation rates.

The other main hypothesis is centered on the increase in mechanical ero-
sion and hence chemical erosion driven by uplift, an idea apparently first
suggested by T. C. Chamberlain (1899; see Raymo 1991) as an explanation
of the initiation of the ice ages. These proposals will be examined more
closely in the following discussion, also touching on related issues regarding
the interrelation of rock chemistry and tectonics to the carbon sink with
respect to the atmosphere/ocean system.

Does Uplift of Mountains Promote Chemical Weathering?

In the Stallard model of erosional regimes, “a complex interplay of chemical,
physical, and biological processes” generate weathering products (1995a,
1995b). More precisely, these researchers claimed that maximum chemical
denudation rates are achieved in the weathering-limited regime, with vege-
tation maintains a relatively thin soil on steep slopes, trapping water and gen-
erating bioacids in contact with fresh rock. With erosion triggered by earth-
quakes, treefalls, and so forth, fresh rock is reexposed for the regeneration of
soil (Stallard 1992). In contrast, in the transport-limited regime, thick highly
weathered soils ultimately slow down chemical denudation by shielding
fresh rock buried deep below the surface from percolating water. Stallard
(1995b) pointed out that in flat terrains vegetation has two contradictory
effects on chemical denudation: its stabilization of thick leached soils tends
toward its reduction, whereas the production of bioacids and penetrating
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root systems tends toward its increase. In any case the estimated chemical
denudation rates even in flat terrains with thick soils developed on granitic
rocks are still some two orders of magnitude higher than a computed two-
dimensional bare rock case. It is interesting to speculate that this mechanism
could explain at least part of the cooling apparently tied to global periods of
orogenesis (e.g., possibly at 2.5 Ga; see Knauth and Clemens 1995). More
mountains could magnify biotic influence on weathering if the Stallard
model is correct.

Estimated chemical denudation rates of siliceous rocks from the humid
tropics of South America support the Stallard model (figure 4-8). More re-
cent data from the Guayana shield (Edmond et al. 1995) and Congo basin
(Gaillardet et al. 1995) provide additional support for this scenario. In both
cases, significantly lower chemical denudation rates were inferred from rivers
draining relatively flat terrain. In contrast, White and Blum (1995) found no
correlation between chemical denudation rates of granitic rocks and relief in
their study of 68 watersheds. They concede that their data set contains only
one tropical watershed (rain forest in Puerto Rico). Drever and Clow (1995)
suggest that White and Blum’s negative finding with respect to the influence
of relief may have resulted from the absence of really low relief areas (e.g.,
Amazon basin), or that “noise” in data prevented the emergence of a correla-
tion. The basic validity of the Stallard model will be assumed in the discus-
sion of the evolutionary history of the biotic enhancement of weathering in
chapter 8.

An even more radical view of the factors influencing weathering has
emerged, namely that climate has very little to do with determining the rates
of chemical denudation and carbon dioxide consumption by silicate weath-
ering, but rather the predominant controls are relief and lithology (Edmond
and Huh 1997; Huh and Edmond 1997; Allegre et al. 1997; Gaillardet et al.
1997). This contention is based on inferred carbon dioxide consumption
rates from a global data base of river and watershed rock chemistry. Silicate
and carbonate weathering contributions to rivers are distinguished by using
the different strontium isotopic signatures of each lithology.

However, supporters of a strong climatic effect on weathering rates have
noted that the carbonate weathering contribution is often underestimated in
watersheds with predominant silicate lithology (Berner and Berner 1997).
For example, significant outcrops of marble occur in the cold Aldan River
watershed in Siberia (Berner and Berner 1997), which Huh and Edmond
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 - .
Histogram of denudation rates for morphotectonic regions in the humid tropics of
South America. (After Stallard 1992.)
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(1997) claim has a silicate denudation rate comparable with that of the trop-
ics. Furthermore, the strontium isotope ratio (87Sr/86Sr) of carbonates may
overlap with silicate lithologies. In addition, experimental weathering of
granite-like rocks indicates that the strontium isotope ratio released to water
changes with time; at first ubiquitous trace calcite weathers out, giving a low
ratio, then radiogenic biotite, then less radiogenic plagioclase (White et al.
1997). In view of this behavior, the researchers noted that strontium isotopic
ratios should be used with caution as signatures of weathering because freshly
exposed silicate rocks could yield soluble strontium on weathering with
significantly different isotope ratios than depleted already weathered rocks.

Evidence for climate control (temperature, runoff, and implicitly vegeta-
tion) includes experimental demonstration of the temperature effect on min-
eral dissolution rates, patterns of clay mineralogy in soils indicating progres-
sive increase in silicate weathering with increasing temperature (higher ka-
olinite and gibbsite) (Berner and Berner 1997), and the evidence for biotic
enhancement, to be discussed further in the next two chapters. When one
lithology is looked at as in White and Blum’s (1995) study of granitic water-
sheds, a significant influence of climate emerges. Another lithology, basalts
from four volcanic islands, gives a strong correlation between chemical de-
nudation rates, calcium and magnesium in particular, and temperature (Lou-
vat 1997).

Raymo’s Hypothesis

In an influential series of papers, Maureen Raymo has argued that Cenozoic
global cooling resulted from the uplift of the Himalayas (Raymo et al. 1988;
Raymo 1991; Raymo and Ruddiman 1992; Edmond 1992). The proposed
mechanism entails the increase of physical erosion and precipitation (mon-
soonal rains) as a result of uplift, which in turn promote chemical weathering
of silicate rock and the increase in carbon sink. The documented rise in 87Sr/
86Sr ratio of seawater since the Cretaceous as measured in marine limestones
is cited as support for this model, because it is claimed that such a rise could
only result from an increase in radiogenic strontium derived from continen-
tal weathering (high Rb/Sr ratio and age compared with oceanic basalt)
(figure 4-9). Furthermore, glacial erosion resulting from Himalayan uplift
grinding up rock particles is claimed to have significantly increased silicate
weathering (Sharp et al. 1995).
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All of the preceding arguments have now been cogently challenged. First,
it is not clear that the trend in 87Sr/86Sr ratio of the ocean in the last 100
million years is tracking an increase in continental weathering or a change
in the continental source material to more radiogenic strontium (Berner
1995a). Derry and France-Lanord (1995) found that in the mid-Pliocene
with reduced erosion of the Himalayas, the 87Sr/86Sr ratio of the ocean in-
creased. Furthermore, most of the rock particles transported to the Bengal
fan are not weathered chemically. Harris (1995) has explained much of the
rise in the 87Sr/86Sr ratio as a result of weathering of radiogenic metasedimen-
tary rocks exposed during uplift. Blum et al. (1998) found that the strontium
flux and high 87Sr/86Sr ratio in Himalayan rivers is likely derived from trace
amounts of calcite in silicate rocks and not from silicate weathering itself
(only the latter is a net consumer of carbon dioxide from the atmosphere).
Godderis and Francois (1995) argued from their modeling of the strontium
and carbon cycles that Cenozoic cooling resulted mainly from the decrease
in outgassing at the mid-oceanic ridges and changes in the chemical weath-
ering rates in the rest of the world excluding the Himalayas.

Second, the timing of the uplift of the Tibetan plateau apparently does not
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Strontium isotope ratio as a function of age for ocean, derived from measurements on
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coincide with the climate history (Caldeira and Searle 1997). The plateau’s
elevation was higher 8 million years ago than today; therefore, cooling in
the last 8 million years, including the glacial episodes of the Pleistocene, can-
not be simply explained by its uplift.

Evidence for enhanced silicate weathering from glacial erosion is also
equivocal because it has not been proven that carbonates and ion exchange
reactions do not dominate the measured fluxes of Ca2� and HCO�

3 (Berner
1995a). White and Blum (1995) found no correlation between chemical de-
nudation in granitic terrains and the presence or absence of prior glaciation.
Looking at the available data from some ten different glacier-covered catch-
ments, Anderson et al. (1997) found that glacial water is enriched in po-
tassium and calcium relative to other cations, but silica is low. They attribute
the elevated calcium to dissolution of trace carbonate (not a carbon sink) and
cation leaching from biotite (a potential sink if magnesium uptake by the
biotite is less than calcium loss). However, they concluded that silicate
weathering is inhibited by low temperatures and lack of vegetation. The
grinding of minerals apparently produced a temporary (few years?) enhance-
ment of dissolution that is analogous to the artifact effect produced by grind-
ing powders in the laboratory (see discussion in chapter 5). This short-lived
enhancement also may play a role in the continued exposure of reactive min-
eral surface by ice-induced cracking of rock in environments that are above
freezing in the day, but below freezing at night (e.g., mountains, summers in
Arctic and Antarctic). This effect may be at least partially responsible for the
enhanced silicate weathering rates inferred along an Antarctic stream (Blum
et al. 1997). Furthermore, although the authors believe weathering in this
locale is abiotic, it is plausible that the presence of a microbial biota contri-
butes to enhanced mineral dissolution in the hyporheic zone (sediment bor-
dering stream), where the chemical weathering is argued to take place, given
that liquid water in cold environments is hardly sterile. A recent study of
glacial environments demonstrated the apparent presence of microbially me-
diated weathering (Skidmore et al. 1997).

A major problem with Raymo’s hypothesis is that unless a concomitant
source of carbon dioxide to the atmosphere is present that balances the pro-
posed increase in the silicate weathering sink, the whole inventory of carbon
dioxide in the atmosphere/ocean pool will be removed in a very short time
(Volk 1993; Caldeira et al. 1993; Berner and Caldeira 1997). For example, a
10% excess of the sink today would remove all the carbon dioxide from this
pool in 5 million years (Volk 1993). There is no evidence for such drastic
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reduction of carbon dioxide in the Cenozoic. To address this issue, Raymo
(1994) proposed that a decrease in organic matter burial (an equivalent car-
bon dioxide source to the atmosphere/ocean) kept the atmospheric carbon
dioxide level from declining. However, this proposed solution has its own
problems; there must be near perfect variation in organic matter burial to
keep the carbon dioxide level in the atmosphere in balance (Volk 1993), but
unlike silicate weathering, there is no evidence of a feedback between or-
ganic matter burial and the level of atmospheric carbon dioxide (Berner and
Caldeira 1997; Broecker and Sanyal 1998).

One other mechanism for maintaining a steady-state level of carbon diox-
ide has been proposed; it is regulated by aerial volcanism, which increases
both the rates of release of carbon dioxide to the atmosphere and its removal
by silicate weathering of the more easily weathered volcanics, especially with
higher levels of carbon dioxide in rain (Allegre et al. 1997). However, weath-
ering under these conditions is likely to be strongly mediated by climate (see
Louvat 1997), and there is little support for a strong component of volcanic
weathering in global fluxes.

Finally, in an interesting twist to this story, Molnar and England (1990)
have argued that late Cenozoic global climatic change itself led to the contin-
ued uplift of the Tibetan Plateau. Global cooling would have increased lati-
tudinal temperature differences, perhaps facilitating the monsoon and the
increase in erosion rates and isostatic rebound. They suggest that climate
change, weathering, erosion and isostatic rebound might be linked in a posi-
tive feedback, thereby enhancing a negative greenhouse effect. However, the
carbonate-silicate stabilizer will kick in at time scales of 5 � 105 to 106 years,
limiting any negative greenhouse effect.

On the other hand, Brozovic et al. (1997) argued the opposite influence
of climate on uplift as proposed by Molnar and England (1990), that is, that
warmer or drier climates raise peak elevations of mountains by elevating the
erosive action of glaciers. They noted that both maximum and mean moun-
tain elevations presently decrease with increasing latitude.

Rock Chemistry, Tectonics, and the Carbon Sink

Another recent theory regarding the relationship of tectonics to climate de-
serves mention. Reusch and Maasch (1995) proposed that the uplift and
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weathering of magmatic arcs rich in mafic rocks have intensified the carbon
sink with respect to the atmosphere. This enhancement is plausible because
mafic rocks are richer in CaMg silicates, particularly those that react fastest
with soil acids (e.g., olivine, calcium-rich plagioclase). A prominent example
in the Cenozoic is New Guinea, with abundant ophiolites, situated in a trop-
ical weathering regime. They estimate an enhancement of 8.6 times in the
weathering rate of simatic crust (mafic and ultramafic rocks rich in calcium
and magnesium) relative to sialic crust (rich in silicon) (Reusch and Maasch
1995). However, one study on chemical weathering rates in tropical areas has
indicated a more modest enhancement for the case of basalt relative to acidic
volcanic rocks (Amiotte Suchet and Probst 1993). Reusch and Maasch’s hy-
pothesis is currently under discussion. The Cenozoic record of oxygen,
strontium, and osmium isotopes does not appear to support their proposal
for the role of New Guinea (Caldeira, personal communication). Neverthe-
less, the role of rock chemistry in the codetermination of the carbon sink
along with climate and biota is likely important and merits further study.
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Ô 5 W E AT H E R I N G : F R O M T H E O R Y A N D E X P E R I M E N T
T O T H E F I E L D

Estimates of biotic enhancement of weathering from field studies (alpine terrains,
l ichens, and experimental biotic weathering). The laboratory/field rate paradox: is
biology irrelevant? (experimental studies of mineral dissolution; can observed
chemical denudation rates in watersheds be predicted from experimental/theoreti-
cal models? why do most models based on laboratory rates of dissolution predict
rates one to three orders of magnitude higher than observed field rates? possible
role of subsurface piping, saturation effects).

This chapter will focus first on the several field and laboratory studies at-
tempting to infer an estimate of a biotic enhancement of weathering on the
contemporary Earth, then examine the paradox of why most models based
on laboratory data on silicate dissolution rates (presumed to be abiotic) pre-
dict field rates that are one to five orders of magnitude higher than those
observed in studies of chemical denudation in soils and watersheds. We will
conclude with my suggested decomposition of the combined effects produc-
ing the observed field rates, with a goal of possibly resolving the above par-
adox.

Estimates of Biotic Enhancement of Weathering from Field Studies

I C E L A N D

The earliest study attempting to estimate the effect of vegetation on chemical
weathering rates was apparently that of Cawley et al. (1969). Their estimate
of biotic enhancement was about 3, based on a comparison of bicarbonate



concentrations (not fluxes, which would be expressed for example as moles
km�2 yr�1) in water draining barren and vegetated basalt lava in Iceland.
They concluded that plants have had only modest effects on chemical weath-
ering. Several caveats are in order in the interpretation of the results of this
pioneering study that attempted to quantify the biotic role in weathering.
First, it is not clear whether the bicarbonate is derived from weathering of
minor carbonate phases in the rock (if so, it would not represent a carbon
sink because the same number of moles of carbon dioxide consumed in
weathering is released on calcium carbonate precipitation in the ocean) or
of silicates. Second, the proper basis for comparison of the two terrains, the
actual fluxes, were not measured or derived. Finally, the so-called barren area
is almost certainly colonized by bacteria, algae, and lichens (Thomson 1984),
organisms that contribute in some degree to chemical weathering. Even
cyanobacteria apparently solubilize basaltic glass in Iceland (Thorseth et
al. 1992). A follow-up study in Iceland comparing bare, partly moss- and
lichen-covered surfaces with tree-covered soil gives a weathering enhance-
ment in calcium and magnesium by the latter soil of two to five times (Moul-
ton and Berner 1998).

Gislason et al. (1996) found in their study of chemical weathering in Ice-
land that fluxes of calcium and magnesium increase with vegetative cover at
constant runoff. Here vegetative cover, determined by remote sensing tech-
niques, consists mainly of higher plants. Mosses and lichens are only partially
captured in their estimates of vegetative cover, and microbial growth not at
all (Gislason, personal communication). Thus, they actually determined the
biotic enhancement of higher plants over a mixed bryophyte/lichen/micro-
bial cover for this particular locale (with an average temperature of only 5°C).
Their data indicate roughly an order of magnitude enhancement as defined
above. They conclude that the main effect of vegetation on chemical weath-
ering in their locale is the lowering of soil pH, destabilizing secondary miner-
als containing calcium and magnesium that would be stable at higher pH.

L I C H E N W E AT H E R I N G

The other, now classic study attempting to estimate a biotic enhancement of
weathering is that of Jackson and Keller (1970a), a study introduced in chap-
ter 4. Despite a fairly extensive body of literature on lichen weathering, dat-
ing back to the late 19th century, their paper remains the only explicit esti-
mate of a lichen chemical weathering rate (we published to date an abstract:
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Cochran and Schwartzman 1995). An estimate of the lichen enhancement
of weathering can be inferred from measurements of weathered rind thick-
ness (and chemistry) of bare and lichenized basalt flows. Their measurements
give an inferred local lichen chemical denudation rate of at least 10 to 100
times the rate on bare rock, which is less than 3 � 10�5 mm yr�1 (figure 5-1).

Thus, taken at face value, the local lichen enhancement is about one order
of magnitude lower than typical chemical denudation rates in tropical/sa-
prolitic soils (about 0.05 mm yr�1). There is now some controversy over the
interpretation of their results; see Berner (1992), with comments by Jackson
(1993) and Schwartzman (1993), with reply by Cochran and Berner (1993a).
Berner (1992) and Cochran and Berner (1993a) did not deny that lichens
chemically weather their rock substrate, but argued that the Stereocaulom vul-
cani colonies they studied in Hawaii did not show such weathering. In their
reply, Cochran and Berner conceded that blown in airborne volcanic rock
particles captured by the S. vulcani thallus were chemically decomposed.
Jackson (1993) strongly upheld his original interpretation that the observed
iron oxide (ferrihydrite) rind (no clay) under the lichen is a result of weather-
ing of the basalt substrate. Note that hematite and clay, in trace amounts,
were only detected in the weathered surface of adjacent bare rock, indicating
the biogenic character of ferrihydrite generation under the lichen ( Jackson
and Keller 1970b). Ferrihydrite also has been reported from the interface of
Pertusaria, a crustose lichen with basalt ( Jones et al. 1980) and as an endolithic
lichen weathering product ( Johnston and Vestal 1989). Elsewhere, a lichen
of the same genus, S. vesuvianum, apparently contributes to the chemical/
physical breakdown of underlying leucite-bearing basalt, as shown by etch-
ing of minerals and x-ray diffraction studies (calcium oxalate was found as a
probable component) (Adamo and Violante 1991). Jackson’s conclusion that
S. vulcani chemically weathered its rock substrate was supported by new field
and laboratory studies in Hawaii (Brady 1997).

Saxicolous lichens (rock-growing) have several advantages as a natural
model of biological weathering. Lichens are really miniature ecosystems. Be-
sides the defining symbionts, they commonly contain a community of mi-
crobes, including diatoms and chrysophytes, which we observed in the lower
thallus of Flavoparmelia baltimorensis, a common saxicolous species (figure
5-2); this finding is significant because of the structural involvement of silica
in these accompanying microbes, which apparently act as a sink for silica
freed up by weathering of the substrate (Schwartzman 1991). We have sug-
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 - .
Hawaiian lichen/rock and bare rock weathering. (Photomicrographs of thin sections,
Jackson 1968.) a: Weathering rind on basalt lava (eruption of 1907) formed below
lichen Stereocaulon vulcani. The reddish brown crust contains ferrihydrite, the
cream-colored material is lichen thalli, and the black material is fresh basalt.
b: Bare (uncolonized by lichen) surface of basalt lava (eruption of 1907).

a

b



 - .
Underside of Flavoparmelia baltimorensis thallus (chlorite schist substrate) as seen by scan-
ning electron microscopy. a: Broken diatom (composed of silica). b: Chrysophytes
(composed of silica).

a

b



gested a methodology for further study (Cochran and Schwartzman 1995;
see further discussion in chapter 11). Recently, transmission electron micros-
copy has been applied to characterize the lichen-rock interface, as well as the
microbial influence on weathering (Barker et al. 1994; Barker and Banfield
1996).

In another approach to quantifying lichen weathering (Schwartzman et al.
1997), we have collected data on chemical denudation from mini-watersheds
(about 0.05 to 1 m2) located on lichen-covered and bare mica schist from
near Hubbard Brook, New Hampshire, the classic site for biogeochemical
studies on a forested catchment (Likens and Bormann, 1995). Determination
of the elemental runoff fluxes from lichen-covered bedrock could potentially
provide quantitative estimates of biotic enhancement of weathering over the
abiotic weathering regime. Previous field studies of chemical denudation in
alpine areas have implicitly included lichen weathering effects because li-
chens are ubiquitous on exposed rock surfaces.

Mini-watersheds were created with polyurethane foam boundaries to
constrain runoff into collection bottles for two summer field seasons (figure
5-3). Sites were selected to avoid throughfall, with precipitation collectors
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 - .
Mini-watershed under construction for lichen weathering study at Cone Pond, New
Hampshire; subsequently smaller mini-watersheds were used. Rock is mica schist
covered mainly by crustose lichens.



providing rain samples for each storm event. Bare rock sites were created by
splitting local bedrock with incipient fractures, and in one case on a surface
exposed by treefall. Because all sites were at elevations of less than 1 km, the
preferential capture of elements at lichen sites from a fog-derived deposition
flux can be excluded. Filtered water (	0.45 micron) samples were analyzed
by inductively coupled plasma methods for magnesium, calcium, sodium,
potassium, aluminum, silicon, and iron. Experiments equilibrating polyure-
thane foam with rain indicate insignificant artifact contributions to measured
elemental levels in runoff for all analyzed elements, except perhaps calcium.

For each storm event, the ratio of elemental concentrations in runoff,
corrected for precipitation levels, from lichen to bare rock sites (R) gives an
apparent ratio in chemical denudation rates for lichen to bare rock weather-
ing at the same climatic conditions. Computed R values (in parentheses) for
cumulative fluxes for elements with reliable estimates, with the flux derived
from weathering being more than 50% of the total flux, include magnesium
(11), silicon (4), aluminum (0.3), and iron (0.1). The enhanced flux from
lichen weathering is shown in figure 5-4, where the runoff concentrations
of magnesium and silicon, corrected for precipitation levels, are plotted as a
function of the reciprocal of precipitation for each rain event. That R values
of aluminum and iron are both less than 1 is consistent with progressive ac-
cumulation of iron and aluminum in the lichen thallus and its associated
products of weathering because these two elements have consistently higher
concentrations in analyzed lichen relative to the other elements; the same
pattern is found in Jackson and Keller’s (1970) lichen weathering study.

Assuming a steady-state lichen biomass and elemental composition, the
R values for magnesium and silicon represent minimum estimates of lichen
enhancement of chemical weathering over abiotic conditions because these
derived values neglect the loss of abraded lichen fragments from the sites
during storms, as well as compensating new growth (bare rock sites are not
sterile, with likely microbial dissolution taking place and an artifact effect
from splitting a large rock boulder to create the sites). Lichen weathering
enhancements of one or more orders of magnitude are consistent with previ-
ous estimates from studies of weathering rind development under lichens of
known ages. Peak day temperatures at the lichen thallus and interface with
rock were 10 to 20°C higher than air temperatures, as determined by micro-
thermocouple monitoring. This low albedo-induced warming can be sig-
nificant in thin soil and bare rock weathering. This effect was cited in a study
of alpine weathering (Sommaruga-Wograth et al. 1997).
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 - .
a: Concentration of magnesium in parts per billion (ppb) in runoff (corrected for precip-
itation) from lichen-covered and bare rock mini-watersheds (Cone Pond, New Hamp-
shire) as a function of reciprocal precipitation level for each rain event. b: Concentra-
tion of silicon in ppb in runoff (corrected for precipitation) from lichen-covered and
bare rock mini-watersheds (Cone Pond, New Hampshire) as a function of reciprocal
precipitation level for each rain event.
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The methodology of using mini-watersheds has real potential to quantify
biotic weathering of not only lichens, but also bryophytes and higher plants
growing on thin soils, such as in alpine areas.

A L P I N E W E AT H E R I N G

Several important studies comparing bare rock above the tree line in moun-
tains to forested watersheds below have been undertaken in recent years
(Drever and Hurcomb 1986; Mast 1989; Arthur and Fahey 1993; Drever
and Zobrist 1992), motivated by the acid deposition problem, as well as the
potential insight into biological effects on weathering. However, alpine
weathering is not truly abiotic because rock surfaces are microbially colo-
nized by lichens and bryophytes, humus is blown into crevices, and frost
wedging, a proposed global biotic effect, is present. Keeping in mind these
caveats, these studies have provided very interesting data.

Drever and Hurcomb’s (1986) study in the Northern Cascades Mountains
looked at weathering of granitic bedrock in the alpine zone. They found
negligible weathering of plagioclase (60% of the bicarbonate in runoff was
apparently derived from the dissolution of trace amounts of presumably hy-
drothermal calcite, a phase that is present in many diverse terrains). Arthur
and Fahey (1993) compared cationic denudation per unit area of a subalpine
forest and alpine zone in north-central Colorado, finding a ratio of forest/
alpine equal to 5. 3. Drever and Zobrist’s (1992) study in the Swiss Alps,
already mentioned, included a similar comparison, measuring cationic and
silica denudation rates from catchments on granitic gneiss. They found a
ratio of about 25 for cationic denudation of forest to alpine zone. Using an
assumed lapse rate and activation energy of 15 kcal/mole, they corrected this
ratio for the temperature dependence of weathering, bringing the ratio down
to about 8 (Drever 1994). However, as mentioned earlier in this chapter,
the temperature correction may not correspond to the actual temperature
difference of the weathering interface between the two zones. The actual
temperature at the weathering interface during the day in the alpine zone
may well be significantly higher than the forests below. One possible infer-
ence from these alpine studies is that lichen weathering of rock could pro-
duce chemical denudation rates about one order of magnitude lower than
forest-covered soil over the same bedrock.
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E X P E R I M E N TA L E S T I M AT E S O F B I O T I C E N H A N C E M E N T O F W E AT H E R I N G

At least three recent research programs have looked at microbial and plant
influences on chemical weathering in small-scale experimental set-ups. Two
(Cochran et al. 1996) have utilized the “sandbox” (filled with granitic glacial
sand, underlain by impermeable plastic) at Hubbard Brook Experimental
Forest Station in New Hampshire (Bormann et al. 1987; see Berner 1995a
and Bormann et al. 1998 for further details; see figure 5-5). Over 12 years of
outflow, water samples have been collected from separate plots with red pine
and grasses growing, as well as from a “bare” plot (now colonized by mosses
and sparse lichens) and analyzed. Uptake by biota and dissolution of soil min-
erals have been studied. Plant growth was estimated and biomass analyzed.
Soil minerals have been studied by scanning electron microscopy, with grains
showing etch pits and secondary mineral formation. Based on sodium and
bicarbonate fluxes, Cochran concluded that at least one order of magnitude
enhancement of dissolution has occurred by pine-induced weathering com-
pared with the bare sand (there were transient effects following rapid spring
uptake by pines). Biomass uptake of sodium, along with the nutrients cal-
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 - .
Sandbox weathering experiment at Hubbard Brook, New Hampshire. Pine plot is
shown. Courtesy of Ford Cochran.
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cium and magnesium, complicates the interpretation of the results. An en-
hancement factor of about 10 for calcium of pine tree relative to bare has
been estimated (Berner 1997; Berner and Rao 1997). Similar estimates for
calcium and magnesium were inferred by taking into account accumulation
in secondary minerals in the soils along with bioaccumulation (Bormann et
al. 1998). However, it should be pointed out that the sandbox experiment
is not really determining the plant (or even moss) biotic enhancement of
weathering over the abiotic level because sand is the baseline substrate, with
a high surface area/land area, not a more plausible abiotic substrate, a two-
dimensional granite platform with little regolith. Nevertheless, these experi-
ments on mini-ecosystems are giving invaluable insight into the biological
effects on weathering rates.

The significance of biomass uptake was emphasized in earlier studies
(Taylor and Velbel 1991). Taking into account biomass uptake in temperate
forested ecosystems has been demonstrated to increase weathering rates of
silicates minerals, especially those with nutrient elements (e.g., biotite), by
factors of up to 6 or more (Velbel 1995; Taylor and Velbel 1991). This con-
clusion was based on calculations using stoichiometry of rock-forming sili-
cates and the biomass itself, and observed fluxes in and out of the studied
ecosystems. Thus, a material balance of each element could be computed,
giving the indicated factor. Only in the case of negative net primary produc-
tion (degrading ecosystem as a result of fire, infestation etc.) is the biomass
factor negative, i.e., a source to the soluble pool.

The third sandbox experiment is currently being conducted ( Johansson
1996; Johansson et al. 1997). Preliminary observations on nutrient-enriched
crushed granite and basalt kept in a controlled chamber environment for
nearly a year indicate a threefold microbial enhancement for basalt and sev-
eral orders of magnitude for granite, compared with nearly abiotic (nutrient-
free) regoliths of the same materials ( Johansson measured input and output
silica fluxes in these experiments). She concluded that the biotic enhance-
ment resulted from microbial heterotrophic respiration feeding off of auto-
trophic-derived organic matter. Regoliths with plants are currently being
studied in long-term experiments ( Johansson et al. 1997).

The possible role of a subsurface microbial community significantly accel-
erating chemical weathering was highlighted in other research demonstra-
ting very rapid dissolution of granite by bacteria collected in deep environ-
ments (Sherriff and Broin 1995). Although one could speculate about micro-
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bial involvement in silicate dissolution in soils, particularly in zone C, the
transition to fresh bedrock, much more investigation is needed before a de-
finitive case can be made with respect to their significance.

The Laboratory/ Field Rate Paradox: Is Biology Irrelevant?

In the chemical weathering community there is little consensus at present on
the importance of biota with respect to observed chemical weathering pro-
cesses. In contrast, soil scientists, geomorphologists, and biologists have gen-
erally emphasized the biological role (e.g., Brimhall et al. 1991; Colin et al.
1992; Richter and Markewitz 1995). In their contribution to the excellent
survey of the state of the art in chemical weathering studies (White and
Brantley 1995), we can thank Blum and Stillings (1995) for making explicit
the reservations that some geochemists apparently have with respect to the
role of biota:

Two factors point to biological effects not being a dominant factor:
(1) natural weathering rates are slower than predicted laboratory rates
determined in abiotic systems, so that any accelerating effects of organ-
isms may be modest, and (2) environments with lower biological activ-
ity, such as arctic and alpine environments, do not appear to have dra-
matically lower weathering rates (p. 335).

Their second point has already been addressed earlier, namely that alpine
areas do contain a potential contribution to biotic enhancement of weather-
ing. Their first point, however, deserves serious discussion.

Most investigators agree that dissolution rates of rock-forming silicates
measured in the laboratory are two to three orders of magnitude higher than
the inferred field rate, using the best estimates of mineral grain size in natural
soils (see discussion in White and Brantley 1995; one exception to this con-
sensus is Sverdrup and Warfvinge 1995, who claim they can reconcile the
respective rates by systematically estimating all the factors, including the arti-
fact effect, the enhancement of experimental dissolution rates as a result of
creating powders). White (1995) pointed out that this discrepancy becomes
a factor of 100 to 1000 times larger if the Brunauer, Emmett, and Taylor
(BET)-measured rather than the geometric surface area of mineral grains is
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used in the calculation of dissolution rate (e.g., in units of mole cm�2 sec�1).
The BET method involves the measurement of the volume of gas adsorbed
as a monomolecular (or atomic in the case of inert gases) layer on the mineral
surface, capturing crevices and internal surfaces not included in a simple geo-
metric surface area (e.g., from mean size of cubic grains). Moreover, the
older the soil, the lower the inferred weathering rate from observations of
soil minerals. White’s explanation is that the reactivity per physical surface
area decreases with age, with the most reactive sites (e.g., dislocations) re-
acting first.

Several explanations have been given for the generally accepted difference
between laboratory and field rates:

1. Inhibition of dissolution by solutes (e.g., aluminum) present in soil so-
lutions, but not in comparable levels in laboratory experiments.

2. Protective layer forms over natural mineral grains (Nugent et al. 1998),
and the natural mechanism may be very different from laboratory ex-
periments (e.g., see Hochella and Banfield 1995, on clay formation in
olivine). Moreover, a progressive decrease in reactive sites occurs as
soils age.

3. Soil solutions are generally near saturation (at saturation the dissolution
rate is zero because the forward reaction rate equals the back reaction
rate) (Drever and Clow 1995).

4. Drying cycles in nature may inhibit dissolution relative to rates in con-
tinuously wet laboratory reactors (Brantley and Stillings 1996).

5. Perhaps the most important factor: the estimate of actual reactive min-
eral surface area in contact with water in the field may be much too
high; macropores (channels) in soils divert most of the fluid, thereby
bypassing reactive surface, which in turn remains in contact with satu-
rated soil solutions in micropores. Thus, two end members may domi-
nate weathering behavior: under rapid flow, reaction along macropores
occurs along with slow transport from micropores, whereas with slow
flow conditions the rate is limited by the kinetics of near equilibrium
reactions (Drever and Clow 1995).

All of the above factors may well be involved in varying degree in chemical
denudation processes on the present Earth, as well as in the past. Does this
justify Blum and Stillings’ conclusion that “any accelerating effects of organ-
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isms may be modest”? Is it still possible that the global biotic enhancement
of weathering may be as much as two orders of magnitude? First, laboratory
determination of silicate dissolution rates may well be characterized by arti-
fact effects (to be discussed more thoroughly in chapter 6). Sverdrup and
Warfvinge (1995) pointed out that many early studies ignored the effect of
buffers (organic acids) holding pH constant on the measured laboratory dis-
solution rate. The soil effect, the increase in potential reactive surface area/
land area, is likely the largest single biotic effect accelerating chemical weath-
ering globally now and in the past. This effect is essentially subsumed in any
laboratory experiment that uses a fine powder to determine dissolution rates.
This point is not a criticism of laboratory methodology, only of the interpre-
tation of natural weathering. Could other biotic effects, such as direct micro-
bial dissolution of mineral grains in soil, be important? We will return to this
question after a full consideration of a parameterization of the physical and
chemical influences on weathering rates in the next chapter.
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Ô 6 Q U A N T I F Y I N G T H E B I O T I C E N H A N C E M E N T O F
W E AT H E R I N G A N D I T S I M P L I C AT I O N S

Quantitative estimate of biotic enhancement factor on present Earth surface. Pa-
rameterization of the effects of temperature, atmospheric carbon dioxide partial
pressure, runoff on weathering rate. My decomposit ion of the combined effects in
chemical denudation. Would the present abiotic Earth be habitable? The biotic fac-
tor in G EOCARB. Progress report: what is the cumulative biotic enhancement of
weathering?

The role of land biota in affecting chemical weathering rates and the carbon
cycle is now under active investigation. Estimates of the present biotic en-
hancement of weathering range over at least two orders of magnitude. Labo-
ratory and field studies have provided invaluable clues. Another approach has
been constructing a model of the temperature/atmospheric pCO2 history of
the Earth’s surface based on the silicate-carbonate biogeochemical cycle and
testing it with empirical data, a procedure followed for the Phanerozoic by
Berner (1993, 1994). We have attempted an analogous approach for Earth
history dating back to about 4 Ga (Schwartzman and Shore 1996). This ap-
proach will be discussed at length in chapter 8, but it will begin here in model
calculations of the likely conditions on an abiotic Earth. We will first look at
the basis for a quantitative estimate of the present biotic enhancement of
weathering and a systematic parameterization of the various influences on
the natural weathering rate. My decomposition of the combined processes
leading to typical observed chemical denudation rates in the field will then
be discussed. Finally, the biotic factor in weathering will be rejoined in a
discussion of GEOCARB.



Quantifying the Biotic Enhancement Factor on Present Earth Surface

The biotic enhancement of weathering factor (B) is defined in a quantitative
way as follows: B is how much faster the silicate weathering carbon sink is
under biotic conditions than under abiotic conditions at the same atmo-
spheric carbon dioxide level (pCO2) and surface temperature (Schwartzman
and Volk 1989). Although some biotically related effects may locally or tem-
porarily reduce chemical weathering (e.g., macropores in soils, microbial
coatings shielding grains), as already mentioned in chapter 5, the net biotic
role is likely to increase global denudation rates. There is a consensus that
B � 1, if only for biotic elevation of pCO2 in soils (possibly significant even
before vascular plants from microbial respiration; see Keller and Wood
1993). Just how much bigger is still under contention. We have argued that
B is probably on the order of 100 or even greater. Estimates to date have
mainly come from field and laboratory studies of recent weathering.

An indication of the possible magnitude of B comes from the ratio (about
1000) of the rate of chemical weathering in temperate/tropical soil to that
of a computed abiotic two-dimensional bare rock rate at similar temperatures
and runoff conditions (Schwartzman and Volk 1989), although several cave-
ats are in order (e.g., the likely extent of soil cover and the contribution from
porous volcanics under abiotic conditions). This computed ratio of 1000 de-
serves closer examination. Chemical denudation rates of common silicate
rocks in temperate/tropical soils range from 10�3 to 10�1 mm yr�1, with
typical values of around 10�2 mm yr�1. These rates have been estimated from
studies of water chemistry of rivers. Two-dimensional dissolution rates of
common rock-forming CaMgFe silicates in these rocks are needed for com-
parison. At the pH corresponding to present atmospheric pCO2 in equilib-
rium with water at 25°C (5.66, 3 � 10�4 bars, respectively) the experimental
rates are mostly around 10�5 to 10�6 mm yr�1 (hornblende, augite, bronzite,
and olivine; the olivine value is from one of the few experiments made on
natural unground crystals, from Grandstaff 1986). Diopside, another com-
mon CaMg silicate, has a rate that may be as high as 10�3.8 mm yr�1, but an
artifact effect may be relevant here (data from Brantley and Chen 1995b).
Factors tending to make the ratio of natural soil weathering to two-dimen-
sional bare rock a minimum include the following:
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1. The calculation for the two-dimensional bare rock surface assumes con-
tinuous flushing with undersaturated water; in nature a bare rock or coarse
regolith would not be in continuous contact with water, thereby reducing
the computed dissolution rate by the fraction of time there is water contact.

2. The artifact effect in laboratory experiments that measure dissolution
rates; grinding of powders may raise measured dissolution rates one or more
orders of magnitude as a result of the creation of deformation and disloca-
tions that preferentially dissolve during the dissolution experiment (Petro-
vich 1981a, 1981b; Eggleston et al. 1989). In particular, Eggleston et al. (1989)
found that dissolution rates of diopside powders were an order of magnitude
less than initial rates when determined 8 months after laboratory grinding.
Is this decline exponential? That is, should we expect in general that silicate
powders have experimental dissolution rates that are two to three orders of
magnitude higher than for natural weathering under similar pH and temper-
ature regimes? Some experimental data apparently lead to an answer of
“no” to this question; no significant difference between dissolution rates was
found for some freshly ground silicates and natural mineral powders obtained
from sieving soils (Drever and Clow 1995). More studies on aging powders
should clarify whether this artifact effect is important. Perhaps the effect is
more important for some silicates than others.

Abiotic rock rates for common silicate mineral compositions on the order of
10�5 mm yr�1 or less is supported by the following studies of natural weath-
ering:

1. A rate of weathered rind development of less than 3 � 10�5 mm yr�1

can be inferred from Jackson and Keller’s (1970) study on recent Ha-
waiian basalt flows (this from an area of moderate to heavy rainfall of
127 to 191 cm yr�1).

2. Rates less than 5 � 10�5 mm yr�1 are derived from a study of rind
development on andesitic and basaltic clasts from the western United
States from soils up to 500,000 years old (Colman and Pierce 1981).

Note that in both cases, some microbial involvement is probable, making
the rates probable maximums for abiotic rates.
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On the other hand, several factors would make the biotic soil/abiotic
two-dimensional bare rock rate less than 1000:

1. Some regolith (broken-up rock) would be likely be present on an abi-
otic Earth surface, particularly in the early Precambrian, when more active
volcanism likely ejected volumes of fine ash and more frequent impacts con-
tinually pulverized the land surface. What the average or steady-state regolith
cover would be (or its thickness and grain size) is a matter for conjecture
(further discussion of the possible implications of an abiotic regolith effect is
given in the Appendix). However, fine particles would be expected to be
rapidly eroded by runoff and wind erosion, leaving a rocky surface, similar to
many desert areas. Regolith would probably not form at all in mountainous
regions, precisely those sites where the most rapid chemical denudation now
apparently occurs because of a combination of mass movement exposing
fresh rock and vegetation-anchoring soils. Furthermore, the process of Ost-
wald ripening, the preferential dissolution of smaller grains relative to larger
because of the greater surface area per volume of the former, also may con-
tribute to a reduction of reactive surface area/land area (Steefel and Van Cap-
pellen 1990).

2. Weathering in permeable sediments and volcanics as well as in joints
doubtlessly would occur in an abiotic surface regime. However, the role of
microbially induced dissolution in these systems may be quite significant
now and in the past. Recent research indicates a significant biotic enhance-
ment of dissolution, particularly for volcanic glass, even in marine conditions
(Staudigel et al. 1995; Thorseth et al. 1992, 1995a, 1995b). Furthermore, the
carbon source for bicarbonate production in many sediments is likely kero-
gen; thus, the weathering reaction in this case and eventual deposition of
carbonate in the ocean may actually constitute a net source of carbon dioxide
to the atmosphere, rather than a sink. In any case, this flux of bicarbonate
from aquifers is relatively small compared with that carried by the much
greater discharge of rivers to the ocean.

In light of the latter factors, the ratio of 1000 may well be an upper limit
to B. The lower limit for B, the present cumulative biotic enhancement of
weathering on the Earth surface over the abiotic rate at the same temperature
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and atmospheric carbon dioxide level, is likely close to about 100 (however,
even a factor of 10 is quite an enhancement).

Parameterization of the Effects of Temperature, Atmospheric Carbon Dioxide
Partial Pressure, and Runoff on the Weathering Rate

An understanding of the possible effect of biota on the habitability of the
Earth’s surface is dependent on its qualitative and quantitative involvement in
the carbonate-silicate biogeochemical cycle. Two different approaches have
been taken with respect to modeling the steady-state atmospheric pCO2/
surface temperature as an outcome of this cycle. One approach has been to
parameterize the abiotic and biotic effects as best as can be estimated giving
a BLAG or GEOCARB explicit expression of their separate and combined
effects on the rate of chemical weathering on a real (biotic) Earth surface.
For example, Gwiarzda and Broecker (1994) constructed such a model of
current weathering in soil. They included temperature, soil pCO2 and or-
ganic acidity in their model of silicate weathering in a temperate climate,
finding that temperature was the main control on weathering rate. Two of
their most questionable assumptions were that dissolution occurs far from
equilibrium and that microenvironmental effects such as elevation of organic
acid concentration and lowering of pH in the rhizosphere are not present.
They conceded that microenvironmental effects might be very significant.

The other approach, which we have developed, is to lump all biotic ef-
fects, direct and indirect, into a biotic enhancement of weathering factor,
with a separate and entirely abiotic parameterization of the effects of at-
mospheric pCO2/surface temperature on the chemical weathering rate
(Schwartzman and Volk 1989). The original WHAK model essentially treats
the kinetics of weathering as an abiotic process with no explicit treatment of
biotic effects.

It is important to keep the assumptions in the two distinct approaches in
mind, for considerable confusion may result in comparing inferences from
each model. For example, one should not conclude from modest incremen-
tal biotic effects on chemical weathering rates (e.g., in soil pCO2) that the
absolute biotic enhancement of weathering is small. An abiotic Earth surface
could be much hotter than a biotic one, with roughly similar responses to
changes in surface temperature and atmospheric pCO2 levels (i.e., abiotic
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and biotic cases with similar sensitivities to changes in these parameters). This
possibility is analogous to the response of a thermostat at two widely different
temperature settings. Analogous misleading conclusions are made from the
comparison of field weathering rates to model rates computed from labora-
tory experiments (see previous discussion in chapter 5).

The physical variables thought to be relevant to the carbonate-silicate
biogeochemical cycle include mean and regional surface temperature, land
area (at least as a first approximation), volcanic/metamorphic outgassing rate,
atmospheric pCO2, soil pCO2, and runoff. We will now discuss the parame-
terization of these variables in modeling.

Atmospheric pCO2

In an abiotic weathering regime, the H2O–CO2 equilibria and kinetic de-
pendence of CaMg silicates on pH will determine the rate of chemical
weathering of these silicates for a given reactive surface area, at specified
temperature and flushing rate (runoff ). The relevant equilibria are:
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(A second dissociation of HCO�
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the equilibrium constant is much smaller; see Plummer and Busenberg 1982)

Thus, in a system with continuous reaction with water saturated with
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2 . Note that a is the thermodynamic activity

of the chemical species.
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The rate of dissolution of CaMg silicates varies with (aH�)n, where 0 �

n � 1; n has been determined for common rock-forming silicates (for pH
	7, corresponding to the conditions to be modeled). For inosilicates, n var-
ies from 0.2 (diopside) to 0.99 (augite) (Brantley and Chen 1995), for neosil-
icates 1.0 (e.g., olivine; Sverdrup 1990), for tectosilicates, particularly plagio-
clase less calcic than anorthite 0.5 (anorthite, n � 1) (Blum and Stillings
1995). Assuming n � 0.5 gives 
 � 0.25 (Berner 1992) in the following ex-
pression: dissolution rate varies with (Pab/Po)
.

A more rigorous treatment would require the weighted average of n de-
rived from the relative abundances and dissolution rates of CaMg silicates in
the exposed continental crust. Given the experimental range of n for these
minerals, 
 probably falls between 0.25 and 0.5 for an open weathering re-
gime. As Berner (1992) pointed out, the open regime would likely occur in
weathering above the water table, with continuous resupply of water saturated
with carbon dioxide. A closed weathering regime, occurring below the water
table, is postulated to result in 
 � 1 because the rate of dissolution would
then depend directly on the carbon dioxide concentration of percolating rain
water consumed faster than resupply from soil gas or incoming rain water.

What would be the effective 
 for an abiotic land surface? For bare, soil-
free, relatively impermeable plutonic and metamorphic rocks, most of the
chemical weathering could well take place in an open system regime with
0.25 � 
 � 0. 5. Weathering of porous volcanics and sediments might entail
a range of 
 depending on where most dissolution takes place, above or
below the water table (e.g., apparently, 
 is close to 1 for spring waters drain-
ing basalts in Iceland; see Gislason and Eugster 1987). Other possible influ-
ences on dissolution include buildup of bicarbonate in soils, corresponding
to 
 � 0.5, but at higher pH, near 7, hence in the minimum region of dis-
solution. For most rock-forming silicates the dissolution rates increase as pH
drops below about 5 and increases above about 8; thus, a dissolution mini-
mum exists around neutrality (White and Brantley 1995). In alkaline solu-
tions, dissolution occurs by OH� complexing with surface cations.

Berner (1992) pointed out that an abiotic land surface would likely be
much drier, with windblown alkaline dust neutralizing rain acidity, again
tending to minimize dissolution, requiring still higher atmospheric pCO2 for
a stronger greenhouse effect, hence higher surface temperatures, for at-
taining a weathering sink equal to the volcanic/metamorphic source. In ad-
dition, “. . . to avoid unreasonably high CO2 levels, and excessive global
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warming, one is forced to choose the closed-system, linear-feedback option
. . . There are additional complications in a barren world. One is that the
absence of plants would vastly change evapotranspiration. . . . Because of a
lack of evaporation there would be lower cloudiness and much less rainfall
over the continents . . . leading to large-scale desertification and thus, lower
rates of weathering” (Berner 1992, p. 3227). As we will see in subsequent
chapters, these arguments are consistent with just such a high atmospheric
pCO2 (and temperature) regime on Archean/early Proterozoic continental
surfaces, with limited microbial colonization. An open system weathering
regime is not an implausible approximation for this scenario.

Temperature and Runoff

The direct dependence of chemical weathering of CaMg silicates is assumed
as follows:

R R eo
T/   ,= ��  after Walker et al. 1981,

where R is rate at T, Ro at To, �T � T � To, T in °K. This is the standard
Arrhenius expression applicable to chemical reactions.

The exponential term is a simplified version of the corresponding term in
the Arrhenius relationship:

e E R T To/ [( / ) ( / ) ],1 1−

where E is the reaction activation energy and R is the gas constant.
Note that

[( / )  ( / )]  (   )/   ( / ).1 1T T T T TT E RTTo o o o− = − =,  with �

Assume � � 0.056 (same as Walker et al. 1981), which corresponds to E �

50 kJ/mole (11.9 kcal/mole) and TTo � (285) (385)°K2, R � 0.008314 kJ
mole�1 °K�1. Others (e.g., Marshall et al. 1988) have assumed lower values
of � (0.046). Most experiments on mineral dissolution made near neutral
pH give E
 50 kJ/mole (Brantley and Chen 1995). As pH drops below 7, E
apparently increases (Casey and Sposito 1992). Berner (1994) adopts Brady’s
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(1991) preferred value of 15 kcal/mole � 63 kJ/mole for CaMg silicates in
GEOCARB II.

There have been several attempts to derive a temperature dependence of
silicate weathering from field data. Velbel (1993) derived an apparent activa-
tion energy of 77.0 kJ/mole from the temperature dependence of natural
plagioclase weathering in two catchments at different elevations, which were
apparently similar in other respects. However, the small temperature differ-
ence of 1.1°C between catchments, derived from an assumed lapse rate, may
be too small to put much faith in the derived activation energy. In a much
larger sample of watersheds (n � 68) underlain by granitoids, White and
Blum (1995) derived apparent activation energies of 59.4 and 62.5 kJ/mole
from silica and sodium flux variations with temperature, respectively. One
question remains unresolved: are these activation energies applicable to abi-
otic weathering of silicates, or are field-derived activation energies in some
way biologically affected through some intricate feedbacks between hydrol-
ogy, temperature, biotic productivity, organic acid production, and soil
pCO2, or even microbial colonization of primary minerals in soils? The same
study also derived a relationship between weathering fluxes of silica and so-
dium as a couple product of both precipitation and temperature:

Q a P e E R T To  (  ) / [( / ) ( / ) ]= − −* 1 1

where the (a * P ) term assumes a linear correlation between precipitation
(P ) and fluxes. Runoff is roughly correlative with precipitation in the water-
sheds studied, with the difference between precipitation and runoff being
evapotranspiration. The silica flux correlates similarly with runoff and pre-
cipitation.

Although vegetation is not explicitly examined as a weathering factor, the
researchers suggested that “any effect of vegetation may be incorporated into
the climatic trends.”

The use of global mean surface temperatures (averaged air temperatures
at the approximate height of 2 m above the surface) in modeling is a first
approximation that may need correction in application to models of global
climatic regulation. Specifically, ground and soil temperatures may depart
significantly from air temperatures. Temperature fluctuations may produce
significant nonlinear effects on weathering; that is, short periods of relatively
high temperature will have a greater potential effect on fluxes than long peri-
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ods of low temperature; weathering deeper in the soil profile, with smaller
temperature fluctuations, may be approximated more closely by the mean
annual temperature (Velbel 1990; Lasaga et al. 1994).

Even more dramatic effects may occur on bare or lichen-colonized rock,
on soil surfaces with low albedos, at low air temperatures at high elevations.
Here, peak day ground temperatures are commonly higher by 20°C or more
than air temperatures (Geiger et al. 1995). This phenomenon may be very rel-
evant to temperature corrections on inferred weathering parameters in alpine
terrains. For example, as previously mentioned, Drever and Zobrist’s (1992)
temperature correction for the alpine zone weathering may be the opposite
of what is appropriate, resulting in even a higher temperature-corrected ratio
between forested to alpine flux than computed from solute concentration
ratios.

Finally, latitudinal placement of continents may have strong effects on
weathering rates because land mass in the tropics weathers more intensely
than at high latitudes (Worsley and Kidder 1991), an effect not captured by
using global mean temperatures in modeling (White and Blum 1995). How-
ever, if the mean global surface temperature (Tm) was significantly higher
more than 1.5 billion years ago, as will be argued in chapter 8, then latitudi-
nal differences in temperature likely would have been much smaller or even
nonexistent, making the first approximation use of Tm for that time much
more appropriate (the possible complication of normalization to the present
still remains; see later discussion on this point).

Runoff dependence on Tm is assumed to vary as e(��T ), � � 0.017 (Walker
et al. 1981, after Manabe and Stouffer 1980 and Manabe and Wetherald
1980, whose climate models looked at regional dependence of runoff on
temperature and simulated global dependence as a function of global mean
temperature; Berner 1994 used a similar parameterization). Stronger depen-
dences have been proposed (e.g., Sellers 1965), but the limit e(��T ) � 2 is
used because of energy constraints limiting maximum global runoff, The
exponential increase in the rate of evaporation and hence precipitation with
increasing temperature is ultimately limited by the available solar flux to heat
the ocean surface. Because about one half of the solar flux absorbed by the
oceans is now supplying the latent heat of vaporization, the limit on evapora-
tion/precipitation is roughly twice the present (Pollack et al. 1987). It is
further assumed that the global weathering rate is proportional to the runoff
term. The choices of � and � are somewhat arbitrary, but what counts is
their effect on the computed parameters, as we will shortly see.
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My Decomposition of Combined Effects in Chemical Denudation

An outline of a hypothetical decomposition of effects that generates the ob-
served field rate is shown in table 6-1.

The estimates of a typical field chemical denudation rate and a computed
two-dimensional rate for common rock-forming CaMg silicates have been
previously discussed. The estimated magnitudes of each effect in table 6-1
are, at best, informed “guesstimates.” The hydrologic factors are presumed
to be the macropore effect of most water flushing through a soil bypassing
reactive mineral grains, along with the apparently common condition that
most of the soil water is usually close to saturation. The latter effect would
reduce dissolution rates because reactive mineral surface in contact with satu-
rated solution will not dissolve, being at chemical equilibrium. The com-
bined hydrologic effects are presumed to reduce dissolution rates by a factor
of 10�1 to 10�3. The inferred effect of pCO2 soil elevation is perhaps the
most robust because pCO2 soil levels have been extensively measured. A
factor of 3 to 6 is computed, using the previously derived expression, in this
case applied to a realistic soil on present Earth, i.e., R is proportional to
(pCO2 soil/pCO2 atmosphere)
. The soil effect assumes a plausible combi-
nation of a range of grain size of CaMg silicate minerals and thickness in a
soil; for the example previously given, 1 mm grain size, 1 m thick, gives an
elevation in surface area over a two-dimensional surface of 6000 times. The
microenvironmental effects of enhanced dissolution from mineral contact
with roots, with organic acid levels and lower pH than bulk soil solution, are
probably the biggest guess because little research has focused on quantifying
these effects and their impact on the observed chemical denudation rate. I
would guess a factor of 10 to 102.

The multiplied result of all these factors ranges from 3 � 102 to 6 � 103

compared with the ratio of field chemical denudation rate to computed two-
dimensional rate ranging from 102 to 104. Therefore, these two ratios agree.
I will not make too much of this agreement given the uncertainties involved.
Of all the above effects, the magnitude of the hydrologic and microenviron-
mental effects are the most uncertain. However, given these uncertainties,
there is little justification to claim, as Drever (1994) did, that “there is not
an orders-of-magnitude acceleration attributable to microenvironments.” In
conclusion, I claim that a plausible decomposition of combined effects oc-
curring in soils can be made that is consistent with relatively high biotic
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enhancement of weathering. This should be taken as a challenge to the
weathering community to include this possibility in their research program.
Only detailed studies of specific field sites will clarify the relative importance
of each postulated effect and their combined influence on observed chemical
denudation rates in soils and watersheds.

A Present Abiotic Earth: Would It Be Habitable?

Let B�Wo/Wabiotic whereWo is the present global biotically enhanced chem-
ical weathering rate and Wabiotic is the hypothetical abiotic rate at the same
atmospheric carbon dioxide level, surface temperature, V, and A as present.
Then,

(1) ( abioticV V W W P P e e A Ao o ab o
T T

o/ )   ( / ) ( / )( ) ( )= 
 � �� �

where Ao,A and Vo,V are the present and arbitrary different continental land
areas and volcanic/metamorphic outgassing rates of carbon dioxide, respec-
tively. Po is the present atmospheric partial pressure of CO2, Pab the partial
pressure of CO2 required under abiotic conditions for steady state, �T is the
temperature elevation required for an abiotic condition over the present
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Decomposing Combined Effects in Chemical Denudation

E f f e c t E s t i m a t e d M a g n i t u d e

Hydrology: macropore (bulk of soi l water near saturation) 10�1–10�3

Microenvironment: organic acids, chelation, direct microbial dissolution

of si licate grains 10–102

pCO2 soil elevat ion (
 � 0.25–0.4, 100 PAL in soil) 3–6

“Soi l ef fect” (increase in potent ial ly react ive surface area/land area) 102–10 4

Range of combined effects: 3 � 102 to 6 � 103, compared with (R/R2D) � 102–104

The proposed rate of chemical denudation (R) is assumed to be 10�2 mm yr�1 (tropical/
saprolitic denudation of granitic rock).
The two-dimensional geometric rate for CaMg silicates (R2D) at 1 PAL CO2, 25°C, pH �

5.5): 10�4–10�6 mm yr�1 (assumes roughness factor of 10, i.e., the ratio of BET to geo-
metric surface area; see White 1995)



global mean, To, taken as 288°K (�T � Tab � To; Tab is the abiotic surface
temperature). As previously discussed, the factors 
, �, and � express the de-
pendence of silicate weathering rate on pCO2, temperature, and runoff, re-
spectively; assume � � 0.056 and � � 0.017, with e(��T ) � 2.

Looking at the meaning of equation (1), increasing A will increase the
abiotic weathering rate (the whole expression on the right hand side of the
equation) with no necessary change in other parameters, whereas increasing
Vwill require an increase in the other physical parameters for abiotic weath-
ering to balance this higher outgassing rate.

Rearranging and simplifying,

(2) B A A V V P P e eo o ab o
T T/{( / )( / )}  ( / ) .( ) ( )= 
 � �� �

Note that for B � 1 (i.e., no biotic enhancement of weathering), Wo �

Wabiotic , and all abiotic parameters equal their biotic counterparts. This for-
mulation adds the biotic enhancement term B to the carbonate-silicate
model developed by Walker et al. (1981) and assumes a steady state between
the silicate weathering carbon sink and volcanic/metamorphic source with
respect to the atmosphere (Schwartzman and Volk 1989). It is important to
note that all biotic influences on chemical weathering (soil pCO2 elevation,
soil stabilization, microbially induced dissolution, etc.) are subsumed in the
B term because it is defined as the ratio of the global biotically enhanced rate
to the hypothetical abiotic rate. As such, the present value of B is the cumu-
lative result of biospheric evolution since the origin of life.

We now consider the implications of a present biotic enhancement of
weathering of up to 1000 times over the abiotic rate using a standard tech-
nique for quantitatively estimating effects on the carbonate-silicate geo-
chemical cycle. We balance today’s metamorphic and magmatic outgassing
of CO2 (Vo ) with the CO2 sink from global silicate weathering, following a
similar parameterization as Walker et al.’s 1981 paper.

This parameterization including V/Vo, A/Ao is not needed in considering
the present Earth but will be important in modeling the past (to be addressed
in chapter 8).

The biotic enhancement, B, is varied between 1 and 1000. We present
results using two different greenhouse calculations that assume different
dependencies of surface temperature on atmospheric pCO2 level. The re-
sults in figure 6-1 show that if the biotic enhancement ratio B � 10, then a
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 - .
The temperature elevation (top) over the present mean global temperature and corre-
sponding atmospheric pCO2 level (bottom) on a present-day abiotic Earth surface as a
function of the enhancement of the present biotic weathering rate relative to an abiotic
rate (B) under the same atmospheric pCO2 and surface temperature conditions. Com-
puted results for two different greenhouse functions (a and b) are shown.
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present abiotic Earth surface would be 25 to 30°C; for B � 100, the corre-
sponding values are 35 to 55°C; and for B� 1000, the probable upper limit,
the values are 50 to 75°C using the greenhouse functions of Walker et al.
(1981) and Kasting and Ackerman (1986). In other words, to get the present,
biotically enhanced, global weathering rate balancing the volcanic/meta-
morphic source requires higher temperatures and atmospheric pCO2 levels
on an abiotic Earth, doing the “work” of biology. Note that a surface tem-
perature of 50°C is the upper temperature limit for the growth of Metazoa
and most other eucaryotes except for thermophilic fungi and a few hardy
protists with an upper temperature limit of 60°C, the upper limit of complex
life. However, even for the probable upper limit of B � 1000, the Earth
would be habitable for thermophilic procaryotes. These results were origi-
nally published in Schwartzman and Volk (1989). These conclusions are basi-
cally substantiated using a more precise formulation of the direct temperature
dependence of chemical weathering and a more plausible value of its activa-
tion energy for abiotic weathering of CaMg silicates (i.e., E � 63 kJ/mole
instead of 50 kJ/mole), except that somewhat higher values of B are required
for given temperatures on a present abiotic Earth (table 6-2).

A pioneering quantitative approach to estimating temperatures on a pres-
ent abiotic Earth was made by Lovelock and Watson (1982), assuming the
diffusion of atmospheric carbon dioxide into soil. They calculated a temper-
ature increase of about 20°C corresponding to atmospheric pCO2 � 0.01
bar, or roughly the present biotic soil level, for the weathering sink to balance
volcanic emissions. Although they recognized that the pCO2 and tempera-
ture would be somewhat higher because of a concentration gradient in the

 -.
Computed Present Biotic Enhancement of Weathering

T a b ( ° C ) B ( E � 5 0 k J / m o l e ) B ( E � 6 3 k J / m o l e ) a

A s s um e d 
 � 0 . 3 0 . 4 
 � 0 . 3 0 . 4

60 164 279 342 580

55 100 158 194 307

These results used the updated Caldeira and Kasting greenhouse function (see Chapter 8
for explicit expression).
aComputed from factor � e(E/R)[(1/To ) � (1/T )] instead of simplified parameterization e �(�T )



soil, the model did not include the temperature dependence of weathering,
which would lower the required pCO2 and surface temperature. In any case,
simply substracting out the biotic effect of soil pCO2 elevation only goes part
of the way to simulating abiotic conditions (e.g., the likely absence of soil
stabilization and other factors that constitute the biotic enhancement of
weathering need to be taken into account).

We return to the question of uninhabitability for complex life in chapter
10, where similar calculations will be presented with respect to understand-
ing the width of the habitable zone on Earth-like planets.

The Biotic Factor in G EOCARB

As already pointed out, GEOCARB and models like it explicitly incorporate
a parameterization of the biotic influence on weathering rate. Berner (1991,
1994) postulates an evolutionary increase in the biotic impact on weathering,
starting with primitive microorganisms, culminating in the vascular land
plants dominated by angiosperms. Before the rise of vascular land plants, he
assumes that 
 � 0.5 in the term (pCO2t/pCO2now)
, with 
 intermediate
between open and closed weathering, with pCO2 being the atmospheric
levels. Between 350 and 300 million years before present (BP), this factor
and a vascular plant factor are linearly mixed in their impact on silicate
weathering, with the latter corresponding to a carbon dioxide fertilization
factor, [2 Pr/(1 � Pr)]0.4 (where Pr is the ratio of pCO2 at time t to now), a
formulation including the presumed effect of faster rock decomposition from
both soil microbial weathering and a biotic sink effect. This formulation was
taken from Volk (1987). It assumes that plant growth is enhanced by rising
carbon dioxide levels in the atmosphere, a concept with some support from
experiments and modeling. The exponent 0.4 was set somewhat arbitrarily
according to Berner (1991) to take into account that not all plants respond to
carbon dioxide fertilization (see Berner 1991 for further details). In addition,
another biotic factor, fE(t), is used in the modeling: fE(t) � 1, 80 million
years BP to now, fE(t) � 0.15 prior to rise of plants (starting 300 million
years BP). Between 300 and 130 million years BP, fE(t) � 0.75 (pterido-
phyte and gymnosperm dominated).

The prevascular factor of fE(t) � 0.15 is supported by its similarity to the
ratio (0.13) derived from a study of contemporary weathering in the Swiss
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Alps, with temperature-corrected weathering rates in forested and alpine ter-
rains being compared (Drever and Zobrist 1992), but see the previous discus-
sion of this correction. This agreement is probably coincidental for several
reasons. First, the ratio of biotic factors of the prevascular to angiosperm
used in GEOCARB II is not 0.15 but rather 0.47 if the ratio of the full
parameterization is computed:

prevascular/angiosperm = × + =[ . ]/[ /( )] . ,. .P P Pr rr
0 50 0 40 15 2 1 0 47

here prevascular pCO2 � 16, the preferred paleolevel, just prior to the emer-
gence of vascular plants some 450 million years BP. Second, one should not
expect agreement considering the likely differences in biota and other factors
between early Paleozoic weathering (probably dominated by bryophytes)
and contemporary alpine weathering promoted by lichens, bryophytes, and
so forth; humus blown into crevices; and frost wedging, the latter a possible
global biotic effect.

Nevertheless, Berner’s prevascular factor of fE(t) � 0.15, is consistent
with a ratio of biotic enhancement of weathering factors of about one order
of magnitude for the present vascular plant-dominated ecosystem to the
primitive Precambrian land biota (the biotic enhancement of weathering
is defined for the same temperature and atmospheric pCO2 conditions,
whether comparing biotic and abiotic or two different biotic regimes). Fur-
ther discussion of this issue is found in the section on estimates of the current
biotic enhancement of weathering from field studies (chapter 5).

Progress Report: What Is the Cumulative Biotic Enhancement of Weathering?

If the biotic enhancement of weathering factor of vascular plants, lichens,
and bryophytes is one order of magnitude greater than primitive land biota
of the Precambrian, an estimate consistent with field, experimental studies,
and GEOCARB modeling, then only another factor of 10 is required of the
latter over an abiotic regime to give B �100, the order of magnitude we
infer from inverting the Archean/early Proterozoic record from modeling
the carbonate-silicate cycle, assuming a high surface temperature (50–70°C)
scenario and a carbon dioxide greenhouse (to be discussed in chapter 7). An
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additional order of magnitude for the net enhancement on land colonized
by primitive biota over abiotic appears to be plausible given the range of po-
tential effects on each scale.

Appendix: Abiotic Regolith Effect

The possible implications of the impact of regolith cover on an abiotic land
surface to weathering rates is discussed below in consideration of a simple
model.

Let E � the weathering enhancement factor from abiotic regolith (i.e.,
enhancement of weathering intensity, flux/land area); x � fraction of land
covered by regolith; R � ratio of biotic weathering intensity (soil of course
included here)/abiotic intensity on two-dimensional land surface; Be �

effective biotic enhancement factor � (biotic weathering intensity)/abiotic
(with regolith).
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 -.
Computed Effective Biotic Enhancement Factors

c o m p u t e d B e v a l u e s

R E ( x : 0 0 . 1 0 . 5 1 )

1000 1000 1000 9.91 2 1

100 1000 91.7 19.8 10

10 1000 526 182 100

100 1000 100 1.0 0.2 0.1

100 100 9.2 2.0 1

10 100 53 18 10

The model calculations illustrate that, except for a low assumed effect on weathering
intensity from abiotic regolith (E ), the computed effective biotic enhancement factor
(Be) declines markedly with modest increases in abiotic regolith coverage (x). We have
argued here that both relatively small abiotic regolith coverage and weathering intensity
are likely as a result of water and wind erosion on bare abiotic land surfaces, implying that
relatively high effective biotic enhancement factors should be used in modeling. Perhaps
geomorphologic data and theory will provide more insight on the likely regolith weather-
ing effect on abiotic land surfaces.



Let ao � abiotic weathering intensity with no regolith and a � abiotic
weathering intensity with some regolith coverage. Then,

a a x E x R B a ao e o  (   )  ( ) /   /= − + =1 and 

Thus,

B a R x E a ae o o o  ( )/[ (   )  ]= − +

The relevant functionality is between Be and x. Let ao � 1. The results of the
model calculations are shown in table 6-3.
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Ô 7 S U R F A C E T E M P E R AT U R E H I S T O R Y O F T H E E A R T H

A reinterpretation forced by the challenge to the reality of ancient glaciations
(Oberbeck, Rampino): t il l i tes as impactites. A much warmer Earth for most of geo-
logic time than heretofore assumed. A proposed first-order temperature curve for
the Earth’s surface: a summary of evidence from the geologic, paleontologic, and
geochemical record (fossil record/molecular phylogeny, paleotemperatures from
oxygen isotopes in sedimentary rocks, a temperature limit from gypsum precipita-
tion? glaciations?).

According to paleoclimatologists, the long-term surface temperature history
of the Earth is constrained by the geologic and fossil record and plausible
inferences about the history of the Earth-sun system (see chapter 3). Infer-
ences about surface temperatures and climate come from a wide variety of
observations. Helpful reviews are provided by Crowley and North (1991)
and Frakes et al. (1992). The most reliable interpretation comes from the
most recent record, especially the past 20,000 years. For example, the analysis
of air bubbles trapped in Antarctic ice of known age provides a detailed ac-
count of atmospheric carbon dioxide fluctuations with oxygen and hydrogen
isotopic composition of the enclosing ice providing a paleotemperature rec-
ord of extraordinary accuracy for the past several hundred thousand years (a
good summary of this evidence was provided by Skinner and Porter 1995).

Evidence for temperature/climate history comes primarily from the iso-
topic, mineralogic, and fossil records preserved in sedimentary rocks. The
oxygen isotope record is considered a fairly reliable indicator for the past 100
million years. Before that time, uncertainties in interpretation arise because
of possible variation in the oxygen isotopic composition of seawater and



burial effects that may have altered the primary isotopic signature derived
from the equilibration of precipitating mineral phases (in chert or carbonate
sediment) with seawater. These complications, however, do not necessarily
mean that valid data on ancient climate cannot be obtained, as we shall
soon see.

Turning to other aspects of the sedimentary record, the mineralogy and
lithology, as well as the fossils themselves, can provide valuable insight into
ancient climates. Evaporite (e.g., rock salt) deposits are generally taken to
indicate warm conditions by analogy with their present environment of de-
position (e.g., salt flats or sabkas of the Persian Gulf ). Tillites, or sediments
resembling Pleistocene and recent glacial deposits, are taken to indicate cold
conditions. Fossil soils (paleosols) can give insight into ancient climate from
both their mineralogic and isotopic compositions. For example, clay miner-
alogy can indicate deep tropical weathering. The carbon isotopic composi-
tion of carbonates and iron oxides with combined carbonate (goethite) can
be used to infer ancient atmospheric carbon dioxide levels, as far back as the
early Paleozoic (see chapter 2). Finally, mainly by analogy with contempo-
rary flora and fauna, but also clues provided by the host rock, the fossil rec-
ord provides valuable data for reconstructing ancient climates. For example,
growth rings in petrified wood from the Cretaceous can provide evidence
of seasonality of climate (Frakes et al. 1992).

A synthesis of the history of the mean global surface temperature for the
Phanerozoic is shown in figure 7-1 (after Frakes et al. 1992). The estimated
limits of the shifts from warm to cold conditions are 5 to 10°C from the
present global mean of 15°C. Now turning to the surface temperature his-
tory going back to the early Archean, we first consider the conventional his-
tory with ambient temperatures not markedly different from the Phanero-
zoic. This conventional history, particularly for the Precambrian, is based on
its presumed glacial record and inferred precipitation of primary gypsum, a
calcium sulfate mineral found in evaporite deposits. However, the inertia
of uniformitarianist thinking should not be underestimated as a factor in
cementing the conventional consensus.

In particular, the apparent glacial epochs in the Precambrian, the earliest
generally accepted record being the Huronian (dated at about 2.3 Ga) has
been taken to place an upper limit of about 20°C on the global mean temper-
ature at those times (Crowley 1983; Kasting and Toon 1989). One other con-
straint has been commonly cited, from the earliest Archean sedimentary
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 - .
Estimated mean global temperature curve for the Phanerozoic. (After Frakes et al.
1992.)
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record, the inference of primary precipitation of gypsum from either fresh
water (�58°C) or seawater (�18°C) (Walker 1982). The first-order surface
temperature curve of the Earth, leaving out fluctuations on the order of 5 to
10°C, is shown as curve C in figure 7-2. In our earlier papers (Schwartzman
and Volk 1991a, 1992), we uncritically accepted this consensus (Crowley and
North 1991), in spite of already published contrary indications that surface
temperature could have been significantly higher, derived from data on ap-
parent paleotemperatures from Precambrian cherts (Knauth and Epstein
1976; Karhu and Epstein 1986).

Kasting (1992) put it as follows in his contribution to the monumental
survey of the Proterozoic, referring to the Karhu and Epstein study:

Unfortunately the temperatures inferred from the isotopic data exhibit
no correlation with the climate history suggested by the glacial record.
It therefore seems likely that the isotopic data reflect temperatures dur-
ing diagenesis rather than during deposition (p. 165).
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Earth surface temperature versus time BP (billion years). Two alternative scenarios are
noted (H and C, with possible excursion E–F ). Temperature trajectories for B � 500,
100, and 1 are also indicated (for preferred model b); see discussion in Chapter 8.



What triggered my rethinking of the conventional scenario (curve C) was
becoming aware of a radically new interpretation of the geological record
of ancient glaciations. In November 1992, Michael Rampino told me of a
hypothesis he had been working on for several years, namely that at least
some of the assumed record of ancient glaciations were impact deposits. (It
turned out that Verne Oberbeck had published this idea the previous spring,
a fact unknown to Michael at that time.) Whether this reinterpretation is
correct, it led me to a reinterrogation of the assumed constraints on tempera-
ture, particularly for the first two thirds of Earth history (Archean, early Pro-
terozoic). This rethinking led as well to the revival of a hypothesis first articu-
lated by Hoyle (1972; mentioned by Knauth and Epstein 1976), namely that
a warm early Earth held back the emergence of low-temperature life (this
hypothesis is discussed at length in chapter 9). This reinterrogation resulted
in a proposal that the temperature trajectory (curve H in figure 7-2) for the
Earth’s surface was much warmer for most of the Precambrian than the con-
ventional curve. We will now systematically examine the case for a very
warm (50–70°C) Archean/early Proterozoic (3.8–1.5 Ga).

Fossil Record and Molecular Phylogeny

Microbial fossils of this age are consistent with thermophily, based on very
close morphological similarities with living procaryotes (Schopf 1992) which
have thermophilic varieties (e.g., Chroococcales, Chloroflexus, Oscillatori-
ales, Nostocales) (figure 7-3). The remarkable correspondence of the se-
quence of appearance of life forms (see table 8-1) in the Precambrian to
their upper temperature limits led Hoyle (1972) to suggest that hot surface
conditions on Earth may have held up the emergence of complex life. The
thermophilic character of deeply rooted Bacteria and Archea (figure 7-4) is
consistent with very warm conditions on the Archean surface (Woese 1987;
Spooner 1992), but does not require them because early thermophilic forms
may have been restricted to similar local environments as now (i.e., hot
springs, thermal vents). This universal phylogenetic tree depicted in figure
7-4 is based on the detailed comparison of ribosomal RNA sequences pion-
eered by Woese (1987). Those lineages closest to the root are hyperther-
mophilic (i.e., grow above 85°C). Present-day thermophilic communities
could be living models for a surface biota inhabiting both oceanic and
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 - .
A selection of microfossils (with interpretative drawings) shown in thin sections of the
early Archean (3.5 Ga) Apex chert of Western Australia. Magnification is shown by
scale. a: Archaeoscillatoriopsis maxima. b: Primaevifilum laticellulosum. (Courtesy of Bill
Schopf.)
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terrestrial environments in the Archean/early Proterozoic if thermophily
was required at that time. As Knauth (1992) put it, the Earth’s surface was an
“open hydrothermal system in the Archean.”

There is now some evidence that a thermophilic eucaryotic algae, Cyani-
doschyzon, now living in CO2-charged water up to 57°C (Seckbach 1994),
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 - .
Universal phylogenetic tree based on rRNA sequences. (After Pace 1997.) The scale bar
corresponds to 0.1 changes per nucleotide.



may be a living model of a primitive photosynthesizing eucaryote emerging
some 2 to 2.5 billion years ago. Seckbach (1994) originally suggested that
Cyanidoschyzon was a model for primitive mitochondrial eucaryotes, but
recent phylogenetic evidence supports it being rooted on the tree after an-
central protozoa (Seckbach 1997).

Paleotemperatures from the Oxygen Isotopic Record of Chert and Carbonates

Paleotemperatures have been derived from the oxygen isotope record of
pristine Precambrian cherts (Knauth and Epstein 1976; Karhu and Epstein
1986; Knauth and Lowe 1978; Knauth 1992) and carbonates (Burdett et al.
1990; Winter and Knauth 1992). These inferred paleotemperatures are quite
high in the Archean/early Proterozoic, lower in the late Proterozoic and
Phanerozoic (figure 7-5). Given the estimated uncertainties in the inferred
climatic temperatures of 5 to 10°C (Knauth, personal communication), this
temperature history is essentially identical to scenario H in figure 7-1. The
following assumptions underlie the computation of climatic paleotempera-
tures.

The oxygen isotopic composition of seawater at the time of formation
was the same as today (corrected by melting the icecaps). This assumption of
constancy received support from Holmden and Muehlenbachs (1993), based
on the results of their study of a 2 billion year old ophiolite (ancient seawater
altered oceanic crust), from which they inferred the isotopic composition of
contemporary seawater since the primary signature of the oceanic crust was
known. Isotopic studies of Archean greenstones and hydrothermal deposits
also yielded results consistent with near constancy back to 3.5 Ga (Holmden
and Muehlenbachs 1993). This constancy is explained by the continuous
reaction of seawater with oceanic basalts at 200 to 300°C (Muehlenbachs
and Clayton 1976); the isotopic exchange constrains the steady-state oxygen
isotopic composition of seawater. Similar conclusions are derived from mea-
surements of oxygen isotopes in hydrothermal fluids from mid-oceanic
ridges ( Jean-Baptiste et al. 1997). The latter authors support the interpreta-
tion of high Precambrian ocean temperatures from the chert and carbonate
record.

However, paleotemperatures obtained from the fractionation of oxygen
isotopes between coexisting chert and inclusions of phosphate mineral are
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 - .
The highest measured �18O of cherts as a function of age. Cherts known to be altered
by metamorphism have been omitted from the data. These values at any age best ap-
proximate �18O of chert in isotopic equilibrium with sea water. Assuming that �18O of
seawater was approximately constant at �1 per mil, surface temperature variations over
geologic time are derived from this curve (shown on right-hand scale). (After Knauth
1992).

apparently independent of the seawater oxygen isotopic composition (Karhu
and Epstein 1986). The climatic temperature history derived from this data
set agree with those from chert alone, with the assumptions described here.

Temperatures derived from the “heaviest” (i.e., highest 18O/16O ratio) of
the Precambrian cherts (or carbonates) are set in early diagenesis near the
seawater/sediment interface and as such approximate seawater and hence cli-
matic temperature (see Knauth 1992). The high temperatures are commonly
interpreted as representing conditions during deep burial or metamorphism
(see previously cited quote from Kasting 1992; Perry 1990, with reply by
Epstein and Karhu, 1990). The inference of actual climatic temperature is
supported by a number of arguments. First, the heaviest oxygen in these
Precambrian samples occurs in unrecrystallized cherts and carbonates (which
also preserve pristine textures and facies trends in both carbon and oxygen
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isotopes). The only way to reset the oxygen in the cherts is by an even higher
temperature fluid percolating through the rock, with a high water/rock ra-
tio. This process would likely recrystallize the mineral grains in the rock (see
Jones and Knauth 1979). Second, Precambrian nodular cherts often show
sedimentary structures consistent with crystallization near the water/sedi-
ment interface (Knauth and Clemens 1995).

Knauth and Clemens (1995) have recently reported a large new data set
that includes unmetamorphosed cherts with microfossils. Their results are
consistent with the inferred Precambrian temperature history given by
Knauth (1992), shown in figure 7-5.

There is one report in the literature of a chert claimed to be of Archean
age, with primary sedimentary textures, giving a range of 18O/16O ratios that
would correspond to temperatures as low as 20 to 40°C if the silica equili-
brated with the same seawater 18O/16O ratio as today (with icecaps melted
in) (Das Sharma et al. 1994). However, the age of these cherts is not well
documented. Described as oolitic, they may be composed of silica deposited
at more recent times. Alternatively, the formation water in equilibrium with
depositing silica may have been enriched in 18O as a result of deposition in a
lagoon or brine lake, as is the case in contemporary settings (Gat 1996).

Sedimentologic Evidence

Archean first cycle clastic sediments, derived from exposed igneous or meta-
morphic rocks, are deeply weathered, with arkoses (feldspar-rich sandstones)
only appearing in abundance in the Proterozoic (Lowe 1994), consistent
with high Archean chemical weathering intensities preempting the survival
of feldspar as a component of sediment. High Archean chemical weather-
ing intensities plausibly resulted from high surface temperatures and atmo-
spheric pCO2 levels balancing a higher volcanic/metamorphic CO2 source
on somewhat smaller continental areas relative to more recent geologic time
(the significance of weathering intensity is discussed more fully in chapter 8).
Other sedimentologic evidence of high-intensity weathering in the Archean
includes the great enrichment in chert and quartz in sediments of that age,
abundant evaporites in early greenstones (Lowe 1994), and early and perva-
sive silicification (Knauth and Lowe 1978; Lowe and Knauth 1977). Simi-
larly, a study of the geochemistry of 3 Ga shales from Zimbabwe strongly
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supports an inference of intense chemical weathering at the source of these
sediments (Fedo et al. 1996). The evidence for a strongly stratified Archean
ocean is consistent with high surface temperatures (Lowe 1994). Evidence
for a much higher weathering intensity than now is also evident in sediments
deposited at 1.9 Ga (Hayashi et al. 1997).

Sedimentary Gypsum Is Not a Good Temperature Constraint

An upper limit on surface temperature has been commonly cited, this for 3.5
Ga, from evidence for primary evaporitic gypsum precipitation (Walker
1982; Crowley and North 1991), providing a limit of 58°C because anhy-
drite is stable above that temperature in fresh water; in seawater the tempera-
ture is still lower (figure 7-6). However, this constraint appears tenuous given
the metastable precipitation of gypsum in nature and in laboratory experi-
ments, far above its stability field in place of anhydrite, even at 80°C (Berner
1971, Gunatilaka 1990, Cody 1976; Cody and Cody 1988). Metastable pre-
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The stability fields of gypsum (CaSO4.2H2O) and anhydrite (CaSO4) (1 atm total
pressure).



cipitation of gypsum above its stability field also may undercut the claim that
evidence of possible coexisting evaporitic gypsum and halite in the Protero-
zoic gives an upper temperature limit of 18°C (Walker 1982). When anhy-
drite does form from a gypsum precursor, it often inherits the gypsum crystal
form, the very evidence (in the form of pseudomorphs or molds) that is cited
for the 58 and 18°C temperature limits (Gunatilaka 1990).

Lack of Fractionation of Sulfur Isotopes

There is a comparative lack of fractionation of sulphur isotopes between co-
existing sulphide and sulphates in Archean and early Proterozoic sediments
relative to Phanerozoic sediments (figure 7-7) (Ohmoto and Felder 1987;
Knoll 1990; Bottomley et al. 1992). Knoll (1990) reviews possible explana-
tions for this lack of fractionation in sediments dated at 3.5 Ga, concluding:

. . . perhaps almost all sulphate in pore fluids was reduced biologically
to sulphide in an essentially closed system with little fractionation be-
cause of high ambient temperatures (70°C or more)—a theory for
which the geological record provides little supporting evidence. A
generally acceptable solution to this problem has not yet been proposed
(p. 12).

We cite here and in other published work just such supporting evidence.

Constraints on pH /pCO2 Ocean and Atmospheric pCO2

Atmospheric levels of pCO2 on the order of 1 bar correspond to tempera-
tures ranging from 50 to 70°C in the Archean/early Proterozoic (Schwartz-
man et al. 1993; Schwartzman and Shore 1996). This level is compatible
with constraints on oceanic pH/pCO2 (Grotzinger and Kasting 1993; see
figure 7-8).

As an alternative to very high atmospheric pCO2 levels, a methane and/
or ammonia greenhouse (Sagan 1977; Kasting et al. 1983; Zahnle 1986;
Kasting and Grinspoon 1990; Sagan and Chyba 1997; Kasting 1997) has
been proposed for the Archean, implying that somewhat lower atmospheric
carbon dioxide levels achieved steady state by the weathering effect of high
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 - .
Isotopic composition of sedimentary sulfide and sulfate as a function of age. (After
Veizer 1994.)
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surface temperature alone, or partially supplemented by pCO2. However,
there are indications that an antigreenhouse effect, arising from organic haze
shielding, may reduce the viability of a methane-ammonia greenhouse
(McKay et al. 1999). The plausibility of a methane greenhouse effect during
the Archean may be diminished if an additional sink with respect to the
atmosphere aside from photochemical dissociation of methane (Kasting et al.
1983) were present, thereby lowering steady-state methane levels. Perhaps
both aerobic and anaerobic (utilizing sulfate reduction) methane-oxidizing
microbes provided such a sink (Large 1983; Strauss et al. 1992a; Hinrichs et
al. 1999). Aerobic microenvironments probably existed in the Archean, at
least by 3.5 Ga if cyanobacteria did indeed emerge then, as recent evidence
supports. The case for an ammonia greenhouse may be weakened if the pH
of the Archean ocean was lower than the required minimum for the required
production rate (pH 7.3; see Summers and Chang 1993). High pCO2 during
the Archean is consistent with just such moderately low pH model oceans
(Grotzinger and Kasting 1993). If post-Huronian temperatures in the early
Proterozoic were high, a reduced gas (e.g., methane) greenhouse is unlikely
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 - .
Relationship between atmospheric pCO2 and pH of seawater. (After Grotzinger and
Kasting, 1993.) Possible composition of Archean and early Proterozoic (�1.6 Ga)
seawater is shown in white.
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given the rise of atmospheric oxygen during this time, thus requiring high
atmospheric pCO2 levels.

Finally, a high pCO2 pressure-cooker atmosphere at 3.8 Ga, inherited
from the late bombardment, at steady-state with modest continents requires
the present biotic enhancement of weathering factor to be on the order of
100 or more (see chapter 8 Appendix). A steady-state CO2 greenhouse in
the Archean, with the proposed high temperatures, provides a solution to
the faint young sun paradox that is consistent with our best estimates of con-
tinental area and volcanic outgassing rates, without the need for other green-
house gases. Other arguments for requiring a reducing atmosphere (i.e., nec-
essary condition for origin of life, mechanism for liquid water on early Mars)
have plausible alternatives.

A recent ingenious attempt to infer atmospheric pCO2 levels prior to 2.2
Ga from the mineralogy of paleosols has derived an upper limit of 10�1.4 atm
(Rye et al. 1995) from the absence of the iron carbonate siderite from these
rocks. First, as Kasting (1997) has noted, an argument based on absence of a
phase is a rather weak form of evidence. This inferred limit on atmospheric
pCO2 may be tenuous given the metamorphic/metasomatic alteration of the
original paleosol and questionable assumptions (such as surface temperature
and relevant phase equilibria; e.g., an atmospheric pCO2 on the order of 1
bar could actually prevent, by lowering the pH of water involved in weather-
ing, the formation of the phase, siderite, the absence of which is taken as the
basis of the upper limit on pCO2). An alternative ferrous iron–bearing phase
formed during the original weathering might be “green rust,” an iron hy-
droxide stable at low pO2 and acid conditions (pH � 4) (Myneni et al. 1997).
In contrast, for Archean and early Proterozoic banded iron formations
(BIFs), siderite is commonly a primary phase, stable at the same high pCO2

(Klein and Bricker 1977), consistent with seawater pH buffered above 6
(Grotzinger and Kasting 1993). Moreover, the coexistence of primary sider-
ite and primary Fe silicates in these rocks apparently constrains pCO2 at
about 1 bar (Klein and Bricker 1977). There is intriguing evidence of pres-
ent-day bacterial biomineralization of Fe hydroxide and silica in hot springs,
a plausible model of some Precambrian BIFs (Konhauser and Ferris 1996), a
possibility also suggested on the basis of studies of magnetite formation by
thermophilic iron-reducing bacteria (Zhang et al. 1997).
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Cyanobacterial CO2 Concentrating Mechanism

The ability of cyanobacteria to increase their internal pCO2 by up to 1000
times is consistent with an adaptation to declining CO2/O2 in the external
environment (Strauss et al. 1992b; Badger and Andrews 1987) and therefore
much higher levels of CO2 in the Archean atmosphere, when cyanobacteria
first emerged. The evolution of the CO2 concentrating mechanism allowed
photoautotrophs to maintain high levels of carbon fixation. The combined
effect of declining CO2 and increasing O2 on the the efficient operation of
Rubisco, the CO2-fixing enzyme, have apparently led to the evolution of a
CO2 pump which greatly increases the internal pCO2 in cyanobacterial cells
(see Volk 1998, for a lucid discussion of Rubisco and the evolution of photo-
synthesis).

But What About the Huronian Glaciation at 2.3 Ga?

The Huronian glaciation is generally accepted by geologists as the earliest
documented glaciation, although Young et al. (1998) have reported evidence
for one still older, at about 2.9 Ga. Presumed tillite formations contain-
ing clasts with striations and polished facets dated at 2.2 to 2.3 Ga occur in
Canada (Huronian formation), South Africa, and a few other locations (Har-
land 1983; Evans et al. 1997). Other purported evidence for a glacial origin
of these deposits include the presence of dropstones, i.e., out-of-place rock
fragments in finer sediment, usually interpreted as a result of ice-rafted sedi-
ment falling into marine deposits, striated basement, varve-like deposits and
ice-wedge casts (Young 1991, 1993; Young and Long 1976). Similar evi-
dence, particularly striated clasts and dropstones, has been reported for the
purported glaciation at about 2.9 Ga (Young et al. 1998). However, all this
evidence for glacial origin may have plausible alternative explanations. The
Neoproterozoic (0.6–1 Ga) glaciations curiously follow more than a billion
years later.

In what may prove to be a dramatic example of multiple discovery with
major implications to the earth sciences and biology, Rampino (1992), Mar-
shall and Oberbeck (1992), and Oberbeck et al. (1993) have proposed that
some if not all ancient glacial deposits are really impact deposits, the ejecta
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of large impacts. If verified, a key upper temperature constraint for that time
in the Proterozoic would be removed. The cited evidence includes the great
volume of the deposits, thought inconsistent with a glaciomarine origin, and
their incongruous association with indicators of warm climates. Evidently,
even the classic evidence of glaciation, the polished and striated bedrock sur-
faces, can be produced by debris flows triggered by large impacts because
these features are associated with debris flows of nonglacial origin. Oberbeck
et al. (1993) have calculated the areal extents and different depths of impact
debris predicted by the impact rate over the past 2 billion years, and this
curve reproduces the global area-depth data from the presumed glacial de-
posits (figure 7-9). The possibility of late Precambrian (Neoproterozoic) gla-
ciations is consistent with, but not required by, the proposed temperature
history discussed here because temperatures drop significantly by 1.2 Ga,
plausibly in the range that would permit glaciation. At least three possible
explanations of the Huronian event are consistent with the above high tem-
perature scenario (Rampino et al. 1996).
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 - .
Comparison of relative thickness distribution of tillites/diamictites with the relative
thickness distributions of impact crater deposits from craters with depth/radius ratios
C � 0.1–0.4 formed during the last 2 billion years. (After Oberbeck et al. 1993.)
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1. A large global temperature excursion (drop of 50°C) occurred, perhaps
triggered by an albedo increase associated with impact-generated debris.
Such an excursion was originally suggested by Knauth and Epstein (1976).
An oblique impact might have triggered just this excursion by creating an
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 -.
Glacial-like striations, faceting and polishing on pebbles from the Cretaceous-Tertiary
(K-T) impact deposit, Belize. Photo courtesy of Michael Rampino.
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orbiting ring around Earth, around long enough to reduce solar radiation
reaching the atmosphere and surface (Schultz and Gault 1990). Just this
mechanism has been suggested as the trigger for global cooling in the late
Devonian (McGhee 1996). Reflective CO2 ice clouds might prolong low
surface temperatures (Caldeira and Kasting 1992a, but see Forget and Pierre-
humbert 1997, who argue for a warming effect of CO2 ice clouds).

2. Glaciation did not occur; the Huronian “tillites” are simply normal
debris flows or are really the result of impact, which can generate features
commonly identified as glacial (e.g., striations, polishing of clasts) which are
found in the Cretaceous-Tertiary and other known impact deposits (Ram-
pino et al. 1997; see figure 7-10).

3. A methane-dominated greenhouse from 2.8 to 2.3 Ga was destroyed
by the rise of atmospheric oxygen, triggering glaciation (see Hayes 1994, for
evidence of methane production). It then took some 108 years for volcani-
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 -.
Diamond (grain size 300 microns) from Popigai impact deposit. Diamonds were pro-
duced during impact 36 million years ago in northern Siberia. (Photo courtesy of Chris-
tian Koeberl; see Koeberl et al. 1997.)
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cally derived CO2 to build up in the atmosphere, returning surface tempera-
tures to 50 to 60°C, consistent with the oxygen isotope record.

The Huronian deposits should be reinvestigated with these possibilities in
mind. Evidence for impact would include shock features in quartz, occur-
rence of diamonds (figure 7-11), and other sedimentologic characteristics
consistent with impact but not glacial origin. Paleotemperatures might be
determined on unmetamorphed chert or carbonates of Huronian age (the
only published data are on metamorphosed carbonates giving altered light
oxygen isotopic ratios; see Veizer et al. 1992).

The Dearth of Obligate Psychrophiles Today

Psychrophiles are organisms with an optimal temperature for growth of
15°C, with a maximum growth temperature below 20°C, and a minimal
temperature of growth of 0°C or lower (Brock and Madigan 1991). Knoll
and Bauld (1989) observed that if the apparent small number of species of
obligate psychrophiles is real, it “could reflect the course of Earth’s history
(i.e., the relatively late appearance and discontinuous presence in time of
extremely cold environments),” an explanation consistent with temperature
trajectory H in figure 7-2.
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Ô 8 D I D S U R F A C E T E M P E R AT U R E S C O N S T R A I N
M I C R O B I A L E V O L U T I O N ?

An evolutionary puzzle; oxygen as a constraint on evolution? The postulated link
between temperature and major evolutionary developments in the Precambrian. The
implications of a much warmer Precambrian Earth surface to evolutionary biology.
Microbial phylogeny and the upper temperature limit for growth. Alt i tudinal , lati tu-
dinal , and diurnal temperature variations on a very warm Archean/early Proterozoic
Earth surface. Implications to the history of biotic enhancement of weathering. A
cloud-free Archean: explanation for high surface temperatures? Biospheric evolu-
tion and weathering. A geophysiological model for the evolution of the biosphere.
From “hothouse” to “icehouse”: the increase in diversity of habitats for l i fe over
geologic time.

Appendix: Climate model description. Surface temperatures on Earth since the
early Archean. The carbonate-silicate geochemical cycle at 3.8 Ga, for an abiotic
Earth surface just at the transit ion to biotic colonization.

An Evolutionary Puzzle: Oxygen as a Constraint on Evolution?

Maynard Smith and Szathmary (1995) remarked:

Astonishingly, the time that was needed to pass from inanimate mat-
ter to life is four times shorter than needed for passing from prokaryotes
to eukaryotes [this is likely a very conservative estimate] . . . it is hard to
argue that they [the steps to form eukaryotes] are more difficult than to
establish a genetic code.

They then went on to propose an explanation based on existing competition
of procaryotes (p. 145). Furthermore, they were also puzzled about the tim-



ing of the subsequent emergence of Metazoa, but offer the conventional
explanation, the rise of atmospheric oxygen. Let us examine this critical
problem of the timing of emergence more closely.

Cloud (1976) proposed that atmospheric pO2 levels determined the tim-
ing of events in biotic evolution (figure 8-1). Aerobic microenvironments in
the Archean apparently preceded the emergence of aerobic eucaryotes,
which in turn preceded their first likely presence in the fossil record. Indeed,
it has been suggested recently that aerobic respiration emerged very early
(Castresana and Saraste 1995). Some deeply rooted hyperthermophiles (fig-
ure 8-2) are microaerophilic (e.g., Aquifex, a Eubacteria), suggesting either
that traces of free oxygen were present very early on (Towe 1994) or that
this metabolism, a chemoautotrophic oxidation of hydrogen, was acquired
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 - .
Apparent timing of events in biospheric evolution compared with hypothetical levels of
atmospheric oxygen. (After Cloud 1976.)
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 - .
Aquifex pyrophilus, a marine hyperthermophilic microaerophile, length 2.5 microns,
with an optimal growth temperature of 85°C (upper limit 95°C). (Courtesy of K. O.
Stetter.)
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later in Earth history (Dyer and Obar 1994). Low levels of free oxygen pre-
ceding oxygenic photosynthesis may have been generated by photodissocia-
tion of water, or by high temperature pyrolysis close to erupting lava. If oxy-
genic photosynthesis occurred by no later than 3.5 Ga (Schopf 1992) the
occurrence of aerobic microenvironments, with pO2 on the order of 1 bar
(e.g., in cyanobacterial mats) plausibly predated the emergence of aerobic
eucaryotes. Knauth (1998) proposed that prior to about 2 Ga oxygen solubil-
ity in the ocean was lower than in later times because of the combined effect
of high salinity and high temperature. He suggested that the lack of oxygen
may have held up the emergence of metazoans. However, his contention that
early oceans were highly saline is contingent on the absence of continental
platforms (sites of salt deposition), a debatable assumption (see discussion on
continental growth rates in the Appendix to this chapter). Moreover, aerobic
conditions in the ocean should still have occurred in regions of high cyano-
bacterial productivity prior to 2 Ga. Indeed, the carbon isotopic record of
kerogens apparently supports this conclusion (Strauss et al. 1992a). Thus, the
lower limits of pO2 in surface microenvironments for the emergence of aer-
obic eucaryotes and Metazoa may have be reached earlier than their up-
per temperature limits (60°C and 50°C, respectively). The rise of atmo-
spheric oxygen by 1.9 Ga (15% PAL according to Holland 1994) predated
the emergence of Metazoa, which may require less than approximately 2%
PAL (e.g., mud-dwelling nematodes; see Runnegar 1991). On the other
hand, the rise of atmospheric oxygen may well have constrained the emer-
gence of megascopic eucaryotes, particularly Metazoa, as originally argued
by Cloud (1976), with the explanation being the diffusion barrier of larger
organisms (Raff 1996).

Thus, why did aerobic environments plausibly sufficient for their metabo-
lism predate the emergence of aerobic eucaryotes and Metazoa by at least 0.5
to 1 billion years? The following possibilities may explain this observation:

1. The earliest aerobic (mitochondrial) eucaryote and Metazoan fossils
were not recognized or not preserved.

2. Physical constraints other than oxygen level prevented their emer-
gence; temperature is one likely constraint.

3. Evolution is that slow (probably the least likely explanation, given the
rapid evolutionary potential of at least procaryotes as shown in labora-
tory experiments).
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If surface temperature was the critical constraint on microbial evolution as
we have suggested (Schwartzman et al. 1993), then the approximate upper
temperature limit for viable growth of a microbial group should equal the
actual surface temperature at the time of emergence, assuming that an an-
cient and necessary biochemical character determines the presently deter-
mined upper temperature limit of each group. The latter assumption is sup-
ported by extensive data base of living thermophilic organisms. No cyano-
bacteria have been found to grow above about 70°C, despite an apparent
3.5 billion-year ancestry of oxygenic photosynthesis. Similarly, eucaryotes
have an upper limit of 60°C and have had 2 billion years to adapt to life at
higher temperatures.

The upper temperature limit for viable growth has been determined for
the main organismal groups (table 8-1). This limit is apparently determined
by the thermolability of biomolecules (e.g., nucleic acids), organellar mem-

 -.
Upper Temperature Limits for Growth of Living Organisms and Approximate Times of
their Emergence

T i m e o f

A p p r o x i m a t e U p p e r E m e rg e n c e

G ro u p Te m p e ra t u r e L i m i t ( ° C ) ( G a )

P l a n t s

Vascular plants 45 0.4a

Mosses 50 0.5a,b

Metazoa 50 1–1.5c

Aerobic Eucaryotes 60 2.6a,c

P r o c a r y o t i c m i c r o b e s

Cyanobacteria 70–73 
3.5a

Methanogens �100 �3.8d

Extreme thermophiles �100 �3.8d

Temperatures from Brock and Madigan (1991).
aFossil evidence; for earliest eucaryotes, 2.1 Ga (Han and Runnegar 1992).
bPrimitive bryophytes.
cProblematic fossil evidence for Metazoa, molecular phylogeny.
dMolecular phylogeny.
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branes, and enzyme systems (e.g., heat shock proteins) (Brock and Madigan
1991). For example, the mitochondrial membrane is particularly thermo-
labile, apparently resulting in an upper temperature limit of 60°C for aero-
bic eucaryotes. Could the upper temperature limit of 50°C for Metazoa be
linked to the thermolability of proteins essential to blastula formation, or of
the synthesis of collagen, an essential structural protein? Clearly, fundamental
research is needed to better understand the biochemical and biophysical basis
for the upper temperature limits of normal metabolism of the organismal
groups.

Anaerobic eucaryotes may have preceded aerobic eucaryotes before the
endosymbiogenic event creating mitochondria (Sogin et al. 1989), although
recent data suggest that the nucleus and mitochondrion arose nearly simul-
taneously in the eucaryote cell (Sogin 1997; Gray et al. 1999). A higher tem-
perature limit for ancestral amitochondrial than mitochondrial eucaryotes
would be consistent with suggestions that mitochondria are more thermola-
bile than nuclei. It would be interesting to determine whether any living
anaerobic eucaryotes are found to be viable above the apparent limit for aer-
obic eucaryotes (about 60°C).

We have proposed that surface temperatures were the critical constraint on
microbial evolution, determining the timing of major innovation (Schwartz-
man et al. 1993). Surface temperatures at emergence corresponded to the
upper temperature limits for each group (i.e., cyanobacteria 70°C, at 3.5 Ga;
aerobic eucaryotes 60°C, at 2.6 Ga; and Metazoa 50°C, at 1.0–1.5 Ga), as
shown in figure 8-3 and table 8-1. This temperature history is consistent
with inferred climatic paleotemperatures from the oxygen isotopic record of
Precambrian cherts and carbonates (see chapter 7).

Fungi now have thermophilic species that can grow to an upper limit
of about 62°C (Brock 1978). Because the divergence of fungi and Meta-
zoa, sister kingdoms, apparently occurred between 1 and 1.5 Ga (Chapman
1992), it is not clear whether fungi modestly preceded Metazoa, a scenario
consistent with fungi’s higher upper temperature limit, or that thermophilic
fungi adapted more recently to living in a higher temperature environment.
Similarly, does the fact that the more deeply rooted bryophytes have a 5°C
higher upper temperature limit than do vascular plants indicate an ancient
temperature constraint on the order of emergence of these two groups
among the Plantae? If the geologic evidence for the occurrence of ice ages
is accepted for the late Proterozoic (but see their reinterpretation as possible
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impacts in Oberbeck et al. 1993 and Rampino 1994) then mean global tem-
peratures reached some 10 to 20°C long before the fossil evidence for Plan-
tae. Temperatures of 25 to 43°C near sea level are also indicated from the
chert oxygen isotope record (Kenny and Knauth 1992). Thus, the possibility
of earlier emergence of Plantae is problematical but deserves closer attention.
An interesting possibility is that each major innovation first occurred in
cooler environments than found in the ocean. The only such plausible envi-
ronment cooler than at sea level at the high surface temperatures favored
here for the Archean/early Proterozoic appears to be mountain lakes, whose
sediments and fossils are unlikely to be preserved in the geologic record.

In the scenario outlined above, the genetic potentiality for rapid evolution
is simply realized as soon as (relative to a geologic time scale, of course) exter-
nal conditions allow its expression. If confirmed, this conclusion would have
major implications to evolutionary biology and our understanding of the
evolution of the biosphere. This explanation of evolutionary emergence is
more deterministic than that given by Maynard Smith and Szathmary (1996):
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 - .
Proposed surface temperature history of Earth, with key evolutionary developments
noted. Numbers near curves are the ratios of the present biotic enhancement of weather-
ing to the value at that time (BR) computed for preferred model b.



“To explain a particular event, say the origin of eucaryotes, is to show that,
given plausible initial conditions, the event, if not inevitable, was at least
reasonably likely.”

Alt itudinal , Lati tudinal , and Diurnal Temperature Variations on a Very Warm
Archean/ Early Proterozoic Earth Surface and Possible Implications to History
of Weathering

The lapse rate, the change in air temperature with elevation, will determine
the air temperature on mountains (as previously mentioned, the ground
temperature may be considerably higher, depending on the local surface al-
bedo). If we assume that the maximum height of mountains is 10 km (Everest
is 9.1 km), then for an average lapse rate of 6.5°C/km (Henderson-Sellers
and McGuffie 1987) the lowest temperature on the Earth’s surface for a sea
level temperature of 70°C is 5°C; for 50°C, �15°C. Note that the lapse rate
varies from 4°C/km (moist) to 10°C/km (dry).

Latitudinal differences in temperature decrease as global mean tempera-
ture increases, judging from the paleoclimate record of the Cenozoic (Hoff-
ert and Covey 1992). While the processes that equalize temperature are not
well understood, latitudinal differences in temperature are predicted to van-
ish for a global mean temperature of 
30°C (Hoffert, personal communica-
tion). Likewise, diurnal variations would be expected to significantly dimin-
ish as the mean temperature increases, as a result of greater heat storage in
the ground and troposphere, which is radiated at night.

An Archean/early Proterozoic Earth likely rotated at a faster rate than
now, with a day some 10 hours shorter, based on the progressive slowing of
the rotation rate from lunar tides (Walker and Zahnle 1986; Zahnle and
Walker 1987). Based on a computer simulation of the Precambrian Earth,
taking into account the effects of a faster rotating Earth, and assuming a near
present day temperature, Jenkins et al. (1993) concluded there would have
been a modest temperature elevation of a few degrees from this effect, as well
as an increase in the latitudinal temperature gradient from the weakening of
the tropical Hadley circulation, which carries heat from the equator pole-
ward. However, much higher mean temperatures would have likely obliter-
ated the latter tendency.

If the onset of latitudinal differences in temperature occurs at or below a
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mean global temperature of about 30°C, then the preferred temperature his-
tory for the Earth (figure 8-3) predicts the commencement of seasonality, as
well as bigger fluctuations in diurnal temperature starting at about 1.5 Ga.
Furthermore, as temperatures decrease, an expansion of mountain area sub-
ject to freeze/thaw cycling is expected. All of these factors may have contrib-
uted to a significant increase in physical weathering via ice wedging and
thermal cracking (insolation weathering), generating silt size mineral and
rock particles (Moss et al. 1981; Dove 1995; Fahey 1983; Summerfield
1991). The production and delivery of chemically immature mineral and
rock particles to lowland flood plains might well have significantly increased
the chemical weathering rate (Edmond 1992); thus, if confirmed, the long-
term biotically mediated cooling in the Archean/Proterozoic set up the con-
ditions for the onset of frost wedging as an important mechanism of physical
weathering, itself leading to further cooling by its synergy with chemical
weathering. The proposed influence of the onset of seasonality and intensi-
fied frost wedging in mountains at a given surface temperature and steady
state chemical weathering flux (at Ti, Wi) on chemical weathering intensity
(W � (V/Vo)(Ao/A), i.e., the silicate C sink (flux/unit land area) is shown in
figure 8-4. Note that a transient increase in W is expected, which since the
Archean would not last more than 107 years, given the likely pCO2 level in
the atmosphere/ocean system (Sunquist 1991). A new steady-state pCO2

and temperature (Tj) is reached atWi, if A and V do not change significantly
in this interval. A similar pattern might be expected with sudden events in
biotic evolution, such as the emergence of higher plants, but their spread
over the land surface probably took more than 107 years.

If the weathering intensity W is plotted versus surface temperature, then
an activation energy can be computed for the temperature range of 70 to
60°C (corresponding to a range of about 3.5–2.6 Ga). A model of (V and A)
variation and a ratio of biotic enhancement of weathering factors for the two
times (i.e., B3.5 Ga/B2.6 Ga) is assumed (figure 8-5; note that the temperature
decrease from B to A [now], with a relatively modest decrease in weathering
intensity, has been previously explained as a consequence of the increase in
biotic enhancement of weathering). A marked decrease inW from 3.5 to 2.6
Ga is consistent with sedimentologic evidence already cited. For the pre-
ferred model “b” (see Appendix for definition), with B3.5 Ga/B2.6 Ga � 0.5
(note that precipitation is assumed to saturate at about 55°C), the computed
E � 58 kJ/mole, similar to the watershed value of White and Blum (1995).
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I claim here no uniqueness in the model result, only that plausible activation
energies of weathering can be computed. Obviously, weathering intensities
and other factors need to be better established. One possible approach to
inferring weathering intensities might be via studies of clastic sediments. For
example, Heins (1995) has claimed that the stability of mineral interfaces in
clastic sediments is sensitive to temperature and precipitation.

Implications to the History of Biotic Enhancement of Weathering

The inversion of the atmospheric pCO2 history of the Phanerozoic in the
GEOCARB model (Berner 1993, 1994) gives an estimate of the progressive
increase in biotic enhancement of weathering as a result of the emergence
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The effect of decreasing global surface temperature on the chemical weathering inten-
sity (W ). Frost wedging/climatic seasonality occurs at Ti, generating a transient change
in W with steady state reestablished at Wi.



and spread of vascular plants (see chapter 5). We have attempted the same
approach for the Precambrian (Schwartzman and Volk 1991a; Schwartzman
et al. 1993; Schwartzman and McMenamin 1993; Schwartzman and Shore
1996). Our first attempt (Schwartzman and Volk 1991a) assumed the con-
ventional scenario (“C”) for the temperature history, whereas the more re-
cent attempt assumed a much warmer Precambrian (“H”) (figure 8-6). Sce-
nario H is identical to the trajectory in figure 8-3, consistent with the hy-
pothesis that surface temperatures have been a critical constraint on microbial
evolution, determining the timing of major innovations and with the paleo-
temperature isotopic record of cherts and carbonates (see review by Knauth
1992). There are of course perturbations in the Phanerozoic; scenario H is a
first approximation, ignoring these deviations from the trend. Also shown in
figure 8-6 is a large excursion of temperature (E–F), that would be required
by a Huronian glaciation at about 2.3 Ga. This excursion is of course not nec-
essary if the Huronian “tillites” are not really of glacial origin (see chapter 7).

Let BR be the ratio of the present biotic enhancement of weathering to
that at a time in the past. We will show below that scenario H probably
requires BR 
 80, just using the inversion of inferred temperatures prior to
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Weathering intensity W (steady state) as a function of surface temperature. Model b is
assumed for variation of W with age.



the Huronian event, provided carbon dioxide and water vapor were the sole
greenhouses gases (Schwartzman et al. 1993 and Schwartzman and McMen-
amin 1993 give a limit of about 50, using a different greenhouse function
than here). If post-Huronian temperatures in the early Proterozoic follow
scenario H, as supported by both chert and carbonate paleotemperature data,
then this lower limit on B is even more robust because a reduced gas (e.g.,
methane) greenhouse is unlikely with the rise of atmospheric oxygen during
this time. This limit on BR is a minimum for biotic enhancement over abiotic
conditions because some biotic acceleration of weathering is even plausible
in the Archean, with partial thermophilic colonization of the land (Schwartz-
man and Volk 1989, 1991a). Several abiotic factors, namely impact-derived
soil (regolith) and greater volcanic activity (volcanics weather faster than
other silicate rocks) would by themselves have favored a higher weathering
intensity, relative to the present, and have tended to pull temperatures down,
strengthening the requirement for a high present biotic enhancement of
weathering to keep temperatures high in the Archean.
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Earth surface temperature versus Time B.P. (billion years). Two alternative scenarios are
noted (H and C, with possible excursion E-F). Temperature trajectories for B � 500,
100, and 1 are also indicated (for preferred model b) (B is BR in text).



The modeling for the above results is similar to the approach in Schwartz-
man and Volk (1991a). However, a modified greenhouse function was used
for atmospheric pCO2 � 0.03 bar (see Appendix for detailed model descrip-
tion and related issues). Carver and Vardavas (1994, 1995) have similarly
modeled the long-term carbonate-silicate cycle, with an assumed temper-
ature history close to that assumed in Schwartzman and Volk (1991a). We
have since changed our mind on the probable Archean to mid-Proterozoic
temperature trajectory.

Also plotted in figure 8-6 are the temperature curves for BR values of 500,
100, and 1, to illustrate the effect of varying the biotic enhancement ratio.
These trajectories were computed from our model of the steady-state atmo-
spheric pCO2 determined by the balancing of the volcanic source and weath-
ering sink. These curves for different values of BR give temperatures for both
past biotically enhanced surfaces and abiotic surfaces with the same value of
BR since the equations for both cases are identical in form (see next section).

For BR � 160, the surface temperature remains above 60°C on an abiotic
Earth; that is, such an Earth is habitable for thermophiles but not complex
life (similar to the conclusion we reached in Schwartzman and Volk 1989;
see discussion in chapter 10).

A Cloud-free Archean: Explanation for High Surface Temperatures?

Returning to an earlier discussion of the DMS/CCN story (see chapter 1),
if indeed there was much lower production of CCNs in the Archean, as a
result of the absence of DMS production by eucaryotic algae, with no other
source comparable with today’s, the surface albedo could have been as low
as 0.1. A naive calculation of this effect on surface temperature gives increases
on the order of 30°C. However, taking into account the new steady-state
in the silicate-carbonate cycle brings this increase down to a more modest
increment of 5 to 10°C relative to the constant surface albedo case for the
Archean (Volk 1998 computed a similar result). Given the likelihood that
other CCN sources may have been more important in the Archean (e.g.,
from stratospheric oxidation of H2S), the tentative conclusion is that albedo
variations are unlikely to explain the high apparent surface temperatures in
the first two thirds of Earth history.

D I D S U R F A C E T E M P E R A T U R E S C O N S T R A I N M I C R O B I A L E V O L U T I O N ? 1 3 1



Biospheric Evolution and Weathering

A high carbon dioxide “pressure-cooker” atmosphere, inherited from the
vigorous degassing and the late bombardment of cometary/meteoritic im-
pacts on the early Earth, is assumed just prior to the initial biotic colonization
of land, with surface temperatures 70 to 85°C or higher (Kasting and Acker-
man 1986, Chyba et al. 1990; Delsemme 1992; Owen and Bar-Nun 1995).

The late bombardment ended at 3.75 to 3.80 Ga, with the last impact
having energy sufficient to sterilize the Earth surface (Oberbeck and Manci-
nelli 1994). The origin of life may well have occurred earlier (4.2 Ga), with
surface life continually destroyed at big impact times. Gogarten-Boekels et
al. (1995) outlined an interesting scenario that takes into account the latest
molecular phylogenetic evidence for the last common ancestor of the Ar-
chea, Eubacteria, and Eukarya being a full-fledged procaryotic cell. The hy-
perthermophiles (optimal temperatures for growth �85°C), deeply rooted in
the phylogenetic tree, all apparently require the activity of the reverse gyrase
enzyme (Bouthier de la Tour et al. 1990; Forterre et al. 1995; Forterre 1995a,
1995b, 1995c), which is inferred to have resulted from gene fusion in a lower
temperature procaryote, which is termedmesophilic.Hence, the last common
ancestor of the three domains is believed to have been mesophilic, with hy-
perthermophily resulting from the mesophile adapting to higher tempera-
tures in hydrothermal reservoirs in the crust. In this scenario (figure 8-7)
only two branches, the hyperthermophilic Archea and Eubacteria, made it
back into the ocean and land after the last sterilizing impact at about 3.8
Ga. However, at least one thermophile (near hyperthermophile), Thermus
thermophilus, apparently lacks reverse gyrase activity, yet has an upper tem-
perature limit of 85°C (Kristjansson and Stetter 1992), suggesting that this
temperature is consistent with the environment for the progenitor of hyper-
thermophiles. A surface temperature of 85°C is compatible with a pressure-
cooker atmosphere of some 10 bars of carbon dioxide at around 4 Ga. There
is, however, an ongoing debate on the interpretation of the reverse gyrase
story, as well as whether the last common ancestor was mesophilic, thermo-
philic, or hyperthermophilic. A recent paper argued that the LCA was likely
not hyperthermophilic, based on the observed correlation of the contents of
guanine and cytosine in the ribosomal RNA of thermophiles with their opti-
mal growth temperatures (Galtier et al. 1999). However, a higher tempera-
ture for the LCA would be inferred from their data if the upper temperature
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limit for growth, a more plausible limit on emergence than the optimal tem-
perature, is used. There are now over a dozen organisms whose genomes
have been completely sequenced, with more to come (Doolittle 1998b). The
results are now confounding molecular phylogenists (Pennisi 1998). Hori-
zontal gene transfer between coexisting organisms appears now to have been
the rule rather than the exception (Olendzanski and Gogarten 1998), which
makes the interpretation of phylogenies from even complete genomes
difficult. Nevertheless, the original hypothesis of Woese (1987) that early life
was thermophilic or even hyperthermophilic (Pace 1997; Barns and
Nierzwicki-Bauer 1997) is still robust (Gogarten, personal communication).
Wachtershauser (1998) argues persuasively for a high temperature origin of
life and by implication for a thermophilic LCA from the high improbability
of enzymatic systems adapting from mesophily to hyperthermophily rather
than the reverse path.

Surface cooling of the biosphere has been determined by its evolution,
constrained by abiotic boundary conditions (i.e., luminosity of the Sun, con-
tinental area, outgassing rate). We proposed that soon after the origin of life
this process commenced with the colonization of land by thermophiles/hy-
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perthermophiles at around 3.8 Ga, resulting in the enhancement of weather-
ing rates, and the sequestering of carbon dioxide into limestone deposits,
thereby cooling the Earth’s surface (Schwartzman and Volk 1989, 1991a;
Oberbeck and Mancinelli 1994). Natural selection should have promoted
the survival of those mutants among land biota with greater nutrient (essen-
tial minor and trace elements) extraction ability and water retention growth
habits. The binding of mineral and rock particles by extracellular polymers
such as polysaccharides produced by procaryotic colonies is well known from
studies of natural consortia growing in and on the surface of soils (Campbell
1979). These characteristics are precisely those that would have increased the
weathering rate per land area, thus accelerating the removal of CO2, bring
down global temperatures.

Could higher levels of ultraviolet (UV) radiation at the surface have pre-
vented microbial colonization of land in the Archean? Other gases in the
atmosphere such as traces of sulfur dioxide could have acted as a UV screen
in the Archean (Kasting et al. 1989), in the absence of oxygen and hence an
ozone screen. Even without other UV screens, much higher levels of UV ra-
diation at the surface could have been shielded by the organic products (e.g.,
mucus) of the bacterial colonies themselves (Lovelock 1988) and the stro-
matolitic growth habit (Margulis et al. 1976) (but for another view on this
issue see Towe 1994, who contends that minor levels of free oxygen pro-
vided just this UV screen). Pierson (1994) argued that an ozone screen was
likely a necessary condition for large, multicellular life on land. Thus, the
rise of atmospheric oxygen after about 2 Ga, and its concomitant strong UV
shield may be linked to a significant increase in the productivity of the land
biota, particularly for eucaryotic algae, and biotic enhancement of weath-
ering, leading to the apparent profound cooling in the mid-Proterozoic.

Why did atmospheric oxygen rise in the Proterozoic if oxygenic photo-
synthesis began at least 1.3 billion years earlier? What was the “sink” for the
oxygen produced by cyanobacteria? The oxidation of dissolved ferrous iron
in the ocean was likely a major sink. Another likely contributing sink was
the reaction of reduced gases, such as hydrogen, from volcanic outgassing.
Kasting, Eggler, and Raeburn (1993) argued that the key factor in the rise
of oxygen was the progressive oxidation of the Archean mantle from the
subduction of water in the hydrated sea floor and the release of reduced vol-
canic gases. By about 2 Ga, the upper mantle was oxidized enough so the
oxidation state of volcanic gases increased, leading to a decrease in the con-
sumption rate of atmospheric oxygen.
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Each new innovation in the microbial soil community resulted in greater
biotic enhancement of weathering, culminating in the rhizosphere of higher
plants (Schwartzman et al. 1993). The long-term increase of a major factor—
soil stabilization—as biotic evolution changed the dominant land biota from
procaryotes to vascular plants in the Phanerozoic has already been discussed.
A somewhat speculative history is shown in table 8-2 (at this stage it must be
speculative because the fossil record of Precambrian land biota is extremely
sparse). The postulated evolution of land biota corresponds to the best cur-
rent inferences from fossils and molecular phylogenetic reconstructions (see
earlier discussion) that put hyperthermophiles at the base of the tree of life.
Thus, the earliest land biota likely included hyperthermophilic methano-
gens, chemoautotrophs consuming atmospheric carbon dioxide in a pressure

 -.
Evolution of Land Biota

Age (Ga) Soil Community (New or Dominant Land Biota)

3.8–3.5 Hyperthermophi les, thermophi les (methanogens, thermoacidophi les,

green nonsulphur bacteria, Thermus)

3.5–2.6 Cyanobacteria

2.6–2.3 Cyanobacteria mats with eucaryotesa

2.3–1.5 Eucaryotic/procaryotic matsb

1.5–0.65 Algal mats, pr imitive lichens (primitive fungi?), first Metazoa

0.65–0.4 Bryophytesc (the emergence of Hypersea; see McMenamin and

McMenamin (1994)

0.4–0.2 Vascular plants , lichensd

0.2–0 Vascular plants (angiosperms, grasses)

aThis likely community can be viewed as an anti-lichen by the reversal of the procaryote/
eucaryote spatial relationship (i.e., procaryotic matrix with embedded eucaryotic cells,
the inverse of lichen with cyanobacteria as the phycobiont). Perhaps modern microbial
mats (see description of species diversity in Brown et al. 1985) are in some ways a model
of ancient anti-lichens.
bFor example, possibly the actinolichen, a symbiosis of actinobacteria and green algae.
Actinolichens have been synthesized in the laboratory, and one example has been reported
in nature (Hawksworth 1988).
cEarliest fossil: lower middle Ordovician (Strother et al. 1996).
dEarliest fossil of vascular plant, early Silurian (Cai et al. 1996); earliest fossil of lichen,
early Devonian (Taylor et al. 1995).
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cooker atmosphere, along with traces of hydrogen produced by photodisso-
ciation of water. Atmospheric hydrogen levels of 1% for 108 years is appar-
ently compatible with tropospheric photochemistry (Walker 1977). Other
members of the earliest land biota probably included other hyperthermoph-
iles such as the ancestors of filamentous Chloroflexus aurantiacus (a photoauto-
troph feeding on hydrogen, hydrogen sulfide, and carbon dioxide), now
found in hot springs, as well as Pyrodictum and Acidanus (consumers of hydro-
gen and free sulfur). Other living models of this earliest land biota are found
in the diverse community of strict anaerobes living in hot springs (submarine
hydrothermal environments), often in matlike colonies on rock substrates.
The postulated ancient communities covered the early Archean continents
and volcanic islands with similar microbial mats, which dried out between
rain events, only to be revived when wet.

Cyanobacteria, along with oxygenic photosynthesis, likely joined this
land consortia not later than 3.5 Ga, judging from the inferred fossil record
of the Warrawoona cherts (Schopf 1992, 1993). By providing aerobic micro-
environments, these mats likely were home for the earliest aerobic eucary-
otes, although their emergence was likely delayed by some billion years be-
cause of ambient temperatures above their upper limit of metabolism (60°C).
These late Archean/early Proterozoic communities were plausibly anti-
lichens, reversing the contemporary lichen spatial relationship between pho-
toautotrophs and heterotrophs. Modern procaryotic mats similarly contain
diverse eucaryotes such as diatoms (Brown et al. 1985).

By the mid-Proterozoic, with the rise of atmospheric oxygen, thicker,
more productive eucaryotic mats likely dominated the land biota, with
stronger soil-stabilizing power and water retention. By the late Proterozoic,
new organisms such as primitive lichens likely emerged, with primitive fungi
such as chytrids constituting the host for cyanobacterial or eucaryotic cells
(modern lichens have with few exceptions Ascomycetes or Basidiomycetes host
fungi). Even these primitive lichens may have been predated by actino-
lichens, having heterotrophic bacteria, actinobacteria, hosts; modern descen-
dants have hyphae-like growth, forming matlike colonies. By the early Pa-
leozoic, true plants emerged, first bryophytes.

The elevation of soil pCO2 by prevascular plant land biota—first micro-
bial, then bryophytic—was perhaps even comparable with later vascular
plant–dominated soils, thereby contributing to chemical weathering (Keller
and Wood 1993; Yapp and Poths 1994). The appearance of vascular plants
in the early Silurian, with their global expansion by Carboniferous times,
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may have raised the soil pCO2 even higher by root respiration and decay of
organic matter. More important was the likely increase in soil thickness and
stabilization relative to the earlier microbial and bryophyte land biota
(Wright 1990). A new factor leading to an acceleration of chemical weather-
ing and cooling arose, the rhizosphere (the association of mycorrhizae and
plant root), with its multifold factors (organic acid and chelating agent pro-
duction and increase in contact with soil minerals) (Berner 1995a; Retallack
1997). The emergence of a significant rhizosphere is documented from early
Devonian fossils (Elick et al. 1998). Perhaps the great glaciation of the Car-
boniferous/Permian was related in part to this new factor (Algeo et al. 1995;
Berner 1995a).

Much later, the emergence of angiosperms and their competition with
conifers by early Tertiary may have further increased weathering rates, appar-
ently because of the mycorrhizal relationships of angiosperms, which led to
more efficient nutrient extraction from minerals, increasing the rate of CO2

removal from the atmosphere (Volk 1989b). However, Robinson (1991) ar-
gued that the contemporary field data used by Volk to infer higher weather-
ing rates for angiosperms was biased by more weatherable rocks in these
watersheds. She concluded that there is no demonstrable difference between
the chemical weathering rates of angiosperms and gymnosperms. Thus, it is
problematic whether the increase of angiosperms contributed to a global
cooling trend, which indeed is apparent in the last 100 million years. The
later cooling may be more linked to a decrease in sea-floor generation rate
(and outgassing). On the other hand, the emergence of widespread grass-
lands, with their deep root systems and sink for silica, could have promoted
higher weathering rates and global cooling in the mid-Miocene ( Johansson
1993, 1995).

The preferred scenario for surface temperature as a function of geologic
age is shown in figure 8-3. Second-order perturbations arising from such
factors as continental drift, episodic burial of organic carbon, and pulses of
intense volcanism are ignored (particularly relevant in the Phanerozoic,
when atmospheric pCO2 levels decrease). Marked cooling in the mid-
Proterozoic is indicated, consistent with the apparent emergence of Metazoa
at 1.0 to 1.5 Ga (Chapman 1992; Morris 1993) and paleotemperatures of 25
to 43°C on 1.1 to 1.2 Ga cherts (Kenny and Knauth 1992). This cooling
may have been the result of the rise of atmospheric oxygen, as already
pointed out, and more extensive colonization of the land surface by algal
mats (Beeunas and Knauth 1985; Horodyski and Knauth 1994). This in-
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crease in terrestrial biotic productivity, along with the onset of frost wedging
in mountains, likely substantially increased the biotic enhancement of
weathering. Note that although frost wedging is an abiotic process, here I
argue that it commenced as an important physical weathering factor as a
result of global biotically mediated cooling, thus bringing in this factor as a
component of the cumulative global biotic enhancement of weathering.
From the pattern of inferred variation of the U/Th ratio in the depleted
mantle over geologic time, Collerson and Kamber (1999) suggest that the
reinjection of oxidized uranium begins at about 2 Ga, accelerated by en-
hanced biotic weathering and continental erosion, consistent with the
above argument.

Although the first definitive fossil evidence for Metazoa dates at 0.65 Ga
(McMenamin and McMenamin 1990), an older problematic record does ex-
ist (Hofmann 1994; Robbins et al. 1985; Breyer et al. 1995; Fedonkin et al.
1994; Seilacher 1997; Seilacher et al. 1998). The story of the earliest Metazoa
may be analogous to that of Eucarya (Sogin et al. 1989) in the unlikely pres-
ervation of microscopic soft-bodied organisms as fossils. Davidson et al.
(1995) noted that “micrometazoan ancestors would not have left a fossil re-
cord because of their small and probable lack of skeletonization.” These an-
cestors are proposed to “constitute a cryptic pre-Ediacaran record.” The
emergence of Metazoa at 1 Ga or earlier are supported by the results of a
molecular phylogenetic study (Wray et al. 1996), although their conclusions
were challenged by Ayala et al. (1998), who argued that the divergence of
metazoan phyla occurred no earlier than 670 million years based on their
interpretation of molecular clocks. However, even if they are right, their
analysis apparently does not rule out an earlier primitive metazoan emer-
gence prior to the divergence of phyla.

A Geophysiological Model for the Evolution of the Biosphere

A geophysiological model for the evolution of the biosphere, summarizing
the above discussion, is shown in figure 8-8.

The evolution of the biosphere is geophysiological in the sense that self-
regulation arises from the coupling of biota and its inorganic surface environ-
ment. As emphasized in the discussion of the weathering process, the soil
geomembrane is a critical site of this coupling. Markos (1995) pointed out
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 - .
Geophysiological model of evolution of biosphere. Constraints on feedback are in boxes. A mantle buffering of atmospheric pCO2 was suggest-
ed by Kasting, Eggler, and Raeburn (1993).
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that an extracellular matrix composed of mineral particles, cell exudates, or-
ganic debris, and biofilms is a second structure of biological communities.
As such, it constitutes a mediating environment between the inorganic and
organic bodies of the biosphere; the extracellular matrix of the soil is just
such a mediator.

Surface temperature is one parameter that is regulated by the biosphere
because the soil is the site where chemical weathering of CaMg silicates takes
place. As previously argued from consideration of the carbonate-silicate bio-
geochemical cycle, progressive cooling arises from the circularity of the
feedbacks, where biotic enhancement of weathering intensifies from both
the direct effects of biotic evolution and regional/global effects (e.g., frost
wedging in mountains), the latter also being a product of the evolving bio-
sphere as a whole. There is of course an ultimate future limit to the self-
regulating biosphere because solar luminosity steadily increases.

As shown in figure 8-8, the main abiotic constraints on the feedback of
biospheric evolution to surface temperature are solar history and the Earth’s
tectonic and impact histories. The influence of solar history, particularly
luminosity change as a function of time, has already been discussed (see chap-
ter 3). The main factors of tectonics relevant to the first-order surface tem-
perature history are the variation over time of volcanic/metamorphic out-
gassing of carbon dioxide (V ) and land area (A). As introduced in simple
models in chapter 3, higher V and lower A values relative to today’s results
in higher steady-state levels of carbon dioxide and temperature, all other
factors being the same. In the past, all other factors were not the same, with
lower luminosity tending to lower temperature, and lower biotic enhance-
ment of weathering tending to raise temperature. The actual surface temper-
ature at any time is determined by the combined effects of all factors contrib-
uting to achieving a steady-state level of atmospheric carbon dioxide, from
the carbonate-silicate biogeochemical cycle (see discussion of climate models
in the Appendix).

Have impacts had a major influence on the overall pattern of biotic evolu-
tion, and therefore temperature history, since the probable last opportunity
for a global sterilizing event? By “overall pattern,” I refer to the likelihood
and timing of the emergence of the major groups of procaryotes, cyanobac-
teria in particular, and Eukarya and its kingdoms. Although there is growing
evidence for impacts having produced mass extinctions in the Phanerozoic
(Rampino et al. 1997), the Cretaceous-Tertiary (K-T) of course being the
best known event, it is uncertain whether the overall pattern of biotic evolu-
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tion has been dramatically affected by the Earth’s impact history since 3.8
Ga. This possibility deserves closer study, particularly since several large im-
pacts are likely to have occurred in the Precambrian (McKinnon 1997; Ob-
erbeck et al. 1993).

We now focus in on the feedbacks between biospheric and biotic evolu-
tion (figure 8-9): feedback A entails the decrease in surface temperature,
constraining at least microbial evolution, and the process of endosymbiogen-
esis, the history of emergence of cell types (e.g., Eukarya) and new kingdoms
(i.e., the Protoctista, Fungi, Animalia or Metazoa, Plantae; see figure 8-10),
because Eukarya and each of its new kingdoms have a decreasing upper tem-
perature limit of growth corresponding to their approximate temporal order
of emergence. Endosymbiogenesis begins with parasitic relationships be-
tween procaryotes, progresses to symbiotic relationships, and culminates in
the intimacy of new cells and organisms composed of the endosymbionts
(Margulis 1993, 1996; Margulis and Fester 1991; McMenamin and McMen-
amin 1994).

As previously argued, the history of land symbioses (table 8-2) may well
be the key to the history of chemical weathering. Along with changes in
productivity and oxygen-producing capacity, these changes in biotic evolu-
tion feed back into biospheric evolution (B in figure 8-9). A good case can
be made for a progressive increase in biomass on the planet’s surface (Mc-
Menamin and McMenamin1994), particularly with the emergence of higher-
plant forests (note the extensive coal deposits of the Phanerozoic age as well
as forest soil of the Devonian; see Retallack 1997).
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From “Hothouse” to “Icehouse”: The Increase in Diversity of Habitats for Life

With the long-term decrease of surface temperature over the past 3.8 billion
years, a progressive expansion of the diversity of habitats has occurred (i.e.,
first hyperthermophiles, then thermophiles and mesophiles, and finally psy-
chophiles, the organisms living near 0°C). Since the first appearance of ice
on high mountains, perhaps even in the Archean, the diversification of habi-

D I D S U R F A C E T E M P E R A T U R E S C O N S T R A I N M I C R O B I A L E V O L U T I O N ? 1 4 2

 -.
The evolution of the five kingdoms, illustrating the role of endosymbiogenesis. Cour-
tesy of Lynn Margulis.
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tats opened up new ecologic niches, with a cumulative retention of older
habitats (e.g., there are still hot springs and the deep hot biosphere). As global
temperatures decreased, particularly in the mid- to late Proterozoic, latitudi-
nal differences in temperature and therefore a zonal differentiation of ecosys-
tems ensued roughly parallel to the equator. The position and configuration
of the continents also changed over time, affecting then as now the distribu-
tion of ecosystems.

As the atmosphere changed its composition in the mid-Proterozoic, be-
coming aerobic with the rise of oxygen, the area of surface aerobic environ-
ments expanded from the microenvironments (e.g., cyanobacterial mats)
present before. Anaerobic environments persisted in soils, deep in the ocean,
and in stratified bodies of fresh water, and finally in the gut of nearly emerged
animals. If biotic productivity increased with the increase of macroeucary-
otic algae in the oceans and on land, then the deposition of organic carbon
in stratified water bodies could have perpetuated anaerobic conditions.

New pCO2 (high, then low) and total pressure (first 
10 bars, then low)
environments progressively emerged since the origin of the biosphere at no
later than 3.8 Ga. Again, the diversity increases as new environments are
added, while old conditions persist (e.g., high pCO2 and total pressure in the
deep hot biosphere). In the case of pH, both very acid and basic and interme-
diate habitats were likely present even before the origin of life at hydrother-
mal vents. In Russell et al.’s (1994) interesting scenario, hot alkaline springs,
generated in the early ultramafic crust by interaction with circulating sea-
water, react with acidic seawater at the sea floor to produce iron sulfide
membranes. The latter are postulated to be the sites for catalyzed reactions
producing protocells. A primordial pH diversity is consistent with the pres-
ent wide range of optimal pH for growth of thermophilic procaryotes (Krist-
jansson and Stetter 1992). The coupling of the spectrum of pH habitats with
lower temperatures and higher oxygen levels occurred with long-term cool-
ing and the rise of atmospheric oxygen.

As the surface environments of the Earth changed over 4 billion years
from a “hothouse” to an “icehouse,” with a concomitant increase in diver-
sity of habitats, the evolution of life naturally quickly filled these habitats
with novel varieties. This scenario is consistent with evolutionary biological
thinking, with the addition of a progressive increase of habitats globally over
geologic time. Evolutionary biology up to now has only considered the pro-
gressive change of atmospheric oxygen in geologic time, as well as the open-
ing up of new habitats within newly emerging organisms and ecosystems
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(e.g., within the digestive tracts of Metazoa and the forest canopy), not the
possibility of progressive widening of the temperature, pCO2, and total pres-
sure regime of the biosphere.

The evolution of the biosphere does not optimize conditions for existing
biota, unlike the original Gaia hypothesis. At least two catastrophes for ex-
isting life occurred: the well-known oxygen catastrophe and an earlier tem-
perature catastrophe for thermophilic bacteria, once the likely colonizers of
the ocean and land, now restricted to living in their thermophilic mode to
hot springs, hydrothermal vents on the ocean floor, porosity in the first few
kilometers of the crust, and hot water heaters.

Conclusions

The upper temperature limit for growth of organismal groups is apparently
determined by the thermolability of biomolecules, organellar membranes,
and enzyme systems. Aerobic microenvironments likely predated the rise of
atmospheric oxygen (Archean oxygenic photosynthesis commencing at 3.5
Ga or earlier). In addition, atmospheric levels of oxygen sufficient for Meta-
zoan metabolism may have preceded its emergence by at least 0.4 billion
years. Thus, high Archean and early Proterozoic surface temperatures (50 to
70°C), inferred from the oxygen isotopic record in cherts and carbonates,
could have held back the emergence of eucaryotes and Metazoa, with their
upper temperature limits for growth corresponding to the ambient surface
temperature at the time of emergence. A higher temperature limit for ances-
tral amitochondrial than mitochondrial eucaryotes would be consistent with
suggestions that mitochondria are more thermolabile than nuclei.

The progressive increase in the biotic enhancement of weathering as a
product of biotic and biospheric evolution intensified the carbon sink with
respect to the atmosphere/ocean system, leading to the transition of climate
from a hothouse in the early Precambrian to an icehouse in the Phanerozoic.
By the late Proterozoic, the rise of atmospheric oxygen may have resulted
in a substantial increase in terrestrial biotic productivity, which along with
the onset of frost wedging substantially increased the biotic enhancement of
weathering. Climate and life co-evolved as a tightly coupled system, con-
strained by abiotic factors (varying solar luminosity and the crust’s tectonic
and impact history). Self-regulation of this coupled system is a property of
geophysiology.
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Appendix: Climate Model Description

S U R F A C E T E M P E R AT U R E S O N E A R T H S I N C E T H E E A R LY A R C H E A N

These calculations, and those that follow in the next section, assume a bal-
ance between a land weathering sink for carbon dioxide and a metamorphic
and juvenile outgassing source. The organic carbon burial sink is ignored.
Organic carbon burial is irrelevant to abiotic models. As a first approxima-
tion, surface temperatures on Earth through the Archean are computed, ig-
noring possible variations in net organic carbon burial in the past.

Another carbon sink has been proposed—namely, the reaction of carbon
dioxide with oceanic basaltic crust (see discussion in chapter 2), particularly
in the Archean (Walker 1983, 1985; Staudigel et al. 1989; Veizer et al. 1989a,
1989b). Neodymium isotopes in Archean and Proterozoic sediments appar-
ently support the notion that Archean ocean chemistry was dominated by
the reaction with basalt, presumably at the ridges ( Jacobsen and Pimentel-
Klose 1988a, 1988b; for a contrary view see Alibert and McCulloch 1990).
However, a thermal barrier to subduction of carbonate sediment or reaction
product with basaltic crust (Des Marais 1985) may simply contribute an
equivalent volcanic carbon outgassing source to the postulated sink, without
affecting geochemical modeling of a land-weathering sink balancing the total
assumed volcanic/metamorphic outgassing source, provided the variation of
the latter parallels the fraction balancing the land-weathering sink (Berner
1990b).

First recall the equation given in chapter 6:

(1) B P P e e A A V Vab o
T T

o o  ( / ) ( / )( / )( ) ( )= 
 � �� �

An equation for the calculation of past surface temperatures (global mean) is
derived for different assumed values of the ratio of biotic enhancements to
that of the past (BR). In general,

(2) B P P e et ab t
T T  ( / ) ( ) ( )= 
 � �� �

where Bt is the biotic enhancement at time t; (Pab, Tab) and (Pt,Tt) are the
abiotic atmospheric pCO2 and temperature and biotically enhanced values,
respectively; �T � Tab � Tt; and the reference state is at time t and not the
present as in equation (1). As before, To is taken as 288°K, and assumed values
are � � 0.056, � � 0.017, and e(�T ) � 2.
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Then,

(3) B B
A A V V P P e e

P P e et
o o ab o

T T T T

ab t
T T T T

ab o ab o

ab t ab t
/   

( / )( / ) ( / )

( / )

( ) ( )

( ) ( )
=

− −

− −


 � �


 � �

where the numerator is simply from equation (1). Reducing to

(4) BR A A V V P P e eo o t o
Tt To Tt To  ( / )( / ) ( / ) ( ) ( )= − −
 � �

where BR � B/Bt.
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 -.
Growth of continental land area (mass) versus time; A/Ao is the ratio of land area at time
t to present. Curves b and c correspond to our models b and c, respectively, described in
text. Curves (1) and (2) are from limiting tectonic/geochemical models of mean age of
sediments and continents of Allegre and Jaupart (1985); curve J is from Jacobsen’s
(1988) inversion of Sm-Nd mass balance for the depleted mantle-continental crust sys-
tem. Curve L, the linear growth of continental area through time, with A � 0 at 3.8
Ga, is taken as a lower limit to A/Ao as a function of age. Substantial early growth of the
continents has received recent support from Bowring and Haush (1995), but a vigorous
controversy is now in progress on this issue.



Ao,A and Vo,V are defined here as the present and past continental land
areas and volcanic/metamorphic outgassing rates (of carbon dioxide), re-
spectively (figures 8-11 and 8-12). The following functions for volcanic out-
gassing, V, and land area, A, variation are assumed:

(5) V V eo
t  ( )= �

V parallels the decrease in radioactive heat generation in the Earth to present,
where t is time (BP) in billions of years. We couple the rates of continental
land area growth and volcanic outgassing:

(6) ( / )   ( / ) .dA dt c dV dtt t= −

The rationale for assuming linkage of land area and outgassing rate is that
both outgassing of carbon dioxide and continental crust generation are pre-
sumably a function of subduction and juvenile outgassing rates. Further-
more, intracontinental growth via underplating results in both outgassing
and land area increases through uplift. This parameterization also simplifies
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 -.
Carbon outgassing rate relative to present rate (V/Vo ) versus time (B.P.) for models a, b,
and c.



model calculations. In any case, an alternative parameterization of land area
as a function of time (Allegre and Jaupart 1985; Jacobsen 1988; see figure
8-11) consistent with the isotopic evolution of the crust/mantle system, gives
similar model results for computed surface temperatures as a function of time
(see next section). The variation of land area and outgassing rate as a function
of time follows from models a, b, and c in table 8-3, with model a represent-
ing a constant V and A, model b the preferred intermediate variation, and
model c an upper limit to V and A since 3.8 Ga.

The relationship between surface temperature Tt and Pt, pCO2 at any time
t, was computed from two different greenhouse functions:

(a) For Pt 	 0.03 bar, an updated version of Kasting and Ackerman’s
(1986) function, given in equation form by Caldeira (personal communica-
tion), with Tt� f (Pt, St), where St is the relative solar flux at time t:

(7) T p p p
S p S p S
p S S p S

t

t t t

t t t

= − − +
+ + +
− − −
−

138 114 73 179 73 960 56 048
405 836 595 774 385 004
296 420 316 907 839 205
548

2 3

2

3 2 2

.   . ( )  . ( )  . ( )
 . ( )  . ( )( )  . ( )( )
 . ( )( )  . ( )  . ( )( )
 .963963 461 125 129 545
345 867 251 4629
261 438

2 2 3 2 3

3 2 3

3 3

10

( )( )  . ( )( )  . ( )
 . ( )( )  . ( )( )
 . ( )( )

  log ( /

p S p S S
p S p S
p S

p P

t t t

t t

t

t

+ +
+ +
−
=where 1 bar)

The maximum error is 1.95 K, the root mean square error is 0.65 K.

(8) ,  where  is the distance of the 
Earth to the Sun (AU) [  as an  from Caldeira and Kasting
1992b]. (  values different from 1 AU will be pertinent to 
modeling in chapter 11).

S t D p
S f t

D

t

t

  (   . )
( )

= + − −1 0 0835 1 2

 -.
Parameters for Assumed Variation of Land Area (A) and Carbon Dioxide Outgassing
Rate (V ) as a Function of Age (t)

M o d e l ( V / V o) ( A o/ A ) a t t � 3 . 8 G a c V o �

a (constant) 1 � 1 � 1 — 0

b (preferred) 3 � 4 � 12 0.375 0.289

c (upper limit) 8 � 10 � 80 0.129 0.547
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(b) For 0.03 � Pt 
 0.0003 bar, a slightly modified function from Walker
et al. (1981) (To � 288°K rather than 285°K, present Te � 255°K rather
than 253°K):

(9) T T P Pe t o    . ( / )   . ,.= + −2 4 6 226 40 364

where Te is the effective radiating temperature of the Earth (°K; no green-
house effect) at time t. The following relation for Te from Kasting (1987)
is used:

(10) T te   /(   . ) .= +255 1 0 087 0 25

At low global mean temperatures (Tm), the use of T as above rather than the
actual latitudinal distribution of temperature will exaggerate the feedback
between climate and weathering rate because a much smaller contribution
now comes from higher latitudes (White and Blum 1995), and latitudinal
differences in temperature likely decrease with higher Tm. For model cli-
mates at higher Tm atmospheric pCO2 levels than present values, the choice
of Tm instead of the actual latitudinal distribution of temperature and rainfall
probably becomes more realistic because latitudinal differences decline as Tm
increases and may actually disappear at Tm equal to about 30°C (Hoffert,
personal communication). Using the present continental latitudinal values
of temperature and runoff (or precipitation) gives a much lower computed
weathering rate (about 7%) compared with that derived from the Tm model,
with the latitudinal distribution of runoff responsible for this difference
(computed using temperature and runoff from Francois and Walker 1992,
land area for 5° latitudinal strips from Sverdrup et al. 1942 with data from
Kossinna 1921). However, the computed rate for actual latitudinal distribu-
tion of land, temperature, and runoff may well underestimate the actual sili-
cate weathering sink because it does not take into account the silicate denu-
dation rates by latitude. Another approach to this problem is as follows.

Assume using the present Tm instead of the actual latitudinal temperature
variation and runoff pattern to get the present global weathering rate (Wn).
Substituting Tm in the previously derived equation:

BR P P e et o
T T T Tt m t m  ( / ) ( ) ( )= − −
 � �
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Because the computed Wn is greater than the actual global weathering rate,
a lower Po should be used to compensate, i.e., to bring the computed Wn

down to the actual weathering rate. Using this hypothetical Po will give
higher computed BR estimates.

S E N S I T I V I T Y O F S C E N A R I O H T O M O D E L P A R A M E T E R S

A value of 
 � 0.3 is assumed, corresponding to abiotic weathering of CaMg
silicates in an open system (Schwartzman and Volk 1989; Berner 1992,
1993); in a closed or nearly closed system, 
 most likely is � 0.3 (table 8-4).
The choice of 
, � (probable minimum*), and greenhouse function (pCO2

is the probable minimum because cloud feedbacks are assumed absent) all
make the computed BR values lower limits. The normalization to the present
global mean temperature rather than to the actual present latitudinal distri-
bution of temperature and runoff also probably makes the computed BR val-
ues lower limits (see previous discussion on the normalization problem).
Probable higher impact-derived regolith, volcanic contribution to weather-
ing, and the postulated sea floor weathering carbon sink (Francois and
Walker 1992) relative to the present have the same effect on on the limit to
BR. Two possible factors would make the computed BR values too high:

(a) reducing gas greenhouses in the Archean [although the (Pt/Po)
 term

 -.
Computed Model Results

A t m . p C O 2 T i m e B . P R e q u i re d B R

T ( ° C ) ( b a r s ) ( b . y . ) a b c

70 2.56 3.5 658 82 25

60 1.22 2.6 301 82 43

50 .31 1.5 103 53 38
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*Regarding the e�(�T) term, the more precise formulation using [(1/288) � (1/T )]
instead of a �T term, as well as the low activation energy (E ) assumed (12.5 kcal/
mole), give somewhat lower e�(�T ) values than for Brady and Carrol’s (1994) lower
limit on E (11.5 kcal/mole). Estimates of E are � 11.5 kcal/mole for CaMg silicates
for most experiments near pH � 7 (Brantley and Chen 1995). Furthermore, E tends
to increase as pH drops from the neutral range (Casey and Sposito 1992), again mak-
ing e�(�T ) values lower limits for the assumed � (� 0.056) for high pCO2.



would drop, only modest increases in the assumed 
 and � values would
give the same or greater computed BR values; see also previous discussion].

(b) greater net organic carbon burial now relative to the past (Des Marais
et al. 1992). The present ratio is about 5.4 (data from Berner 1994) if V
corresponds to volcanic/metamorphic flux only (weathering of kerogen is
then substracted from organic C burial; see discussion in chapter 1). Let R�

ratio of silicate weathering to net organic C sink, assume R � 5.4 now. If all
the carbon sink with respect to the atmosphere/ocean was silicate weather-
ing at 3.5 Ga, then (Vo/V3.5 Ga)silicate sink � 0.84 (Vo/V3.5 Ga)Total , since the (silicate
weathering C sink/Total C sink)now � 0.84. Hence, under the above as-
sumptions, the maximum reduction of BR at 3.5 Ga is only 16% lower than
the value computed without consideration of the influence of the organic
C sink.

The effects of assumed model ratios of Vo/V and A/Ao being too low, as
a result of the neglect of degassing from subduction of Cenozoic deposits of
pelagic CaCO3 (Volk 1989a; Caldeira 1991) and early continental crust for-
mation (Bowring and Housh 1995) results in the computed BR values again
being minimal. On the other hand, pelagic CaCO3 deposition also may have
occurred in the Archean (Grotzinger 1994). Subduction of exogenic carbon
into the mantle and its reappearance in volcanic outgassing (Hauri et al.
1993) has probably decreased the variation of Vo/V ratios over time. From
the observed carbon and helium isotopic compositions and CO2/

3He ratios
of volcanic gases, Sano and Williams (1996) estimated that 60% of the present
degassed carbon flux comes from subducted sediment carbon (mainly car-
bonate).

A rough material balance of recent pelagic carbonate deposition and sub-
duction/decarbonation fluxes indicates that about one third of pelagic car-
bonate is now degassed, implying carbon loss to the mantle (Caldeira 1991).
This conclusion is supported by a recent study (Nishio et al. 1998). Further-
more, it is possible that no exogenic carbonate reservoir existed 3.8 billion
years ago as a result of low pH oceans and rainwater. A shift from the con-
tribution to outgassing of juvenile to metamorphic carbon (in subduction
zones) from the Precambrian to now would tend to stabilize the flux as a
function of time. Clearly, a greater understanding of the carbon geodynamic
cycle is needed before results from modeling the carbonate-silicate cycle
back into the Precambrian can be accepted as definitive. Nevertheless, useful
limits can be obtained with modeling.
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The Carbonate-Sil icate Geochemical Cycle at 3.8 Ga, for an Abiotic Earth Surface
Just at the Transit ion to Biotic Colonization

I assume here that the late bombardment, with its potential for continual
large sterilizing surface impacts, was over by 3.8 Ga, thus taking this time as
the transition time to biotic colonization of the early continents (Oberbeck
and Mancinelli 1994).

With the assumptions made above, the product of outgassing rate and land
area ratios, (V/Vo)(Ao/A), at t � 3.8 Ga for two limiting models (models
a and c) and a preferred model (b) is given in table 8-3. The variation of
A/Ao, V/Vo, and (V/Vo)(Ao/A) for the above models is shown in figures
8-11, 8-12, and 8-13, respectively. The upper limit of the outgassing ratio,
V/Vo, is taken as 8 for the early Archean, approximately 30% higher than an
estimate for 3 billion years ago made from a consideration of heat generation
rates and depth of eutectic melting and source volatile outgassing (Des Mar-
ais 1985). The lower limit to land area is taken as 10% of the present value
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 -.
(V/Vo ) � (Ao/A) versus time for models a, b, and c. Value for model c at 3.8 Ga is 80
(not shown).



(Allegre and Jaupart 1985 gave values of 16% to 32% of the present continen-
tal mass at this time), and an upper limit to land area as 100% of the present
value.

Isotopic dating reveals continental crust in existence at 4 to 4.3 Ga (Bow-
ring et al. 1989). Armstrong (1968, 1981, 1991) has argued for a constant
volume continental crust in existence for at least 4 billion years, a model that
apparently fits the isotopic data (Nd, Sr, Pb, etc.) as well as the net continen-
tal growth models. In Armstrong’s model, the rate of continental growth
equals its rate of destruction in subduction zones. This controversy was re-
vived by Bowring and Housh (1995), who favor the theory of a substantial
early continental crust. Conversely, Taylor and McLennan (1995) and Mc-
Culloch and Bennett (1994) favor the notion of more gradual growth, with
less than 10% of present volume at 3.8 Ga (60% by 2.5 Ga). Vervoort et al.
(1996) have suggested that neodymium isotopes in the most ancient Archean
gneisses—the basis of Bowring and Housh’s (1995) argument—were prob-
ably reset by metamorphism, based on Hf isotopic pattern in zircons. From
a consideration of the Nb/U ratio of Archean basalts compared with the
primitive and present day mantle ratios and other evidence, new support has
emerged for rapid continental growth early in Earth history, with most of
the present mass in place by 2.7 Ga (Sylvester et al. 1997; Hofmann 1997;
Sylvester 1998). However, taking into account the apparent variation of the
U/Th ratio in the depleted mantle over geologic time, Collerson and
Kamber (1999) favor a growth model similar to that of McCulloch and Ben-
nett (1994). This interpretation is in variance with those favoring early conti-
nental crust, with little growth since 3.5 Ga, based on detailed geochemical
studies of Archean crust (Calderwood 1998; Sylvester et al. 1998).

Note that if higher sea-floor spreading rates prevailed in the Archean, the
sea level should have been higher, thus favoring a lower estimate for land area
relative to continental mass than today (Drever et al. 1988).

Extreme limits for (V/Vo)(Ao/A) are taken for the assumed values at 3.8
Ga. Model a, with the constant A � V � 1, is a lower limit to (V/Vo)(Ao/
A). Although a constant or slowly decreasing outgassing rate to present may
seem implausible, it is compatible with estimates of the total present exo-
genic carbon inventory and carbon outgassing fluxes derived from measured
C/3He in MORB glasses and 3He outgassing fluxes (Marty and Jambon
1987; Marty 1989). A (V/Vo)3.8 Ga � 3 assumes a heat generation rate of four
times the present rate, with komatiitic oceanic ridge formation dissipating
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30% more heat than the basaltic ridge at the same spreading rate (Nisbet
1987). To sum up, input parameters for our 3.8 Ga model are the ratios
of outgassing rates and land areas, (V/Vo)3.8 Ga and (Ao/A)3.8 Ga, respectively,
atmospheric pCO2 and hence temperature (from a modified version of Kast-
ing and Ackerman’s 1986 greenhouse function described in the section on
climate modeling), with the ratio of the present biotic enhancement factor
to that at 3.8 Ga (BR) as the output. Three temperatures corresponding to
growth conditions for thermophiles/hyperthermophiles were chosen.

Calculations for the 3.8 Ga model give conditions values of BR � 7 to
2250 (preferred model b for variation of outgassing and land area, 49 to 2250;
model a results, which give even higher BR values, are not given here) for
temperatures of 75 to 110°C for an abiotic Earth surface just at the transition
to biotic colonization (figure 8-14). If the Earth’s atmosphere at this time
contained 10 to 20 bars of carbon dioxide, surface temperatures could have
approached 100°C (Kasting 1989), near the approximate upper temperature
limit of hyperthermophilic microbes.

The range of BR values computed from the 3.8 Ga model is consistent
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 -.
3.8 Ga model results: biotic enhancement of weathering ratio, now to 3.8 Ga versus sur-
face temperature (75, 85, and 110°C). Computed results shown for model b and c for
three 
 values.



with limits on the present biotic enhancement of weathering (B), derived
from experimental and field studies of weathering; in other words, values on
the order of 100 to 1000 if the assumed estimate of (V/Vo)(Ao/A)3.8 Ga is not
much higher than the model b value (even model c is probably consistent
with B� 100 to 1000 because the computed BR values are likely lower limits
for the reasons outlined in the section on the sensitivity of scenario H).

We previously outlined a scenario for the colonization of land by extreme
thermophiles soon after the origin of life (Schwartzman and Volk 1989,
1990), leading to the accelerated removal of carbon dioxide via reaction with
silicates and decrease in temperature. A clarification to this scenario, already
discussed, is that the origin of life may have occurred as early as 4.2 Ga, but
the first likely opportunity for the persistence of surface life was at about
3.8 Ga. Temperatures for growth of extant thermophiles/hyperthermophiles
range from 74°C (upper limit for cyanobacteria) to 85°C (methanogens) to
105°C for Pyrodictum (upper limit 110°C) (Brock 1986). Chemical weath-
ering intensities (fluxes/unit land area) relative to the present rate {(V/
Vo )(Ao/A)} for the 3.8 Ga model, assuming steady state, range from 1 to 80
(model b, 12). Are these unreasonably high? If the present global physical
denudation rate is some six times the chemical rate (Holland 1978), the max-
imum chemical denudation rate possible at the present mean continental
uplift rate is six times the present rate. Thus, at 3.8 Ga, minimum mean uplift
rates of 0.17 to 13 (for model b, 2) times the present rate are needed for a
steady-state carbon dioxide level in the atmosphere/ocean system. If the
mean uplift rates in the early Archean were significantly higher than today’s
rate (E. Nisbet, personal communication), then higher chemical denudation
rates would be possible. Alternatively, a steady state was not achieved until
later in the Precambrian as volcanic emissions declined and land areas in-
creased.

Another barrier to achieving steady state was the sheer amount of carbon
dioxide in the atmosphere at 3.8 Ga (for 10 bars, most of the carbon dioxide
would be in the atmosphere as a result of a low pH ocean; see Walker 1985).
The removal time of a 10 bar carbon dioxide atmosphere is estimated to
be on the order of 108 years computed by dividing an exogenic inventory
corresponding to 10 bars (2 � 1021 moles) by {(V/Vo)3.8 Ga � Vo}, taking (V/
Vo)3.8 Ga � 3, Vo as the volcanic carbon flux (6 � 1012 moles/year; Berner et
al. 1983) to the atmosphere/ocean. Because land area, volcanic outgassing
rate, and solar luminosity change significantly over 108 years, a steady-state
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approximation is not entirely justified. However, the steady-state model is
used for its computational simplicity because the focus is on the role of biotic
enhancement of weathering. Thus, the model calculations represent at-
tractors toward which the system is relaxing at any point in time, and not the
actual values, which could lag behind by several hundred million years. A
lag time of this magnitude would apply until the mid-Archean, when atmo-
spheric carbon dioxide levels decreased dramatically, making the steady-state
model a much better approximation to real behavior (e.g., see the Phanero-
zoic model of Berner 1990a).

Transient models have been computed by Tajika and Matsui (1990) and
Walker (1991). Tajika and Matsui (1990, 1992, 1993) assume that initially all
the Earth’s carbon (aside from that in the core) was in the surface reservoir
because of the partitioning of carbon between the proto-atmosphere and
early magma ocean. Thus, in their model, the degassed carbon during Earth
history comes from the release from subducted carbonate and a return flux
from a regassed component derived from the subducted carbon lost to the
mantle. However, because the speciation of carbon in the mantle is not well
understood (SiC may be an important phase according to recent evidence;
see Leung et al. 1990), it may be premature to conclude that the Earth’s early
mantle lacked levels of carbon high enough to supply a significant primordial
flux through degassing over geologic time. Walker (1991) supports this view-
point. Furthermore, the postulated regassing in the Archean is perhaps im-
plausible in view of the apparent thermal barrier (Des Marais 1985; Abbott
and Lyle 1984).
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Ô 9 S E L F - O R G A N I Z AT I O N O F T H E B I O S P H E R E

Theory of self-organization (Kauffman, Ortoleva). Lovelock’s views on Gaia as a
disequil ibrium system; why geochemistry alone can generate disequil ibrium of the
crust and atmosphere. Geochemical versus geophysiological self-organization of
the biosphere, a thermodynamic approach using the net entropic flux from the
Earth’s surface as an index. The life span of the biosphere; the future breakdown of
self-organization (carbonate-sil icate system goes to chemical equilibrium). Ho-
meostasis redux. The self-organizing biosphere: theses on biospheric evolution.

Is the Earth’s biosphere a self-organized system? How different is the Earth’s
surface system from an equilibrium state? Would the Earth’s surface system
be self-organized without the presence of life? How can the self-organization
of the biosphere be measured and tracked since the origin of life? Would this
characterization give any insight into the evolution of the biosphere and life?
These are some of the questions raised in this chapter. I start with a discussion
of the regulation of the Earth’s surface system, the biosphere, that is, the
space-time inhabited by life, consisting of the atmosphere, hydrosphere,
soil, and upper layers of the crust (deeper than we have previously thought).
In particular, I focus on a thermodynamic treatment of the surface system’s
evolution. Previous thermodynamic approaches to the biosphere’s self-
organization are discussed. Finally, a potential indicator of the biosphere’s
self-regulation is proposed, namely, the trend in the net entropic flow from
its effective physical boundary (i.e., the boundary of the biota itself ), the
surface of the ocean and land, compared with the trend for an abiotic surface.

The origin of the Gaia concept is rooted in Lovelock’s realization that the



Martian atmospheric composition should be indicative of the presence or
absence of an indigenous biota:

If the planet were lifeless, then it would be expected to have an atmo-
sphere determined by physics and chemistry alone, and be close to the
chemical equilibrium state. But if the planet bore life, organisms at the
surface would be obliged to use the atmosphere as a source of raw
materials and a depository for wastes. Such a use of the atmosphere
would change its chemical composition. It would depart from equilib-
rium in a way that would show the presence of life. (Lovelock, 1990)

Smolin (1997) repeated this argument. However, this view ignores the possi-
bility of purely geochemical nonequilibrium condition of a planetary surface
system resulting in steady-state properties, such as atmospheric carbon diox-
ide level, that are different from chemical equilibrium values. [It is interesting
that Hutchinson (1954), considering the Urey reaction, concluded that sev-
eral factors on the Earth operate to preclude the likely attainment of an equi-
librium level of atmospheric pCO2]. Walker et al.’s (1981) geochemical cli-
matic stabilizer is a model of the operation of just this kind of global geo-
chemical self-organization.

Smolin (1997) characterized the evolution of the biosphere as “the self-
organization of a complex system with many interacting components” (p.
149). He defined a self-organized, nonequilibrium system as “a distinguish-
able collection of matter, with recognizable boundaries, which has a flow of
energy, and possibly matter, passing through it, while maintaining, for time
scales long compared to the dynamical time scales of its internal processes, a
stable-configuration far from thermodynamic equilibrium. This configura-
tion is maintained by the action of cycles involving the transport of matter
and energy within the system and between the system and its exterior”
(p. 155).

Here I define self-organization as the autonomous passage of a system
from an unpatterned to a patterned state without the intervention of an ex-
ternal template. Furthermore, “self- organization requires feedback and dis-
equilibrium, both of which occur in geochemical systems” (Ortoleva et al.
1987). Examples of geochemical self-organization are exceedingly common.
They include oscillatory zoning in plagioclase crystals from igneous rocks,
metamorphic differentiation (i.e., alternating layers of mineralogically dis-
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tinct assemblages produced by metamorphism of homogeneous parent rock),
banded agates (figure 9-1), and stylolites (Ortoleva 1994; Merino 1992).

Self-organization of the biosphere is indicated by the following character-
istics:

1. The very existence of the living biota, in necessary disequilibrium with
the nonliving part of the biosphere.

2. Steady states, not equilibrium levels, of carbon dioxide, oxygen, and
so forth in biogeochemical cycles, a product of dynamic feedback rela-
tionships, both positive and negative. The steady-state level of atmo-
spheric carbon dioxide is a direct outcome of the carbonate-silicate
climatic stabilizer, whether it be geochemical or geophysiological. The
computed equilibrium levels of carbon dioxide and corresponding
equilibrium temperatures for all past geologic time are dramatically
different from the steady-state levels, as will be shown in what follows.

3. The differentiation of the upper crust into its soil interface with the
atmosphere—itself differentiated into topsoil, subsoil, and so forth
(Nahon 1991)—and its underlying biogenic sedimentary layers.

Thus, the Earth’s surface system can be self-organized, whether it be geo-
chemical or geophysiological, because it possesses feedback and disequilib-
rium (Ortoleva et al. 1987). If the early pressure-cooker atmosphere at 3.8
Ga was in steady state, geochemically balanced between a volcanic source
and weathering sink, assuming plausible limits on continental area and volca-
nic outgassing rates, then the present biotic enhancement of weathering (B )
is likely two orders of magnitude (see discussion in chapter 8). This require-
ment for a high present B follows directly from the need, under steady-state
abiotic conditions, to balance the higher volcanic flux of carbon by weather-
ing on somewhat smaller continents, some 4 billion years ago, necessitating
high atmospheric carbon dioxide levels (and correspondingly high surface
temperatures) to speed up weathering, work now done by biotic enhance-
ment at a much lower carbon dioxide level.

A much warmer Earth surface in the Archean/early Proterozoic, particu-
larly in the early Proterozoic without the plausibility of a reduced gas green-
house, supports a high present biotic enhancement of weathering factor as a
result of higher plant colonization of the continents (see chapter 8).
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 - .
Photos of banded agate (top) and banded rhodochrosite (bottom) I took at the Smithso-
nian Museum of Natural History, DC.



Entropic Flow from the Earth’s Surface

If the biosphere is a self-organized system, can its dynamics and evolution be
modeled by an understanding of its entropic relationships with its environ-
ment? Ebeling (1985) and Lesins (1991), among others, have pointed out that
the net entropic flow from the Earth’s surface and atmosphere is a necessary
condition for biospheric self-organization. The flow is possible because of
the existence of a heat sink in outer space; low entropy solar radiation comes
into the biosphere, and high entropy heat radiation leaves it to the heat sink.

I suggest here that the cooling of the Earth’s surface since the origin of
life is a result of the progressive self-organization of the biosphere, to be
quantified by the net entropic flow from the land and ocean’s physical sur-
face, the upper surface of the biosphere with the actual presence of the biota,
not including the atmosphere with its incidental living occupants, namely,
birds, bats, flying humans, microbial spores, and so forth, a negligible part of
the biota’s mass. The interaction of solar radiation with the Earth’s surface,
or any surface that is not perfectly reflecting (i.e., with albedo � 1) is an
irreversible process, hence dS/dt � 0, where S is entropy and t is time. In-
coming solar radiation is characterized by low entropy (high temperature)
and the net outgoing radiation by high entropy (low temperature). The tem-
perature is related to the frequency of radiation, which is proportional to
photon energy. Because the same amount of energy contains fewer photons
in the form of solar radiation than for terrestrial radiation, solar radiation is
more organized (higher temperature) than terrestrial radiation (see discussion
in Peixoto et al. 1991). This change in radiation entropy is a result of its ab-
sorption and reradiation by matter because the identity of any one photon is
lost upon absorption.

Lesins (1991) attempted to see a Gaian signal in the outgoing radiation
stream from the top of the atmosphere using satellite data. He concluded
that such a signal was not apparent because the meteorologic and nonliving
conversions at the Earth’s surface and in the atmosphere dominate the en-
tropy signal. However, he suggested that the “correct thermodynamic test
of Gaia is to compare the outgoing entropy fluxes between the current Earth
and one devoid of life” because life has presumably created a climate much
different (e.g., chemical composition) than one created abiotically. Ulano-
wicz and Hannon (1987) also have proposed searching for the entropic sig-
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nature of life using remote sensing data, but from the surface, not from the
top of the atmosphere.

I suggest here that the entropic flow from the Earth’s surface should be a
much more sensitive index of the biosphere’s self-organization than the flow
at the atmosphere/space interface, which is very close to that expected for
the Earth as a black body radiating to space.

The energy budget of the Earth-atmosphere system is shown in figure
9-2. The corresponding entropic budget is found in the work of Peixoto et
al. (1991; see also Aoki 1988).

We now compute the net entropy flow across a boundary just above the
Earth’s surface. The flux is a sum of separable fluxes, taken from the Earth’s
energy balance (see figure 10–1). The net entropy flow, (dSsurface/dt), from
the surface is therefore:

( ) ( / ) ( / ) ( / ) ( / )
( / ) ( / )

1 dS dt E T E T E T
E T E T

surface sun sun atmIR atm sensible surface

latent surface surfaceIR surface

= − − +
+ +
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 - .
Radiation budget in the Earth-atmosphere system. Courtesy of National Academy of
Sciences, 1983.
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where the E’s are the various energy fluxes in positive values of watts m�2,
and T ’s are the temperatures of the effective surface producing the fluxes.
The total nonsolar energy flux crossing the surface must by energy balance
equal the flux received from the sun, Esun:

(2) sun atmIR sensible latent surface IRE E E E E        = − + + +

Furthermore, any reasonable assumption for Tatm 	 Tsurface makes a negligible
difference in the entropy flux associated with this total nonsolar energy flux.
For example, ifTatm is taken as 10°C cooler thanTsurface (Tatm being an effective
radiating temperature from atmosphere to surface, which is actually a sum of
radiations from different, primarily near-surface altitudes), the effect on the
total nonsolar entropy flux is only several percent. Using the energy balance,
and Tatm � Tsurface, equation (1) becomes

(3) surface sun sun sun surface( / )  ( / )  ( / )dS dt E T E T= − +

Because Tsun � 5760°K and Tsurface � 288°K, for the purposes of this calcula-
tion we can drop the solar contribution to the entropy flux and finally write

(4) surface sun surface( / )  ( / )dS dt E T=

We will use equation (4) for the calculations in this chapter. Esun is propor-
tional to solar luminosity (L) at any time t. L has increased 25% in the past 4
billion years. We make the following assumptions in our model calculations:

1. The Earth surface has maintained a constant albedo (Kasting and
Toon 1989).

2. Radiative and local thermal equilibrium obtains at the surface (Peixoto
and Oort 1992). As discussed above, the small correction to the net
entropic flux arising from reradiated atmospheric infrared with T 	

288°K is neglected.
3. A standard model of L variation (see discussion in chapter 2).
4. The nonclassical part of radiative entropy (Lesins 1990; Essex 1984) can

be neglected because it is small compared with the classical part.
5. The entropic production by photosynthesis accounts for only 0.1% of
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the surface flux (Lesins 1991), whereas that from weathering and sur-
face chemical reactions is only 10�8 of the net flux; thus, both contribu-
tions can be neglected.

I now proceed to compute the net entropic flow from the surface, dS/dt, as
a function of time, normalizing it to the flow corresponding to an Earth with
no greenhouse effect. This normalization procedure corrects for temporal
changes in entropic flow resulting from the variation of solar luminosity
alone over time. Because the normalization procedure cancels out Esun, then
(dS/dt)normalized � (Te/Tsurface). Te is the effective temperature corresponding
to a no-greenhouse Earth. We proposed that biospheric self-organization
is revealed in the comparative trends of the normalized entropic ratio
corresponding to biotic, abiotic, and equilibrium temperature histories
(Schwartzman et al. 1994). These trends will be discussed in the next section.
Assumed model temperatures and computed results are shown in table 9-1,

 -.
Surface Temperatures (°K)

A g e ( G a ) T b i o t i c T a b i o t i c
a T e q u i l i b r i u m Te ( d S / d t ) n g /

S c e n a r i o A B ( d S / d t ) n g n o w
b

�2.5 372 371 271 1.20

�2 344 325 268 1.15

�1.5 c 333 304 264 1.11

�1 300 300 329 291 261 1.07

�0.5 291 291 327 283 258 1.03

0 288 288 326 276 255 1.00

1 293 298 329 266 250 0.94

3.5 313 346 350 251 239 0.82

3.8d 356 356 356 250 237 0.81

aAssumes B� 100, 
 � 0.3 with modified Walker greenhouse function used for 3.8 � t
� 0 (Schwartzman and Volk 1991a), Caldeira and Kasting (1992b) greenhouse function
for t 	 0.
bng, no greenhouse.
cThe temperature increases rapidly after �1.0 Ga in Caldeira and Kasting’s model (1992b)
as a result of holding pCO2 atmospheric constant at 10�6 bars.
dJust prior to origin of life.
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and figures 9-3 and 9-4. Details of the computation are provided in the Ap-
pendix.

The assumed temperatures for a biotic Earth surface are derived from geo-
logic constraints, with two scenarios indicated. Scenario A corresponds to
the conventional low-temperature history (Kasting and Toon 1989), whereas
scenario B assumes a warm Archean/early Proterozoic as theorized in chap-
ter 8. I assume future temperatures on a biotic Earth follow the path com-
puted by Caldeira and Kasting (1992b) (see Appendix).

Model Results and Discussion

The main result of entropic flow calculations is the higher normalized en-
tropic ratio from the origin of life to present corresponding to the biotic
surface (scenarios A and B) compared with the abiotic (see figure 9-4), a
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 - .
Surface temperatures versus age (negative age corresponding to future time).



direct result of the lower temperatures for the biotic scenarios. The ratio
corresponding to equilibrium temperatures for the Urey reaction shows a
steady decline over the same time. A further insight into biospheric self-
organization may come from comparing the ratio of net entropic flow for a
biotic Earth surface now relative to the abiotic surface just prior to the origin
of life at 3.8 Ga (assuming a surface temperature of 356°K). This ratio, (dS/
dt)now/(dS/dt)3.8 Ga, is 1.65, whereas without a greenhouse effect (Tsurface � Te)
the ratio is 1.24. A possible index of the cumulative self-organization of the
present Earth surface system, normalizing the effect of luminosity change
from 3.8 Ga to now, is the ratio of the former value to the latter, 1.33. It is
important to emphasize that the index for self-organization of the surface
system is not the net entropic flow itself, but its normalized trend over time
because an inert Earth, with no atmosphere, would radiate at black body
temperature with a higher net entropic flow than a biotic Earth surface. The
black body net entropic flow simply expresses the irreversibility of surface
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 - .
Ratio of computed entropic flux from surface to entropic flux from a no-greenhouse
Earth surface, (dS/dt)/(dS/dt)no greenhouse, versus age (negative age corresponding to future
time).



radiative absorption and reradiation, while it has increased monotonically
since 3.8 Ga (see Table 10–1; note trend in (dS/dt)t/(dS/dt)now for the no-
greenhouse case).

The biosphere has increased the net entropic flow by its reduction of at-
mospheric carbon dioxide and cooling of the Earth’s surface, resulting from
the biotic enhancement of weathering. In the geophysiological interpreta-
tion, the biota progressively speeds up weathering to present with the surface
temperature approaching the equilibrium temperature while the biosphere
self-organizes. Equilibrium conditions for the Urey reaction can be viewed
as an attractor state for the biosphere. Self-organization in the sense pre-
viously defined is expressed by the achievement of lower steady-state atmo-
spheric carbon dioxide levels (and therefore surface temperatures) obtaining
under biotic conditions than under abiotic conditions, at the same weather-
ing flux at a given time under biotic conditions as abiotic conditions. The
key site for this self-organization is at the interface between land and atmo-
sphere, the soil, the Earth’s geomembrane (Arnold et al. 1990), where carbon
is sequestered by its reaction (as carbonic and organic acids) with calcium
magnesium silicates. The occurrence of differentiated soil goes back to the
Archean (Retallack 1990) and is the critical material evidence for biospheric
self-organization. This biotic invasion into the surface of the continental
crust constitutes an ever-expanding front of high surface area/land area, with
progressive colonization of land and evolutionary developments culminating
in the rhizosphere of higher plants. Written in another context, Haldane’s
(1985) remarks on the “struggle to increase surface in proportion to volume”
aptly describe this history of progressive self-organization.

Returning to the concept of equilibrium as an attractor state for the bio-
sphere, does this mean that the Earth’s surface is becoming more life-like as
it approaches the attractor? Yates’ (1987a) views are interesting in this con-
nection: “Biological systems operate in the domain of irreversible near-
equilibrium thermodynamics.”

This near-equilibrium state is brought into being by the catalytic role of
enzymes. Similarly, the biotic catalytic role in weathering the crust brings
the surface temperature closer to the equilibrium temperature of the Urey
reaction. Mae-Wan Ho (1993, 1995) has proposed a new theory of bioener-
getics which emphasizes the role of energy storage in living systems that are
dissipative isothermal engines (not Carnot cycles; see Morowitz 1978), with
internal domains of local equilibrium.
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Morowitz (1992) has pointed out that the equilibrium state is a power-
ful attractor in matter recycling, a consequence of nonequilibrium systems
maintained by energy flows (low entropy energy in, high entropy heat out).
Could not the approach over geologic time to the attractor equilibrium state
of the biospheric surface as indicated by the level of atmospheric carbon di-
oxide, along with the expansion of energy storage in the biosphere with the
rise of vascular plant ecosystems, be evidence of the biospheric surface system
becoming more life-like? Note that the present reservoirs of carbon in soil
and biomass are three to four times the mass in the atmosphere (see figures
2-1 and 2-2).

Is there a one-to-one relationship between the computed entropy change
(a direct consequence of surface cooling) and the entropy change arising
from the process of self-organization? In the sense that I have defined self-
organization, it includes an informational aspect entailing the ordering of the
biosphere, expressed, for example, by the differentiation of soil and layering
of the crust, an ordering with a corresponding entropy production. Al-
though I have not attempted to quantify the latter, I conclude that the total
entropic production must in principle be greater than the radiative entropic
component. How much greater is a question left for future consideration;
as already pointed out, the direct entropic production from sequestering of
atmospheric carbon by photosynthesis and weathering, as well as other sur-
face chemical reactions, is a small fraction of the net radiative entropic flux.
However, I argue that the inferred cooling of the Earth’s surface is a direct
consequence and index of the process of self-organization outlined above; in
this sense the computed radiative entropic flux tracks the process of self-
organization. It is a correlative, even perhaps an entirely coincidental mea-
sure, not necessarily a causal one, of this process.

For the case of a hypothetical Earth without surface cooling, biology
would not have much influence on temperature; presumably thermophilic
Archea and Eubacteria could inhabit such an Earth, but not low-temperature
life. On this Earth, self-organization of the surface system would be purely
geochemical, and presumably less developed than on our Earth.

On a future Earth both the abiotic and biotic temperatures converge on
the equilibrium temperature by about 2.5 billion years from now (figure
9-3). The normalized entropic fluxes for the abiotic and biotic cases peak at
0.5 to 1 billion years in the future and then decrease (figure 9-4). This de-
crease corresponds to the breakdown of self-organization of the Earth’s sur-
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face system, a result of the increase of solar luminosity overwhelming the
regulatory capability of the biosphere, with the carbon dioxide greenhouse
effect disappearing. At this point, temperature increases arise from a water
greenhouse only with chemical equilibrium being achieved from the tem-
perature effect alone. Lovelock and Whitfield (1982) noted just this eventual
breakdown of the biosphere’s capacity to regulate climate, because according
to their estimate, the pCO2 atmospheric pressure will reach the lower limit
(150 ppm) tolerable for photosynthesis in some 100 million years. Caldeira
and Kasting (1992b) have revised Lovelock and Whitfield’s calculations,
taking into account more complex greenhouse and biologically mediated
weathering models and that C4 photosynthesis can persist to levels of atmo-
spheric carbon dioxide below 10 ppm. However, some thermophiles might
be expected to survive as temperatures rise to above the limit for eucaryotes
(50 to 60°C). According to Caldeira and Kasting’s calculations, within 1.5
billion years, photodissociation of water, with loss of hydrogen to space,
would be a significant process, leading to the loss of the hydrosphere in an-
other billion years.

Even if the biotic enhancement of weathering is now and has been in the
past modest, an unlikely condition as previously argued, the Earth’s surface
system would still be self-organized, but purely geochemical; in this case a
pressure-cooker atmosphere at 3.8 Ga could not have been in steady-state
with early continents.

The progressive self-organization of the biosphere also may be indicated
by rising atmospheric oxygen levels, in growing disequilibrium with the
crust, since the Proterozoic (Swenson 1990; Swenson and Turvey 1991).
This trend, however, has had no direct effect on the trend of entropic flow
from the surface; its effect may have been indirect in its contribution to in-
creased biotic enhancement of weathering under aerobic conditions (pos-
sible role of ozone shield, aerobic microbial communities in soil, emergence
of higher plants).

It is interesting to compare the pattern of variation of the net normalized
entropic flow out of the Earth’s surface system since its birth to that of analo-
gous functions (e.g., rate of entropic production/unit area) in the evolution
of other thermodynamically open systems such as living organisms (Lam-
precht and Zotin 1978; Aoki 1992). Both functions exhibit a growth stage,
level out, and then decline with the breakdown and ultimate collapse of the
self-organized system. However, it is important to note the distinctiveness of
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the Earth’s surface system. The net entropic flow out is essentially from radia-
tive interaction at its interface with the atmosphere, not directly from inter-
nal irreversible processes as in other thermodynamically open, self-organized
systems, such as heat generation in, say, a mouse. Yet as argued above, the
self-organization of the biosphere has been responsible for just this trend in
entropic flow. Could this expression of biospheric evolution reflect a deeper
commonality of development characteristic of self-organized thermodynam-
ically open systems? Or alternatively, is the inferred pattern of the variation
of net entropic flux a trivial expression of the unique temperature evolution
of the Earth surface system, without any deeper significance?

Views on the applicability of thermodynamic concepts to organisms and
biospheres range over a wide spectrum. Morowitz (1992) contends that en-
tropy production cannot be validly used as an indicator of organizing ten-
dency for these far-from-equilibrium systems because entropy can only be
validly defined at equilibrium (but see the illuminating discussion of this issue
by Bricmont 1996). In contrast, Swenson (1990) and Swenson and Turvey
(1991) have argued that a principle of maximum entropy production predicts
the very emergence of these self-organized systems because the export of
entropy is a necessary condition for self-organization. Our computed trend
in the normalized entropy flux is consistent with Swenson and Turvey’s gen-
eral prediction for the evolution of such systems, but this fact does not neces-
sarily validate their theory.

Entropy flow out is a necessary but not sufficient condition for the emer-
gence of self-organized systems. Sufficient conditions include those present
initially, as well as at the boundary during the existence of the self-organized
system. For example, if the origin of life is a deterministic process that oc-
curred in hydrothermal systems near 100°C (Wachtershauser 1988), the suf-
ficient conditions include those present in the hydrothermal system itself (i.e.,
source of H2S, energy, sulfide surfaces, etc.). Entropy production itself can-
not be sufficient for self-organization; witness the example of the irreversible
conversion of solar radiation to heat at an abiotic surface with an albedo of
less than one.

However, it is precisely on planetary surfaces that Morowitz (1989, 1992)
predicted “photosynthetically mediated molecular ordering” if not life. This
follows from his proof, already mentioned, that systems cycling matter must
occur in such nonequilibrium conditions.

Are there some law-governed patterns common to organisms, ecosys-
tems, and the biosphere as a whole, given the state of theory to date? The

S E L F - O R G A N I Z A T I O N O F T H E B I O S P H E R E 170



possible predictive power of the entropy formulation is unclear at this stage;
would biospheres in general evolve like the terrestrial biosphere? This is a
subject discussed in some detail by Boston and Thompson (1991), although
not from a thermodynamic perspective.

As Lesins (1991) pointed out, the total living biomass is far too small to
make a significant impact through its irreversible chemical reactions on the
total energy dissipated at the surface, by virtue of the radiative fluxes. The
potential role of biota in affecting the Earth’s albedo was raised by Lovelock
both in his original work (Lovelock 1979) and later in the Daisyworld mod-
els (Watson and Lovelock 1983). Ulanowicz and Hannon (1987) proposed
that living systems generate more entropy than their abiotic environment by
altering the albedo (lower at short wavelengths) and emissivity (higher at
longer wavelengths). If they are right, then the progressive colonization and
increase of biotic productivity on land (McMenamin and McMenamin
1993) should have resulted in a progressive increase in entropic flow from
the land surface, from the albedo effect alone. However, there is no clear
evidence for a significant biotic albedo effect affecting global temperature
over geologic time (the albedos of vegetated land overlap with bare ground
and soil; see Sellers 1974). Thus, as we have argued above, the cooling trend
of the Earth surface since the origin of life is largely a result of the biota’s
role in affecting atmospheric composition. Has this pattern of biospheric and
climatic evolution been contingent on some early mutation, with dramati-
cally different outcomes (e.g., a strong albedo effect mediated by biota as
in Lovelock’s Daisyworld models), equally probable if the evolutionary pro-
cess was “run again”? Or is the pattern a product of quasi-deterministic
constraints on evolution, likely to be repeated again and again on Earth-
like planets around sunlike stars (e.g., as argued in Schwartzman and Volk
1991b)?

If the biotic enhancement of weathering is now high, and has been rising
ever since the origin of life, the self-organization of the biosphere has been
geophysiological. Biospheric self-organization has increased with the pro-
gressive colonization of the continents and evolutionary developments in the
land biota, as a result of surface cooling arising from biotic enhancement of
weathering, the equilibrium temperature/pCO2 of the Urey reaction being
the attractor state.

With future solar luminosity increases, and ignoring the possibility of an-
thropogenic effects, the biospheric capacity for climatic regulation will de-
crease, leading to the ending of self- organization some 2 billion years from
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now. The Earth’s surface will then approach chemical equilibrium with re-
spect to the carbonate-silicate cycle. If the self-organization of the Earth’s sur-
face system is purely geochemical (inorganic) it will likewise end at the same
time that the surface temperature converges on the equilibrium tempera-
ture.

Homeostasis Redux

In a radical return to homeostatic Gaia, Markos (1995) postulates that the
homeostasis of the biosphere (relative constancy of temperature, pH, etc., at
a specified time scale) is maintained by an information acquisition system
interpreting “spatiotemporal cues, based on previous history and experience
of the system.” Markos postulated that Gaia “reads” its internal environment
and in turn adjusts it to maintain homeostasis. Information mediators within
Gaia include its ultrastructure, diffusible signals, and gene flux (transfer be-
tween organisms mainly via viruses). As such, Gaia is a superorganism.

A similar concept was proposed by Williams (1996), who claimed that the
biogeochemical cycles of elements like nitrogen represent a Gaian emer-
gence of a global molecular machinery. For Williams the sensitivity of a bio-
logical process to a given environmental component gives it a potential regu-
latory role in global metabolism (his Gaia). For example, he postulated that
the molecular mechanisms coded in the genome control the coupled nitro-
gen/carbon cycle. However, he conceded that global homeostasis may not
be a consequence of such “bottom-up” expression of molecular control sys-
tems.

In a fascinating discussion, Volk (1998) introduced the concept of a me-
tabolizing Gaia, with its parts consisting of kingdoms, cycles, pools, and so
forth, depending on the perspective of the observer. He suggested that the
fundamental “actors” in this metabolism are biochemical guilds, such as ni-
trogen fixers, and respirers, which cut across divisions such as kingdoms.
One of the results of the activity of these interacting, complementary guilds
is the extraordinarily high efficiency of organic matter recycling in the ocean.
Apparently, the heterotrophic bacterial guild ferociously attacks organic mat-
ter in all its forms, including living organisms (Azam 1998). In Volk’s inter-
pretation, Gaia is not a living organism, nor does it or its parts necessarily
remain at homeostasis, but it has a metabolism, a geophysiology.
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Smolin (1997) suggested the following mechanism to achieve stability of
the biosphere:

During a very large avalanche of mutations and extinctions, there will
be selective advantage for species that can regulate, and hence stabi-
lize the biosphere through the byproducts of its metabolic processes.
When such a species arises it can contribute to the stability of the
whole system. By doing so it may bring to an end an unstable period,
in which the rate of extinctions has been very high; and by doing that
it contributes to its own survival (p. 150).

A similar scenario has been suggested for the evolution of early microbial
communities facing nutrient shortages (Barlow and Volk 1992b). It has been
previously argued here that homeostasis has limits, that homeorrhesis, i.e., a
series of steady states, is probably a more accurate description of long-term
biospheric behavior. Whether or not Markos and Williams’ radical reinter-
pretation of homeostatic Gaia is verified in the future, this concept is likely
to generate fruitful research if taken as seriously as it surely deserves. At the
least, the genome of organisms, especially within the higher kingdoms of
Plantae, Metazoa, and Fungi, is likely to encode the history of the bio-
geochemistry of the biosphere since the origin of life, if we were only clever
enough to read it more fully. Such major events as the secular decline in
temperature and atmospheric pCO2, and the rise of atmospheric pO2, should
be recorded in the higher eucaryote genome because the biochemistry of
these extant organisms is the cumulative heritage of adaptations to these
events over geologic time.

As already discussed in chapter 8, the history of endosymbiogenesis ap-
pears to be the key to the emergence of eucaryotes, cells with nuclei and
aerobic forms with mitochondria, as well as the kingdoms of Eukarya. The
origin of cells with mitochondria was plausibly linked to two necessary con-
ditions: the rise of pO2 in microhabitats and the decrease of ambient temper-
ature below the upper limit for the stability of this cell type. As Dyer and
Obar (1994) suggested, the predecessor of the first mitochondria was likely
an aerobic bacteria (living model being Paracoccus) that had evolved the ability
to both detoxify oxygen and utilize it in a new metabolism, namely respira-
tion. They proposed that the internalization of this symbiont into the aerobic
eucaryote cell was driven by the utilization of host waste (e.g., acetic acid)
by the respirating bacteria.
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An alternative scenario for the origin of eucaryotes was proposed by Mar-
tin and Muller (1998) (see discussion by Doolittle 1998a). Their hypothesis
also invokes an endosymbiogenetic origin from two cells: an autotrophic
Archea and a heterotrophic Eubacteria. They argue that the latter respired
hydrogen and carbon dioxide, which was used by the methanogenic archean
partner as a source of energy and carbon. As in Margulis’ and Dyer and Obar’s
model, the Eubacteria ultimately ended up as a mitochondria in the eucary-
otic cell, but first going through the complementary association described
above without free oxygen.

The linkage of the origin of other eucaryotic organelles and metabolism
to changes in environmental conditions remains somewhat obscure. For ex-
ample, a necessary condition for Metazoa may have been the biosynthesis of
the structural protein collagen, which requires significant levels of free oxy-
gen (Towe 1970, 1981). As previously argued, such levels were likely present
even in Archean microenvironments, such as within stromatolitic mats, so
invoking pO2 as the constraint holding back an earlier emergence of Metazoa
is implausible. However, it is likely that higher levels of atmospheric oxygen
were indeed necessary for larger Metazoa.

Thus, the historical biogeochemistry of the biosphere should be derivable
from three sources: the geochemistry of the sedimentary record, the fossil
history of life, and the living genome itself.

The Self-organizing Biosphere: Theses on Biospheric Evolution

For the strict neodarwinian, the biosphere cannot evolve in the sense that
the biota evolves. However, it may be fruitful to explore the consequences
of considering the analogues of genotype and phenotype in the biosphere
itself, indeed its evolution in a different sense from the usual definition of
evolution for transbiological systems (e.g., superficial descriptive social and
cultural evolution). Let us be clear that use of the terms “genotype” and
“phenotype” for the biosphere in the discussion that follows should not be
taken in the technical sense the terms are used for organisms. Here are my
six theses on biospheric evolution:

1. The biosphere is a complex adaptive system, adapting to changing ex-
ternal abiotic constraints (solar luminosity, volcanic outgassing rate, produc-
tion rate, mass/area of continental crust) (see remarks on Gaia by Barlow and
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Waldrop 1994, p. 217), but also self-adapting (e.g., creating new biogeo-
chemical subcycles, new steady states as a consequence of biotic, atmo-
spheric, and crustal evolution) and self-selecting (destroying and creating
environments and ecosystems, e.g., thermophile and oxygen catastrophes of
surface ecosystems, which limited and altered the surface environments of
thermophiles and anaerobes, respectively).

2. The biosphere is a self-organizing complex whole. The interpenetra-
tion of its parts and its whole includes the nonlinear interaction of the parts,
its network of positive and negative feedbacks, the continual reshaping/re-
articulation of the parts by the whole, the history of the whole recorded in
its parts, transients, and steady-states. The biosphere is a complex totality (“it
is a whole whose unity, far from being the expressive or ‘spiritual’ unity of
Leibniz’s or Hegel’s whole, is constituted by a certain type of complexity, the
unity of a structured whole containing what can be called levels or instances
which are distinct and ‘relatively autonomous’, and co-exist within this com-
plex structural unity, articulated with one another according to specific de-
terminations . . .” (Althusser 1970; see Schwartzman 1975). As Levins and
Lewontin (1985) put it:

The interpenetration of parts and wholes is a consequence of the inter-
changeability of subject and object, of cause and effect . . .. Because
elements recreate each other by interacting and are recreated by the
wholes of which they are parts, change is a characteristic of all systems
and all aspects of all systems.

The whole here is the biosphere; the parts include ocean, upper crust, lower
atmosphere, surface ecosystems, and fresh water. The failure to recognize the
dialectical interaction of the whole and parts leads to the errors of “holism”
and reductionism. An example of relevant holism is the assertion that the
biosphere itself is a living organism. Examples of reductionism include claims
that there are no emergent properties of the biosphere, that an understanding
of either molecular metabolism or physics and chemistry is sufficient to pre-
dict global biogeochemistry from first principles.

It is one thing to assert that the biosphere is a self-organizing complex
whole; it is another to ascend from the abstract to the concrete, i.e., to work
out on the basis of empirical evidence the complex dynamics of such a whole
and the interaction of its parts. This is a research program that is likely to
occupy several more generations of scientists.
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3. The genotype of the biosphere is its material inheritance, the sum to-
tal of all its parts, embodying its history (genetically coded or preserved),
boundary conditions, and structure. Let us assume that the biota evolves in
the commonly accepted mechanisms of the neodarwinian paradigm, plus en-
dosymbiosis and possiblyother mechanisms. In contrast, thebiosphere evolves
in a Lamarckian mode (acquired characteristics are inherited, constituting
its genome). The phenotype of the biosphere is at any time its activity, its
metabolism, the character of its biogeochemical cycles (fluxes, steady states,
temperatures, partial pressures, etc.). The genotype of the biosphere is the
cumulative product of its phenotypes since its birth (the origin of life).

4. The history of the phenotypes of the biosphere is recorded in its parts,
that is, fossils, geochemistry of sedimentary and metasedimentary rocks (and
possibly even by igneous rocks in so far their chemistry and isotopic compo-
sition have been affected by subduction of biogenic sediments), as well as in
the genome of the biota [i.e., its enzymatic systems for biogeochemical cy-
cling, the historical geochemistry recorded in its phylogeny, its history of
endosymbiosis, e.g., hypersea (McMenamin and McMenamin 1994)]. This
is an example of the history of the whole reflected back into and recorded in
its parts. It also creates the potentiality of rapid reemergence and speciation
following catastrophe (e.g., big impacts). Of course, the phenotypic activity
of the biota is a component of the biosphere’s phenotype (Vernadsky’s “life
as a geological force”).

5. The Gaian character of biospheric evolution includes the tight coupling
of the abiotic and biotic components, its self-regulation. Its Vernadskian
character consists of the progressive changes in biospheric history (cooling,
increase in productivity of biota, invasion of the crust, hypersea, the cumula-
tive increase in diversity of ecological niches over time, etc.).

6. The evolution of the biosphere self-selects a pattern of biotic evolution
that is quasi-deterministic in its main contours given similar initial conditions
and external perturbations (e.g., impact history). Hence, in the future, with
the exploration of space, the theory of comparative biospheres. This view is
very Vernadskian: “The non-accidental character of structure and function
of the biosphere is a constant theme in Vernadsky’s work. . . . The ideas of
stochastic variation, undirectedness, and unpredictability were alien views”
(Ghilarov 1995).

A heuristic approach to developing a theory of the biosphere was de-
scribed by Yates (1987b):
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At its largest scale, that of the terrestrial biosphere, biological processes
will yield to statistical thermodynamic modeling of the overall
biosphere-lithosphere-hydrosphere-atmosphere ecological system in
which each component shapes the others and is in turn shaped by them
[geophysiology]. The global, structural stability of the whole system
will again be seen to express six main processes: activation or inhibita-
tion, cooperation or competition, chemical complementarities and
broken symmetries—all features that can be broadly formulated math-
ematically. The specifics are, as always, the hard part and progress will
be, for a long time to come, case-by-case (p. 639).

These concepts of stability are taken from physics and chemistry (e.g., enzy-
matic inhibition, the broken symmetry of phase transition, self-organization
of far from equilibrium systems).

Kauffman (1995) suggested that, as characteristics of their self-organi-
zation, local ecosystems evolve to the subcritical-supracritical boundary,
whereas the biosphere as a whole is supracritical, evolving inexorably to
greater molecular diversity and complexity. In general, supracriticality refers
to the state of everexpanding complexity, the self-organization of new or-
dered systems, whereas subcriticality refers to a state of relatively stable sub-
system diversity (e.g., molecular and genomic). However, on a geologic time
scale the biosphere, ignoring the possibility of global anthropogenic engi-
neering that may postpone its demise, has a finite lifetime constrained by the
sun’s inexorable increase of luminosity (see earlier discussion). Thus, future
evolution will return the biosphere to the subcritical regime, the “garden of
thermophiles,” before its extinction, assuming that Kauffman’s description
is correct.

Appendix: Calculation of Effective, Abiotic, and Equil ibrium Temperatures

The effective black body radiation temperature, Te, of the Earth was assumed
to vary with age (t in Ga) as follows (see Kasting and Grinspoon 1990):

T te   /(   . ) .= +255 1 0 087 0 25

This expression assumes a constant planetary albedo.
Abiotic temperatures were computed from an assumed B � 100 (see
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Schwartzman and Volk 1991a); the biotic enhancement of weathering on
the present Earth is 100.

Equilibrium temperatures were computed from thermodynamic data for
the Urey reaction:

CaCO SiO CaSiO CO ; 9984 cal/mole3 2 3 2        + = + =�Go

K � e�(4992/T ) � pCO2, the partial pressure of carbon dioxide (in atm) in the
atmosphere/ocean system.

With a greenhouse function that takes into account the variation in solar
luminosity, both the temperature and carbon dioxide level are soluble at any
time. The equilibrium temperatures and corresponding atmospheric carbon
dioxide levels represent hypothetical states at low temperatures because of
the very slow kinetics of the abiotic solid/gas reaction at these conditions.
The computed equilibrium temperatures are a first approximation only of
what on a real Earth would be more complex equilibria involving CaMgFe
silicates and carbonates.

We used the greenhouse function provided by Caldeira and Kasting
(1992b) because it gives more plausible temperatures for the low pCO2 range
than the Walker et al. (1981) function (Kasting, personal communication):
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We assumed a constant planetary albedo, using the above expression for the
variation of Te (Caldeira and Kasting assumed a dependence of albedo on
temperature). Our computed temperatures are only roughly comparable
with those of Caldeira and Kasting owing to model assumptions; for ex-
ample, Caldeira and Kasting’s biotic temperatures were deliberately max-
imized with atmospheric pCO2 held at 10�6 bars at times greater than 1
billion years in the future.
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Ô 1 0 A L I E N B I O S P H E R E S ?

Implications to bioastronomy (SETI): habitabil ity of terrestrial planets. A theory of
cosmic biospheres? The timing of emergence of complex life and intell igence. Fu-
ture detection of alien biospheres (e.g. , spectral identification of ozone indicating
the presence of oxygen, and hence photosynthesis on extrasolar planet?).

Implications to Bioastronomy

Prominent evolutionary biologists have for the most part been hostile to the
Search for Extraterrestrial Intelligence (SETI). Their arguments center on
the purported “incredible improbability of genuine intelligence emerging”
(Mayr 1985; see Simpson’s now classic statement, 1964). Tipler (1980), the
great opponent of SETI, puts it as follows:

The present-day theory of evolution, the Modern Synthesis, stresses
the great contingency of all branches of the evolutionary tree: those
possible branches which could terminate in intelligent life are ex-
tremely small in number when compared with the total number of
branches.

Some evolutionary biologists are not so sure. Gould (1985) says:

But does intelligence lie within the class of phenomena too complex
and historically conditioned for repetition? I do not think its unique-
ness on earth specifies such a conclusion. Perhaps, in another form on
another world, intelligence would be as easy to evolve as flight on ours.



Bieri (1964), in a rejoinder to Simpson, went even further in contending that
humanoids would be a likely outcome of parallel evolutionary convergence
on other presumably terrestrial planets. Bieri cited the examples of conver-
gence well known in evolution such as between dolphins and sharks, as well
as the advantageous arrangements found in hominoids (mouth at one end,
anus at the other).

A deep question raised by this controversy is the repeatability of patterns
of evolution. If evolution of life on Earth was “run again,” how similar would
the history of life be to the one we know, assuming the same initial condi-
tions and historical abiotic constraints? We can all agree on the great improb-
ability of the exact repetition of terrestrial history on other Earth-like planets
in the galaxy. Yet, to what extent is the general pattern of terrestrial evolution
(e.g., procaryotes, eucaryotes, Metazoa, intelligence) “forced” by strong
tendencies for life to self-organize in preferred directions? (See discussion by
Schwartzman and Rickard 1988.) For example, Russell (1981) has argued
that progressive encephalization occurred in a fairly regular pattern over the
past 600 million years. This pattern may simply be a result of random evolu-
tion from a small brain relative to body weight, to a large brain, given the
increasing number of extreme values likely with time as the branches of evo-
lution diverge (see Gould 1996, on Cope’s Rule, regarding an analogous
trend of larger animal size with evolution).

However, the emergence of oxygenic photosynthesis by cyanobacteria,
the endosymbiogenesis of bacteria to form the eucaryotic cell, and the criti-
cal inventions necessary for the emergence of Metazoa (e.g., biochemistry of
embryonic development, structural proteins) may be another case altogether,
despite the canonical views of such evolutionary biologists as Mayr, as stated
in 1961—“probably nothing in biology is less predictable than the future
course of evolution”—and 1985—the emergence of eucaryotes by symbio-
sis was a “most improbable event.” If future research confirms that these
inventions occurred soon after, on a geological time scale, all the necessary
environmental conditions were set, then a certain inevitability is supported.
Temperature has been identified here as the last limiting factor holding up
the emergence of major organismal groups. This would explain the puzzling
lag times in evolution, evidence Gould (1989) has used to support the canon-
ical view of evolutionary biology that historical contingency is central. In
the case of oxygenic photosynthesis, is it not plausible that the invention of
this metabolism is forced by the very presence of liquid water, carbon diox-
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ide, and the solar flux? Similarly, the emergence of eucaryotes, as previously
argued, may have been the highly likely consequence of the coupling of the
complementary metabolisms of two or more procaryotes.

Recently, it has been suggested that spontaneous self-organization has
played a critical role in evolutionary change (Waldrop 1990; Kauffman 1993,
1995). Thus, a theory of evolving self-organizing systems may yet emerge
that predicts finite patterns of biospheric and biotic evolution on terrestrial
planets within the habitable zone (HZ). Vernadsky (1945) put it as follows:
“the biosphere . . . is being revealed as a planetary phenomenon of cosmic
character.” (He went on to say that Venus and Mars had life “beyond doubt.”)

Habitabili ty of the Earth

Habitability for life is defined by the constraints of temperature, pH, and
other physical and chemical parameters. The presently estimated upper tem-
perature limit for life (for viable growth) is about 125°C, the limit for pres-
ently known hyperthermophiles. Life at this temperature is only possible at
pressures sufficient to keep water liquid. Some believe hyperthermophiles
may be discovered that are viable at a somewhat higher temperature (150°C),
the apparent upper limit for protein stability sufficient to make metabolism
possible (Brock et al. 1994). The lower temperature limit for growth is a few
degrees below 0°C (saline water is still liquid). The origin of life and its
persistence as thermophiles below ice cover in hydrothermal vents deeper in
the crust might occur on an ice-covered Earth; one could also imagine the
emergence of lower temperature forms, at least microbes.

These limits define the upper and lower temperature boundaries for “life
as we know it” (one could speculate about exotic biochemistries in alien
biospheres; see Feinberg and Shapiro 1980). The upper habitability limit for
life was plausibly established between the accretion of the Earth some 4.5
billion years ago and the end of the late bombardment of Earth by leftover
debris from planetary accretion some 3.7 to 3.8 billion years ago.

Recently, several molecular biologists suggested that the origin of life took
place around 4.2 Ga, based on the considerable complexity evident in the
earliest fossil record (i.e., probable cyanobacteria by 3.5 Ga), as well as de-
tailed arguments related to molecular phylogeny (see chapter 8). Large im-
pacts may have even sterilized the surface (Oberbeck and Mancinelli 1994),
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driving the first life back into hydrothermal vents in the crust, the birthplace
of hyperthermophiles (see chapter 8). In any case, the abiotic history of the
solar system created the first window of opportunity for life to emerge. Most
origin of life researchers think this happened very fast once survival of the
earliest life form was possible. Because the luminosity of the sun steadily
increased according to the standard theory (see chapter 3), if the Earth at
3.8 Ga contained a pressure-cooker atmosphere, with a surface temperature
around 85°C, then were it not for the removal of atmospheric carbon diox-
ide by the carbonate-silicate cycle the temperature might have exceeded the
habitability limit early in Earth history. Conversely, as Caldeira and Kasting
(1992a) have shown, were it not for very warm conditions early on, the Earth
might have plunged into an irreversible global ice age as a result of carbon
dioxide cloud condensation raising the planetary albedo (although this
mechanism has been recently questioned; Forget and Pierrehumbert 1997).

To jump some 6 billion years forward (1–2 billion years from now), the
upper habitability limit will again be reached as atmospheric carbon dioxide
level drops to zero, with a water greenhouse inexorably raising surface tem-
perature (Caldeira and Kasting 1992b). Thus, 6 billion years of habitability
with respect to surface temperature is:

1. A lucky accident [invoking the anthropic principle here, as Doolittle
(1981) did, we are here to recognize this history, because “only a world
which behaved as if Gaia did exist is observable because only such a
world can produce observers”) or

2. A product of deterministic self-regulation of the Earth’s surface system.

This second alternative might claim that the silicate-carbonate biogeochem-
ical cycle, the fundamental biospheric self-regulator of temperature, made
possible continuous habitability from 4.2 Ga to the future end of the bio-
sphere (a caveat is in order here: some researchers have suggested that at least
surface life was reinvented several times in the early Precambrian). However,
it is important to distinguish here the habitability for life, and habitability
for low temperature life, or at least for complex life. The abiotic boundary
conditions may well have guaranteed continuous habitability for thermo-
philes for 6 billion years, but complex life may have required biotically medi-
ated cooling via the geophysiological climatic stabilizer.

A lucky accident explanation is ultimately testable by the discovery of
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alien biospheres and their survival probabilities and dynamics. But an under-
standing of the latter for our own biosphere could conceivably rule out the
lucky accident, just as origin of life research now points to its near inevitabil-
ity as a phenomenon of self-organization (Kauffman 1993, 1995).

Habitabili ty of Terrestrial Planets

Although Dole (1964) focused on planetary habitability for human life in his
pioneering study, most discussions since that time have defined the HZ
(CHZ is the continuously habitable zone) by the presence of liquid water
alone (e.g., Kasting, Whitmire, and Reynolds 1993). The HZ in a planetary
system is thus that space around the star in which liquid water is stable on
planetary surfaces. This definition of habitability is conservative because it
avoids the issue of habitable interiors of planets and moons, even without
atmospheres (Gold 1992) and habitable moons around inhabitable planets
(Williams et al. 1997; Chyba 1997).

A liquid water HZ is compatible with terrestrial life forms ranging from
hyperthermophilic microbes with upper temperature limits for growth up
to about 120°C (water is liquid under pressure) to algae growing in water
films near 0°C in snow fields. Eucaryotes with mitochondria—henceforth
to be called complex life, with apologies to Lynn Margulis who has empha-
sized the complexity of procaryotes—have an upper temperature limit for
viable growth of about 60°C, a limit apparently determined by the thermola-
bility of the mitochondrial membrane (Brock and Madigan 1991). Hence,
the width of the HZ for complex life on Earth-like planets could be signifi-
cantly smaller than that for procaryotes (because thermophilic procaryotes
do well above that temperature) assuming that ambient temperatures remain
above 60°C for the lifetime of the biosphere. The relevance of such a conjec-
ture is of course dependent on the cosmic replication of the general pattern
of evolution of life found here on Earth. The consequence of this largely
ignored fact will be discussed here in the context of the evolution of the
Earth’s biosphere, the integrated system composed of the biota and the
space/time it inhabits and influences, namely the atmosphere, oceans, and
solid crust down several kilometers, as Gold (1992) has described. We have
argued that biotically mediated cooling of the surface of Earth-like plan-
ets is necessary for the origin and continued evolution of complex life
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(Schwartzman and Volk 1991b; Schwartzman and Shore 1996). Temperature
on an abiotic planet would remain above the 60°C limit for complex life.

Here it is argued that the statement “no life, no complex life” has a non-
tautological interpretation. It is assumed that the emergence of relatively
simple life forms is almost inevitable on Earth-like planets. Such organisms
are remarkably robust. Complex life, however, requires a more restrictive set
of physical conditions, specifically, lower temperatures. Although any non-
panspermic (i.e., not “seeded” from extraterrestrial sources) origin of com-
plex life may require the prior existence of primitive life, the former may
additionally require the latter in a biospheric sense, that is, via biotically me-
diated cooling along the lines we are proposing. Biotically mediated cooling
may substantially alter the size of the HZ around stars for the emergence of
complex life.

Further Implications to the CHZ for Complex Life

The surface temperature of a planetary surface is a function of the recepted
solar flux, planetary albedo, and levels of greenhouse gas. The inner bound-
ary of the CHZ for complex life is determined by a solar flux relative to the
present, Seff , equal to 1.13, corresponding to a surface temperature (Ts) of
60°C at pCO2 � 0 (Caldeira and Kasting 1992b), because this is the limit to
biotically mediated cooling (except perhaps cooling arising from a Love-
lockian biotic effect on the planetary albedo). Thus, the inner boundary of
the CHZ is close to that for water loss in a few hundred million years (Seff �

1.10; Kasting et al. 1993).
The results of an abiotic Earth/sun system is shown in figure 10-1, com-

puted assuming our preferred model b for volcanic outgassing and land area
as a function of time (see chapter 8 Appendix). This CHZ is limited by the
boundaries for water loss (inner, D � 0.95 astronomical units [AU]) and
first CO2 condensation (outer,D� 1.15) (Kasting, Whitmire, and Reynolds
1993). The scenario of cooling from dry ice clouds in CO2-rich atmosphere
has been challenged (Forget and Pierrehumbert 1997). Note that tc, the time
(in billions of years) since the emergence of complex life (Ts � 60°C), varies
inversely with the assumed B, the present biotic enhancement of weathering
factor, for a given D, the distance of the planet from the sun (AU) (figure
10-2); i.e., the higher the assumed value of B on a biotic Earth, the higher
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the surface temperature, and the longer it would persist above 60°C, the
upper temperature limit of complex life, on an abiotic Earth surface (tc be-
comes smaller), without the benefit of biotic cooling. As D increases, it be-
comes easier to cool the planet (tc increases) for a given B.

Figure 10-3 illustrates the relationship betweenD and tc for given assumed
B values. For tc 
 2 billion years (i.e., eucaryotes emerged at least 2 billion
years ago) and B is assumed greater than 160, D � 1.15, the conservative
outer limit of the CHZ; that is, on an abiotic Earth-like planet (D � 1)
around a sunlike star, the surface temperature remains above 60°C over the
whole CHZ. In conclusion, the biotically mediated cooling arising from
biotically enhanced chemical weathering is postulated to have been crucial
to the emergence of complex life on Earth.

This model of biotically mediated cooling is now applied to other stars.
We have suggested that biotically mediated surface cooling may have signifi-
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 -.
Biotic enhancement of weathering factor B versus D, for an Earth-sun model, with the
distance of the Earth from the sun, D, in AU (preferred model b results). Numbers
on curves are tc, the time (in billions of years) since the emergence of complex life
(Ts � 60°C). The inner (D � 0.95) and conservative outer (D � 1.15) boundaries
of the liquid water CHZ are shown.



cantly enhanced the possibility for the evolution of complex life and intel-
ligence on Earth-like planets around sunlike stars (Schwartzman and Volk
1991b; Schwartzman 1994b). If surface temperature is indeed a critical con-
straint on the emergence of complex life, then the time needed for its ap-
pearance dated from the origin of life (�tc ) may be shorter on biospheres of
terrestrial planets within the HZ, which cool more quickly than the Earth
(conversely for slower cooling). Shklovskii and Sagan (1966) proposed the
assumption of mediocrity, that is, the time it has taken to evolve life and
intelligence on Earth is average for habitable planets in the galaxy. However,
this postulate may be misleading as a guide to the evolution of alien bio-
spheres. Complex life and intelligence may be more or less common in the
galaxy than deduced by simply extrapolating the time frame of evolutionary
change on the Earth. A better understanding of the evolution of our own
biosphere could inform a predictive theory of alien biospheres. In particular,
for terrestrial planets, �tc and �ti (time needed for intelligence to emerge)
may prove to be an explicit function of planetary mass, distance from its star,
and stellar mass.
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Surface temperature versus time for a given D; The B’s are biotic enhancement factors;
tc is indicated.



For an Earth-like planet within a liquid water CHZ scaled to our sun
(Kasting et al. 1993), the following relationships are predicted, assuming all
other variables are held constant:

For  then  and conversely,  for

 then  (  is the mass of the star)
star sun star sun

star sun star sun

M M t t

M M t t M
c i c i

c i c i

> >
< <

;

;
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� �

� �

These results follow from the rate of luminosity increase with time, dL/dt,
relative to that of the sun; biotically mediated cooling must fight dL/dt.
For an Earth-like planet in the CHZ around an F0 star*, there is “double
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 -.
D versus tc for an Earth-sun model; numbers on curves are B values (preferred model b
results). The inner (D � 0.95) and conservative outer (D � 1.15) boundaries of the
liquid water CHZ are shown.

*Stars on the main sequence are classified by their luminosity (and mass) in decreas-
ing order: OBAFGKM, with each letter having 10 subclasses (0 to 9). The Sun is a
G2 star.



trouble” because of the star’s short lifetime on the main sequence (about 3
billion years). These results suggest that complex life should emerge and
evolve faster around stars less massive than and more numerous than sunlike
stars in the galaxy. This news will be welcomed by the SETI optimist camp.
However, differences in other variables from Earth’s unique history may
make Earth-like planets around sayK orM stars less likely to harbor complex
life (table 10-1).

We are likely facing the prospect of comparative cosmogony, with the
discovery of hundreds, if not thousands, of extrasolar planetary systems in
the coming decades since the discovery of 51 Pegasi, the first apparent ex-
trasolar planet around a solar-type star (see Wetherill 1996; Black 1996;
Mayor and Queloz 1995; Mayor et al. 1997; Butler and Marcy 1997). What
is not generally appreciated is that this research program may include the
discovery of alien biospheres in the first decades of the next century, by the
spectral identification of ozone indicating the presence of oxygen, and pho-
tosynthesis on extrasolar planets (Mariotti et al. 1997). However, the detec-
tion of ozone alone may not be conclusive evidence of a biosphere because
traces of oxygen can be generated by abiotic photodissociation of water (see
discussion of detection of ozone on two of Saturn’s satellites by Noll et al.
1997).

 - .
Some of the Possible Variables Affecting the Time Required for the Emergence of Com-
plex Life Intelligence (�tc,j ) on Earth-like Planets Around Other Starsa

Va r i a b l e ( c h a n g e f r o m p a s t t o p r e s e n t t i m e ,

r e l a t i v e t o E a r t h - S u n ) � t c , i

Luminosit y ↑ ↑ M star � M Sun

Volcanic outgassing rate ↓ ↓ No plate tectonics, lower K , U

Continental land area growth rate ↑ ↓ Smaller init ia l oceans

Biot ic enhancement of weathering ↓ ↑ Dif ferent evolutionary pattern

Impact size, frequency ↓ ↓ Supply of greenhouse gases drops

aScaled to the liquid water CHZ of the Earth-Sun system.
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Implications to Evolution on Mars

In a final note of wild speculation, we predicted that complex life emerged
earlier on Mars than on Earth because the Martian surface cooled faster than
that of Earth (Schwartzman and Shore 1996). This prediction does not re-
quire that biotically mediated cooling did occur on Mars, or even that Mars
was in the HZ defined by persistent liquid water at its surface with temper-
atures necessarily above its freezing point (Kasting et al. 1993) in its early
history, an issue still under debate. We only assume that the origin of life did
occur on Mars, at the same time as on Earth, that habitable environments
did exist [e.g., in ice-covered lakes (McKay and Davis 1991) or in hot springs
(Walter and Des Marais 1993)], and that life was not aborted in say the first
billion years (e.g., by impacts). An extant biostratigraphic record in the Mar-
tian crust will test this admittedly outrageous hypothesis. We may find out
sooner than we think. In the interest of brevity, we will skip a discussion of
the possible fossils in the Martian meteorite.

Could life have persisted on Mars to the present, assuming it was once
there? If the origin of life occurred in a hydrothermal environment, as it ap-
pears was the case on Earth, it is plausible that a presently living Martian
microbial biota is derived from an originally thermophilic and hyperther-
mophilic population. An analogue may be found in terrestrial thermophiles
living in arctic, subarctic, and alpine habitats (Boyd et al. 1990). As the Mar-
tian surface cooled, thermophiles adapted to soil and endolithic environ-
ments, with a population still existing in hot spring–like environments asso-
ciated with the tail end of Martian volcanism. A presently existing microbial
biota has been postulated by Digregorio (1997) based on the admittedly con-
troversial interpretations of the labeled release Viking experiments and other
observations by the principal investigators Gilbert Levin and Patricia Ann
Straat.

Conclusion

We have suggested that biotically mediated surface cooling may have signifi-
cantly enhanced the possibility for the evolution of complex life and intelli-
gence on Earth-like planets around sunlike stars (Schwartzman and Volk
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1991b). If surface temperature is indeed a critical constraint on the emer-
gence of complex life, then the time needed for its appearance dated from
the origin of life (�tc ) may be shorter on biospheres of terrestrial planets
within the HZ, which cool more quickly than the Earth (conversely for
slower cooling). In fact, the assumption of mediocrity (Shklovskii and Sagan
1966) may be misleading as a guide to the evolution of alien biospheres.
Complex life and intelligence may be more or less common in the galaxy
than deduced by simply extrapolating the time frame of evolutionary change
on the Earth. However, a better understanding of the evolution of our own
biosphere could inform a predictive theory of alien biospheres. For terrestrial
planets, �tc and �ti (time needed for intelligence to emerge) may prove to be
an explicit function of planetary mass, distance from its star, and stellar mass.

The width of the HZ for complex life may be substantially smaller than
that for the appearance of biota, constrained by the presence of liquid water.
The consequences of this largely ignored fact have important implications to
the SETI research program. A geophysiological climatic mechanism has
been outlined in this book. Perhaps alien biospheres have analogous geophys-
iologies. Surface temperature history on terrestrial planets may be critical to
the time needed to evolve complex life and intelligence.

Biotic colonization of continents and resultant enhancement of weather-
ing, first by thermophilic bacteria, led to lower steady-state atmospheric car-
bon dioxide levels and surface cooling on Earth. Evolution of procaryotes
and complex life on terrestrial planets are expected to have similar geochemi-
cal and climatic consequences. Biotically mediated cooling increases the
width of the HZ for the possible occurrence and evolutionary time frame of
complex life. For Earth-like planets within the HZ of stars less massive than
the sun, the earlier emergence of complex life is expected, all other factors
being the same.

The reader is referred to Boston and Thompson (1991) for an interesting
discussion of possible scenarios for biospheric evolution. Other astronomical
issues affecting habitability include obliquity (tilt of rotation axis) stability of
a terrestrial planet, which is likely related to the presence of a moon (Kast-
ing 1996).
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Ô 1 1 C O N C L U S I O N S

Summary of main conclusions. Suggested future directions for research (climatol-
ogy, geochemistry/geology, geomorphology, field studies, paleontology, biochemis-
try/biophysics/biology).

Summary of Main Conclusions

The salient theses of this book can be summed up as follows:

1. The net effect of land biota is to significantly intensify chemical weath-
ering rates of minerals that lead to the removal of carbon dioxide from the
atmosphere/ocean system, thus leading to a lower atmospheric pCO2 and
surface temperature of the Earth than would be the case for an abiotic state.
The progressive increase in the biotic enhancement of weathering over geo-
logic time has cooled the surface, given the abiotic constraints of the carbon-
ate-silicate geochemical cycle.

2. The cooling of the Earth’s surface, particularly in the first two thirds
of its history, has permitted the emergence of major organismal groups (cy-
anobacteria, eucaryotes, Metazoa) at such times when the surface temper-
ature corresponded to their biochemically/biophysically determined upper
temperature limit for growth.

3. Thus, the biotic and abiotic components of the biosphere are linked
in a geophysiological feedback loop, which itself changes its characteristics
(evolves) over geologic time.



Are these theses at worst fruitful errors? Only time will tell. Our earlier work
has already played a role in stimulating a research program that should pro-
vide critical empirical and theoretical tests. To this end, I propose several re-
search directions to extend this now embryonic research program.

Suggested Future Directions for Research

C L I M AT O L O G Y

General climate models (GCMs), produced from high-speed computer sim-
ulations, of a very warm Archean/early Proterozoic climate should be ex-
plored for insight into issues of greenhouse responses, latitudinal tempera-
ture and precipitation differences, and lapse rates. There have been previous
GCMs of the Archean climate, but they have assumed conventionally ac-
cepted low global mean temperatures (Henderson-Sellers et al. 1991; Jenkins
et al. 1993). Modeling studies are merited of possible excursions from ambi-
ent temperatures of a very warm Archean/early Proterozoic as a result of
impact, cosmic dust clouds, volcanic pulses, and biotic evolution.

G E O C H E M I S T R Y / G E O L O G Y

A more sophisticated model of the long-term carbon cycle that extends back
into the Archean needs to be developed. One major challenge is to better
reconstruct the Precambrian surface temperatures and atmospheric compo-
sitions (especially pCO2 and pO2), as well as the pH and chemistry of the
ocean. The oxygen isotopic paleothermometer needs to be improved, with
results better understood, perhaps by determinations on smaller samples cor-
related with other isotopic systems (such as silicon and iron; Beard and John-
son 1999), microtexture, and organic geochemistry of ancient sediments.
Laser ablation multiple collector inductively coupled mass spectrometry
(Halliday et al. 1997) has shown great promise in the analysis of rocks with
diagenetic overprints and microscopic domains of primary climatic records.

New paleothermometers and paleoatmospheric indicators are needed.
Rye et al.’s (1995) innovative study on Archean and early Proterozoic paleo-
sols (while I question its conclusions) needs to be followed up. Other aspects
of the sedimentary geochemical record, such as phase relations of authigenic
minerals and trace element partitioning, probably have promise if only we
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were clever enough to interpret them. Sedimentary structures such as ripple
marks may have potential as indicators of conditions such as salinity and wa-
ter temperature (Bouguchwal and Southard 1990; Southard and Bouguch-
wal 1990a, 1990b; Knauth and Grotzinger, personal communication), with
the advantage of penetrating the diagenetic/metamorphic veil that has reset
other primary systems in the rock.

G E O M O R P H O L O G Y

The proposal by Molnar and England (1990) that links climate change,
weathering, erosion, and isostatic rebound in a feedback system is in itself
the beginning of a fruitful research program that promises to enlarge our
understanding of both contemporary and ancient climate. The research of
Stallard, Dietrich, and others on the interaction of geomorphology and
physical/chemical weathering is sure to be extended in several promising
directions that are relevant to the long-term carbon cycle. The role of frost
wedging as an agent of physical weathering needs to be better understood as
a function of global mean surface temperature and topography. The extent
of regolith generated on an abiotic Earth and its concomitant increase of
potentially reactive mineral surface area needs a closer look by geomorphol-
ogists.

F I E L D S T U D I E S O F W E AT H E R I N G

The field studies needed to better understand the role of biology in physical
and chemical weathering are just beginning. More attention is needed on
bare rock, lichen, and bryophyte weathering, both in the field using mini-
watersheds (Schwartzman et al. 1997) and in the laboratory using growth
chambers. The possible synergism between frost wedging and microbial col-
onization should be the basis of several graduate theses.

Studies of lichen weathering intended to shed light on the long-term car-
bon cycle should arguably have the following characteristics (Cochran and
Schwartzman 1995):

1. Mafic to ultramafic rock substrates, which have maximum potential
weathering rates and, because of their high calcium and magnesium
content, contribute disproportionately to the global silicate weathering
carbon sink.
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2. Long-lived crustose lichens with known growth rates (such as those
used in lichenometry).

3. Rock surfaces with known exposure rates (e.g., lava flows, glaciated
bedrock, road cuts).

Under these conditions, weathering rates might be inferred from a compari-
son of rind thickness, chemistry, and mineralogy from lichen-covered and
adjacent bare rock surfaces, particularly from the variation of weathering in-
tensity with lichen age.

In addition, the virtually unstudied endolithic microbial communities,
ubiquitous even in temperate climates (Hawksworth, personal communica-
tion), should be investigated in view of their potential importance in chemi-
cal weathering.

P A L E O N T O L O G Y

The possibility that an actual fossil record of Precambrian land biota exists
should be taken more seriously by paleontologists (Horodyski and Knauth’s
1994 study of an apparent Proterozoic record stands virtually alone). Terres-
trial clastic sediments, along with paleosols, might contain such a record. Is
it conceivable that an extant sedimentary and fossil record exists of ancient
mountain environments?

B I O C H E M I S T R Y / B I O P H Y S I C S / B I O L O G Y

A fundamental question is the nature of the apparent biophysical/biochemi-
cal constraint on the upper temperature limit for growth of procaryotes and
the kingdoms of eucaryotes. Heat shock proteins (HSPs) are likely candidates
to investigate because of their multifold roles in cells (molecular chaperones,
involvement in mitochondrial membrane synthesis, etc.). Nisbet (1995) sug-
gested that HSPs evolved early as a protection against the very high tempera-
tures around hydrothermal vents. I would add that thermophiles probably
also needed protection from local low albedo-induced high temperatures on
land. The thermostability of HSPs, along with that of organelles and their
membranes (mitochondria, nuclei, etc.) and various enzymatic systems (such
as involved in blastula formation and the synthesis of collagen, a key struc-
tural protein of Metazoa) should be investigated. Are there any living ther-
mophilic amitochondrial eucaryotes that never had mitochondria in their
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ancestors, with upper temperature limits above the mitochondrial eucary-
otes, that might be models of an Archean presence?

Attempts to synthesize and find in nature living models of possible Pre-
cambrian land symbioses such as actinolichens (actinobacteria and algae or
cyanobacteria) and primitive lichens (e.g., with chytrid mycobionts) should
be pursued. Is the anti-lichen model viable for Precambrian land biota?

Finally, an experimental approach to the stabilization and dissolution of a
mineral soil by thermophiles should be pursued, which would be relevant to
the scenario of early biotic colonization of the land.
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