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PREFACE

The first edition of Biogeography by J. H. Brown and A. C. Gibson was pub-
lished in 1983 and went through several printings. It was widely used as a
textbook for courses in biogeography, zoogeography, and phytogeography,
and as a general synthesis and reference work for these fields. In recent years,
however, Biogeography became seriously out of date. Biogeography has grown
and changed rapidly in the last 20 years. Several factors have contributed. Bio-
geography lies at the interfaces of several different scientific disciplines: ecol-
ogy, evolution, systematics, paleobiology, geography, and the physical earth
sciences. All of these fields have themselves seen important advances in the
last few decades. They have contributed to the factual and conceptual under-
pinnings of biogeography and have stimulated many areas of interdisciplinary
research. Advances in computing and other technologies, such as remote sens-
ing, geographic information systems, and geostatistics, have provided new
ways to obtain, analyze, and interpret large quantities of spatially referenced
data at geographic scales. Practical concerns about the detrimental impacts of
the growing human population on the earth and its environment have lead to
an explosion of interest and research on global change and conservation biol-
ogy. Biogeography is central to these issues because it focuses on geographic
distributions of organisms and spatial patterns of biological diversity.

We hope that the first edition of Biogeography contributed in some small
measure to the increased interest in the field. This second edition aims to emu-
late the first edition in being a broad, integrative, synthetic, and comprehen-
sive text and reference book. We aim to provide balanced coverage of the
whole discipline of biogeography, to integrate ecological and historical
approaches, to emphasize general concepts and illustrate them with empirical
examples, and to draw those examples from a wide variety of organisms,
environments, and geographic areas. Optimal breadth and integration are dif-
ficult to achieve, however, and some of our personal biases will be apparent.
We can write with greater enthusiasm and authority about the conceptual
questions that we find most interesting, and about the kinds of organisms and
geographic areas that we know best.

This second edition has been completely rewritten. The book has been
totally reorganized, as indicated by changes in the number, order, titles, and
contents of chapters; two chapters on applications of biogeography to conser-
vation have been added. All but a few paragraphs and sentences have been
changed. The conceptual and factual content has been updated by rewriting
the text and substituting and adding many new figures, tables, and references.
The result, we hope, is a book that conveys both the present exciting state and
the enormous future prospects of the discipline of biogeography.

In addition to those who contributed to the first edition, many additional
people—far too many to recognize individually—have helped to improve and
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produce this book. We are especially indebted to Bruce Patterson and Evan
Weiher, who read the entire text and made countless helpful suggestions.
Larry Heaney, Dawn Kaufman, and Paul Martin commented on selected
chapters. Many readers of the first edition, from undergraduate students to
eminent scientists, made suggestions that have influenced this second edition.
Alix Ohlin of the University of New Mexico, and the editors and staff at Sin-
auer Associates, especially Andy and Nan Sinauer and Norma Roche, made
herculean efforts to produce a high-quality book on a tight schedule. We thank
our families, students, and colleagues for their help and patience while we
were writing. Finally, we are indebted to all biogeographers and other scien-
tists, from the earliest workers to our contemporaries, for their contributions to
the discipline. It is their individual, collaborative, and cumulative contribu-
tions that make biogeography so exciting to teach and to study.

James H. Brown
Mark V. Lomolino

April, 1998
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CHAPTER 1

The Science of Biogeography

Living things are incredibly diverse. There are probably somewhere between
5 million and 50 million kinds of animals, plants, and microbes living on earth
today. Of these, fewer than 2 million have been formally recognized as species
and described in the scientific literature. The remainder are represented by
specimens in museums waiting to be described, or by individuals in nature
waiting to be discovered. Additional untold millions, probably billions, of
species lived at some time in the past but are now extinct; only a small fraction
of them have been preserved as fossils.

Nearly everywhere on earth, from the frozen wastes of Antarctica to the
warm, humid rainforests of the tropics, from the cold, dark abyssal depths of
the oceans to the near-boiling waters of hot springs—even in rocks several
kilometers beneath the earth’s surface—at least some kinds of organisms can
be found. But no single species is able to live in all these places. In fact, most
species are restricted to a small geographic area and a narrow range of envi-
ronmental conditions. The spatial patterns of global biodiversity are a conse-
quence of the ways in which the limited geographic ranges of the millions of
species overlap and replace each other over the earth’s vast surface.

What Is Biogeography?

Definition
Biogeography is the science that attempts to document and understand spa-
tial patterns of biodiversity. It is the study of distributions of organisms, both
past and present, and of related patterns of variation over the earth in the
numbers and kinds of living things.

A science can be characterized by the kinds of questions its practitioners
ask. Some of the questions posed by biogeographers include the following:

1. Why is a species or higher taxonomic group (genus, family, order,
and so on) confined to its present range?

2. What enables a species to live where it does, and what prevents it
from colonizing other areas?
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3. What roles do climate, topography, and interactions with other organ-
isms play in limiting the distribution of a species?

4. How do different kinds of organisms replace each other as we go up
a mountain, or move from a rocky shore to a sandy beach nearby?

5. How did a species come to be confined to its present range?

6. What are the species’ closest relatives, and where are they found?
Where did its ancestors live?

7. How have historical events, such as continental drift, Pleistocene
glaciation, and recent climatic change, shaped the species’ distribu-
tion? _

8. Why are the animals and plants of large, isolated regions, such as
Australia, New Caledonia, and Madagascar, so distinctive?

9. Why are some groups of closely related species confined to the same
region, and others found on opposite sides of the world?

10. Why are there so many more species in the tropics than at temperate
or arctic latitudes? How are isolated oceanic islands colonized, and
why are there nearly always fewer species on islands than in the
same kinds of habitats on continents?

The list of possible questions is nearly endless, but in essence we are asking:
How are organisms distributed, over the surface of the earth and over the his-
tory of the earth? This is the fundamental question of biogeography. It has
always intrigued scientists and laypersons who were curious about nature.
Only within the last few decades, however, have scientists begun to call them-~
selves biogeographers and to focus their research primarily on the distribu-
tions of living things. Not surprisingly, biogeographers have not yet answered
all the questions listed above. They have, however, learned a great deal about
where different kinds of organisms are found and why they occur where they
do. Much of this progress has been made in just the last few decades, stimu-
lated in large part by exciting new developments in the related fields of ecol-
ogy, genetics, systematics, paleontology, and geology, as well as by technolog-
ical developments.

Biogeography is a broad field. To be a complete biogeographer, one must
acquire and synthesize a tremendous amount of information. But not all
aspects of the discipline are equally interesting to everyone, including biogeo-
graphers. Given different biases in their training, their biogeography courses
and writings tend to be uneven in coverage. A common specialization is taxo-
nomic—for example, phytogeographers study plants and zoogeographers
study animals, and within these categories one finds specialists in groups at all
taxonomic levels. Although viruses and bacteria play crucial roles in ecological
communities and in human welfare, microbial biogeography is poorly known
and rarely discussed. Some biogeographers specialize in historical biogeogra-
phy and attempt to reconstruct the origin, dispersal, and extinction of taxa
and biotas. This approach contrasts with ecological biogeography, which
attempts to account for present distributions in terms of interactions between
organisms and their physical and biotic environments. Paleoecology bridges
the gap between these two fields, investigating the relationships between
organisms and past environments; it uses data on both the biotic composition
of communities (abundance, distribution, and diversity of species) and abiotic
conditions (climate, soils, water quality, etc.) derived from fossilized remains
preserved in ancient sediments, ice cores, tree rings, and other places. Differ-
ent biogeographers have emphasized different methods for understanding
distributions: some approaches are primarily descriptive, designed to docu-




ment the ranges of particular living or extinct organisms, whereas others are
mainly conceptual, devoted to building and testing theoretical models to
account for distribution patterns. All of these approaches to the subject are
valid and valuable, and discounting or overemphasizing any division or spe-
cialization is counterproductive and unnecessary. Whereas no researcher or
student can become an expert in all areas of biogeography, exposure to a broad
spectrum of organisms, methods, and concepts leads to a deeper understand-
ing of the science. As we hope to show, the various subdisciplines contribute
to and complement each other, unifying the science.

Relationships to Other Sciences

Biogeography is a synthetic discipline, relying heavily on theory and data
from ecology, population biology, systematics, evolutionary biology, and the
earth sciences. Consequently, we do not want to draw sharp lines between
biogeography and its related subjects, as some authors have attempted to do.
For example, various authors have recommended that paleontology (the study
of fossils and extinct organisms) and ecology be divorced from biogeography;
this would make biogeography largely a descriptive, mapmaking endeavor. It
would deprive biogeography of its central role as a synthetic discipline that
not only has its own theoretical and empirical approaches, but also readily
incorporates conceptual and factual advances from many other sciences.

Biogeography is a branch of biology, and not surprisingly, a good knowl-
edge of biology is an important starting point. This is why our treatment
devotes considerable space to reviewing and developing the ecological and
evolutionary concepts that are used throughout the book (Chapters 4, 5, 8, 9,
and 10). In addition, one must be acquainted with the major groups of plants
and animals and know something about their physiology, anatomy, develop-
ment, and evolutionary history. These topics are not the subjects of separate
chapters, but are integrated throughout the text, usually by the device of using
different kinds of organisms with distinctive biological characteristics to illus-
trate biogeographic patterns, processes, and concepts. For example, it is only
by knowing several critical features of their biology that we can understand
why amphibians and freshwater fishes have only rarely crossed even modest
stretches of ocean to colonize islands, whereas birds and bats have done so
much more frequently.

Naturally it is important to know some geography. The locations of conti-
nents, mountain ranges, deserts, lakes, major islands and archipelagoes
(groups of islands), and seas, during the past as well as the present, are indis-
pensable information for biogeographers, as are past and present climatic
regimes, ocean currents, and tides. To remind the reader of the major geo-
graphic features of the earth, we have illustrated many of them on the colored
maps in the front endpapers of this book. The major patterns of abiotic varia-
tion, in climate, soils, and oceanographic and limnological conditions, are
described and explained in Chapter 3.

We must also remember that the earth is dynamic, and that we need to
understand the causes of the changes that are continually occurring on all
temporal and spatial scales. We present a brief history of the earth and explain
many of these changes in Chapters 6 and 7. It may be hard to envision, but the
landscapes and habitats that are so familiar to us today were completely dif-
ferent only 15,000 years ago. (This may seem like a long time, but Homo sapiens
and most other contemporary species are millions of years old and show little
evidence of change within the last 15,000 years.) At that time, three of the pre-
sent North American Great Lakes were covered with vast sheets of glacial ice,

The Science of Biogeography 5
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14,000 B.P. or earlier

ca. 10,800 B.P.

Modem

Figure 1.1 . Changes in the geography
of the Great Lakes region of North
America from about 14,000 years ago
to present. During the full glacial pe-
riod of the latest Pleistocene, most of
the area was covered by a great conti-
nental ice sheet, which melted about
10,000 years ago, leaving the lakes in
their present configuration. Imagine
the effects of these changes on the dis-
tributions of plants and animals, both
freshwater and terrestrial, in this re-
gion. (After Hutchinson 1957.)

and the other two lakes, antecedents of contemporary Lake Erie and Lake
Michigan, had markedly different shapes and were interconnected (Figure
1.1). In the southwestern part of North America, woodlands and forests grew
where there are now deserts; Death Valley, now the driest place on the conti-
nent, was filled with a gigantic freshwater lake. Imagine how different the dis-
tributions of temperate North American plants and animals must have been.

On longer time scales the changes have been even greater. Up until the

1970s most scientists believed that the sizes, shapes, and locations of the con-
tinents and oceans had remained fixed over time. Then advances in plate tec-
tonics demonstrated that throughout the earth’s history, large blocks of crust
have moved over its molten mantle, carrying land and oceans to new loca-
tions, breaking them apart and reassembling them in new configurations. With
the realization that the drifting continents and oceans took their animals and
plants with them, modern biogeographers have had to revise their interpreta-
tions of the distributional histories of many groups of organisms. Reflect for a
moment on the history of North America. For most of its history, North Amer-
ica has been connected to, or in close proximity to, western Europe, and the
final separation of these two landmasses occurred only 60 million years ago.
At about the same time, the part of northwestern North America that we now
know as Alaska first established a land connection with Siberia in northeast-
ern Asia; the resulting Bering landbridge served intermittently as an impor-
tant hlghway for biotic exchange until 10,000 years ago. Also, as North Amer-
ica drifted away from Europe, it moved closer to South America, finally
making contact at the Isthmus of Panama about 3.5 million years ago. While
this new land connection provided an important corridor of biotic exchange
between the formerly isolated continents, it simultaneously isolated the tropi-
cal Atlantic and Pacific oceans from each other, initiating divergence of many
marine forms on opposite sides of this new barrier to dispersal.
. Knowledge of such historical events is essential for understanding the dlS-
tributions of many organisms, such as the many kinds of mammals that North
America shares with both Eurasia and South America. Similarly, several groups
of living fishes, insects, birds, earthworms, and certain extinct plants and rep-
tiles are shared among South America, Africa, and Australia. These distribu-
tions make sense when we realize that at least until 135 million years ago,
while these groups were evolving and expanding their ranges, all three conti-
nents were joined as part of a single giant landmass called Gondwanaland. For
these reasons, it is important for biogeographers to study earth history, and to
keep abreast of new developments in plate tectonics (see Chapter 6).

The occurrence of structurally and functionally similar organisms in geo-
graphically isolated parts of the earth is not simply a consequence of history,
however. Contemporary climatic patterns also play a major role. For example,
distinctive vegetation occurs throughout the world in isolated regions where
Mediterranean climates prevail. Rainfall is low in these regions, and most of
it occurs during the mild winter months; summers are dry and hot. Places
sharing this climatic regime are found around the Mediterranean Sea, in
coastal central Chile, in southwestern Australia, in the Cape Region of South
Africa, and in coastal Baja California and southern California in North Amer-
ica (Figure 1.2). The distinctive semiarid plant communities of these regions,
variously called chaparral, matorral, macchia, maquis, or fynbos by local peo-
ple, or sclerophyllous scrub by scientists, look superficially similar, and the
plants share adaptations to the distinctive climate and to periodic wildfires.
However, most of the plants in each region belong to different genera and
even families, showing that they have evolved from different ancestors and




that their similar forms and functions are the result of convergent evolution to
adapt to similar environments. Knowledge of the world’s climatic patterns is
therefore essential for understanding the distributions and adaptations of dif-
ferent kinds of plants and animals.

Philosophy and Basic Principles

Most people have a vague, misleading impression of what science is, how sci-
entists work, and how major scientific advances come about. Scientists try to
understand the natural world by explaining its enormous diversity and com-
plexity in terms of general patterns and basic laws. Philosophers and histori-
ans of science, viewing its progress with 20/20 hindsight, often suggest that it
is possible to give a recipe for the most effective way to conduct an investiga-
tion. Unfortunately, as most practicing scientists know, scientific inquiry is
much more like working on a puzzle or being lost in the woods than like bak-
ing cookies or following a road map. There are numerous mistakes and frus-
trations. Luck, timing, and trial and error play crucial roles in even the most
important scientific advances. Some important discoveries, such as Alfred
Wegener’s evidence for continental drift, are long ignored or even totally
rejected by other scientists. While the progress of science owes much to such
admirable human traits as intelligence, creativity, perseverance, and precision,
it is also retarded by equally human but less admirable characteristics such as
prejudice, jealousy, short-sightedness, and stupidity. This is not meant to
imply that science has not made great advances in our understanding of the
natural world. It has. But like most human activities, the progress of science
has followed a much more complex and circuitous path than is usually por-
trayed in textbooks. As we shall see, beginning in the next chapter, biogeogra-
phy is no exception.

In essence, scientists proceed by investigating the relationships between
pattern and process. Pattern can be defined as nonrandom, repetitive organi-
zation. The occurrence of pattern in the natural world implies causation by
some general process or processes. Science usually advances by the discovery
of patterns, then by the development of mechanistic explanations for them,
and finally by rigorous testing of those theories until the ones that are neces-
sary and sufficient to account for the patterns become widely accepted.
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Figure 1.2 Worldwide distribution of
regions with Mediterranean climates
and vegetation. Note that these regions
tend to occur in predictable locations:
on the western coasts of continents be-
tween 30° and 40° latitude. Although
these regions are widely separated,
they support superficially similar plant
life, because unrelated lineages have
independently evolved similar mor-
phological and physiological adapta-
tions to this distinctive climatic and
fire regime. (After Thrower and Brad-
bury 1977.)
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Traditional treatments of the philosophy of science usually devote consid-
erable space to distinguishing between inductive reasoning—reasoning from
specific observations to general principles—and deductive reasoning—rea-
soning from general constructs to specific cases. Several influential modern
philosophers, especially Popper (1968), have strongly advocated so-called
hypothetico-deductive reasoning. Any good scientific theory contains logical
assumptions and consequences, and if any of these can be proven wrong, then
the theory itself must be flawed. The hypothetico-deductive method provides
a powerful means of testing a theory by setting up alternative, falsifiable
hypotheses. First, an author puts forth a new, tentative idea, stated in clear,
simple language, that can be tested and potentially falsified by means of
experiments or observations. After the statement has withstood the severest
empirical tests, it can be considered to be supported or corroborated, but by
hypothetico-deductive logic, a theory can never be proven true, only falsified.

New general theories or paradigms are the ultimate source of most major
scientific advances, and most of them have been arrived at by inductive meth-
ods. The theory of evolution by natural selection, the double helical structure of
DNA, and the equilibrium theory of insular biogeography all were derived
largely by assembling factual data, recognizing a pattern, and then proposing a
general mechanistic explanation. Although it might be safe to say that theories
usually arise by inductive methods and are tested by deductive ones, often the
actual conduct of scientific research is much more complex. Empirical observa-
tions and conceptual models are played back and forth against each other, the-
ories are devised and modified, and understanding of the natural world is
acquired slowly and irregularly. This is particularly true of biogeography, in
which new empirical observations and theoretical paradigms have frequently
overturned existing dogma. Thus, for example, although Alfred Wegener’s
ideas of continental drift were rejected for many decades, by the 1970s the data
and theory of tectonic plate movements became overwhelmingly convincing.
Biogeographers had to revise historical explanations for distributions that had
been based on a static distribution of continents and oceans.

Unlike much of contemporary biology, biogeography usually is not an
experimental science. Questions about molecules, cells, and individual organ-
isms typically are most precisely and conveniently answered by artificially
manipulating the system. In such experiments, the investigator searches for
patterns or tests specific hypotheses by changing the state of the system and
comparing the behavior of the altered system with that of an unmanipulated
control. It is impractical and often impossible to use these techniques to
address many of the important questions in biogeography and the related dis-
ciplines of ecology and evolutionary biology. Historical evolution and histori-
cal biogeography are, as their names imply, history; they produce no exact pre-
dictions about the future.

A few biogeographers have used experimental techniques to manipulate
small systems, such as tiny islands, sometimes with spectacular success [e.g.,
Simberloff and Wilson (1969)]. However, most important questions involve
such large spatial and temporal scales that experimentation would be imprac-
tical or unethical. This methodological constraint does not diminish the rigor
and value of biogeography, but it does pose major challenges. Other sciences,
such as astronomy and geology, face the same problems. As Robert
MacArthur once observed, Copernicus, Galileo, Kepler, and Newton never
moved a planet, but that did not prevent them from advancing our under-
standing of the motion of celestial bodies. Wallace, Darwin, and Hooker used
the patterns of animal and plant distributions that they observed in their
world travels to develop important new ideas about evolution and biogeogra-




phy. Islands have had a great influence on these and numerous subsequent
biogeographers, ecologists, and evolutionists because they represent natural
experiments—replicated natural systems in which many factors are held rela-
tively constant while others vary from island to island. Despite the difficulty of
performing artificial experiments, it is possible to develop and rigorously eval-
uate biogeographic theories by the same logical procedures used by other sci-
entists: searching for patterns, formulating theories, and then testing assump-
tions and predictions independently with new observations.

In dealing with historical aspects of their science, most biogeographers
make one critical assumption that is virtually impossible to test: they accept
the principle of uniformitarianism or actualism. Uniformitarianism is the
assumption that the basic physical and biological processes now operating on
the earth have remained unchanged throughout time because they are mani-
festations of universal scientific laws. The principle of uniformitarianism is
usually attributed to the British geologists Hutton (1795) and Lyell (1830), who
realized that the earth was much older than had been previously supposed,
and that its surface was constantly changing. In this same spirit, one of Dar-
win’s great insights was the recognition that changes in domesticated plants
and animals over historical time through selective breeding resulted from the
same process as natural changes in organisms over evolutionary time.

As noted by Simpson (1970), acceptance of uniformitarianism has never
been universal, in part because some authors have attached additional mean-
ings to the concept. Some have assumed that the term implies that the average
intensities of processes have remained approximately constant over time, and
that both geological and biological changes are always gradual. Neither of
these amendments is acceptable. We know that some historical events have
been of great magnitude, but so infrequent that they have never been observed
in recorded human history. For example, contrary to science fiction movies, no
humans were living 65 million years ago when dinosaurs roamed the earth.
Consequently, no one observed the collision of the earth with an asteroid that
presumably caused the mass extinction that eliminated the dinosaurs and sev-
eral other groups of terrestrial and marine organisms (see Chapter 8). Yet there
is abundant evidence, preserved in ancient rocks, for this event. Scientists
expect that the intensity of forces will vary from time to time and place to place;
only the nature of the laws that control these processes is timeless and constant.

To avoid these unfortunate connotations associated with uniformitarian-
ism, we will follow Simpson in adopting the term actualism, which is concep-
tually similar to methodological uniformitarianism (Gould 1965). Historical
biogeographers in particular use this principle to account for present and past
distributions, assuming that the processes of speciation, dispersal, and extinc-
tion operated in the past by the same mechanisms that they do today. This
premise has become an accepted tool for interpreting the past and predicting
the future. The most serious problem in using this principle is discovering
which timeless processes have operated to produce different patterns.

The Modern Science

Doing Contemporary Biogeography

Biogeography differs from most of the biological disciplines, and from many
other sciences, in several important respects. We have mentioned one of them
above: biogeography is, for the most part, a comparative observational science
rather than an experimental one because it usually deals with scales of space
and time at which experimental manipulation is impossible. Thus most of the
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inferences about biogeographic processes must come from the study of pat-
terns: from comparisons of the geographic ranges, genetics, and other charac-
teristics of different kinds of organisms or the same kinds of organisms living
in different regions, and from observations of differences in the diversity of
species and the composition of communities over the earth’s surface. But
while it is difficult for biogeographers to manipulate these systems in con-
trolled experiments, it is possible for them to study the effects of natural and
human-caused perturbations. Thus, for example, we have learned a great deal
about the colonization of oceanic islands by monitoring the buildup of biotas
after volcanic eruptions, as on Krakatau in the East Indies and Surtsey in the
North Atlantic. There is also much to be learned from the changes being
caused by modern humans, who have altered habitats, connected previously
isolated areas and fragmented previously continuous ones, and introduced
exotic species and caused the extinctions of native ones.

Another way that biogeography differs from most other sciences is that it is
usually dependent on data collected by many individuals working over large
areas for long periods of time. Much of biogeography involves studying the
geographic ranges of species or the species composition of regional biotas.
Doing either of these accurately usually requires reliance on the previous field-
work of many persons who have collected and identified specimens,
deposited them in museum collections, and published the information in the
scientific literature. Although being a biogeographer carries the sometimes
deserved connotation of adventurous collecting expeditions to exotic places,
most practicing biogeographers obtain more of their data from museums and
libraries than from their own fieldwork. In this respect biogeography is unlike
many other disciplines, in which individual scientists or groups of collaborat-
ing investigators collect most or all of their primary data themselves.

Finally, as mentioned above, biogeography is typically a synthetic science.
Biogeographers work at the interfaces of several traditional disciplines: ecol-
ogy, systematics, evolutionary biology, geography, paleontology, and the
“earth sciences” of geology, climatology, limnology, and oceanography. Much
of their best work comes from putting together data or theories from two or
more of these disciplines. This might seem to require such exceptionally broad
training as to be intimidating to the beginner. However, while some breadth of
knowledge is desirable, the interdisciplinary nature of biogeography also
means that individuals with diverse backgrounds and interests can make
important contributions—sometimes on their own, and more often through
collaboration with specialists from other areas. In fact, biogeography is acces-
sible to almost anyone with curiosity and motivation. Large research grants,
modern laboratory facilities, and even sophisticated statistical techniques,
while often desirable, are not required to do state-of-the-art biogeographic
research. All that is required is a good idea and access to a library, museum
collection, or other source of data on distributions of organisms. This means
that even beginning students can do original research. The authors of this
book usually require that each student in our biogeography courses do an
original research paper. Typically this involves coming up with an interesting
question, finding a source of appropriate data in the literature or a museum,
and doing the analyses to try to answer the question. Some of the work dis-
cussed in this book began as student research projects in our courses.

Current Status

Biogeography has a long and distinguished history. Many of the greatest sci-
entists of their eras were biogeographers, including the great evolutionary
biologists of the nineteenth century, Charles Darwin, Alfred Russel Wallace,



and Joseph Dalton Hooker, as well as some of most eminent scientists of the
twentieth century, George Gaylord Simpson, Ernest Mayr, Robert MacArthur,
and Edward O. Wilson. While these giants did not usually refer to themselves
as biogeographers, their comparative studies of distributions and diversity
provided much of the raw material for their theoretical and empirical contri-
butions, which have laid the foundations for much of contemporary evolu-
tionary biology and ecology. In the next chapter, we place the contributions of
these and other influential scientists in the context of the history of biogeo-
_graphic research.

It is only recently, however—within the last few decades—that biogeogra-
phy has emerged as a widely respected science with its own identity.
Although there were a few earlier influential works, especially in plant geog-
raphy (e.g., Wulff 1943; Cain 1944), it was really not until the 1950s and 1960s
that major books and papers with the word “geography” in their titles began
to appear regularly (e.g., Hesse et al. 1951; Croizat 1952, 1958; Ekman 1953;
Simpson 1956, 1965; Dansereau 1957; Darlington 1957, 1965; MacArthur and
Wilson 1963, 1967; Nelson 1969; Neill 1969; Udvardy 1969). It was about a
decade later, in 1973, that the first issue of the Journal of Biogeography, the first
scientific periodical devoted exclusively to the discipline, was published. Since
then, however, the journal has grown rapidly in size, circulation, and reputa-
tion. So great was its success that in 1991 its editors created a second journal,
Global Ecology and Biogeography Letters, for rapid publication of short articles of
topical interest. One quantitative measure of the coalescing interest in the field
is provided by a computerized search of Biosis for occurrences of the word
“biogeograph...” in titles, abstracts, or keywords at 10-year intervals: 33 in
1975, 358 in 1985, and 1238 in 1995. Classes and textbooks in biogeography
were virtually nonexistent before the 1980s, but are now part of the curricu-
lum at most major universities and many smaller institutions.

The emergence of biogeography as a vigorous modern science can be attrib-
uted to several coincident and interacting developments. One is the transfor-
mation of the discipline—and of its image in the eyes of other scientists—from
a largely descriptive science closely allied to traditional taxonomy to a con-
ceptually oriented discipline concerned with building and testing biogeo-
graphic theory. The introduction of new and mathematical theory into ecology,
evolution, and systematics has spilled over to trigger major conceptual
progress in both ecological and historical biogeography (see Chapters 2, 11, 12,
and 13). Contemporary advances in the earth sciences, especially the theory of
plate tectonics and a wealth of data from the fossil record, have also been
influential.

A second stimulus to the progress of modern biogeography has been the
development and application of new technology. Computers have allowed the
compilation and manipulation of enormous quantities of data on truly geo-
graphic scales: distributional records and other information on organisms, as
well as data on climate, landforms, geology, soils, limnological and oceano-
graphic conditions, vegetation, land uses, and other human activities.
Advances in computer hardware and software have made possible the devel-
opment and application of powerful new techniques, including simulation
modeling, geographic information systems (GIS), and a whole battery of sta-
tistical methods such as multivariate analyses and geostatistics. Satellites, sub-
mersible vessels, and ground-based data collection systems, usually auto-
mated and computerized, have provided a wealth of new information on the
environment of the earth. Other technologies, including radioisotope, stable
isotope, and molecular biological techniques, have permitted increasingly
accurate reconstructions of the history of both the earth itself and its organ-
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isms. Biogeography, being one of the most synthetic sciences, has readily
adopted new technologies from many other disciplines and has made rapid
use of the new kinds of information that they can provide. v

A final stimulus to the emergence of a vigorous modern science of bio-
geography has come from the need to understand and manage the impact of
human beings on the earth. A major wave of environmental concern and
activism developed in the late 1960s and early 1970s. Initially, much of the
focus was on local responses to fairly small-scale problems: seeking alterna-
tives to persistent pesticides; alleviating local air, water, and soil pollution; set-
ting aside reserves of relatively unspoiled habitat; and saving local popula-
tions of endangered species. By the 1980s, however, it was becoming
increasingly apparent that modern humans have been transforming the earth
on regional and global, as well as local, scales. We now know that every place
on earth—from the polar ice caps to the abyssal ocean depths to the upper
atmosphere—has been substantially changed by the activities of our ever-
growing population and our increasingly industrial and technological society.
These changes include increases in atmospheric carbon dioxide and other
greenhouse gasses, depletion of stratospheric ozone, extinctions of species and
losses of other components of biodiversity, and conversion of natural land-
scapes and ecosystems to agricultural fields and human habitations. With the
realization of the global scale of human influences has come a need for bio-
geographic expertise to measure and predict the effects of these changes on
organisms and ecosystems, and to find ways to manage, mitigate, or minimize
their most damaging effects. One fortunate result has been increasing respect
and funding for biogeographic research.

In less than two decades, biogeography has gone from being a rather eso-
teric and unappreciated science, whose practitioners usually called themselves
ecologists, systematists, or paleontologists rather than biogeographers, to a
vigorous and respected science whose practitioners are using the latest con-
ceptual advances and technological tools to say important things about the
present and future state of the earth and its living inhabitants.




CHAPTER 2

The History of Biogeography

Biogeography has had a long history, one that is inextricably woven into the
development of evolutionary biology and ecology. The problems of distribu-
tion and variation on geographic scales were matters of primary interest to
evolutionary biologists, including the distinguished “fathers” of the field such
as Lamarck, Darwin, and Wallace. The field of ecology, a relatively young off-
spring of this lineage, grew out of attempts to explain biogeographic patterns
in terms of the influence of environmental conditions and interactions among
species. But the origin of these three fields is ancient, dating back well before
the Darwinian revolution. Indeed, Aristotle was contemplating many of the
questions we ponder today:

But if rivers come into being and perish and if the same parts of the earth are not
always moist, the sea also must necessarily change correspondingly. And if in
places the sea recedes while in others it encroaches, then evidently the same
parts of the earth as a whole are not always sea, nor always mainland, but in
process of time all change. (Meteorologica, ca. 355 B.C.)

Aristotle offered this prophetic view of a dynamic earth in order to explain
variation in the natural world. He was one of the earliest of a long and presti-
gious line of scientists to ask the same questions: Where did life come from,
and how did it diversify and spread across the globe?

Despite Aristotle’s great insights, answering these questions would require
a much more thorough understanding of the geographic and biological char-
acter of the earth. Thus the development of biogeography, evolution, and ecol-
ogy was tied to the age of exploration. As we shall see below, the early Euro-
pean explorers and naturalists did far more than just label and catalogue their
specimens. They immediately, perhaps irresistibly, took to the task of compar-
ing biotas across regions and developing explanations for the similarities and
differences they observed. The comparative method served these early natu-
ralists well, and by the eighteenth century the study of biogeography began to
crystallize around fundamental patterns of distribution and geographic varia-
tion. We here trace the development of biogeography from the age of explo-
ration to its current status as a mature and respected science.
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Many, if not all, of the themes central to modern biogeography (see Table
2.1) have their origins in the pre-Darwinian period. This is not to say that bio-
geography has not advanced tremendously in the past few decades—only that
modern biogeographers owe a great debt to those before them who shared the
same fascination with, and asked the same types of questions about, the geog-
raphy of nature. As Newton once replied when asked how it was that he had
developed such unparalleled insights in physics, “If it appears that I have been
able to see more than those who came before me, perhaps it is because I stood
on the shoulders of giants.” Like physics, biogeography has a history of
“giants,” visionary scientists each building on the collective knowledge of
those who came before them.

The Age of Exploration

It is hard for us to appreciate that roughly 250 years ago, biologists had
described and classified only 1% of all the plant and animal species we know
today. Biogeography was essentially founded and rapidly accelerated by
world exploration and the accompanying discovery of new kinds of organ-
isms. Biologists and naturalists of the eighteenth century were largely driven
by a calling to serve God. The prevailing belief was that the mysteries of cre-
ation would be revealed as these naturalist/explorers developed more com-
plete catalogues of the diversity of life. Up until the mid-eighteenth century,
the prevailing world view was one of stasis—the earth, its climate, and its
species were immutable. However, as the early biogeographers (then called
naturalists or simply geologists) returned with their burgeoning wealth of
specimens and accounts, two things became clear. First, biologists needed to
develop a standardized and systematic scheme to classify the rapidly growing
wealth of specimens. Second, it was becoming increasingly obvious that there
were too many species to have been accommodated by the biblical Noah's ark.
It was just as difficult for these early biologists to explain how animals and
plants, now isolated and perfectly adapted to dramatically different climates
and environments, could have coexisted at the landing site of the ark before
they spread to populate all regions of the globe.

One of the most ambitious and visionary of these eighteenth-century biolo-
gists was Carolus Linnaeus (1707-1778). He believed that God spoke most
clearly to man through the natural world, and felt that it was his task to
methodically describe and catalogue the collections of this divine museum.
Toward that end, Linnaeus developed a scheme to classify all life: the system
of binomial nomenclature that we continue to use today. Linnaeus also set his
energies to the task of explaining the origin and spread of life. Like his con-
temporaries, he believed that the earth and its species were immutable. He
realized that the challenge was not just in explaining the number of species,

Table 2.1
Persistent themes in biogeography

1. Classifying geographic regions based on their biotas.

2. Reconstructing the historical development of biotas, including their origin, spread, and
diversification.

3. Explaining the differences in numbers as well as types of species among geographic areas.

4. Explaining geographic variation in the characteristics of individuals and populations of
closely related species, including trends in morphology, behavior, and demography.




but in explaining patterns of diversity as well. The rapidly growing list of
species included organisms adapted to environments ranging from the moist
tropics to deserts, forests, and tundra. Given that species were immutable,
how could they have spread from a single site (Noah’s landing) to become
perfectly adapted to such diverse environments? Linnaeus’s solution,
although perhaps naive in retrospect, was logically sound. He hypothesized
that life had originated, or survived the biblical deluge, along the slopes of
Mount Ararat, a high mountain near the border of Turkey and Armenia where
the ark was said to have landed (Figure 2.1). At successively higher elevations
was a series of environments ranging from deserts to alpine tundra. Linnaeus
reasoned that each of these elevational zones harbored a different assemblage
of species, each immutable but perfectly adapted to that environment. Once
the Flood receded, these species migrated down from the mountain and
spread to eventually colonize and inhabit their respective environments in dif-
ferent regions of the globe.

Comte de Buffon (1707-1788) was a contemporary of Linnaeus, but his
studies of living and fossil mammals led him to a very different view of the
origin and spread of life. Buffon noted two problems with Linnaeus’s expla-
nation. First, he observed that different portions of the globe, even those with
the same climatic and environmental conditions, were often inhabited by dis-
tinct kinds of plants and animals. The tropics, in particular, contained a great
diversity of unusual organisms. Second, Buffon reasoned that Linnaeus’s view
of the spread of life required that species migrate across inhospitable habitats
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Figure 2.1 Two early hypotheses
proposed to account for the diversity
and distributions of terrestrial organ-
isms. Both scenarios assume that there
was just one center of origin for all life
forms. Linnaeus hypothesized that ter-
restrial plants and animals survived
the biblical Flood along the slopes of
Mount Ararat, near the present-day
border of Turkey and Armenia, and
spread to suitable environments from
that point (thin arrows). Buffon, on the
other hand, hypothesized that species
originated in a region much farther to
the north and then spread southward,
adapting or “evolving” as they colo-
nized climatically and ecologically di-
verse landmasses in both the New and
Old Worlds (thick arrows).
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following the Flood. Species adapted to montane forests, for example, would
have had to migrate across deserts before they could colonize deciduous and
coniferous forests to the north. If species were immutable and therefore inca-
pable of adapting to new environments, then their spread would have been
blocked by these environmental barriers. Buffon, therefore, hypothesized that
life originated not on a mountain in the temperate regions of Eurasia, but on
a landmass in the far north, in an earlier period when climatic conditions were
more equable (Figure 2.1). He speculated that this northern landmass was rel-
atively continuous with both the New and Old Worlds; thus, when climates
cooled, life forms could have migrated south to their current locations. During
this migration, the populations of the New and Old Worlds were separated
and became increasingly modified, until tropical biotas of the New and Old
Worlds shared few if any forms. While Buffon’s explanation may now seem
fanciful, it provided two key elements of what would become central parts of
modern biogeographic theory: the ideas that climates and species are mutable.
Moreover, Buffon’s observation that environmentally similar but isolated
regions have distinct assemblages of mammals and birds became the first
principle of biogeography, known as Buffon’s law.

From 1750 to the early 1800s, many of Buffon’s colleagues continued to
explore the diversity of nature and to write catalogues and general syntheses
of their work. One of the most prominent naturalist/collectors of this period
was Sir Joseph Banks, who, during a 3-year voyage around the world with
Captain James Cook on the Endeavor (1768-1771), collected some 3600 plant
specimens, including over 1000 species not known to science (i.e., in addition
to the 6000 species described by Linnaeus in his Species Plantarum). The efforts
of Banks and many other naturalist/explorers resulted in two impoitant
developments. First, they affirmed and generalized Buffon’s law. Second, they
developed a much more thorough understanding of and appreciation for the
complexity of the natural world. Banks and his colleagues discovered some
interesting exceptions to Buffon’s law—specifically, cosmopolitan species.
Moreover, they noted other biogeographic patterns, which in their own right
would become major themes as biogeography developed.

In the latter part of the eighteenth century, Johann Reinhold Forster
(1729-1798) made many important contributions to phytogeography and to
biogeography in general. In his account of his circumnavigation of the globe
with Captain Cook, published in 1778, he presented one of the first systematic
world views of biotic regions, each defined by its distinct plant assemblages.
He found that Buffon's law applied to plants as well as to mammals and birds,
and to all regions of the world, not just the tropics. Forster also described the
relationship between regional floras and environmental conditions, and how
animal associations changed with those of plants. He provided some impor-
tant early insights into what was to become island biogeography and species
diversity theory. He noted that insular (island) communities had fewer plant
species than those on the mainland, and that the number of species on islands
increased with available resources (island area and variety of habitats). Forster
also noted the tendency for plant diversity to decrease from the equator to the
poles, a pattern that he attributed to latitudinal trends in surface heat on earth.

In 1792, another German botanist, Karl Willdenow (1765-1812), wrote a
major synthesis of plant geography. He not only described the floristic provinces
of Europe, but offered a novel explanation for their origin. Rather than one site
of creation (or survival during the biblical deluge), Willdenow suggested that
there were many sites of origination—mountains that in ancient times were sep-
arated by global seas. Each of these mountain refuges was inhabited by a dis-
tinct assemblage of locally created plants. As the Flood receded, these plants
spread downward to form the floristic regions of the world.




Ironically, it is not Willdenow, but one of his students, Alexander von Hum-
boldt (1769-1859), who is generally viewed as the father of phytogeography.
Humboldt was able to advance the insights of his mentor and add many of his
own from his experiences in the New World tropics. He was a great naturalist,
and was keenly aware that fundamental laws of nature could be discovered
through the study of distributions. After studying the works of Latreille on
arthropods and Cuvier on reptiles, Humboldt further generalized Buffon’s
law to include plants as well as most terrestrial animals. In an essay published
in 1805, Humboldt noted that the floristic zonation that Forster described
along latitudinal gradients could also be observed at a more local scale along
elevational gradients. After conducting many floristic surveys in the Andes,
Humboldt concluded that even within regions, plants were distributed in ele-
vational zones, or floristic belts, ranging from equatorial tropical equivalents
at low elevations to boreal and arctic equivalents at the summits.

Thus, Forster, Willdenow, and Humboldt all observed that plant assem-
blages were strongly associated with local climate. One of Humboldt’s friends
and colleagues, Swiss botanist Augustin P. de Candolle (1778-1841), added
another fundamentally important insight: not only are organisms influenced
by light, heat, and water, but they compete for these resources as well. Can-
dolle emphasized the distinction between biotic provinces or regions (which
he termed “habitations”) and local habitats (“stations”). Later, he returned to
Forster’s observations on insular floras, adding that while species number is
most strongly influenced by island area, other factors, such as island age, vol-
canism, climate, and isolation, also influence floristic diversity. Thus, some of
the key elements of ecological biogeography and modern ecology were estab-
lished by the early 1800s. Moreover, in an essay published in 1820, Candolle
appears to be the first to write about competition and the struggle for exis-
tence, a theme that would prove central to the development of evolutionary
and ecological theory.

Biogeography in the Nineteenth Century

By the early 1800s, the first three themes of biogeography were well estab-
lished. Biogeographers were studying the distinctness of regional biotas, their
origin and spread, and the factors responsible for differences in the numbers
and kinds of species among local and regional biotas. Buffon’s observations on
mammals from the New and Old World tropics had been generalized to a law
applying to most forms of life. But with this increased appreciation of the com-
plexity and geographic variation of nature, the challenges for biogeography
were becoming even greater. Scientists had made great progress in describing
fundamental biogeographic patterns, including many that we continue to
study today, but explanations for those patterns were wanting. How was it,
for example, that isolated regions with nearly identical climates shared so few
species? Causal explanations would have to include factors accounting for the
differences as well as the similarities among isolated regions. Explanations for
Buffon’s law would also have to account for the exceptions to it.

During the next century, the legacy of Buffon’s work would be evidenced by
a long and continuing succession of explanations for his law, which would lead
from a view of a static earth populated by immutable, cosmopolitan species to
one in which the earth, its climate, and its species were dynamic. This view
would prove essential for classifying biogeographic regions based on their biota
(Theme 1 in Table 2.1) and for reconstructing the origin, spread, and diversifi-
cation of life (Theme 2). Other biogeographers of the nineteenth century would
focus their energies on fundamental patterns of species richness (Theme 3). It
was already well established that in nearly all taxa, the number of local species
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Figure 2.2  Charles Lyell, often re-
garded as the “father of geology,”
strongly influenced the development
of biogeography in the nineteenth cen-
tury, largely through his Principles of
Geology, first published in 1830. (Cour-
tesy of the Council of the Linnaean So-
ciety of London.)

(at Candolle’s “stations”) tended to increase with area and to decrease with dis-
tance from the equator or up a mountain. But why? To summarize, we see that
nearly two centuries ago, biogeographers (then called naturalists or simply
geologists) had described many of the patterns we study today, explored the
generality of those patterns, and developed causal explanations. For the most
part, however, they fell short on this last challenge. Their understanding of the
mutability of the earth and its species still lagged far behind their rapidly
increasing knowledge of the earth’s geological structure, climatic patterns, and
biological diversity. For the field to come of age, and to develop more rigorous,
testable explanations for its fundamental patterns, it would have to await three
important advances of the nineteenth century:

1. Abetter estimate of the age of the earth (many early biogeographers
were working with an estimate of only a few thousand years)

2. Abetter understanding of the dynamic nature of the continents and
oceans (i.e., continental drift and plate tectonics)

3. Abetter understanding of the mechanisms involved in the spread
and diversification of species—specifically, dispersal, vicariance, ex-
tinction, and evolution

To make these advances, biogeography had to draw on new discoveries in
geology and paleontology. During the nineteenth century, Adolphe Brongniart
(1801~1876) and Charles Lyell (1797-1875; Figure 2.2), regarded as the fathers
of paleobotany and geology, respectively, concluded that the earth’s climate
was highly mutable. Both men used the fossil record to infer conditions of past
climates (Ospovat 1977). They found that many life forms adapted to tropical
climates once flourished in the now temperate regions of northern Europe.
Lyell also documented that sea levels had changed, and that the earth’s sur-
face had been transformed by the lifting up and eroding down of mountains.
This, he argued, was the only way to account for the existence of marine fos-
sils on mountain summits. Lyell also provided incontrovertible evidence for
the process of extinction. Many fossil forms, once dominant and presumably
perfectly adapted to existing climatic conditions, had perished and left no fur-
ther trace in the fossil record. The causal agent, again, was inferred to be cli-
matic variation and associated changes in sea level. Lyell, however, held firm
to the belief that, although extinctions occurred, species were not mutable, at
least not to the point that new species arose from existing ones. He also
believed that, despite episodes of extinctions, the diversity of the earth, on a
grand scale, remained relatively constant. He resolved this apparent contrac-
tion by suggesting that each episode of extinction was followed by an episode
of creation, establishing a new set of species perfectly adapted to the altered
climatic conditions. Not only were there many sites of creation, but there were
many periods of creation as well!

Lyell saw in the layers of rock and their fossils undeniable evidence that the
earth’s surface and its biota were dynamic. He argued, moreover, that these
great changes resulted from physical processes such as mountain building and
erosion, processes that had operated continually throughout the history of the
earth. This theory of uniformitarianism replaced earlier catastrophic explana-
tions for the changes in the earth, its landforms, and its inhabitants. It permit-
ted new thinking about the dynamics of living systems because, after all, their
physical and biotic parts are historically inseparable. Moreover, Lyell and other
geologists such as James Hutton (1726-1797) realized that, given the gradual
nature of these geological processes, the earth must be much older than just a
few thousand years. Only with an ancient earth could they account for the for-




mation and erosion of mountains, the submergence of ancient landmasses, and
the migrations or replacements of entire biotas that were documented in the
fossil record.

As we shall see, the acceptance of uniformitarianism and the antiquity of
the earth was essential to Darwin’s and Wallace's theory that organic diversity
results from the gradual yet persistent effects of natural selection operating
over thousands of generations. Ironically, for most of his long and prestigious
career, Lyell rejected the idea that species, like the geological features he stud-
ied, were the results or “creations” of physical forces that acted throughout
time. Despite his insistent denial of what we now regard as the incontrovert-
ible fact that species arise from other species, Lyell played a key role in the
development of biogeography, largely through his treatise entitled Principles of
Geology. In this massive work, he discussed at great length not only the geo-
logical dynamics and antiquity of the earth, but also the geography of terres-
trial plants and animals and the distributions of marine algae.

Four British Scientists

Perhaps most prominent among the nineteenth-century naturalists were four
British scientists: Charles Darwin, Joseph Dalton Hooker, Philip Lutley Sclater,
and Alfred Russel Wallace (Figure 2.3). Although many others produced
important works during this period, these four British scientists are responsi-
ble for major advances in biogeography and evolutionary biology. They all
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Figure 2.3  Four British scientists
who, in the mid-nineteenth century,
revolutionized our understanding of
the history of the earth and the distrib-
utions of its organisms: (A) Charles
Darwin, (B) Joseph Dalton Hooker, (C)
Philip Lutley Sclater, and (D) Alfred
Russel Wallace. (A from Darwin 1859;
B from Turill 1953; C from Goode 1896;
D from McKinney 1972.)
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studied the works of Linnaeus, Buffon, Forster, Candolle, and Lyell. They
shared similar experiences as naturalists and explorers, traveling to distant
archipelagoes, high mountains, and tropical and temperate regions of the New
and Old Worlds. They also shared a common goal: to account for the diversity
of life, mcludmg the origin, spread, and diversification of biotas. Therefore, in
retrospect, it is not surprising that they featured so prominently in the devel-
opment of biogeography and evolutionary biology, or that they developed
great mutual respect and lasting friendships. The correspondence between
these four scientists is in many cases as informative and insightful as their for-
mal papers. In it they reveal their shared preoccupation with what we now call
biodiversity and their conviction that the key to understanding the natural
world was to study patterns of distribution. In a letter to Hooker in 1845, Dar-
win referred to the study of geographic distribution as “that grand subject,
that almost keystone of the laws of creation.”

With a copy of the first volume of Lyell’s Principles of Geology in hand, young
Charles Darwin set sail in 1831 on a 5-year surveying voyage aboard HMS Bes-
gle, on which he served as a naturalist and gentleman companion for its cap-
tain, Robert Fitzroy (Figure 2.4). His travels would take him around the world,
visiting islands of the Atlantic, Pacific, and Indian Oceans, and exploring the

Figure 2.4 The route of HMS Beagle tropical, pampas, and Andes regions of South America. He studied geology,
(1831-1836). Darwin’s voyage on the native plants and animals, indigenous peoples, and domesticated animals in an

- Beagle was instrumental in the devel- attempt to understand the order of life. From his diary and collections of spec-
- opment of his theory of natural selec- '
tion and the origin of species.
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imens, he later published a fascinating account (1839) of his adventures and
observations during the voyage of the Beagle. Darwin was mtngued and per-
plexed by the patterns he observed: the fossils of extinct mammals in
Argentina, the presence of seashells at high elevations in the Andes, and the
occurrence of unique forms of life on islands. The patterns of variability in the
Galdpagos Archipelago, where different forms of tortoises and finchés inhab-
ited different islands, suggested to him the idea that geographic isolation facil-
itates inherited changes within and between populations. On his return to Eng-
land, Darwin developed his theory of evolution, invoking natural selection as
the primary mechanism by which new forms of life arose and are still arising
today. This theory ranks as one of the most important scientific advances of all
time and is woven into all aspects of biogeography.

- The writing and eventual publication of Darwin’s theory of evolution by
natural selection is itself an interesting story that has been the subject of much
review. Darwin drafted a manuscript on the subject in 1845, but withheld the
idea from print for 15 years while he continued to amass evidence to support
his theory. He was finally forced to publish when he learned that another
brilliant scientist, Alfred Russel Wallace, had written a manuscript that
expounded the identical theory, developed independently, but based on simi-
lar observations of the natural world. A paper by Darwin and one by Wallace
were read together before the Linnaean Society of London in 1858; the follow-
ing year, Darwin's great book, The Origin of Species, was published and became
an immediate best-seller.

It is difficult to overemphasize Darwin’s contribution to the field of bio-
geography. He, along with Wallace, provided the basis for understanding

" changes in the adaptations and distributions of organisms across time as well

as space. He proposed that the diversification and adaptation of -biotas
resulted from natural selection, ‘while the spréad and eventual isolation and
" disjunction of biotas resulted from long-distance dispersal. Darwin argued
this latter point perhaps more passmnately and more convincingly than any-

one in the history of biogeography. His arguments were drawn not only from

inferences based on the distributions of isolated biotas, but also on imngenious

“experiments” on dispersal and colonization. Through these studies Darwin
was able to show that seemingly unlikely events, such as dispersal of seeds
embedded in mud clinging to the feet of birds, were the most ]Jkely means by
Wh1ch land plants had colonized oceanic islands.

- Darwin’s arguments on d15persa1 threatened to overturn the long-held sta-
tic view of biogeography. In the mid-nineteenth century this older view was
championed by Louis Aga551z (1807-1873), a Swiss-born naturalist who
trained most of North America’s leading zoologists and- geologists (Dexter
1978). In two papers published in 1848 and 1855, Agassiz argued that not only
were species immutable and static, but so were their distributions, with each
remammg at or near its site of creation. However, as a result of Darwin’s argu-
ments, which were later bolstered by those of Asa Gray and Alfred Wallace,
the static view was abandoned by most blogeographers of the mneteenth cen-
tury (Fichman 1977). - -

Buit the battles to be waged by the dispersalist camp had just begun They
were soon cha]lenged by much more formidable adversaries—the “extension-
ists,” whose ranks were no less prestigious than those of the dispersalists, and
included such respected scientists as Charles Lyell, Edward Forbes, and
Joseph Hooker. Both camps agreed that distributions were dynamic in time
and space. The extensionists, however, argued that long-distance dispersal
across great and persistent barriers was too unlikely to explain distributional
dynarmcs and related phenomena such as cosmopolitan spec1es and disjunct
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Figure 2.5 Hypothetical landbridges
proposed by extensionists during the
late nineteenth and early twentieth
centuries to account for major disjunc-
tions in the distributions of terrestrial
organisms. (From Hallam 1967.)

distributions. Rather, they proposed that species had spread across great, but
now submerged, landbridges and ancient continents (Figure 2.5). Despite Dar-
win’s great respect for Lyell, nothing vexed him more than those extensionists
who created landbridges “as easy as a cook does pancakes.” In a letter to Lyell
in 1856, Darwin complained of “the geological strides, which many of your
disciples ate taking. ... If you do not stop this, if there be a lower region of
punishment of geologists, I believe, my great master, you will go there.”
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Despite Darwin’s persistent and passionate arguments, the extensionist
camp would remain a viable and influential force throughout the latter
decades of the nineteenth century. One of its greatest proponents, Joseph Dal-
ton Hooker (Figure 2.3B), was also a good friend and admirer of both Darwin
and Wallace. He was a remarkably ambitious plant collector (Turrill 1953). At
the age of 22 he became the assistant surgeon and botanist on an expedition to
the Southern Hemisphere led by Sir James Clark Ross. During this expedition,
Hooker studied the floras of many southern landmasses, including Australia,
Tasmania, Tierra del Fuego, and many archipelagoes in temperate and sub-
antarctic waters. Hooker also traveled to Africa, Syria, India, and North Amer-
ica, where he studied the flora of the Rocky Mountain region with Asa Gray. In
addition to his own collections, Hooker studied those of other botanists, espe-
cially those from the Galdpagos Archipelago and Arctic and Antarctic regions.
These collections became the raw material for his analyses of the affinities and
probable origins of the flora of each of these regions, group by group.

Upon his return to England in 1843, Hooker formed a friendship with
Charles Darwin, whom Hooker had admired from his account of the voyage of
the Beagle. Within a year of their meeting, Hooker had read Darwin’s manu-
script on the theory of natural selection, the only person to see the manuscript
before Asa Gray in 1857. Hooker shared with Darwin his ideas on the geo-
graphic distribution of plants, and was one of the few to encourage Darwin to
work on, and later publish, The Origin of Species. In Darwin’s original introduc-
tion to the book, Hooker was the only person singled out for acknowledgment.
Hooker also influenced Wallace, who dedicated Island Life (1880) to him.

While admitting that long-distance dispersal across open oceans might
account for the occurrence on remote islands of plants with easily dispersed
seeds and fruits, Hooker contended that, for the most part, long-distance dis-
persal was an insufficient explanation for the distributions of species. He
argued that the biogeographic patterns and peculiarities of the southern floras
were not consistent with Darwin’s dispersalist hypothesis. Rather, Hooker
(1867) believed that the floristic evidence supported “the hypothesis that of all
being members of a once more continuous extensive flora, ... that once spread
over a larger and more continuous tract of land, ... which has been broken up
by geological and climatic causes.”

Hooker was correct about the affinities of Southern Hemisphere plants,
although he was mistaken in his explanation. We now know that the ancestors
of these plants occurred on a giant southern continent, Gondwanaland, which
broke up and whose fragments began to drift apart about 180 million years ago
(see Chapter 6). But the nineteenth-century geologists and biogeographers,
from Lyell and Hooker to Darwin and Wallace, believed that the relative sizes
and positions of the continents and oceans had changed little over geological
time. So Hooker hypothesized the emergence and submergence of ancient and
undiscovered continents and landbridges to account for the disjunct distribu-
tions of closely related plants. Geological evidence for these ancient land-
bridges never materialized. By the end of the nineteenth century, most geolo-
gists and biogeographers (including Lyell) had abandoned the extensionist
doctrine.

However, we must not discount Hooker’s contributions. He is still regarded
as the founder of causal historical biogeography. He developed and applied
many of the principles of what we now call “vicariance biogeography.” In
addition to emphasizing the importance of a dynamic earth and changes in cli-
mate, Hooker stressed the importance of studying insular biotas to gain
insights into biogeographic processes. He confirmed the earlier observations of
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Forster and others that insular floras tend to be more depauperate than those
on the mainland, and noted that as island isolation increases, the number of -
plant species decreases, while the distinctness of the flora increases. He also
observed that the most diverse floras tend to be those in lands with the great-
est diversity of temperature, light, and other environmental conditions. Hooker
drew an analogy between the floras of oceanic islands and those of high moun-
tains, suggesting that both are influenced by the same processes. As we shall
see, these observations and principles would be echoed by biogeographers of
the twentieth century.

During most of its early history, biogeography was dominated by the con-
tributions of botanists, from Linnaeus and Candolle to Forster and Hooker. It
is no great mystery why zoogeography lagged behind phytogeography. There
are many more animal species than plant species, and most animals are rela-
tively small and difficult to collect and identify. Over 70% of all known species
are animals, and most of these are insects. The search for general zoogeo-
graphic patterns had to await a better understanding of animal diversity and
distributions. By the mid-nineteenth century, however, zoologists had made
great strides toward these goals. In his important work on zoology published
in 1866, Ernst Haeckel not only introduced the concept of ecology, but called
for the recognition of biogeography (which he termed “chorology”) as a new
discipline, one that must incorporate the theory of natural selection.

In addition to Darwin and Hooker, two other British zoologists made major
contributions to biogeography: Philip Lutley Sclater and Alfred Russel Wal-
lace. Sclater (Figure 2.3C), a good friend of Darwin’s, was an eminent ornithol-
ogist who first described 1067 species, 135 genera, and 2 families of birds. His
ambitious career included service as chief executive officer of the Zoological
Society of London for over 30 years, as a life member of the Royal Geographic
Society of London, and as the first editor of the ornithological journal Ibis. Of
the hundreds of articles he wrote, only a handful focused on zoogeographic
patterns, but they had a major impact on zoogeography, and on biogeography
in general.

In 1857, Sclater read a paper before the Linnaean Society of London entitled
“On the general distribution of the members of the class Aves.” He proposed a
scheme that divided the earth into biogeographic regions that would reflect
“the most natural primary ontological divisions of the earth’s surface.” As
Sclater acknowledged, many others had developed biogeographic schemes,
but these earlier systems had given too little regard to the flora and fauna and
too much to arbitrary boundaries such as latitude and longitude. Sclater
wished to do much more than just categorize each landmass with a list of
species. He wanted to develop a system that would reflect the origination and
development of distinctive biotas. He assumed that there were many areas of
creation, and that most species must have been created in the geographic
regions where they now occurred. Therefore, the ontological divisions of the
globe could be identified by analyzing the similarity and dissimilarity of bio-
tas. Sclater based his scheme on the group he knew best, birds. He acknowl-
edged, however, that, given their impressive dispersal abilities, birds might not
be the best group for such an exercise. Accordingly, he limited his work to
passerines, which he believed had higher site fidelity than other birds. The sys-
tem of biogeographic regions Sclater developed is illustrated in Figure 2.6.
While coarse, it formed the basis for the system of six biogeographic regions
we continue to use today.

It is hard to imagine how Sclater, and especially Darwin, could be over-
shadowed by any other zoogeographer, but they were indeed. While Sclater
and Darwin spent much of their energies on other interests, biogeography was
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Figure 2.6 Sclater’s (1858) scheme of terres-
trial biogeographic regions based on the distri-
butions of birds.

Alfred Russel Wallace’s life work (Figure 2.3D). Wallace, who is considered the
father of zoogeography, developed many of the basic concepts and tenets of the
field, combining the insights of others with his own experiences as a collector
and his theory of evolution through natural selection. While Darwin and
Sclater wrote only a few papers or chapters on biogeography, Wallace amassed
his ideas and accounts in three seminal books: The Malay Archipelago (1869—
dedicated to Darwin), The Geographical Distribution of Animals (1876), and Island
Life (1880—dedicated to Hooker). We have summarized Wallace’s contribu-
tions to the field in Box 2.1. Many of the concepts enunciated by Wallace were
actually introduced by earlier scientists, but Wallace restated, documented,
and interpreted them in an evolutionary context. As you read this book, you
may wish to refer periodically to this box and note how many of Wallace’s
ideas are still being investigated by contemporary biogeographers.

Wallace collected innumerable specimens in the East Indies, and made many
natural history observations on the biota of that region. He was the first person
to analyze faunal regions based on the distributions of multiple groups of ter-
restrial animals. Wallace’s analysis supported, but greatly expanded upon,
Sclater’s 1858 scheme. His system was based not just on birds, but on verte-
brates in general, including nonflying mammals, which, because of their limited
dispersal abilities, should more precisely reflect the natural divisions of the
earth. Wallace developed a detailed and very precise map of the earth’s biogeo-
graphic regions. His map (Figure 2.7) includes sharp divisions between regions
as well as subregions, along with bathymetric divisions reflecting the isolation
of different archipelagoes. A distinctive original contribution was his observa-
tion of a sharp faunal gap between the islands of Bali and Lombok in the East
Indies, where many species of Southeast Asia reach their distributional limit
and are replaced by forms from Australasia (Wallace 1860). This break has been
called Wallace's line (see the cover of this book; Mayr 1944a; Carlquist 1965).
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Figure 2.7 Wallace’s (1876) THE WORLD ovn MERCATOR'S PROJE CTION suewine Ta
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gions, which attempts to di-

vide the landmasses into

classes reflecting affinities

and differences among terres-
trial biotas. The regions
shown are similar to those
proposed by Sclater (1858; see
Figure 2.6) for birds, and are
still widely accepted today.
Numbers identify subregions.
(From Wallace 1876.)

. EXPLANATION -

Oceénn. dontoiirs:

Other Contributions in the Nineteenth Century

Other scientists of the nineteenth century were also looking for and interpret-
ing important patterns in distributional data. Rather than considering only
‘ names and numbers of species, some of these pioneering biogeographers
began to analyze geographic variation in the characteristics of individuals and
populations (Theme 4 in Table 2.1). Chief among these early contributions were
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the generalized morphogeographic rules of C. L. Gloger (1833), C. Bergmann
(1847), and J. A. Allen (1878). Gloger’s rule holds that, within a species, indi-
viduals from more humid habitats tend to be darker in color than those from
drier habitats. Bergmann’s rule states that in endothermic (warm-blooded)
vertebrates, races from cooler climates tend to have larger body sizes, and
hence to have smaller surface-to-volume ratios, than races of the same species
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BOX 2.1
Biogeographic principles advocated by Alfred Russel Wallace

These conclusions are summarized
from Wallace’s writings, and have been
verified many times by researchers in
the twentieth century.

" events; paleochmatlc studies are landmasses may survive and diver-
very important for analyzing extant sify.

distribution patterns. 13. When two large landmasses are re-
6. Competition, predation, and other united after a long period of sepa-

1. Distance by itself does not deter-

. mine the degree of biogeographic
affinity between two regions;
widely separated areas may share
many similar taxa at the generic or
familial level, whereas those very
close may show marked differ-
ences, even anomalous patterns

2. Climate has a strong effect on the

taxonomic similarity between two
regions, but the relationship is not
always linear.

3. Prerequisites for determining bio-

* geographic patterns are detailed
knowledge of all. distributions of
organisms throughout the world, a
true and natural classification of or-
ganisms, acceptance of the theory -
of evolution, detailed knowledge of
extinct forms;-and knowledge of
the ocean floor and stratlgraphy to
reconstruct past geolog1cal connec-
tions’ ‘between landmasses

4. The fossil record is posmve evi-

dence for past nugrahons of organ-
isms.

biotic factors play determining
roles in the distribution, dispersal,
and extinction of animals and
plants.

7. Discontinuous ranges may come

about through extinction in inter-
mediate areas or thiough the patch-
iness of habitats.

8. Speciation may occur through geo-

graphic isolation of populations
that subsequently become adapted
to local climate and habitat.

9. Disjunctions of genera show greater

10.

antiquity than those of single
species, and so forth for higher tax-
onomic categories.

Long—dlstance dispersal is not only
possible, but is also the probable
means of colonization of distant is-
lands across ocear barriers; some
taxa have a greater capacity to cross
stich barriers than others.

11. The distributions of orgamsrns not

adapted for long-distance dispersal
are good evidence of past land con-
nections.

ration, extinctions may occur be-
cause many organisms will
encounter new competitors.

14. The processes acting today may not

be at the same intensity as in the
past.

15. The islands of the world can be

classified into three major biogeo-
graphic categories: continental is-
lands recently set off from the
mainland, continental islands that
were separated from the mainland
in relatively ancient times, and dis-
tant oceanic islands of volcanic and
coralline origin. The biotas of each
island type are intimately related to
the island’s origin.

16. Studies of island biotas are impor-

tant because the relationships
among distribution, speciation, and
adaptation are easier to see and
comprehend on islands.

17. To analyze the biota of any particu-

lar region, one must determine the
distributions of its organisms be-
yond that region as well as the dis-

5. The present biota of an area is
strongly influenced by the last
series of geolog1ca1 and climatic

: ; tributions of their closest relatives.
12. In the absence of predation and : , f , S
competition, organisms on isolated

living in warmer climates. The explanation for this pattern was that a lower
surface area per volume ratio helps to conserve body heat in cold environ-
ments and, conversely, small size and a relatively large surface area facilitate
the dissipation of heat in hot regions. Along this same line of reasoning,
Allern’s rule states that among endothermic species, limbs and other extremi-
ties are shorter and more compact in individuals living in colder climates:
birds and mammals of polar regions tend to be stout with short limbs. A sim-
ilar phenomenon was reported by D. S. Jordan in 1891 for ectothermic (cold-
blooded) teleost fishes inhabiting marine environments. According to Jordan’s
law of vertebrae, as one moves farther from the equator, the vertebrae of
teleost fishes become smaller and more numerous.

Despite the allure of such simple patterns, the generality and causality of
these “rules” have been questioned by many biogeographers. Notwithstand-
ing these problems, these early morpho- or ecogeographic rules were pioneer-
ing efforts in the study of geographic variation and adaptation. They stimu-
lated the development of the field of physiological ecology and led to
important observations on allometry—that is, how traits scale with body size.




In addltlon to studying geographlc variation in the traits of md1v1duals, bio-
geographers noted that the demographic characteristics of populations also
varied across reégions. In 1859, Darwin observed that within most genera,
species “which range widely over the world are the most diffused in their own
country, and are the most numerous in individuals”—in other words, wide-
ranging species tend to occur at relatively high densities. This pattern, while
not a major emphasis of early biogeography, was rediscovered and docu-
mented for a variety of taxa during the twentieth century. The study of how
population-level parameters vary along geographic dimensions is now a cen-
tral focus of an emerging discipline in biogeography termed macroecology
(see Chapter 16).

Some early evolutionary ”rules were described by paleontolog1sts who
were searching for patterns in the history of life and trying to interpret the fos-
sil record. The theory of orthogenesis is an example. This theory states that the
evolution of a group continues in only one direction, and that this orientation
is an intrinsic property of the organism and is not controlled by natural selec-
tion. Of course, this theory of evolutionary inertia was used to oppose Dar-
win’s theory of natural selection as the agent of evolutionary change. While
few, if any, modern evolutionary biologists believe in orthogenetic trends, evo-
lution is nonetheless conservative, and is constrained by the phylogenetic his-
tory and preexisting characteristics of lineages (see Chapter 7).

A special type of orthogenesis was Cope’s rule, which states that the evo-
lution of a group shows a trend toward increased body size. Although there
are many exceptions to this rule, it does seem that certain advantages of large
size have resulted in repeated increases in size in many animal lineages. Large
body size, however, seems to make species susceptible to extinction, so that
large forms (such as the dinosaurs and many now extinct groups of giant
birds and mammals) die out and are replaced by large representatives of new
groups, which in turn evolve to a larger size (see Stanley 1973).

Simultaneously with these advances in zoogeography, phytogeographers
continued to make important contributions to the development of biogeogra-
phy. In the late 1800s, plant researchers in Europe began to develop novel clas-
sifications in which plant taxa were grouped according to their external archi-
tectural designs or their tolerances of abiotic stresses, such as shortages of
water or excesses of salts. Contributions by the Danish workers O. Drude
(1887) and E. Warming (1895) quickly led, by the early twentieth century, to
the' now famous classification of life forms by C. Raunkiaer (1934), who
defined major types of plants based on the positions of their perennating tis-
sues. An ecological rather than a taxonomic approach was also adopted by the
great German phytogeographer A. F. W. Schimper (1898, 1903), who summa-
rized in elaborate detail the forms and habits of plants from around the world.
These works later engendered two vital areas of biogeography and ecology:
plant physiological ecology, which seeks to understand how various species
are adapted to the habitats in which they are found, and phytosociology, a
subdiscipline of plant community ecology, which attempts to explain why cer-
tain combinations of plant species, but not others, co-occur in a given habitat
(see Good 1974).

Early botanists such as Candolle and Humboldt were well aware that dlf-
ferent types of vegetation occured at different elevations, but a zoologist, C.
Hart Merriam (1894), provided one of the most valuable insights into these
broad patterns. Based on his extensive field studies in southwestern North
America, Merriam confirmed that elevational changes in vegetation type and
plant species composition are generally equivalent to the latitudinal vegeta-
tional changes found as one moves toward the poles (Figure 2.8). He called
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Figure 2.8 C.H. Merriam'’s (1890,
1894) life zones, which were based on
the relationship between climate and
vegetation. (A) Elevational distribution
of life zones on the San Francisco
Peaks of Arizona as viewed from the
southeast. (B) Latitudinal distribution
of life zones in North America. (A from
. Bailey 1996.)
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these belts of similar vegetation life zones. Although Merriam was not suc-
cessful in generalizing his concept of life zones to animals and to other regions
of North America, he correctly concluded that elevational zonation of vegeta-
tion, like latitudinal zonation, is a response of species and communities to
environmental gradients of temperature and rainfall.

In 1860 E. W. Hilgard demonstrated that climatic factors and plants are
directly responsible for converting parent rock into different kinds of soils
varying in pH, mineral composition, texture, and so forth. (These interrela-
tionships are discussed in more detail in Chapters 3 and 4.) Shortly afterward,
a Russian scientist named V. V. Dokuchaev recognized that each soil has a
characteristic structure. These two contributions led scientists to understand
that the soils of a region are governed in large part by climatic patterns, which
influence the breakdown of parent materials, the growth of plants, the decom-
position of organic materials, and ultimately the kinds of plants and even ani-
mals that occur there.

Some nineteenth-century naturalist/explorers began to turn their attentions
to a new frontier: the oceans and their biotas. As mentioned earlier, in his Prin-
ciples of Geology, Charles Lyell (1830) discussed the distributions of marine



algae. Edward Forbes (1815-1854) produced the first comprehensive work on
marine biogeography (1856), in which he divided the marine world into nine
horizontal (latitudinal) regions of similar fauna (“homoizoic belts”), which he
then subdivided into five zones of depth. Near the end of the nineteenth cen-
tury, John Murray (1895), G. Pruvot (1896), and Arnold Ortmann (1896) pub-
lished important general works on marine geography. In 1897 Philip Sclater,
primarily known for his ornithological studies, published a paper on the dis-
tributions of marine mammals. Much like his earlier scheme for terrestrial
zoogeographic regions (see Figure 2.6), Sclater divided the marine realm into
six regions based on the distributions of geographically localized genera of
marine mammals (Figure 2.9; Sclater 1897).

Despite these early contributions, just as zoogeography lagged behind phy-
togeography, marine biogeography would not come of age until more explor-
ers focused on this final frontier. The present-day system of marine biogeo-
graphic “regions” was not generally accepted until the publication of John
Briggs’s work in the 1970s, over a century after the terrestrial system of bio-
geographic regions was established by Sclater and Wallace. While there
remained much to learn about the marine frontier, the insights garnered from
explorations of the oceans in the twentieth century would not only expand the
study of biogeographic patterns to marine life, but would challenge and even-
tually overturn the long-held view on the permanence of the oceans and con-
tinents.

The History of Biogeography 31

Figure 2.9 Philip Lutley Sclater’s
classification of biogeographic regions
in the marine realm. Like his scheme
for terrestrial regions, this system in-
cluded six regions and was based on
the distributions of geographically lo-
calized genera, in this case marine
mamimals.
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The First Half of the Twentieth Century

From 1900 through the early 1960s, several major trends in research had extra-
ordinary effects on biogeography. Paleontology in particular deserves credit
for providing new and fascinating descriptions of faunal changes on each
continent. Numerous paleontologists, but especially C. Ameghino, W. D.
Matthew, G. G. Simpson, E. H. Colbert, A. S. Romer, E. C. Olson, and B.
Kurtén, described the origin, dispersal, radiation, and decline of land verte-
brates. They showed that new groups increase in number of species, radiate to
fill new ecological roles, expand their geographic ranges, and become domi-
nant over and contribute to the extinction of older forms. Thus our present-
day continental faunas have extremely long and complex histories that can be
understood only by elucidating the phylogenies of the groups involved and
the history of their movements between landmasses.

As mentioned earlier, explanations for how terrestrial organisms could
have spread from one landmass to another were legion. Investigators pro-
posed an incredible number of short-lived landbridges or island archipela-
goes, now vanished; former continents, now sunken; or once-joined conti-
nents, now drifted apart. During this period tempers often flared as
investigators debated their explanations for how groups arrived in such places
as Australia, the Galdpagos, and the Hawaiian Islands. Many such explana-
tions are now rejected or considered unlikely, but these efforts infused phy-
logeny, paleoclimatology, and geology into biogeographic syntheses.

A common question arising out of such inquiries concerned “centers of ori-
gin.” Where were the cradles of formation and diversification of various
groups or biotas? Biogeographers of the early part of the twentieth century
returned to the same challenges tackled by their predecessors, but with much
expanded evidence and unparalleled intensity. A common goal of systematic
monographs (treatments of the phylogenetic affinities and taxonomic classifi-
cation of a group) was to propose a probable place of origin for the group and
to describe its spread. The fossil record was spotty, so such reconstructions
were often made from characteristics that included the geographic distribu-
tions of contemporary organisms, using arguments that now seem circular.
Some authors were bolder and more dogmatic than others regarding the
assumptions that could be used to deduce centers of origin from such limited
data (see, for example, Matthew 1915; Willis 1922).

Early in the twentieth century, researchers began to investigate patterns of
variation within single species. Following the lead of Bergmann and Allen on
ecogeographic patterns, Joseph Grinnell, Lee R. Dice, and B. Rensch demon-
strated close relationships between geographic and ecological properties of the
environment and patterns of morphological variation within and among
species. Subsequently, physiological and genetic variations were related to dis-
tributions in nature through the pioneering studies of Theodosius Dobzhan-
sky on fruit flies (Drosophila) and J. Clausen, D. Keck, and W. Hiesey on plants.
By the early 1940s evolutionary biologists were building on Darwin’s synthe-
sis to investigate patterns of geographic variation and to infer the mechanisms
responsible for the origin of new species. A long list of scientists contributed to
our understanding of the modes of speciation. Ernst Mayr made major contri-
butions in the fields of systematics, evolution, and historical biogeography.
Out of this work arose one unifying theme, the biological species concept,
which states that a species is definable as a group of populations that is repro-
ductively isolated from all other such groups (Mayr 1942, 1963). Moreover,
Mayr’s studies of patterns in the geographic distributions of species and of the
underlying evolutionary mechanism now known as allopatric speciation




enabled an important new synthesis in evolutionary biology and biogeogra-
phy (Mayr 1944a,b, 1965a,b, 1969, 1974).

By the middle of the twentieth century, many authors had produced new
and more general syntheses of biogeographic patterns for various taxa. These
included studies focusing on vertebrates by Phillip J. Darlington (1957) and
George Gaylord Simpson (1961); on marine zoogeography by Sven Ekman
(1953) and J. W. Hedgpeth (1957); on vascular plants by Stanley A. Cain (1944)
and R. Good (1947); and on island biogeography by Sherwin Carlquist (1965).
Moreover, an impressive body of literature began to accumulate on ecological
biogeography, which was summarized for animals by Hesse, Allee, and
Schmidt (1937 and 1951) and Niethammer (1958) and for plants by Dansereau
(1957). These works, and others too numerous to list here, established bio-
geography as a respected science that could provide insights for other fields,
including evolution, ecology, and conservation biology. In a similar manner,
biogeographers would continue to draw upon advances in these complemen-
tary fields as well as in geology. This led to a revitalization that would con-
tinue throughout the remainder of the twentieth century (see Watts 1979).

Biogeography since the 1950s

Four major developments have revitalized biogeography in the last 40 years:
the acceptance of plate tectonics, the development of new phylogenetic meth-
ods, new ways of conducting research in ecological biogeography, and inves-
tigations of the mechanisms that limit distributions.

Until the 1960s, most biogeographers considered the earth’s crust to be
fixed, and without lateral movement. A theory of plate tectonics and conti-
nental drift was first introduced by Antonio Snider-Pelligrini in 1858. His rad-
ical and largely unsubstantiated theory was readily dismissed by his contem-
poraries. It would take another 60 years before the theory resurfaced with the
arguments of a German meteorologist, Alfred L. Wegener, and an American
geologist, F. B. Taylor (Taylor 1910; Wegener 1912, 1915, 1966). Wegener’s the-
ory of continental drift, published between 1912 and 1956, was based on
extensive geological and some biological evidence for great movements of the
continents. But again, the theory was harshly criticized and rejected by most
biogeographers, including distinguished leaders such as Simpson and Dar-
lington. Darlington, for example, argued that it was much easier to move ani-
mals than it was to move entire continents.

The theory of continental drift was accepted only in the late 1960s, when
geological evidence for the process became irrefutable. Once accepted, how-
ever, this theory revolutionized historical biogeography and required scientists
to rethink their explanations for many distributional patterns. Hooker had not
been far off the mark—changes in the relative sizes and positions of land-
masses and oceans had indeed resulted in important movements of biotas.
The connections he proposed, however, rather than resulting from the emer-
gence of mysterious continents and landbridges, were caused by great lateral
movements of existing continents. Whatever one’s interpretation of a distribu-
tion, the explanation eventually had to be consistent with this geological his-
tory of the earth’s surface. We trace the history and modern development of
plate tectonics in greater detail in Chapter 6.

Since the 1960s, biologists also have made tremendous strides toward
achieving phylogenetic classifications that trace the history and relationships
of taxa, thus vastly improving our understanding of how biotas are and have
been related. Guidelines for reconstructing phylogenies were already available
for traditional systematics (Simpson 1961) and for phylogenetic systematics or
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cladistics (Hennig 1950), but the issues regarding the history of lineages were
crystallized in 1966 when the work of Willi Hennig was published in English.
Phylogenetic research was transformed from a discipline that compared
anatomical and other similarities among taxa into one in which the historical
diversification of a lineage is reconstructed and the evolutionary relationships
among species are quantified.

Early in the historical development of the field, biogeographers attempted
to use information on geographic distributions of related species to reconstruct
the histories of continents and other landmasses. In the mid-1800s, Asa Gray
pioneered research on plant disjunctions—cases in which two closely related
species are widely separated in space. Since then, biogeographers have been
fascinated by disjunctions because they can reveal past land or water connec-
tions or long-distance dispersal between two regions. Interest in disjunctions
as a means of evaluating past land connections has been renewed in the last 30
years, in part through the writings of L. Croizat (1958, 1960, 1964). With the
availability of new phylogenetic approaches, the study of disjunct species,
now called “vicariants,” has taken a central position, particularly in historical
research. Because of this renewed interest in vicariants, some of the older phy-
logenetic and biogeographic reconstructions are being tested and sometimes
greatly revised (see Chapters 10 and 11).

Up to the 1960s, the emphasis in biogeography had been primarily an evolu-
tionary and historical one, emphasizing the phylogenies of groups and their
means of dispersing into and surviving in different regions and habitats. By the
late 1950s, G. E. Hutchinson began to focus attention on questions about the
processes that determine the diversity of life and the number of species that
coexist in local areas or habitats. Ecologists began to emphasize the importance
of competition, predation, and mutualism in influencing the distributions of
species and their coexistence as ecological communities. Of all the work in eco-
logical biogeography, perhaps the most influential was Robert H. MacArthur
and Edward O. Wilson’s attempt to develop a radically new theory to account
for the distributions of species on islands (1963, 1967; see Chapter 13). While
Agassiz’s static view of distributions had long been abandoned by most bio-
geographers, they still assumed that species distributions within archipelagoes
changed only very slowly on an evolutionary time scale. MacArthur and Wil-
son’s equilibrium theory of island biogeography challenged this view and even-
tually became the new paradigm of the field. Their work changed the direction
of ecological biogeography by focusing attention on a new set of questions. They
asked abstract questions about patterns of distribution and species diversity, and
they suggested that these patterns reflected the operation of two fundamental
and opposing processes—immigration and extinction (see Chapters 14 and 15).

Questions about species diversity and coexistence, in addition to dominating
the fields of ecology and theoretical biogeography, have spawned other abstract
areas of inquiry, such as the extent to which the dispersal, establishment, and
radiation of a lineage are stochastic (i.e., random) or deterministic (i.e., pre-
dictable if the underlying mechanisms are understood: Raup et al. 1973; Sim-
berloff 1974b; Stanley 1979; Eldredge and Cracraft 1980). Moreover, these
abstract questions have stimulated experimental testing of biogeographic con-
cepts (e.g., Simberloff and Wilson 1969) as well as new mathematical ways of
quantifying and analyzing observations (e.g., Pielou 1977a, 1979; Manly 1991;
Maurer 1994; Gotelli and Graves 1996; Upton and Fingleton 1990; Cressie 1991).

Although some ecologists have emphasized the roles of interspecific inter-
actions in influencing the distribution of species and communities (MacArthur
and Connell 1966; MacArthur 1972; Whittaker 1975), others have emphasized
the importance of the abiotic environment in limiting the distributions of indi-



viduals and populations and, in turn, determining the diversity of species in
different regions. Important advances in techniques and instrumentation since
the mid-1960s have permitted & flurry of research in this area, resulting in a
tremendous amount of information that must be selectively integrated with
biogeography. Advances in computer technology and related techniques,
including satellite imagery, geographic information systems (GIS), and spatial
statistics (geostatistics), have enabled quantum léaps in our ability to explore
and analyze biogeographic patterns from local to global scales.

In summary, many great scientists have contributed to the development of
biogeography. All of them, from Buffon and Candolle to Simpson, Croizat,
and MacArthur and Wilson, have shared a common goal—understanding the
origin, spread, and diversification of biotas. If the mid-1700s Buffon gave bio-
geography its first principle, while others tested its generality and broadened
the field to explore a diversity of other patterns and their causal forces. As the
field progressed, theories of natural selechon, continental drift, and immigra-
tion/extinction dynamics provided new mechanisms to explain long-standing
patterns, while new comparative and experimental methods, phylogenetic
analyses, and advances in computer science and statistics provided invaluable
tools. By the 1960s, biogeography had finally come of age as a rigorous and
respected science. It has continued to build on those gains and flourish in sub-
sequent decades. Since 1900, the number of publications on biogeography has
increased exponentially, with most of the increase taking place in the past
three decades (Figure 2.10)

Given this long list of biogeography’s conceptual achievements, in them-
selves the seeds of whole disciplines, one can easily comprehend how it has
become impossible for one person to understand and follow completely all
aspects of the field. Students of biogeography can be frustrated by their inabil-
ity to comprehend all the subtleties of this awesome body of knowledge—or
they can be challenged and encouraged by the prospect of using biogeogra-
phy as a focal point to synthesize many separate disciplines and to acquire a
unique perspective on the history and distribution of life on earth.
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Figure 2.10 The maturity and vitality of biogeography is evi-
denced by the increasing number of publications in the field,
especially over the last three decades, as tallied using
OCLC-First Search (Online Computer Library Center, Inc.).
(A) Number of books and monographs on biogeography found

0 ! ! ! | in the WorldCat database. (B) Number of articles on biogeogra-
1990 1991 1992 1993 1994  phy found in the Article 1st database.
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CHAPTER 3

The Physical Setting

Organisms can be found almost everywhere on earth: from the cold, rocky
peaks of high mountains to the hot, windswept sand dunes of lowland
deserts; from the dark, near-freezing depths of the ocean floor to the steaming
waters of hot springs. Some organisms even live around hydrothermal vents
in the deep ocean, where temperatures exceed 100° C (but the water does not
boil because of the extreme pressure). Yet no single kind of organism lives in
all of these places. Each species has a restricted geographic range, in which it
encounters a limited range of environmental conditions. Polar bears and cari-
bou are confined to the Arctic, whereas palms and corals are rare outside the
tropics. There are a few species, such as Homo sapiens and the peregrine falcon,
that we call cosmopolitan because they are distributed over all continents and
over a wide range of latitudes, elevations, climates, and habitats. These spe-
cies, however, are not only exceptional, but are also much more limited in dis-
tribution than they appear at first glance. Humans and peregrines, for exam-
ple, are absent from the three-fourths of the earth that is covered with water,
and from many other places besides.

Although, as we point out in later chapters, we may need to invoke unique
historical events or ecological interactions with other organisms to account for
the limited geographic ranges of some species, the most obvious patterns in
the distributions of organisms occur in response to variation in the physical
environment. In terrestrial habitats these patterns are determined by climate
and soil type. The distributions of aquatic organisms are limited largely by
variation in temperature, salinity, light, and pressure.

Most geographic variation in the physical environment is regular and pre-
dictable. We all know that tropical lowlands are warm year-round, whereas
the climate is colder and more seasonal at higher latitudes. Most streams and
lakes contain fresh water, but the ocean is salty. Both the tops of the highest
mountains and the depths of the deepest lakes and oceans are very cold. These
and other climatic patterns are relatively easy to explain. To do so, we need to
know the orientation of the earth with respect to the sun and the sizes and
locations of major geographic features such as oceans, continents, and moun-
tain ranges. We also need a rudimentary knowledge of the physical and chem-
ical properties of air, water, and soil, as well as the principles of energetics and
thermodynamics.
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Figure 3.1 Average input of solar ra-
diation to the earth’s surface as a func-
tion of latitude. Heating is most in-
tense when the sun is directly
overhead, so that incoming solar radia-
tion strikes perpendicular to the
earth’s surface. The higher latitudes
are cooler than the tropics because the
same quantity of solar radiation is dis-
persed over a greater surface area (4’ as
opposed to 2) and passed through a
thicker layer of filtering atmosphere (¢’
as opposed to b).

The dynamics of the earth’s surface are driven by two great engines, pow-
ered by two different sources of energy. The heat stored in the earth’s core at
the time of the formation of the solar system is dissipated through its mantle
and crust and ultimately out into space. This transfer of heat energy moves
and shapes the earth’s crust, shifting the positions of the crustal plates con-
taining the continents, thrusting up mountains, and causing earthquakes and
volcanic eruptions. We shall discuss these processes and some of their conse-
quences in Chapter 6.

The other great engine is driven by the energy of the sun. Radiant energy
emitted by the sun strikes the earth’s surface, where it is absorbed and con-
verted into heat, warming the surface of the land and water and the atmos-
phere just above them. The resulting differences in the temperature and density
of air and water cause them to move over the earth’s surface, both horizontally
and vertically, creating the earth’s major wind patterns and ocean currents. The
heating of surface water also causes evaporation, and the resulting water vapor
is carried by the air and redeposited as rain or snow. These processes, which are
responsible for the earth’s climate and for many physical characteristics of its
oceans and fresh waters, are the subject of the present chapter.

Climate

Solar Energy and Temperature Regimes

Solar radiation and latitude. Sunlight sustains life on earth. Solar energy
not only warms the earth’s surface and makes it habitable, but also is captured
by green plants and converted into chemical forms of energy that power the
growth, maintenance, and reproduction of most living things.

According to the principles of thermodynamics, heat is transferred from
objects of higher temperature to those of lower temperature by one of three
mechanisms: (1) conduction, a direct molecular transfer, especially through
solid matter; (2) convection, the mass movement of liquid or gaseous matter;
or (3) radiation, the passage of waves through space or matter. Heat flows, as
radiant energy, from the hot sun across the intervening space to the cooler
earth. When incoming solar radiation strikes matter, such as water or soil,
some of it is absorbed, and the matter is heated. Some solar radiation is ini-
tially absorbed by the air, particularly if it contains suspended particles of
water or dust (e.g., clouds), but most passes through the sparse matter of the
atmosphere and is absorbed by the denser matter of the earth’s surface. This
surface is not heated uniformly. Soil, rocks, and plants absorb much of the
radiation and may be heated intensely. Water also absorbs much solar radia-
tion, but its heating effect is not confined to as narrow a surface layer as on
land. Although air is heated to some extent by absorption of incoming solar
radiation, most of the heating of air occurs at the earth’s surface, where it is
warmed by direct contact with warm land and water, by latent heat released
by the condensation of water, and by long-wave infrared radiation emitted
from the surfaces of warm objects such as leaves and bare soil.

The angle of incoming radiant energy relative to the earth’s surface affects
the quantity of heat absorbed. The most intense heating occurs when the sur-
face is perpendicular to incident solar radiation, for two reasons: (1) the great-
est quantity of energy is delivered to the smallest surface area; and (2) a mini-
mal amount of radiation is absorbed or reflected back into space during
passage through the atmosphere because the distance it travels through air is
minimized (Figure 3.1). This differential heating of surfaces at different angles
to the sun explains why it is usually hotter at midday than at dawn or dusk,
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why average temperatures in the tropics are higher than at the poles, and why
south-facing hillsides are warmer than north-facing ones in the Northern
Hemisphere (and the reverse in the Southern Hemisphere).

Because the earth is tilted 23.5° from vertical on its axis with respect to the
sun, solar radiation falls perpendicularly on different parts of the earth during
an annual cycle. This differential heating produces the seasons. The seasons are
also characterized by different lengths of day and night. Only at the equator are
there exactly 12 hours of daylight and darkness every 24 hours throughout the
year (Figure 3.2). At the spring and fall equinoxes (March 21 and September 22,
respectively) the sun’s rays fall perpendicularly on the equator, equatorial lati-
tudes are heated most intensely, and every place on earth experiences the same
day length. At the summer solstice (June 22), sunlight falls directly on the
Tropic of Cancer (23.5° N latitude), and the Northern Hemisphere is heated
most intensely, experiences longer days than nights, and enjoys summer, while
the Southern Hemisphere has winter. At the winter solstice (December 22), the
sun shines directly on the Tropic of Capricorn (23.5° S latitude), and the South-
ern Hemisphere enjoys its summer while the Northern Hemisphere has winter,
cold temperatures, and long nights. The seasonality of climate increases with
increasing latitude. At the Arctic and Antarctic Circles, 66.5° latitude, there is
one day each year of continuous daylight when the sun never sets, and one day
of continuous darkness, each at a solstice. Although every location on the earth
theoretically experiences the same amount of daylight and darkness over an
annual cycle, the sun is never directly overhead at high latitudes. Considerable
solar radiation is absorbed during the long summer days, however. Tempera-
tures in excess of 30° C are commonly recorded in Alaska. The warmest days
typically are in July, after the summer solstice, because of the time lag required
to heat up the earth’s surface.

The cooling effect of elevation. The processes just described account for
seasonal and latitudinal variation in temperature, but it remains to be
explained why it gets colder as we ascend to higher altitudes. The fact that
Mount Kilimanjaro, nearly on the equator in tropical East Africa, is capped
with permanent ice and snow seems to be in conflict with our intuitive expec-
tation. Mountain peaks are nearer the sun, so why are they cooler than nearby
lowlands? The answer lies in the thermal properties of air. The density and
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Figure 3.2 Seasonal variation in day
length with latitude is due to the incli-
nation of the earth on its axis. At the
equinoxes, the sun is directly overhead
at the equator, and all parts of the earth
experience 12 hours of light and 12
hours of darkness each day. At the
summer solstice, however, the 23.5°
angle of inclination causes the sun to
be direcily over the Tropic of Cancer,
while the Arctic Circle and areas far-
ther north experience 24 hours of con-
tinuous daylight; at the same time all
regions in the Southern Hemisphere
experience less than 12 hours of day-
light per day, and the sun never rises
south of the Antarctic Circle.
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Subsiding

Figure 3.3 Relationship between ver-
tical circulation of the atmosphere and
wind patterns on the earth’s surface.
There are three convective Hadley cells
of ascending and descending air in
each hemisphere. As the winds move
across the earth’s surface in response
to this vertical circulation, they are de-
flected by the Coriolis effect, produc-
ing easterly trade winds in the tropics
and westerlies at temperate latitudes.

pressure of air decrease with increasing elevation. When air is blown across
the earth’s surface and forced upward over mountains, it expands in response
to the reduced pressure. Expanding gases undergo what is called adiabatic
cooling, losing heat energy as their molecules move farther apart. The same
process occurs in a refrigerator as freon gas expands after leaving the com-
pressor. The rate of adiabatic cooling of dry air with increasing elevation is
about 10° C per km, so long as no condensation of water vapor and cloud for-
mation occurs.

Higher elevations are also colder because the less dense air allows a higher
rate of heat loss by radiation back through the atmosphere. Water vapor and
carbon dioxide in the atmosphere retard such radiant heat exchange and pro-
duce the so-called greenhouse effect. These gases act like the glass in a green-
house: they allow the short wavelengths of incoming solar radiation to pass
through, but trap the longer wavelengths emitted by surfaces that have been
warmed by the sun. The resulting warming effect is pronounced in moist low-
land areas, where water vapor in the air retards cooling at night. In contrast,
mountains and deserts typically experience extreme daily temperature fluctu-
ations, because there is little water vapor in the air to prevent heat loss by radi-
ation to the cold night sky.

Winds and Rainfall

Wind patterns. Differential heating of the earth’s surface also causes the
winds that circulate heat and moisture. As we have already seen, the most
intense heating is at the equator, especially during the equinoxes, when the
sun is directly overhead. As this tropical air is heated, it expands, becomes less
dense than the surrounding air, and rises. This rising air produces an area of
reduced atmospheric pressure over the equator. Denser air from north and
south of the equator flows into the area of reduced pressure, resulting in sur-
face winds that blow toward the equator (Figure 3.3). Meanwhile, the rising
equatorial air cools adiabatically, becomes denser, is pushed away from the
equator by newly warmed rising air, and eventually descends again at about
30° N and S latitude (the horse latitudes). This vertical circulation of the
atmosphere results in three convective “Hadley cells” in each hemisphere,
with warm air ascending at the equator and at about 60° N and S latitude, and
cool air descending at about 30° N and S and at the poles. These circulating air
masses produce surface winds that typically blow toward the equator
between 0° and 30° and toward the poles between 30° and 60°. In the upper
atmosphere between the Hadley cells are the jet streams, high-speed winds
blowing approximately parallel to the equator.

The surface winds do not blow exactly in a north-south direction; they are
deflected toward the east or west by the Coriolis effect. Although the Corio-
lis effect is often called the Coriolis force, it is not a force, but a straightforward
consequence of the law of conservation of angular momentum. Every point on
the earth’s surface makes one revolution every 24 hours. Because the circum-
ference of the earth is about 40,000 km, a point at the equator moves from west
to east at a rate of about 1700 km h-'. Points north or south of the equator
move at a slower rate (remember that the lines of longitude converge at the
poles). Consider what happens at the equator if you shoot a rocket straight
upward. Where does it come down? Right where it was launched; the rocket
travels not only up and down, but also eastward at a rate of 1700 km h-, the
same rate as the earth moving beneath it. Now suppose the rocket is propelled
northward away from the equator. It continues to travel eastward at 1700 km
h-, but the earth underneath it moves ever more slowly as the rocket travels
farther north, and consequently its path appears to be deflected toward the




right. The Coriolis effect describes this tendency of moving objects to veer to
the right in the Northern Hemisphere and to the left in the Southern Hemi-
sphere. The.winds approaching the equator from the horse latitudes are
deflected to the west, and are therefore called northeast or southeast trade
winds. (Winds are described based on the direction of their sources.) Winds
blowing toward the poles between about 30° and 60° N and S latitude, called
the westerlies, are deflected to the east (Figure 3.3). These winds naturally
were very important to commerce in the days of sailing ships, when both the
westerlies and the trade winds, or “trades,” got their names. Ships coming to
the New World from Europe traveled south to the Canary Islands and Azores
in tropical latitudes to intercept the trades before heading westward, but they
returned to Europe at higher latitudes with the westerlies behind them.

The surface winds, influenced by the Coriolis effect, initiate the major ocean
currents. The trade winds push surface water westward at the equator,
whereas the westerlies produce eastward-moving currents at higher latitudes.
Responding to the Coriolis effect, these water masses are deflected toward the
east or west, and the net result is that the ocean currents move in great circu-
lar gyres, clockwise in the Northern Hemisphere and counterclockwise in the
Southern Hemisphere (Figure 3.4). Warm currents flow from the tropics along
eastern continental margins; as these water masses reach high latitudes, they
are cooled, producing cold currents down the western margins.

Precipitation patterns. By superimposing these patterns of temperature,
' winds, and ocean currents, we can begin to understand the global distribution
of rainfall. We will also need some additional background in physics. As air
warms, it can absorb increasing amounts of water vapor evaporated from the
land and water. As it cools, it eventually reaches the dew point, at which it is
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Figure 3.4 Main patterns of circula-
tion of the surface currents of the
oceans. In each ocean, water moves in
great circular gyres, which move clock-
wise in the Northern Hemisphere and
counterclockwise in the Southern
Hemisphere. These patterns result in
warm currents along the eastern coasts
of continents and cold currents along
the western coasts. Note the Pacific
equatorial countercurrent, the small
current along the equator that flows
from west to east opposite to the gyres,
and which strengthens in some years
to cause the El Nifio phenomenon.
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Figure 3.5 Factors causing rain
shadow deserts. (A) Air blowing over a
mountain cools as it rises, water vapor
condenses, and the air loses much of its
moisture as rain on the windward side,
so that the leeward side experiences
warm, dry winds. (B) The rate of
change in air temperature with eleva-
tion is affected by the presence of con-
densed water vapor, resulting in
warmer, drier conditions on the lee-
ward side than at the same elevation on
the windward side. (After Flohn 1969.)

&)
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saturated with water vapor. Further cooling then results in condensation and
the formation of clouds. When the particles of water or ice in clouds become
too heavy to remain airborne, rain or snow falls. In the tropics, the cooling of
ascending warm air laden with water vapor produces heavy rainfall at low and
middle elevations, where rain forests and cloud forests occir. Rainy seasons in
the tropics tend to fall when the sun is directly overhead and the most intense
heating occurs. The tropical grasslands of Kenya and Tanzania in East Africa,
which lie virtually on the equator but at higher elevations than rain forests,
experience two rainy seasons each year, corresponding approximately to the
equinoxes, and two dry seasons, corresponding to the solstices. In contrast, the
area around the Tropic of Cancer in central Mexico has only one principal rainy
season, in the summer. Most tropical regions have at least one dry season.

At the horse latitudes, where cool air descends from the upper atmosphere,
two belts of relatively dry climate encircle the globe. Descending air warms,
and can therefore absorb more moisture, drying the land. In these belts lie
most of the earth’s great deserts (incliding the Mojave, Sonoran, and Chi-
huahuan in southwestern North America, the Sahara in North Africa, and the
Arid Zone in central Australia), and adjacent to these deserts are regions of
semiarid climates and grassy or shrubby vegetation. Within these belts, the
seasonality of climate is very marked on the western sides of continents,
which experience Mediterranean climates. Parts of coastal California, Chile,
the Mediterranean region in Europe, southwestern Australia, and southern-
most Africa have dry, usually hot summers and mild, rainy winters (see Figure
1.2). In winter, when the land tends to be cooler than the ocean water, the
westerly winds bring ashore moisture-laden air, condensation occurs, and fog
and rain result. In summer, when the land is warmer than the ocean, the west-
erlies blowing inland from the cold offshore currents are warmed, able to hold
more water vapor, and result in dry conditions on land. The effects of cold cur-
rents are even more pronounced in localized regions of western South Amer-
ica and southwestern Africa, where they contribute to the formation of coastal
deserts that are the driest areas on earth (Amiran and Wilson 1973).

Several of the deserts between 30° and 40° N and S latitude are located not
only on the western sides of continents, but also on the eastern sides of major
mountain ranges. As westerly winds blow over the mountains, they are
cooled, until eventually the dew point is reached and clouds begin to form.
Condensation releases heat—the latent heat of evaporation—so that wet air
cools adiabatically at a slower rate than dry air: 6° C per km of elevation, as
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opposed to 10° C per km for dry air. As the air continues to rise and cool, most
of its moisture falls as precipitation on the western side of the mountain range.
When the air passes over the crest and begins to descend, the remauung
clouds quickly evaporate, and the dry air warms at the higher rate. This rain
shadow effect causes the warm, dry climates found on the eastern sides of
temperate mountains (Figure 3.5). Thus, for example, the Sierra Nevada in
California has lush, wet forests of giant sequoias and other conifers on its
western slopes, but arid woodlands of pifions and junipers on its eastern
slopes; a bit farther east, with an elevation below sea level, lies Death Valley,
the driest place on the North American continent. Similarly, the Monte Desert
is in the rain shadow on the eastern side of the Andes in Argentina.

These global patterns of temperature and precipitation frequently are sum-
marized in climatic maps like that in Figure 3.6. Such maps are useful, but can
be misleading, because they fail to show the small-scale patterns of spatial and
temporal variation that influence the abundance and distribution of organisms.

Small-scale spatial and temporal variation. The same processes that we
have just described on a global scale can also produce great climatic variation
on a local scale. The effect of mountains is particularly great, as we can illus-
trate with several examples. From Tucson, Arizona, it is only 25 km by a paved
road to the top of Mount Lemmon, at 2800 m elevation, in the Santa Catalina
Mountains. But the climate and the plants at the summit are far more similar
to those in northern-California and Oregon, 1500 km to the north, than to
those in the desert just below (Table 3.1). Similarly, the spruce-fir forests on the
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Figure 3.6 Major climatic regions of
the world. Note that these regions
occur in distinct patterns with respect
to latitude and the positions of conti-
nents, oceans, and mountain ranges.
(After Strahler 1973.)

Cllmates of the world

[Clce
Cold
Dry

&2 Tropical . N
Il Highland

Warm temperate 5




46 Chapter 3

Table 3.1
The influence of elevation on climate

Temperature (°C)

Mean annual

Elevation  Mean Mean precipitation

Site (m) January  July Lowest Highest (cm)

Tuscon, 745 10.8 30.7 94 46.1 27.3
Arizona '

Mt. Lemmon, 2791 23 17.8 —21.7 32.8 70.0
Arizona

Salem, 60 3.2 19.2 244 40.0 104.3
Oregon

Source: Data from U.S. Weather Bureau.

Note: Two of the sites are near one another in Arizona; the third site is in Oregon. Note that
the climate of the high-elevation site in Arizona, Mt. Lemmon, is much more similar to that of
Salem, Oregon, 1700 km to the north, than to that of Tucson, only 25 km away but 2000 m
lower in elevation.

summit of the Great Smokey Mountains in Tennessee are more similar to the
boreal forests of northern Canada than to the deciduous forests in the valleys
below. Puerto Rico, which lies in the Caribbean Sea at 18° N latitude, is about
150 km long and 50 km wide, and has a central mountainous backbone rising
to about 1000 m. The lowlands on the northern and eastern sides are lush and
tropical, but much more rain falls at higher elevations on the northeastern
slopes, and this is where the best-developed rain forests are found. So much
moisture is lost as the northeast trade winds traverse the mountains that the
southwestern corner of Puerto Rico is extremely dry; the cacti and shrubby
vegetation that occur there remind a visitor of the deserts and tropical thorn
forests of western Mexico (Figure 3.7). Even more dramatic are the combined
effects of the cold Humboldt Current and the rain shadow cast by the Andes
in Peru and Chile, where up to 10 m of precipitation per year drenches the
tropical rain forests on the eastern slope, while there may several years in
sucession with no rain at all in the Atacama Desert on the western slope.
There are also year-to-year and longer-term temporal variations in climate.
We have recently learned that the entire global system of moving air masses,
ocean currents, and patterns of precipitation fluctuates on a 5- to 7-year cycle.
The fluctuations appear to be initiated by events in the vast tropical Pacific
Ocean (although similar events occur in the tropical Atlantic). This pattern is
called the El Nifio Southern Oscillation, or ENSO for short. We are uncertain
about its initial cause—perhaps variation in the output of solar radiation or
intrinsic fluctuations in the atmosphere-ocean system. But whatever the ulti-
mate cause, the pattern of tropical ocean circulation changes. While the pri-
mary ocean currents are the great hemispheric gyres mentioned above, close
inspection of Figure 3.4 will show a small current running west to east right
along the equator. It is called the equatorial countercurrent because it runs in
the opposite direction to the gyres. It is usually small, as the figure suggests,
but in some years it becomes much stronger, and pushes warm water away
from the equator up the coasts of North and South America. As the westerly
winds pass over this warm water, they pick up moisture and carry it onto the
adjacent continents, causing heavy precipitation in the winter, when the land
is colder than the offshore waters. This phenomenon is called El Nifio (liter-
ally, “little boy” in Spanish), because the resulting rains tend to fall around
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Christmas, when Hispanic cultures celebrate the birth of the Christ child. El
Nifio years are the only times that it rains in the extremely arid coastal deserts
of South America. The seemingly lifeless Atacama Desert bursts into bloom as
plants that have survived as seeds dormant in the soil germinate, grow, and
reproduce. Seabirds and other marine organisms along the Pacific coast and in
the Galapagos Islands suffer wholesale reproductive failure and mortality due
to the unusual rain and reduced upwelling.

Other kinds of temporal variation can also have important biogeographic
consequences. For example, a hurricane may pass over a Caribbean island
only once in a century on average, yet these rare, unpredictable storms wreak
incredible devastation. Hurricanes probably are one of the primary causes of
disturbance on Caribbean islands. Such large, infrequent storms may increase
or decrease biodiversity; while they can inundate tiny islets, causing extinction
of some terrestrial animals and plants, they also clear space in forests and coral
reefs, facilitating the continued existence of competitively inferior species.

Soils

Primary Succession

Except for the polar ice caps and the perpetually frozen peaks of the tallest
mountains, almost all terrestrial environments on earth can and do support life.
Areas of bare rock and other sterile substrates created by volcanic eruptions or
other geological events are gradually transformed into habitats capable of sup-
porting living ecological communities by a process called primary succession.
This process involves the formation of soil, the development of vegetation, and
the assembly of a complement of microbial, plant, and animal species.

We cannot understand the distribution of soils without a knowledge of the
role of climate and organisms in successional processes. The type of vegetation
covering a region depends primarily on three ingredients: climate, type of soil,
and history of disturbance. For example, three distinct vegetation types (tem-
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Figure 3.7 Comparison of vegetation
on opposite sides of the central moun-
tain range on the tropical island of
Puerto Rico. (A) On the northeastern
side, which receives the moisture-
laden trade winds, lush rain forests
occur. (B) In marked contrast, the
southwestern side lies in a rain
shadow, has a hot, dry climate, and has
cacti and other plants typical of desert
regions. (A courtesy of E. Orians; B
courtesy of A. Kodric-Brown.)
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perate deciduous forest, pine barrens, and salt marsh) occur in northern New
Jersey in close proximity to one another, but on different soil types (Forman
1979). Moreover, if a mature stand of deciduous forest is destroyed, as at the
hands of humans or by natural fire, it is not reestablished immediately.
Instead, certain plant species colonize the area and are in turn replaced by later
colonists, beginning with weedy pioneer species and continuing until the
mature or climax vegetation is reestablished. This process is called secondary
succession. Throughout this process, both the microclimate and the soil of the
site also change, becoming more favorable for some species and less favorable
for others.

Soil is formed by the weathering of rock and the accumulation of organic
material from dead and decaying organisms. The process by which new soil is
formed from mineral substrates is usually long and complicated. Physical
processes, such as freezing and thawing, and water and wind erosion, break
down the parent rock material. Organisms also play key roles: lichens hasten
the weathering of rock; decaying corpses of plants, animals, and microbes add
organic material; the activities of roots and microbes alter the chemical com-
position of the soil; and burrowing animals mix and aerate it. Totally organic
soils (histosols), such as peat, form in certain unusual environments.

The rate of soil formation varies widely, depending largely on the nature of
the parent material and the climatic setting. The formation of shallow soils
may take thousands of years in Arctic and desert regions, where temperature
and moisture regimes are extreme (e.g., McAuliffe 1994). For example, soils
only a few centimeters deep cover much of eastern Canada, where the retreat
of the last Pleistocene ice sheets left bare rock only about 10,000 years ago. In
other cases, especially when soils are formed from sand, lava, or alluvial mate-
rials in regions with warm, moist climates, primary succession can be amaz-
ingly rapid. In 1883, the small tropical island of Krakatau in Indonesia experi-
enced an explosive volcanic eruption that exterminated all living things and
left only sterile volcanic rock and ash. Organisms rapidly recolonized
Krakatau from the large neighboring islands of Java and Sumatra, and by
1934, only 50 years after the eruption, 35 cm of soil had been formed, and a
lush tropical rain forest containing almost 300 plant species was rapidly devel-
oping (van Leeuwen 1936).

Formation of Major Soil Types

Anything we write about soils must be a gross oversimplification, because
both the classification and the distributions of soils are very complex, even
controversial. Visit the vast flat plains of the United States or the Ukraine and
you will find just one or a few soil types distributed for as far as the eye can
see, but in other geographic regions, especially mountainous areas, soil maps
are mosaics that look like complicated abstract paintings (Figure 3.8). Great
Britain has a series of unusual organic soil types formed in cold, wet environ-
ments, plus soils greatly modified by centuries of human activities.

We can begin to appreciate the diversity and distribution of soils by study-
ing the four major processes that produce the primary, or zonal, soil types.
These so-called pedogenic regimes are those that typically occur in habitats
characterized by temperate deciduous and coniferous forests (podzolization),
tropical forests (laterization), arid grasslands and shrublands (calcification),
and waterlogged tundra (gleization).

Podzolization occurs at temperate and subarctic latitudes and at high ele-
vations where temperatures are cool and precipitation is abundant. In such cli-
mates plant growth may be substantial, but the low temperatures inhibit
microbial activity, so organic matter, called humus, accumulates. As the
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humus decays, organic acids are released and carried downward (leached)
through the soil profile by percolating water. The hydrogen ions of these acids
tend to replace cations that are important for plant growth, such as calcium,
potassium, magnesium, and sodium, which are removed by leaching from the
soil (Figure 3.9A). This process leaves behind a silica-rich upper soil containing
oxidized iron and aluminum compounds, but few cations. Coniferous forests,
which thrive in such acidic conditions, are a characteristic vegetation on pod-
zolic soils.

In the humid tropics, which experience high temperatures and heavy rain-
fall, microbes and other organisms rapidly break down dead organic material,
so little humus can accumulate. In the absence of organic acids, oxides of iron
and aluminum precipitate to form red clay or a bricklike layer (laterite). The
heavy rainfall causes silica and many cations, such as potassium, sodium, and
calcium, to be leached out of the soil (Figure 3.9B), leaving behind a firm and
porous soil with very low fertility. In some areas, if the tropical forest cover is
removed, the organic material and its bound nutrients are easily lost, and the
intense equatorial sun bakes the exposed lateritic soils hard, retarding sec-
ondary succession and making the area unsuitable for agriculture.

Calcareous soils typically occur in arid and semiarid environments, partic-
ularly in regions where thick layers of calcium carbonate were deposited
beneath ancient shallow tropical seas. Where rainfall is relatively low, so that
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Figure 3.8 Soil map for the Great
Plains and adjacent Rocky Mountains
of North Dakota, Montana, and adja-
cent states. Note that relatively homo-
geneous soils occur over extensive
areas of the plains (right), but a much
more heterogeneous mosaic of soil
types occurs in the topographically
and geologically diverse mountainous
areas.
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of the four major pedogenic regimes,

showing the resulting soil profiles: (A)
podzolization, (B) laterization, (C) cal-

cification, and (D) gleization. (After

Strahler 1975.)

Figure 3.10 Schematic diagram depicting the relationships
between major soil types and climate, showing that different
combinations of temperature and precipitation cause the for-
mation of distinctive soil types. (From Whitaker 1975.)

evaporation and transpiration exceed precipitation, cations are generally not
leached out. Instead, they are carried downward through the soil profile to the
depth of greatest water penetration, where they precipitate, forming a layer
rich in calcium carbonate (Figure 3.9C). In desert soils, the scanty rainfall pen-
etrates only a short distance below the surface, where it leaves behind a rock-
like layer of calcium carbonate, called caliche. In regions where precipitation
is higher, water and roots penetrate deeper into the soil profile, leading to the
formation of deep, fertile soils rich in organic material and essential nutrients,
such as potassium, nitrogen, and calcium. Such soils are typical of tallgrass
and shortgrass prairie habitats, although little of the former remains because
these soils are so highly prized for agriculture.

In cold, wet polar regions, gleization is the typical process of soil formation.
At the permanently wet (or frozen) surface, where the low temperatures and
waterlogged conditions prevent decomposition, acidic organic matter builds
up, sometimes forming a layer of peat that can be several meters thick (Figure
3.9D). Below this organic upper layer, an inorganic layer of grayish clay, con-
taining iron in a partially reduced form, typically accumulates. While few
nutrients are lost through leaching, the highly acidic conditions cause nutri-
ents to be bound up in chemical compounds that cannot be used by plants.
Thus gley soils typically support a sparse vegetation of acid-tolerant species.
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The above descriptions represent four idealized cases of soil formation
processes. Given the complex variation in parent material and climate over the
earth’s surface, pedogenic regimes vary in complex but predictable ways. The
processes of soil formation and soil types described above occur where the
chemical composition of the parent material is typical of the common rock
types: sandstone, shale, granite, gneiss, and slate. The soils that are derived
from these “typical” rocks are called zonal soils. A simplified summary of the
relationship between climate and zonal soil type is given in Figure 3.10. The
global distribution of zonal soil types (Figure 3.11) can also be compared with
the global climate map (Figure 3.6) to demonstrate the close relationship
between soils and climate.

Unusual Soil Types Requiring Special Plant Adaptations

In addition to such zonal soils, there are unusual soil types derived from par-
ent material of unusual chemical composition. Certain rock types, such as
gypsum, serpentine, and limestone, contain unusually high amounts of some
compounds and little of others. Serpentine, for example, is particularly defi-
cient in calcium, and gypsum contains an excess of sulfate. Few plant species
can tolerate such azonal soils, and the low-diversity plant communities that
do grow on such soils have special physiological adaptations for dealing with
their unusual chemical composition. '
One example of a soil type that requires special adaptations by plants is
halomorphic soil, which contains very high concentrations of sodium, chlo-
rides, and sulfates. Halomorphic soil typically occurs near the ocean in estu-
aries and salt marshes, and in arid inland basins where shallow water accu-

The Physical Setting 51

Figure 3.11 World distribution of
major soil types. Note the close correla-
tion of these soil types with the cli-
matic zones shown in Figure 3.6, re-
flecting the influence of temperature
and precipitation on soil formation.
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mulates and evaporates, leaving behind high concentrations of salts. A small
number of specialized halophytic (“salt-loving”) plant species grow in such
areas. They include a variety of taxonomic and functional groups, each of
which has special adaptations for dealing with the problem of maintaining
osmotic and ionic balance in these environments. Some species of mangroves
and grasses excrete salts from specialized cells in their leaves, whereas pickle-
weeds and ice plants store salts in special cells in their succulent leaves.

As mentioned above, highly acidic soil cond1t10ns cause essential nutrients,
especially nitrogen and phosphorus, to be bound in compounds that plants
cannot use. Pitcher plants, sundews, Venus's ﬂytraps and other insectivorous
plants can grow in highly acidic soils or other environments where nutrients
are severely limiting. These plants obtain their nitrogen and phosphorus by
capturing living insects, digesting them, and assimilating the nutrients. A less
spectacular adaptation to acidic and other nutrient-poor soils is evergreen veg-
etation (Beadle 1966). Because nutrients are lost when leaves are dropped, and
more minerals must then be taken up by the roots to produce new leaves,
plants can use limited nutrients more efficiently by retairing their leaves for
longer periods. In mesic temperate climates, where the predominant vegetation
is usually deciduous forest, it is common to find evergreens growirig on acidic
and nutrient-poor soils. Examples are the pine barrens of the eastern United
States and the Eucalyptus forests of Australia (Daubenmire 1978; Beadle 1981).

In addition to their chemical composition, the physical structure of soils can
influence the distribution of plant species and the nature of vegetation. In arid
regions, for example, the size and porosity of soil particles affect the availabil-
ity of the limited moisture to plants by affecting the runoff, infiltration, pene-
tration, and binding of water. Thus, even within a small region of uniform cli-
mate, differences in soil texture can cause large differences in Vegetatlon A
striking example is provided by the bajadas, or alluvial fans, of desert regions
(Figure 3.12). These interesting geological formations are made up of sedi-
ments carried out of mountains by infrequent but heavy flooding of the
canyons. As the floodwater gradually loses energy, it deposits sediments in‘a
gradient, dropping large, heavy rocks at the mouth of the canyon and small
sand- and clay-sized particles at the bottom of the fan. The resulting bajada
shows a corresponding gradient in water availability and vegetation (Bowers
and Lowe 1986). Cacti predominate on the coarse, rocky, well-drained soils
high on the bajada, where water is available only for short periods during and
after rains. These succulents can take up water rapidly through their extensive
shallow roots and store it in their expandable tissues. Shrubs and grasses-are
much more common farther down the bajada, where their roots can extract
the water held on and among the smaller soil parncles

Figure 3.12 - Schematic representation of the local elevational
distribution of soil particle size and vegetation on a desert ba-
jada on the Sonoran coast of the Gulf of California (Sea of
Cortez). At the upper end of the alluvial fan, where large boul-
ders have been deposited, the vegetation is dominated by cacti
and other succulents that can take up water rapidly, before it
percolates below the root zone. At the lower end, where water
infiltration is poor and the existing water is tightly bound by
fine clay particles, the vegetation consists of sparse, shallowly
rooted shrubs. The greatest water availability, productivity, and
species diversity occur at intermediate elevations, where the
soils are sandy, infiltration is high, and water is not tightly
bound by soil particles. Distance (km)
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A somewhat similar situation occurs along the coast of the Gulf of Mexico
in the southeastern United States. The uplands have coarse, sandy, well-
drained soils that support a drought-tolerant coniferous woodland/savanna
vegetation. In contrast, the lowlands have accumulated fine, water-retaining
soils, and this, as well as their proximity to the water table, allows them to
support a much more mesic vegetation. Thus a person interested in the factors
influencing plant distributions and community composition at this local to
regional scale must pay particular attention to how subtle characteristics of
soil structure affect the runoff, infiltration, and retention of rainwater.

Although we have concentrated here on the relationship between soils and
vegetation, soils also affect the distributions of animals, both indirectly, by con-
trolling which plant species are present, and directly, through the effects of the
chemical and physical environment on their life cycles. Many kinds of mam-
mals, reptiles, and invertebrates are restricted to particular types of soils that
meet their specialized requirements for burrowing and locomotion. For exam-
ple, in North American deserts, lizards of the genus Uma, the kangaroo rat
Dipodomys deserti, and the kangaroo mouse Microdipodops pallidus are all
restricted to dunes and similar patches of deep, sandy soil. Another set of spe-
cies, including chuckwallas (Sauromalus obesus), collared lizards (Crotophyjtus
collaris), and rock pocket mice (Chaetodipus intermedius), show just the opposite
habitat requirement, being restricted to rocky hillsides and boulder fields.

Aquatic Environments

As anyone who has ever tried to keep tropical fish knows, warm and relatively
stable temperatures are essential for their survival and reproduction. Salinity,

 light, inorganic nutrients, pH, and pressure also play key roles in the distrib-
utions of aquatic organisms. Like terrestrial climates, the physical characteris-
tics of water often exhibit predictable patterns along geographic gradients,
which can be understood with a basic background in physics.

Stratification

Thermal stratification. When solar radiation strikes water, some is reflected,
but most penetrates the surface and is ultimately absorbed. Although water
may appear transparent, it is much denser than air, and its absorption of radi-
ation is rapid. Even in excephona]ly clear water, 99% of the incident solar radi-
ation is absorbed in the upper 50 to 100 m, and this absorption occurs even
more rapidly if many organisms or colloidal substances are suspended in the
water column. Longer wavelengths of light are absorbed first; the shorter
wavelengths, which have more energy, penetrate farther, giving the depths
their characteristic blue color.

This rapid absorption of sunlight by water has two important conse-
quences. First, it means that photosynthesis can occur only in surface waters
where the light intensity is sufficiently high (the photic zone). Virtually all of
the primary production that supports the rich life of oceans and lakes comes
from plants living in the upper 10 to 30 m of water. Along shores and in very
shallow bodies of water, some species, such as kelp, are rooted in the sub-
strate. These plants may attain considerable size and structural complexity,
and may support diverse communities of organisms. In the open waters that
cover much of the globe, however, the primary producers are tiny, often uni-
cellular algae, called phytoplankton, which are suspended in the water col-
umn. Zooplankton, tiny crustaceans and other invertebrates that feed on phy-
toplankton, migrate vertically on a daily cycle: up into the surface waters at
night to feed and dowr into the dark, deeper waters during the day to escape
their visually hunting fish predators.
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Second, the rapid absorption of sunlight by water means that only surface
water is heated. Any heat that reaches deeper water must be transferred by
convection or by currents. Consequently, deep waters are characteristically
cold, even in the tropics. The density of pure water is greatest at 4° C, and
declines as its temperature rises above or falls below this point. This unusual
property of water is significant for the survival of many temperate and polar
organisms because it means that ice floats. Ice provides an insulating layer on
the surface that prevents many bodies of water from freezing solid. The pres-
ence of salts in water lowers its freezing point, and some organisms are there-
fore able to exist in unfrozen water below 0° C (de Vries 1971).

A more general consequence of the relationship between water density and
temperature is that water tends to acquire stable thermal stratification. When
solar radiation heats the water surface above 4° C, the warm surface water
becomes lighter than the cool deeper water, and so tends to remain on the sur-
face, where it may be heated further and become even less dense. In tropical
areas and in temperate climates during the summer, the surfaces of oceans
and lakes are usually covered by a thin layer of warm water. Unless these bod-
ies of water are shallow, the deep water below this layer is much colder (some-
times near 4° C). The change in temperature between the surface layer and
deeper water is called a thermocline (Figure 3.13). Mixing of the surface water
by wave action determines the depth of the thermocline and maintains rela-
tively constant temperatures in the water above it. In small temperate ponds
and lakes that do not experience high winds and heavy waves, the thermo-
cline is often so abrupt and shallow that swimmers can feel it by letting their
feet dangle a short distance. In large lakes and oceans, where there is more
mixing of surface waters, the thermocline is usually deeper and less abrupt.

Tropical lakes and oceans show pronounced permanent stratification of
their physical properties, with warm, well-oxygenated, and lighted surface
water giving way to frigid, nearly anaerobic, and dark (aphotic) deep water.
Oxygen cannot be replenished at great depths where there are no photosyn-
thetic organisms to produce it, and the stable thermal stratification prevents
mixing and reoxygenation by surface water. Only a relatively few organisms
can exist in these extreme conditions. The feces and dead bodies of organisms
living in the surface waters sink to the depths, taking their mineral nutrients
with them. The lack of vertical circulation thus limits the supply of nutrients to
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the phytoplankton in the photic zone. Consequently, deep tropical lakes are
often relatively unproductive and depend on continued input from streams
for the nutrients required to support life.

Overturn in temperate lakes. The situation is somewhat different in tem-
perate and polar waters. Deep lakes, in particular, undergo dramatic seasonal
changes: they develop warm surface temperatures and a pronounced thermo-
cline in summer, but freeze over in winter. Twice each year, in spring and fall,
the entire water column attains equal temperature and equal density, the tem-
perature/density stratification is eliminated, and moderate winds may then
generate waves that mix deep and shallow water, producing what is called
overturn (see Figure 3.13). This semiannual mixing carries oxygen downward
and returns inorganic nutrients to the surface. Phosphorus and other mineral
nutrients may be depleted during the summer, when warm temperatures
allow algae to grow and reproduce at high rates; overturn replenishes these
nutrients, stimulating the growth of phytoplankton. Temperate lakes, such as
the Great Lakes of North America, are often quite productive and support
abundant plant and animal life, including valuable commercial fisheries.
However, abnormally high nutrient inputs—often due to runoff from agricul-
tural fields and discharges of inadequately treated sewage—can cause exces-
sive production, rapid algal growth, depletion of oxygen, fish kills, and other
environmental problems.

Oceanic Circulation

The vertical and horizontal circulation of oceans is more complicated than that
of lakes, in part because oceans are so vast, extending through many climatic
zones, and in part because salinity affects the density of water. Salts are dis-
solved solids carried into the oceans by streams and concentrated by evapora-
tion over millions of years. The presence of salts in water increases its density,
causing swimmers to experience greater buoyancy in the ocean than in fresh
water. Varying salinity and density have important effects on ocean circulation.
Rivers and precipitation continually supply fresh water to the surface of the
ocean, and this lighter water tends to remain at the surface. If you have ever
flown over the mouth of a large, muddy river, such as the Mississippi, you may
have noticed that its water remains relatively intact, flowing over the denser
ocean water for many kilometers out to sea. In polar regions, the input of fresh
water to the ocean from rivers and precipitation generally exceeds losses from
evaporation, but the reverse is true in the tropics. This pattern creates a some-
what confusing situation, because warm tropical surface water tends to become
concentrated by evaporation and to increase in density, counteracting to some
extent stratification owing to temperature. On the other hand, cold polar water,
which would be expected to show little stratification, may become somewhat
stabilized as low-density fresh water accumulates on the surface.

Vertical circulation occurs in oceans, but the rates of water movement are so
slow that a water mass may take hundreds or even thousands of years to
travel from the surface to the bottom and back again. Areas of descending
water tend to occur at the convergence of warm and cold currents in polar
regions, where the colder, denser water sinks under the warmer, lighter water.
Areas of rising water, called upwelling, are found where ocean currents pass
along the steep margins of continents. This happens, for example, along the
western coast of North and South America, where there is little continental
shelf and the land drops sharply offshore. As the Pacific gyres sweep toward
the equator along these shores, the Coriolis effect and, in tropical latitudes, the
easterly trade winds, tend to deflect the surface water offshore, and water
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wells up from the depths to replace it. Because upwelling, like overturn in
lakes, returns nutrients to the surface, productivity tends to be high in areas of
upwelling (see Figure 5.30B). Probably the greatest commercial fishery in the
world is located in the zone of upwelling off the coasts of Chile and Peru.

Surface currents, such as the great hemispheric gyres (see Figure 3.4), are
relatively shallow and rapidly moving, so that they tend to form discrete
water masses, each of which has a characteristic salinity and temperature pro-
file distinct from those of neighboring water masses. Some organisms with
limited capacity for locomotion may drift in currents for long distances with-
out leaving a single uniform water mass. Organisms that can move actively to
overcome the currents must also be able to tolerate the contrasting physical
environments in different water masses.

Although oceanographers have recognized the existence of distinct water
masses within the oceans for many years, modern technology has revealed the
extent of spatial heterogeneity in shallow ocean waters. For example, investi-
gators from the Woods Hole Oceanographic Institution have studied the phys-
ical environment and the biota of Gulf Stream rings (Wiebe 1976, 1982; Lai and
Richardson 1977). These rings are small masses of cold or warm water that
have broken away from the southern or northern edges of the Gulf Stream to
drift through water of contrasting temperature in the North Atlantic. They can
be readily seen on infrared satellite images that show sea surface temperatures
(Figure 3.14). These rings not only have physical environments that are strik-
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Figure 3.14 Small-scale spatial and temporal heterogeneity of surface waters in the North Atlantic
Ocean is caused by small water masses, called rings, that split off from the Gulf Stream (dark shaded
line). (A) Temperature/depth profile recorded by an oceanographic vessel that traveled through sev-
eral rings, as indicated by the line on the map (B). (C-E) Changes in water surface temperatures as
mapped by infrared satellite imagery, showing the formation, movement, and disappearance of rings.
(After Wiebe 1982.)




ingly different from their surroundings, but also contain a unique biota that
can persist in these special conditions far from its normal distribution in the
Gulf Stream. The possible roles of these floating warm- or cold-water eddies in
trans-Atlantic dispersal, both now and in the past, are intriguing.

Pressure and Salinity
Pressure and salinity vary greatly among aquatic habitats. These variations
have major effects on the distributions of organisms because special physiolog-
ical adaptations are necessary to tolerate the extremes. As every scuba diver
knows, water pressure increases rapidly with depth. It becomes a major prob-
lem for organisms in the ocean, where the deepest areas are up to 6 kilometers
below the surface. Pressure increases at a rate of about one atmosphere (about
1.5 mega-Pascals) for every 10 m of depth. In the abyssal depths, pressures are
more than 200 times greater than at the surface. Organisms adapted to living in
surface waters cannot withstand the pressures of the deep sea, and vice versa.
Variation in salinity is relatively discontinuous. The vast majority of the
earth’s water is in the oceans and is therefore highly saline (greater than 34
parts per thousand of solutes). In contrast, freshwater lakes, marshes, and
rivers, which account for less than 1% of the earth’s waters, contain very few
dissolved salts. Habitats of intermediate or fluctuating salinity, such as salt
marshes and estuaries, constitute only a tiny fraction of the earth’s aquatic
habitats. Consequently, most aquatic organisms are physiologically adapted
and geographically restricted either to fresh water, where the physiological
problem is obtaining sufficient salts to maintain osmotic balance, or to salt
water, where the problem can be eliminating excess salt. Only a few widely
tolerant (euryhaline) organisms have the special physiological mechanisms
required to survive in the widely fluctuating salinities of estuaries and salt
marshes.

Tides and the Intertidal Zone

We can learn a great deal about the factors determining the distributions of
organisms by studying environmental gradients: both gradual changes, such
as variation in light and pressure with depth in lakes and oceans, and rapid
changes, such as the variation in temperature in the cooling outflow of a hot
spring. One of the steepest, best-studied, and most interesting environmental
gradients occurs where the ocean meets the land. Along the shore is a narrow
region that is alternately covered and uncovered by seawater. It is called the
intertidal zone because it experiences a regular pattern of inundation and
exposure caused by tides.

Sir Isaac Newton explained how the gravitational influences of the moon
and sun interact to cause the global fluctuations in sea level that we call tides.
The entire story is complicated, but the main pattern and its mechanism are
simple. The tides are flows of surface waters. They occur in response to a net
tidal force, which reflects a balance between the centrifugal force of the spin-
ning earth and the gravitational forces of the moon and sun (Figure 3.15).
Because the gravitational force exerted by an object is equal to its mass
divided by the square of its distance, the smaller but nearer moon has a
greater effect than the sun.

Most shores typically experience both a daily and a monthly tidal cycle:
there are two high and two low tides every 24 hours, and there are two periods
of extreme tides each month, corresponding to the new and full moons (Figure
3.16). During these periods, the moon and sun are in the same plane as the
earth, and their gravitational effects are additive, causing high-amplitude or
spring tides, with the highs occurring at dawn and dusk and the lows near

The Physical Setting 57




58 Chapter 3

Figure 3.15 (A) Schematic represen-
tation of how the centrifugal force of
the spinning earth and the gravita-
tional force of the moon cause the
tides. On the side of the earth closest to
the moon, the gravitational force
(white) is stronger than the centrifugal
force (gray), and the net tidal force
(black) tends to draw surface water to-
ward the moon. On the side opposite
the moon, the gravitational force is
weaker than the centrifugal force, and
the net tidal force tends to draw water
away from the moon. In between these
exiremes, the gravitational and cen-
trifugal forces are balanced, and there
is essentially no net tidal force. (B) The
movement of surface waters in re-
sponse to these tidal forces.

Figure 3.16 A tide calendar for the
northern Gulf of California (Sea of
Cortez), showing the typical pattern of
tides due to the gravitational influ-
ences of the moon and sun. Note that
there are two high and two low tides
each day. There are also two periods of
low-amplitude (neap) and high-ampli-
_tude (spring) tides each month; the lat-
ter correspond to the times of the new
and full moons, when the gravitational
forces of moon and sun are aligned.
(Courtesy of D. A. Thomson.)
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noon and midnight. During the quarter moons, the sun and moon are at right
angles to each other (from the perspective of earth), and their gravitational
effects tend to cancel each other, resulting in low-amplitude or neap tides.

A distinct community of plant and animal species lives in the intertidal
zone. Nearly all aspects of the lives of these organisms are dictated by the
cyclical pattern of inundation by seawater at high tide and exposure to desic-
cating conditions at low tide. Most species are confined to a very narrow zone
of tidal exposure, so that their distributions form thin lines running horizon-
tally along the shore. As we shall see in Chapter 4, the narrow ranges of spe-
cies in the intertidal zone (typically only a few centimeters or meters), and the
ease with which critical environmental conditions can be manipulated exper-
imentally, have produced a wealth of information about the factors limiting
the distributions and regulating the diversity of species.
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Microenvironments

Small-Scale Environmental Variation

It would be misleading to end here without a word of qualification. In this
chapter we have been concerned primarily with global patterns of variation in
abiotic environments that influence the distributions of organisms. Upon
closer inspection, however, these patterns tell us surprisingly little about the
actual conditions experienced by an organism living in a particular region.
This point was best stated by the observer who noted that the climatic data
recorded by the National Weather Service measures accurately only the cli-
mate experienced by the spiders hvmg in the shelters that house the recording
instruments!

Microenvironmental variation is less of a problem in aquatic habitats than
on land because the physical properties of water tend to prevent the occur-
rence of abrupt small-scale changes. But even there, changes can be very
abrupt, and conditions can go from favorable to intolerable in distances of just
a few centimeters or meters. Examples include the rapid changes in tempera-
ture at thermoclines and around hydrothermal vents (see Chapter 6), and in
salinity in estuaries where rivers enter the ocean.

In terrestrial habitats, the climates of small places, called microclimates,
may bear little relationship to large-scale climatic patterns. On the one hand,
two organisms living only a few centimeters apart may live in radically differ-
ent physical environments—humid or arid, hot or cold, windy or protected.
On the other hand, by selecting appropriate microenvironments, individuals
can be distributed over a wide range of latitudes and elevations and still expe-
rience v1rtua]ly identical physical conditions. Examples of both situations
abound. Lizards are conspicuous elements of most desert faunas because they
are active during the day and are able to tolerate the hot, dry conditions. The
same deserts, however, may also be inhabited by frogs and toads, which
spend most of their lives buried in the cool, relatively moist soil, emerge to
feed only on rainy or humid nights, and possess adaptations for breeding in
ephemeral ponds that form after occasional heavy rains. Perhaps the best
examples of organisms that live in similar physical environments over a wide
geographic range are internal parasites and microbial symbionts of birds and
mammals. The same species may occur in tropical rain forests and arctic tun-
dras, but still live in virtually identical, homoeostatlcally regulated environ-
ments within the bodies of their hosts.

The most distinctive microenvironments are typically small and widely dis-
persed sites. The capacity of organisms to exploit specific microenvironments
depends largely on their mobility or vagility (regardless of whether they are
actively or passively transported), body size, special physiological properties,
and behavioral select1V1ty We can readily imagine how mobile animals can
seek out and settle in a particular habitat, but we should keep in mind that
plants also may have adaptations that result in effective microhabitat selection.
For example, many species have seeds that are attractive to certain kinds of
animals, which disperse them to favorable microsites. Many seeds also reqmre
specific cues for germination that indicate the presence of favorable environ-
mental conditions.

Colonizing Suitable Microenvironments

In order to live in isolated localities and microclimates, organisms must be
able to get to them. Many plants, invertebrate animals, and microbes accom-
plish this during special dispersal stages of their life cycles (e.g., as seeds, eggs,
or spores) that are adapted to be carried long distances and to tolerate extreme
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Figure 3.17 Temperatures inside
(black lines) and ouiside (gray lines)
the den of a bushy-tailed woodrat
(Neotoma cinerea), a deep crack be-
tween large boulders in the high
desert of southeastern Utah, during
midsummer (above) and midwinter
(below). Because the den, where the
animal spends most of its time, experi-
ences much less variation than the
macroclimate outside, it affords vital
protection from stressfully high and
low temperatures in summer and win-
ter, respectively. (After Brown 1968.)

environments while in transit. Often, however, their arrival at a suitable
microsite is largely a matter of chance. In contrast, many animals are able to
use their sophisticated sensory and locomotor systems to seek out isolated
microenvironments. To demonstrate both active and passive dispersal, it is
only necessary to create a small artificial pond and observe the rapidity with
which it is colonized both by zooplankton (copepods and other small crus-
taceans), which disperse passively as resistant eggs, and by large insects (div-
ing beetles and dragonflies), which fly long distances to actively seek out suit-
able sites for colonization.

Some distinctive microenvironments are so isolated that the specialized
organisms that inhabit them cannot disperse among them. How, then, were
they originally colonized? Some organisms colonized them in the past when
bridges of suitable habitat existed between them, or the intervening areas were
at least not so extensive and inhospitable. Examples include the fishes of iso-
lated lakes, which require freshwater connections in order to disperse. Still
other microenvironments are so inaccessible that their biotas include many
unique species that have evolved in situ, diverging from ancestral forms that
occurred in neighboring habitats. Examples include many of the highly differ-
entiated, blind, unpigmented cave animals that have evolved in each cave sys-
tem from surface-living ancestors. Similarly, many of the unique plants that
inhabit isolated pockets of serpentine soils have been derived from species that
occurred on the surrounding zonal soils.

While many organisms select microclimates that are appropriate for their
lifestyles, some are able to create their own microenvironments. Many kinds
of small mammals dig burrows or build other structures that provide favor-
able microsites in otherwise inhospitable environments. Animals that use sub-
terranean burrows expenence nearly constant favorable microclimates year-
round because the sun’s heat is not conducted more than a few decimeters
through the soil, and the humidity stays near 100%. Desert-dwelling woodrats
(Neotoma spp.), for example, make their dens in deep rock crevices or in bur-
rows beneath “houses” they construct by piling up large quantities of sticks,
stones, and other debris. These dens provide relatively stable and moderate
temperatures and high humidities, even when conditions just outside are
lethal (J. Brown 1968) (Figure 3.17). These structures are used for shelter not
only by their woodrat owners, but also by a large number of other organisms,
including not only spiders, scorpions, insects, lizards, snakes, and mice, but
also many kinds of fungi and bacteria (see, for example, Relchman 1985; Seast-
edt et al. 1986; Hawkins and Nicoletto 1992).

The fact that many organisms are found only in particular microenviron-
ments has important consequences for our understanding of geographic pat-
tetrns. On the one hand, it means that some species may have much broader
geographic ranges than we would have predicted from a cursory comparison
of their physical tolerances and climatic patterns. On the other hand, careful
studies have shown that the local distributions of many organisms are highly
patchy, because within their geographic ranges, they are confined to microsites
that provide very specific enivironmental conditions. In the next chapter, we
consider in more detail how different kinds of environmental conditions limit
the local distributions and geographic ranges of individual species.



CHAPTER 4

Distributions of Single Species

The Geographic Range

The proposition that each species has a unique geographic rangeis central to
all of biogeography. Biogeographers study many phenomena—locations of
occurrence of individual organisms, shifts in the local or regional distribution
of a population, present and past distributions of higher taxa or clades (lin-
eages of species descended from a common ancestor; see Chapter 11), patterns
of biodiversity—but the ecological processes and historical events that have
shaped the ranges of species are directly relevant to nearly all of them.

Methodological Issues: Mapping and Measuring the Range

If the geographic range is a basic unit of biogeographic investigation, how do
we define and measure it? At first glance, this seems straightforward. Field
guides and more technical systematic publications on regional floras or faunas
are filled with range maps. These maps are seemingly easy for researchers to
prepare, and equally easy for other scientists to use as sources of data for bio-
geographic studies. Before we start using range maps to illustrate biogeo-
graphic patterns and processes, however, we should critically consider just
what they tell us.

There are three basic kinds of range maps: outline, dot, and contour. Out-
line maps usually depict the range as an irregular area, often shaded or col-
ored, within a hand-drawn boundary (Figure 4.1). The boundary line presum-
ably defines the limits of the known distribution of the species, but its
accuracy can vary widely depending on how well the distribution is actually
known and how precisely the author has incorporated this information into
the map. Often, the author will use his or her knowledge of the organismi to
make educated guesses about the probable distributional limits when ade-
quate data are not available. o

Dot maps plot points on a map where the species has been recorded (Fig-
ure 4.2). Dot maps are often prepared as part of a taxonomic study of a species,
and the dots show localities where verified museum specimens have been col-
lected. Such maps convey both more and less information than outline maps.
On the one hand, they accurately depict known records of the species’ distri-
bution. On the other hand, locations of specimens or other records, such as
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Figure 4.1 An example of an outline
map of the geographic range of a species
—in this case the endangered butterfly
Zegris eupheme, which occurs in south-
western Asia. The outer boundary has
been drawn by hand to include the
localities where the species is known to
occur. (From Borodin et al. 1984.)

Figure 4.2 - An example of a dot map
of the geographic range of a species—
in this case the Sonoran Desert plant
Ambrosia ambrosioides. Each circle rep-
resents a locality where someone has
documented the presence of the
species by collecting a voucher speci-
men and depositing it in an herbarium.
Each cross represents an additional
record based on a s1ght1ng and identifi-
cation of the plant in the field. (From
Sonoran Desert Plants by Raymond M.
Turner, Janice E. Bowers, and Tony L.
Burgess. Copyright © 1995 by the Ari-
zona Board of Regents. Reprinted by
permission of the University of Ari-
zona Press.)

Ambrosia ambrosioides
o Voucher
= Sighting




Distributions of Single Species 63

Figure 4.3 An example of a combina-
tion dot and outline map of the geo-
graphic range of a species—in this case
the endangered butterfly Zerynthia
polyxena, which is restricted to a small
area north of the Black Sea in southern
Eurasia. Each dot represents a locality
where the species has been recorded. A
line hasbeen drawn by hand to in-
clude the outermost dots, thereby en-
closing the known geographic range.
(From Borodin et al. 1984.)

sightings of bird species, can represent only an infinitesimal fraction of the
actual places where individuals of most species live at present or occurred in Figure 4.4 An example of a contour
the past. While a small minority of species with tiny ranges are known to be map of the geographic range of a
restricted to just one or a small number of highly localized sites, the docu- Species—in this case the winter range
mented records of occurrence of most species represent only a small sample of :}flg‘ﬁr}: lug ggyrgyﬁoffati?agﬁaﬁ'abun_
their actual distribution. So a disadvantage of dot maps is that they do not dance. (‘i) EagchEontour line, or iso-
extrapolate beyond the relatively few sampled locations to make inferences cline, indicates a 20th-percentile class
about the potential distribution of the species. Sometimes, however, the author  of relative abundance. (B) A three-di-
draws a free-form line around the peripheral location records, creating a com- mensional landscape depicting relative
bination dot and outline map (e.g., Figure 4.3). ggrurfé‘]}igfrﬁ Ezlle\%ﬁi gﬁ;?;dé;‘;est_
Recently, investigators have obtained sufficient information on abundance mas Bird Counts. The raw data from
within the geographic ranges of some species to produce contour maps (Fig-  these census counts (number of birds
ure 4.4). Because they use contour lines or other graphical techniques to indi- seen per hour per field party) have
cate variation in density, these maps convey much more information than been entered into a computer program,

. . . . . which averaged and smoothed them to
either outline or dot maps. Contour maps should be interpreted with caution, estimate abundance between the ac-

tual census localities in order to draw
the maps. (From Root 1988a.)
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Figure 4.5 An aerial photograph
near the edge of the local distribution
of the juniper tree (Juniperous os-
teosperma) in eastern Nevada. Individ-
ual trees, which are recognizable as
dark spots, generally decrease in both
size and abundance as elevation de-
creases from left to right. Note three
things: (1) the overall complexity of the
pattern of abundance and the difficulty
of defining a precise range boundary;
(2) the relatively uniform distribution
of plants along an alluvial outwash
plain at the top of the photograph; and
(3) the patchy distribution of plants on
southeast-facing slopes of small hills
toward the bottom of the photograph.
(Photograph courtesy of U.S. Forest
Service.)

however, because information on abundance usually is available for only a
limited number of fairly widely separated localities. Typically, computer pro-
grams and a statistical technique called kriging are used to interpolate
between the data points and generate a three-dimensional landscape depicting
variation in abundance within the range. So let the user beware; even contour
maps are highly oversimplified depictions of the complex and dynamic struc-
ture of ranges.

Nevertheless, despite the limitations of all three kinds of range maps, they
are invaluable summaries of biogeographic information. Although their preci-
sion may be limited, they usually provide a reasonably accurate and unbiased
large-scale picture of the geographic range of a species. They can be compiled,
computerized [using software such as geographic information systems (GIS)],
and analyzed quantitatively. It is relatively straightforward, for example, to
measure such variables as the area, northernmost and southernmost latitude,
and easternmost and westernmost longitude of ranges from maps and to use
such data in comparative biogeographic studies. You will see many such appli-
cations in this book.

The Distribution of Individuals

Even the best map, however, can convey only a highly simplified and
abstracted picture of the geographic distribution of a species. The real units of
distribution are the locations of all the individuals of the species. A map
depicting these locations would be impossible to prepare for most kinds of
organisms, but we can get some idea of what it would look like from aerial
photographs in which we can identify individuals of certain conspicuous
species (Figure 4.5). Rapoport (1983) prepared a map of the distribution of a
distinct, easily recognizable palm (Copernicia alba) from aerial photographs
along a transect through part of its range in Argentina (Figure 4.6). As we can
see from both the sample aerial photograph and Rapoport’s data, the distrib-
ution is complex, with individual plants occurring in clumps separated by
gaps. As the edge of the range is approached, the individuals tend to be more
sparsely distributed, the clumps smaller, and the gaps between them larger.
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= Figure 4.6 Abundance of the palm tree Copernicia alba along

B a 3 km wide transect from west to east through the edge of its

2 10 geographic range. The data were taken from aerial pho-

tographs, on which individual palms were easily recognized
AA by their distinctive shapes. Note that near the edge of the
ol l l I I range, abundance tends to be low and the distribution of trees
90 60 30 km tends to be patchy (as indicated by values of zero abundance.)
West Transect East (From Rapoport 1983.)

The clumpy-gappy distribution of individuals across the landscape means
that any kind of map of the species range is not only an abstraction, it is a
scale-dependent abstraction. Imagine that we superimposed a grid on an aer-
ial photograph such as Figure 4.5. Whether an individual will be found in an
individual grid cell will depend on the size of that cell: the larger the cell, the
higher the probability of its containing at least one individual. This exercise
reveals that the edge of the range is also a scale-dependent abstraction. Al-
though in Figure 4.5 there are no individuals in the lower right-hand corner,
the exact definition of the distributional boundary will depend on the scale at
which we connect the locations of individuals to draw an edge. Furthermore,
in addition to the relatively obvious range boundaries, there are “holes”
within the range where no individuals occur. Therefore, Rapoport (1983) has
likened the range to a slice of Swiss cheese. But this is an oversimplification,
because the sizes and locations of the areas where no individuals are consid-
ered to occur will also depend on the spatial scale of analysis. Perhaps the best
representation of the effect of spatial scale on the perceived distribution of a
species is still Erickson’s (1945) classic maps of the distribution of the shrub
Clematis fremontii (Figure 4.7).

Even such a faithful depiction of the distribution of a species as an aerial
photograph fails to capture another critical feature of the geographic range,
however, because it represents only a snapshot in time. The distribution of any
species is dynamic, and any accurate depiction of its range should in theory be
constantly updated to reflect the changes that occur as individuals are born,
move, and die, and as populations colonize new areas and go locally extinct in
parts of their former range. Andrewartha and Birch (1957), for example, doc-
umented large shifts in the geographic ranges of several species of insects in
Australia. They showed diagrammatically how the apparent range boundary
varies as local populations episodically go extinct and then are recolonized
from other areas (Figure 4.8). Despite the seemingly static nature of most pub-
lished range maps, such expansions and contractions are always occurring in
response to both natural environmental variation and human activities (see
below and Chapter 18).

The Distribution of Populations

Population Growth and Demography

The size of a range, the location of its boundaries, and shifting patterns of
abundance within those boundaries reflect the influence of environmental
conditions on the survival, reproduction, and dispersal of individuals and the
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Figure 4.7 Erickson’s classic depic-
tion of the distribution of the shrub
Clematis fremontii, within the state of
Missouri in the central United States,
on different spatial scales. The largest
scale shows the geographic range
based on known collecting localities.
Successively smaller scales show the
distribution of populations. The small-
est scale shows the dispersion of indi-
vidual plants within a single local pop-
ulation. Note that at all scales the
distribution is patchy, and that areas
where plants are found are separated
by uninhabited areas. (From Erickson
1945.)

Figure 4.8 A schematic diagram
showing how the abundance and dis-
tribution of a hypothetical organism
might vary in time and space. Shown
are fluctuations in abundance over
many years at three different localities
(A—C) separated by distances of several
kilometers. Note that all three popula-
tions fluctuate. At locality A, which is
presumably at the margin of the local
or geographic range of the species,
only a few individuals are intermit-
tently present, indicating repeated
episodes of local extinction and recolo-
nization. (From Andrewartha and
Birch 1954.)
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dynamics of populations. In 1798, in his Essay on the Principle of Population,
Thomas Malthus showed that all kinds of organisms have the inherent poten-
tial to increase their numbers exponentially. A population increases when the
combined rates of birth and immigration exceed the combined rates of death
and emigration. We can express this concept mathematically as

r=b+i-d—-e (4.1)

where r is the per capita rate of population growth (if  is positive, the popu-
lation increases; if r is negative, it decreases), b and d are the per capita birth
and death rates, respectively, and i and e are the respective per capita rates of
immigration from and emigration to other populations. Given unlimited
resources and favorable environmental conditions, a population will grow
continuously at its maximum possible r. It will increase its numbers as
described by the equation

dN/dt=rN (4.2)

where dN/dt is the rate of change in numbers of individuals, N, with respect
to time, ¢, and 7 is the population growth rate, as above. We call this exponen-
tial growth, and we can describe its rate in terms of the time interval required
for the population to double its numbers. If it kept growing exponentially, any
species would eventually cover the earth with its own kind. The time required
would depend on r; bacteria and houseflies would require only a few years,
whereas slowly reproducing trees and elephants, with their lower values of 7,
would take a few thousand years. The global human population has been
growing at a nearly exponential rate for the last several thousand years (Figure
4.9). Malthus recognized, however, that because resources ultimately limit
growth, and because many environments are unsuitable, no organisms actu-
ally continue to increase indefinitely at such exponential rates.

Hutchinson’s Multidimensional Niche Conce‘pi
In 1957 Evelyn Hutchinson developed the concept of the multidimensional
ecological niche to conceptualize how environmental conditions limit abun-

Distributions of Single Species 67

Figure 4.9 The estimated growth of
the human population over the last
10,000 years. Note the almost continu-
ously increasing, near-exponential
shape of the curve as Homo sapiens not
only increases in local abundance but
also spreads over most of the earth. All
populations have the capacity to in-
crease exponentidlly so long as envi-
ronmental conditions are not limiting.
Colonizing exotic species typically
show similar near-expo-

nential growth rates dur-

. R ] ) L ing a period of rapid _
dance and distribution. Hutchinson’s view of the niche was a modification of raﬁgeixpansion-lz}:mm 6
the earlier niche concepts of Grinnell (1917) and Elton (1927; see also James et Desmond 1965.)
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Figure 4.10 (A) A diagram of two dimensions—temperature and salinity—of the
niche of a hypothetical aquatic species. The shaded area represents the combinations
of these two variables—a broad range of temperatures but a narrow range of salini-
ties—under which individuals can survive and reproduce or a population can in-
crease. In (B) and (C), population growth rate is plotted as a function of each vari-
able, with the horizontal dashed line showing the zero value used to plot the
elliptical niche space in (A).

al. 1984; Schoener 1988). Hutchinson realized that over a period of time and
over its geographic distribution, every species is limited by a number of envi-
ronmental factors. He conceptualized the species’ environmentas a multidi-
mensional space, or “hypervolume,” in which the different axes or dimensions
represent different environmental variables. The niche of the species repre-
sents the combinations of these variables that allow individuals to survive and
reproduce and populations to maintain their numbers.

This concept sounds intimidating, and it is indeed a bit abstract. But the
basic idea is very simple (Figure 4.10). Imagine the effects of just two environ-
mental variables—say, temperature and salinity—on some aquatic species. If
all other conditions are favorable, individual performance and population
growth will be limited by the joint effects of these two variables. We can plot
out the range of conditions under which population growth will be negative,
Zero, or positive, and the space inside the zero growth contous, or isocline, rep-
resents the niche space. In reality, it is almost certain that our aquatic organism
would also be limited by other variables: perhaps dissolved oxygen concen-
tration, a competing species, and a predator. Each of these variables would
represent another dimension of the niche, causing the niche space to be a mul-
tidimensional volume, which is hard to visualize or draw, but not too hard to
imagine. It is easy to see that the niche of every species is unique, because each
species differs at least slightly, and sometimes greatly, from all others in the
combinations of environmental conditions required for the survival and repro-
duction of its individuals and the growth of its populations.

The Geographic Rahge as a Reflection of the Niche

The geographic range of a species can be viewed as a spatial reflection of its
niche: the species occurs where environmental conditions are suitable, and is
absent from areas where one or more essential resources or necessary condi-
tions is missing. The boundaries of the range, and the pattern of abundance
within these boundaries, constantly shift as local populations grow, decline,
colonize, and go extinct in response to changing environmental conditions.
One of the earliest studies of the ecclogical niche of a species is still one of
the most complete. Joseph Connell (1961) studied the environmental factors
that limit the range of a barnacle, Chthamalus stellatus, on the rocky coast of the
Isle of Cumbrae in Scotland. As mentioned in Chapter 3, the intertidal zone is
that narrow strip of coastline that is alternately inundated by seawater and
then exposed between tides. Species are typically restricted to a narrow range
of exposures within the intertidal zone. Connell used some elegantly simple
field experiments to characterize important variables of the niche of C. stellatus,
and to explain its distribution in the uppermost portion of the intertidal zone
(Figure 4.11). He showed that the upper edge of the species range is set by the
ability of the barnacles to tolerate the physiological stress of desiccation while
exposed during low tides. The lower edge is set by interactions with other
intertidal organisms, primarily by competition with another barnacle species,
Balanus balanoides, and secondarily by predation by a snail, Thais lapillus. The
power of the experimental method is illustrated by the effect of removing B.
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Figure 4.11 Diagrammatic representation of the effects of interspecific competi-
tion and other factors on the distribution of the barnacle Chthamalus stellatus in the
intertidal zone on rocky shores in Scotland. The diagrams on the left show the
species distribution; the width of each bar indicates the population density at that el-
evation. Larvae settle over a wide range, but many die before reaching maturity,
leaving adults confined to a much narrower zone. The diagrams on the right indi-
cate the effects of three mortality-causing factors: desiccation between tides, A,
which sets the upper limit of distribution; predation by the snail Thais, B, and com-
petition from the barnacle Balanus balanoides, C, which together set the lower limit.
The width of each bar shows the strength of each effect at that elevation. (After Con-
nell 1961.)

Elevation in the intertidal zone

balanoides from small patches of shore: on those plots where its competitor was
absent, C. stellatus extended its range lower into the intertidal zone.

Connell’s study pioneered the use of field experiments in ecology. It is also a ecific
classic for demonstrating how three niche variables—exposure to desiccation, compeition with
competition with another barnacle species, and predation by a snail—can Distribution Relative effects
largely explain the limited distribution of C. stellatus on the rocky shores of the
Isle of Cumbrae. Note, however, that these are almost certainly not the only
niche variables affecting the distribution of this barnacle: for example, some
other factor(s) presumably accounts for the absence of C. stellatus from the sandy
and muddy substrates that occur only a short distance from Connell’s study site.

While the multidimensional environmental niche provides a conceptual
framework for understanding how environmental limiting factors influence
both the geographic ranges and the local population densities of species, niche
variables alone are inadequate to account for all patterns of distribution and
abundance. Three complications will be mentioned briefly here, and then con-
sidered further in later chapters. First, it is too simplistic to assume that envi-
ronmental conditions are equally favorable for a species at all localities where
it occurs. Some localities may be so favorable that birth rates exceed death
rates; these localities can serve as “source habitats,” producing surplus indi-
viduals that migrate out to other areas (Figure 4.12; Pulliam 1988). Some other
localities may be so unfavorable that death rates exceed birth rates, but they
may still be inhabited if they act as “sink habitats” and receive a sufficient
supply of immigrants to maintain a local population [refer to Equation (4.1)
and note the terms 7 and ¢, giving the contributions of immigration and emi-
gration to the population growth rate]. One might expect that some of the
areas near the border of a species’ range would be sink habitats, and that their  Habitat 1 (Source population)
environmental conditions would be so marginal that they would not be able to
sustain populations in the absence of immigration. Cakile edentula, an annual
plant that lives on coastal sand dunes, provides an example of this pattern.
The small proportion of individuals growing in exposed seaward sites have
the highest growth rates and produce the majority of seeds, but most plants ,
occur in unfavorable inland sites, where storms have carried large numbers of o> iy
dispersing fruits (Keddy 1982). l I

A Desiccation
B Predation by Thais
C Interspecific

Adults
Larvae

Figure 4.12 Diagrammatic representation of source and sink habitats, showing the 2>
relative magnitude of the four processes that determine the growth and persistence
of their populations. In the source population (Habitat 1), the birth rate (b;) is greater
than the death rate (d,), but the population does not increase. Instead, the “excess”
individuals disperse, resulting in a higher rate of emigration (e,) than immigration
(i,). The opposite situation results in the sink population (Habitat 2), which is able to
persist despite having a lower birth (b,) than death rate (d,) because the rate of immi-
gration (i,) is enough higher than the rate of emigration (e,). Habitat 2 (Sink population)




70 Chapter 4

Second, just as there may be sites where environmental conditions are unfa-
vorable, but that are nonetheless inhabited, there may also be favorable local-
ities that are uninhabited. Some ecologists would say that there is an unfilled
niche for the species in such places, but most prefer to define the niche as a
characteristic of organisms (i.e., of species) rather than of places. As mentioned
in Chapter 3, a species is likely to be absent from many places where it could
live. Often this is because such favorable sites are isolated from inhabited areas
by some combination of distance and intervening areas with unfavorable envi-
ronmental conditions, so that individuals have not been able to disperse to
these locations. This situation is common, as demonstrated by the large num-
ber of exotic species that have been able to become established in new habitats
when humans have transported them over the intervening barriers (see Chap-
ter 18). Biogeographers often invoke “history” to account for situations in
which species are absent from apparently suitable areas. Indeed, to under-
stand why a species occurs where it does and not elsewhere, it is necessary to
understand the history both of the apparently favorable places and the barri-
ers between them, and of the species itself. We will return to consider these
problems in Chapters 9, 10, and 12.

. Finally, some places may be inhabited only intermittently. Local popula-
tions increase and decrease—sometimes to local extinction—as environmental
conditions fluctuate or as stochastic events affect their growth. If the habitat is
patchy, the species may consist of a series of isolated populations separated by
uninhabited areas. When a species population is subdivided in this way, it is
said to be a metapopulation comprised of multiple subpopulations. In such
cases, some of the subpopulations are likely to go extinct intermittently, espe-
cially if they are sink populations. Even source populations in favorable
patches of habitat, however, may go extinct by chance. New subpopulations
are also likely to be founded by immigration to uninhabited patches, including
those vacated by previous local extinction events (e.g., Gilpin and Hanski
1991). We will return to consider the implications of such metapopulation and
source/sink dynamics in Chapters 9, 13, and 18. For the moment it is sufficient
to stress that they are especially likely to occur on the periphery of species
ranges and to contribute to dynamic shifts in range boundaries.

The Relationship between Distribution and Abundance

The contour maps discussed above (see Figure 4.4) imply that there is consid-
erable variation in abundance within a species’ range. In fact, most published
contour maps underestimate the magnitude of this variation because of the
statistical and graphical methods used to interpolate between data points and
construct the maps. The real spatial abundance patterns of nearly all species
are extremely heterogeneous—what statisticians would call clumped or
aggregated (Brown et al. 1995). That is, compared with a random distribution
of individuals across the landscape, some placés have many more individuals,
and others have many fewer, or none at all.

Although the complications of source/sink dynamics and history discussed
above are relevant here, most of this spatial variation in abundance presum-
ably reflects the extent to which the local environment meets the niche require-
ments of a species. Each species tends to be most abundant where all niche
parameters are in the favorable range, and to be rare or absent where one or
more environmental factors are strongly limiting (Brown 1984; Hengeveld
1990; Lawton et al. 1994; Brown et al. 1995).

Common species are typically several orders of magnitude more abundant
at some sites than at others (Figure 4.13). Thus, for example, only a single red-
eyed vireo (Vireo olivaceus) was recorded on more than 200 of the standardized




Figure 4.13 Variation in the abundance of two common songbird species, (A) the
red-eyed vireo (Vireo olivaceus) and (B) the Carolina wren (Thryothurus ludovicianus),
among hundreds of census routes distributed throughout their geographic ranges in
eastern North America. The numbers of birds counted on each standardized census
route of the North American Breeding Bird Survey are plotted in rank order, so that
routes with one bird are on the left and routes with the maximum number of birds
recorded on any route are on the right. Note that for both species, fewer than 5 birds
were recorded on the vast majority of census routes, but more than 100 birds were
counted on least one route. This highly clumped pattern of abundance is characteris-
tic of most birds as well as many other organisms. (From Brown et al. 1995.)

census routes of the North American Breeding Bird Survey, but more than 100
individuals were counted on 6 routes. One consequence of this highly
clumped distribution pattern is that the majority of individuals of a species
actually occur in a very small proportion of its geographic range. For the
majority of common songbirds in eastern North America, more than half of
the individuals occurred at fewer than 20% of the sites within their geographic
ranges. Of course, rare species may be uncommon throughout their ranges
(Rabinowitz et al. 1986; Gaston 1994), but they too typically have patchy dis-
tributions and are absent from many, presumably unfavorable, localities.

There is also variation in abundance and distribution over time, and most
of it presumably reflects temporal variation in niche parameters. The fluctua-
tions of Australian insect populations in response to climatic variation docu-
mented by Andrewartha and Birch (1954) are excellent examples (see Figure
4.8). The migratory locusts of the Old World provide additional, perhaps even
more dramatic, examples (Waloff 1966; Albrecht 1967; White 1976). Source
populations of these grasshoppers persist in limited regions, called outbreak
areas, where conditions are suitable for their continued survival and repro-
duction. During periods when weather and food supplies are particularly
favorable, these populations increase fantastically, change their morphology
and behavior, aggregate into huge swarms, and migrate outward from the
outbreak areas to forage over an enormous area. Such plagues of both the
African migratory locust (Locusta migratoria) and the red locust (Nomadacris
septemfasciata) have occurred two or three times in the last century, sweeping
over most of southern Africa, an area of millions of square kilometers and
more than 1000 times the size of the outbreak area from which they originated
(Figure 4.14).

Such fluctuations do not occur only in insects in arid regions. In the tundra
and taiga (coniferous forest; see Chapter 5) of northern North America,
Europe, and Asia, several species of voles and lemmings (mouselike rodents,
subfamily Microtinae) fluctuate over several orders of magnitude in abun-
dance over a 3- to 4-year period (see Finerty 1980; Lidicker 1988). Unlike
locusts, however, these rodents have very limited dispersal abilities, so their
geographic ranges do not change very much during these cyclical fluctuations,
but their local patterns of habitat use may shift considerably. Some northern
birds, such as snowy owls that feed on these rodents and crossbills that feed
on conifer seeds, also show wide fluctuations in abundance. Associated with

Figure 4.14 The temporally shifting range of the red locust, Nomadacris septemfasci-
ata, in Africa. The small black areas are the source habitats at the core of the range.
These outbreak areas are the only places known to sustain permanent populations.
Enormous population increases and geographic expansions begin in these areas, and
in favorable years the locusts can spread into sink habitats throughout the invasion
area (gray area), which includes about half of the continent. (After Albrecht 1967.)
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Snowy owl

Figure 4.15 The winter ranges of three bird species, the snowy owl (Nyctea scandi-
aca), white-winged crossbill (Loxia leucoptera), and common redpoll (Carduelis flam-
mea), that normally winter at high latitudes (dark gray area), but in years of food
shortage disperse far to the south (to the dotted line), greatly expanding their
ranges.

the population dynamics of these birds are large shifts in their winter ranges,
which may shift hundreds of kilometers to the south in years of low food
availability (Figure 4.15; Bock and Lepthian 1976).

Superimposed on all of this spatial and temporal variation in abundance
are certain spatial patterns. We will illustrate and comment briefly on three of
them (Figure 4.16). First, abundance is autocorrelated in space—which is a
technical way of saying that abundances tend to be more similar at sites that
are closer together. This is just what we would expect if abundance reflects the
suitability of the local environment and if the niche variables also exhibit spa-
tial autocorrelation. Second, abundance often varies systematically over the
geographic range, from relatively high numbers near the center to zero at the
boundaries. In particular, localities near the edges of the range tend to have
consistently low populations, whereas sites near the center of the range can
have a wide range of abundances, from very low to very high. This pattern is
consistent with the idea that the boundaries of ranges occur where one or
more niche factors become unfavorable. Third, an exception to the previous
pattern is that abundance may be high near an edge of a range that is set by a
coastline. Again, this is what would be expected if a range boundary is deter-
mined by just one niche variable that abruptly becomes unfavorable.

Range Boundaries

So far we have talked about niche dimensions and limiting factors only in
abstract terms. What are these environmental variables that cause the bound-
aries of a species’ range by limiting its abundance and distribution? Our previ-
ous discussion of the multidimensional environmental niche, spatial and tem-
poral variation in abundance, and Connell’s study of barnacle distributions in
the intertidal zone would suggest that the locations of range boundaries are set
by multiple environmental factors, and that these can include both physical
conditions (abiotic factors) and effects of other organisms (biotic factors).

Unfortunately, there have been few studies as comprehensive as Connell’s.
Most investigators have studied the effects of just one or few factors in a small
area near one edge of a geographic range. This is understandable, because the
geographic ranges of most species are large, and the scientific expertise of
most ecologists is limited (i.e., physiological ecologists study the effects of dif-
ferent kinds of abiotic stresses, and community ecologists study the different
kinds of interactions among species). Nevertheless, we are left with a literature
that provides many examples of single limiting factors, but little overview and
synthesis (but see Gaston 1994; Brown et al. 1996). So first let's examine some
of these examples, and then try to see whether they reveal any general pat-
terns and processes.

Physical Limiting Factors

Many widespread species appear to be limited in at least part of their geo-
graphic ranges by physical factors, such as temperature regime, water avail-
ability, and soil and water chemistry. For example, many Northern Hemisphere
plants and animals become increasingly restricted to low elevations and south-
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facing exposures as they approach the northern limits of their ranges, suggest-
ing that their distributions are determined by ambient temperature. An excel-
lent example is afforded by the giant saguaro cactus (Carnegiea gigantea) as it
approaches the northern edge of its range in the Sonoran Desert of southern
Arizona (see Figure 4.17 and the more detailed discussion below). Such corre-
lations provide only circumstantial evidence, however, and do not necessarily
indicate direct causal relationships. The species in question might, for example,
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Figure 4.17 The distribution of the saguaro cactus (Carnegiea
gigantea) in relation to winter temperature regime. This cactus,
like many other Sonoran Desert plants, is intolerant of pro-
longed freezing. Note the close correspondence between the
northern limit of the saguaro, the northern boundary of the
Sonoran Desert, and the region where temperatures remain
below 0° C for more than 12 hours. (Data from Hastings and
Turner 1965; Hastings et al. 1972).

o Carnegiea gigantea
Sonoran Desert (Shreve, 1964)
Il 12-24 continuous hours below 0° C

be limited not by their inability to tolerate low temperatures, but by competi-
tion from other species that are superior competitors in cold climates.

It might seem an easy matter to investigate the distributional limits of a par-
ticular species in order to identify the limiting factor and discover its mecha-
nism of action on the organism. In 1840 Justus von Liebig suggested that bio-
logical processes are limited by that single factor that is in shortest supply
relative to demand, or for which the organism has the least tolerance. At one
time ecologists accepted this idea so completely that they called it Liebig’s law
of the minimum and tried to identify the single factor that limited the growth
of each population. Now, however, as implied by Hutchinson’s multidimen-
sional niche concept and demonstrated by numerous empirical studies, we
realize that Liebig’s concept is too simplistic. Abundance and distribution are
influenced by multiple and interacting environmental variables.

For example, many temperate and arctic birds and mammals appear to be
limited by their inability to tolerate cold temperature regimes in the winter.
Often this is not because they simply cannot survive at such low temperatures
(Dawson and Carey 1976; Root 1988b,c), but rather because these temperature
regimes increase the energy requirement for thermoregulation beyond the
food supply available in the environment. In this case food supply and tem-
perature interact to limit distributions, and increasing the food supply enables
populations to inhabit colder climates. A number of bird species, including the
cardinal, tufted titmouse, and mockingbird, have expanded their ranges far
northward in eastern North America (e.g., Boyd and Nunneley 1964). These



birds are year-round residents, and a new reliable winter food supply, pro-
vided by backyard bird feeders, has almost certainly contributed to their
expansion into colder environments.

Another problem in determining the causes of distributional limits is the dif-
ficulty of identifying the mechanisms by which environmental factors affect the
growth of populations. Cold, for example, is not a single variable, and different
aspects of low temperature regimes limit different populations in different
ways. The adults of some plant species may be killed by critically low short-
term temperatures, such as those experienced on a single, exceptionally cold
winter night: Other species may be more susceptible to damage from pro-
longed freezing. Still other species may be limited by cold climates not because
they cannot withstand low winter temperatures, but because the summer
growing season is too short to allow for sufficient growth and reproduction.

As mentioned above, one of the best-documented examples of cold tem-
peratures limiting the upper elevational and latitudinal distribution of a
species is provided by the saguaro cactus (Figure 4.17). This giant multi-armed
columnar cactus, which may reach 15 m in height and 200 years of age, is a
conspicuous part of the landscape in much of the Sonoran Desert of southern
Arizona and northwestern Mexico. Although it lives where winter nighttime
frosts are not infrequent, the saguaro is extremely sensitive to temperatures
below -7° C and to prolonged freezing. Individuals are often killed by frost
damage to their tissues, especially by destruction of the growing shoot tips.
Young saguaros are more susceptible to frost damage than adults, but
seedlings typically become established under the canopy of small desert trees,
which provide the young cacti with a protective microclimate for the first few
decades of their lives (Nobel 1980b). These “nurse trees” shield the young
saguaros from the cold night sky and prevent their freezing in much the same
way that frost damage to tomato plants can be prevented by covering them at
night with paper or plastic—the loss of heat by infrared radiation to the sky is
retarded by the nurse trees. Before they reach reproductive age, the saguaros
grow above their nurse trees, often killing the trees in the process; but by then
they are large enough not to be affected by overnight frosts. Nobel (1978,
1980a) has studied the thermal relations of stems and shoot apices using com-
puter simulations and direct field measurements. The results show that the
large stem diameter of the saguaro enables it to maintain higher minimal tem-
peratures of its apical buds, and thus to have a more northern distribution
than related species of columnar cacti.

Steenburgh and Lowe (1976, 1977) studied populations of saguaros at
Saguaro National Monument outside Tucson, Arizona, near the northeastern
and upper elevational limit of the species range. Extensive mortality of both
young and adult plants occurred as a result of exceptionally low temperatures
in January of 1937, 1962, 1971, and 1978. The 1971 freeze killed about 10% of
individuals and severely injured an additional 30%; many of the injured cacti
died during the next few years as a result of microbial infections that started at
the site of the frost damage (Figure 4.18). These observations of episodic winter
kill, together with the close correspondence between the northern and eastern
boundaries of the species range and areas that experience below-freezing tem-
peratures for more than 12 hours at a time (see Figure 4.17), suggest that low
temperatures directly limit the distribution of saguaros in this region.

The distributions of many plant species appear to be limited by low tem-
peratures interacting with other environmental conditions, such as water
availability and soil chemistry. Hocker (1956) studied the distribution of
loblolly pine (Pinus taeda) in the southeastern United States and concluded
that the northern and western edges of the range were set by low tempera-
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A)

Figure 4.18 Matched photographs of
a stand of saguaro cacti near Reding-
ton, Arizona, near the upper eleva-
tional and northern edge of the species
range. (A) In 1961. (B) In 1966, show-
ing the loss of one large individual
(center foreground) and scars (white
patches near tips of arms) on several
others as a result of severe frost in
1962. (C) In 1979, showing much addi-
tional mortality due to severe frosts in
1971 and 1978; several of the individu-
als still standing are dead or dying. (A
and B courtesy of J. R. Hastings; C
courtesy of R. M. Turner.)
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tures in concert with low soil moisture. He suggested that this resulted from
the inability of the roots to take up sufficient water to replace the quantities
lost by evaporation when environmental temperatures were low. Shreve (1922)
noted that the upper elevational limits of many desert plant species appear to
be determined largely by temperature, because extensive mortality occurs in
the populations at the highest elevations during exceptionally cold winters.
However, many of these same species, such as the ocotillo (Fouquieria splen-
dens), occur at much higher elevations, and tolerate substantially colder winter
temperatures, on limestone soils than on granitic and other zonal soil types
(Shreve 1922; Whittaker and Niering 1968).

Many investigators have attempted to determine the cause of timberline,
the upper elevational limit of trees on mountains. The large-scale geographic
position of timberline seems to be related to the mean or maximum tempera-
ture during the warm months of the growing season, as reflected in its varia-
tion with respect to latitude and elevation (Figure 4.19), although it is influ-
enced locally by other factors, such as snow depth, wind, and energy balance
(Daubenmire 1978; Stevens and Fox 1991). At timberline, established trees
often live for a long time, but their growth is very slow, and successful repro-
duction and seedling establishment are rare. Bristlecone pines (Pinus longaeva),
which often grow just below timberline on arid mountains in the southwest-
ern United States, are the oldest known living things, some individuals being
more than 3000 years old. They grow slowly and produce exceptionally hard,
dense wood that is highly resistant to decay (Figure 4.20). The annual growth
rings of living and dead bristlecones provide a valuable record of the climatic
history of the Southwest, because the width of each ring is proportional to the
suitability of the growing season in the year it was laid down (Fritts 1976). In
some places dead bristlecones form a “fossil timberline” above the timberline
of living trees. Apparently this area was once favorable for tree growth, but cli-
matic changes during the last few thousand years killed the trees and caused
a contraction in their elevational range (La Marche 1973, 1978).
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Figure 4.19 . Relationship of timberline to elevation and lati-
Pacific coast ranges tude in three different major mountain chains in North Amer-
ica. In general, timberline increases in elevation with decreas-
ing latitude, reflecting the influence of increasing temperature.
Note, however, that the relationship is different in each moun-
/@/ﬁortheastem mountains tain chain, due to other factors such as the length of the sum-
mer growing season. Note also that along the primary
cordillera (the chain extending from the northern Rocky
Mountains to Panama), there is essentially no change in the el-
; L L ! L I evation of timberline within the tropics and subtropics, be-

70 60 50 40 30 20 10 0 tween about 35° N latitude and the equator. (After Dauben-

Degrees N latitude mire 1978.)

Unlike plants and sessile animals (such as the barnacles discussed earlier),
most animals can move to seek out favorable microenvironments, and thus
can avoid the most stressful abiotic conditions. Nevertheless, even highly
mobile animals such as fishes can be limited directly by physical factors such
as environmental temperatures. Pupfishes of the genus Cyprinodon are
extremely eurythermal and euryhaline; that is, they can tolerate a wide range
of temperatures and salinities (Brown 1971¢; Brown and Feldmeth 1971; Soltz
and Naiman 1978). Species of this genus occur in rigorous physical environ-
ments, including shallow streams and marshes in deserts and small pools in
tidal flats, estuaries, and mangrove swamps, where temperature and salinity
may fluctuate widely. Some populations even inhabit hot springs, although
they generally cannot tolerate temperatures in excess of about 43° C (which is
still amazingly high for a fish). Some pupfishes occur in the cooler outlets of
hot springs whose temperatures exceed lethal limits. The local distribution of
one such population of C. nevadensis near Death Valley, California, is limited
directly by temperature (Brown 1971c). Fish occur in all waters cooler than
about 42° C, including small pools only a few centimeters away from much
hotter water (Figure 4.21). Occasionally individuals stray or are frightened
into lethally hot water and die instantly—a clear demonstration of the thermal
niche axis! Less frequently, rapidly changing weather conditions cause lethally
hot water to flow far downstream from the source, trapping thousands of fish
in pools where they are killed when the temperatures rise to over 43° C.

As in many organisms, adult pupfishes are tolerant of a wider range of
physical conditions than are the early developmental stages. Eggs of C.
nevadensis develop normally only in water between 20° and 36° C, although
adults of this species can withstand temperatures between 0° and 42° C
(Shrode 1975). Eggs are also less tolerant than adults of extreme salinity. Con-
sequently, adult pupfishes can be found in sink habitats where reproduction is
impossible, so long as they can immigrate from nearby source microhabitats
that are suitable for egg development. On the other hand, species of Cyprin-
odon are conspicuously absent from some cold springs and other habitats

Figure 4.20  Abristlecone pine (Pinus longaeva) growing near timberline in the
White Mountains of California. As is typical of individuals at the upper elevational
edge of the range, this one has much dead wood and a highly contorted growth
form. (Courtesy of A. Kodric-Brown.)
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Figure 4.21 Temperature limits the
local distribution of a desert pupfish
(Cyprinodon nevadensis) in the outflow
of a hot spring near Death Valley, Cali-
fornia. The fast-flowing main channel
is above the lethal temperature of

43° C; fish are trapped, but able to sur-
vive, in the cooler side pool (enlarged
at right). (From Brown 1971c.)
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where the adults can grow and survive, but there are no microclimates suit-
able for the earlier stages.

In addition to temperature, other physical and chemical factors, such as
moisture, light, oxygen, pH, salinity, and soil and water elements, limit the
distributions of animals, either singly or in interaction with one another. A
simple example of such an interaction is the effect of temperature and oxygen
concentration on many fishes and aquatic invertebrates. As water increases in
temperature, its capacity to hold oxygen and other dissolved gases decreases.
The resulting combination of high temperature and low oxygen concentration
is very stressful to many fishes and aquatic invertebrates, because high tem-
peratures cause elevated metabolic rates and increased demand for oxygen.

A few additional examples will suffice to illustrate distributional bound-
aries that can be attributed, at least in part, to such factors as moisture, salinity,
and soil chemistry. Many terrestrial plants are limited by low soil moisture at
the drier edges of their ranges, just as they are by low temperatures at the
coldér margins. In nearly all vascular plants, photosynthetic rates decline as
soil moisture decreases. Plants can compensate for decreased water uptake
through the roots by closing their stomates and reducing transpiration from
the leaves, but rates of photosynthesis are reduced concomitantly.

Plants have diverse anatomical, physiological, and phenological adapta-
tions that enable them to grow in a wide range of temperature, moisture, and
light regimes (Bazzaz 1996). For example, species that can grow in full sun-
light on dry soils (xerophytes)show many specialized mechanisms for keep-
ing their stomates open despite low levels of water in their leaves. In contrast,



species from wetter and more shaded environments (mesophytes) typically
close their stomates when subjected to drought and temperature stress, and
without evaporative cooling, their leaves suffer high, often fatal, heat loads. On
the other hand, xerophytes typically have relatively low rates of photosynthe-
sis when abundant water is available, and are intolerant of shade. A conse-
quence of this trade-off is that mesophytes are physiologically incapable of
growing on dry soils, whereas xerophytes can grow whete there is little mois-
ture, but are competitively excluded from wetter soils by shading from meso-
phyes that have higher growth rates (see Odening et al. 1974) (Figure 4.22).
These physiological findings provide a mechanistic basis for the conclusion of
Shreve (1922) and other early plant ecologists that in gradients of increasing
aridity, the limits of plant distributions are determined largely by inability to
tolerate low soil moisture. Widespread diebacks in drought years are com-
monly observed in local populations at the margins of a species range (e.g.,
Sinclair 1964; Westing 1966). Similar kinds of trade-offs between photosyn-
thetic rate and ability to tolerate low nutrient levels, high salinity, extreme pH,
or high concentrations of toxic minerals probably account, at least in part, for
the failure of many otherwise widespread plant species to occur locally on
soils with these characteristics, while species with special adaptations to these
soil types are often restricted to them (Whittaker 1975).

These kinds of physical and chemical factors also limit animal distributions.
Because of their osmoregulatory physiology, the vast majority of freshwater
fishes and invertebrates are intolerant of salinities even approaching the con-
centration of seawater, whereas marine species cannot survive in fresh water.
One consequence is that salt marshes and estuaries are inhabited by neither
freshwater nor marine species, but rather by specialized euryhaline species
that can tolerate great, often daily, fluctuations in salinity caused by tides,
floods, and storms.

Only a few kinds of specialized organisms occur in those lakes and springs
that are even saltier than seawater. Great Salt Lake in Utah, for example, has a
salinity approximately seven times that of seawater. It contains no fish and
only two macroscopic invertebrates, the pelagic brine shrimp (Artemia salina)
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Figure 4.22 Trade-offs between growth rate and drought tol-
erance in two species of desert shrubs: creosote bush (Larrea tri-
dentata), which grows in some of the driest North American
deserts, and desert willow (Chilopsis linearis), which has an
overlapping geographic range, but is more mesophytic, occur-
ing in microhabitats along watercourses where the soil is per-
manently moist. Note that at higher soil moisture levels (light
gray region), desert willow has the higher net photosynthetic
rate and is able to grow faster, shade, and competitively ex-
clude creosote bush, but when soils are drier (dark gray re-

Water potential (bars) gion), creosote bush has the higher growth rate. (After Oden-

Drought stress —» ing et al. 1974.)
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Figure 4.23  Effect of a natural light-
ning-caused wildfire on savanna vege-
tation near Elgin, Arizona. (A) A few
days after the fire in June 1975. (B) Sev-
eral months later, September 1975. (C)
Eleven years later, February 1986. Note
that while the live oak trees lost most
of their leaves as a result of the fire,
only a few, such as the one in the cen-
ter foreground, were killed or suffered
major, lasting damage. Fires kill invad-
ing shrubs and some trees, maintain-
ing this open, grassy habitat. (Pho-
tographs courtesy of R. M. Turner.)

and the benthic brine fly (Ephydra cinerea). Several fish species and numerous
invertebrates inhabit the freshwater streams and marshes that empty into the
lake. These animals have abundant opportunities to extend their ranges and
colonize the lake, but they are prevented from doing so by their inability to tol-
erate its high salinity. This is dramatically illustrated by the widespread mor-
tality that occurs when occasional windstorms push salt water from the lake
into the adjacent marshes.
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Disturbance

Another class of factors that influences both local and geographic distributions
of many organisms includes fires, hurricanes, volcanic eruptions, and other
agents of sudden widespread disturbance and destruction. These natural dis-
asters are capable of completely destroying habitats and their inhabitants. In
regions where such disturbances occur with some frequency, however, they
are a natural part of the environment (Figure 4.23). Many species are depen-
dent on these periodic disturbances for their continued existence, and there is
a regular pattern of colonization and replacement of species following a dis-
turbance, which ecologists call secondary succession. For example, jack pines
(Pinus banksiana) in eastern North America and lodgepole pines (P. contorta) in
the Rocky Mountains have closed cones that require the heat of periodic forest
fires to release their seeds. Somewhat similar cyclical successional processes
occur in the chaparral shrublands of coastal California and the coniferous
forests of the Rocky Mountain region, which are swept by periodic fires; on the
forested islands and offshore coral reefs of the Caribbean region, which are
occasionally but inevitably decimated by hurricanes; and in intertidal habitats
throughout the world, which are subjected to heavy wave action and sand
scouring during major storms.

On the other hand, periodic natural disturbances may be sufficiently severe
and frequent to prevent the expansion of some species into areas where they
could otherwise survive. In most grasslands, lightning-caused fires are a nat-
ural part of the environment. At forest/grassland boundaries, where soil mois-
ture is high enough for woody vegetation to become established, frequent fires
may prevent trees and shrubs from extending their ranges (see Figure 4.23).
Artificial fire suppression within the last 200 years has contributed to the
expansion of forest and shrubland at the expense of prairie and other grass-
land habitats along the eastern margin of the Great Plains of central North
America (e.g., Beilmann and Brenner 1951; Hartnett et al. 1996). A similar phe-
nomenon occurs along the drier margins of the Great Plains in southwestern
North America, where fire influences the boundary between arid grassland
and desert shrubland. Fire suppression, along with livestock grazing, has
played a major role in desertification—the degradation of grassland to shrub-
land—in the southwestern United States, northern Mexico, and other arid
regions throughout the world (Figure 4.24; Johnston 1963; Bahre 1995). In
many of these places where natural fires once burned unchecked over enor-
mous areas, prescribed burns must now be used as a management tool to pre-
serve grassland and prevent the invasion of woody vegetation and exotic
species. The tiny reserves of tallgrass prairie in the north central United States,
for example, are too small to experience a natural frequency of lightning-
caused fires. Now, prescribed burns are essential to prevent the local extinction
of native prairie plant species.

At smaller scales, other causes of disturbance, especially biological ones,
can be equally important. Typically, such small-scale disturbance has the effect
of removing the dominant plants or sessile animals, allowing fast-growing but
competitively inferior species to colonize. This creation and filling of gaps
results in a patchwork of microsuccessional stages that in total supports many
species. In'many tropical and temperate forests, gaps in the canopy caused by
the falling of single trees, or even large limbs, create a sunny microclimate on
the forest floor that is essential for the existence of certain understory species
and for the establishment of the seedlings of some canopy trees (e.g., tulip
tree, Liriodendron tulipifera: Picket and White 1985). On rocky intertidal shores,
such as those of northwestern Washington, the predatory starfish Pisaster ocra-
ceous removes the competitively dominant mussel, Mytilus californianus, creat-
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Figure 4.24 Contraction of grassland
habitat in southern Texas between 1860
and 1960. These changes, recon-
structed from historical records, are
due largely to fire suppression, live-
stock grazing, and invasion of woody
vegetation, especially mesquite
(Prosopis). (After Johnston 1963.)

ing gaps in the otherwise continuous mussel beds that rapidly growing algae
and invertebrates can colonize (Paine 1966). On some exposed shores, logs
banging against the mussel beds can have a similar effect (Dayton 1971). In
North American tallgrass and shortgrass prairies, the soil disturbance caused
by the activities of mammals may be as important as fire for the maintenance
of a diverse grassland community. The wallows of bison, the burrows of bad-
gers, and the mounds of pocket gophers all provide patches of bare, sunny soil
that are essential for the establishment and persistence of certain plant species
(e.g., Platt 1975; Reichman and Smith 1985; Inouye 1987).

Interactions with Other Organisms

In many cases, geographic distributions are not limited directly by physical
factors. Botanical gardens and zoos provide perhaps the most dramatic evi-
dence that individuals can survive, grow, and even reproduce under a much
wider range of physical conditions than they encounter anywhere in their nat-
ural geographic range. The fact that many plants can thrive in botanical gar-
dens, suburban landscapes, or agricultural fields—but only if they are pro-
tected from competing plants, animal herbivores, and microbial path-
ogens—demonstrates the importance of interspecific interactions in limiting
distributions.

There are three major classes of interspecific interactions: competition, pre-
dation, and mutualism. All of these can influence the dynamics of populations
and limit the geographic ranges of species.

Competition. Competition is a mutually detrimental interaction between
individuals. Organisms that share requirements for the same essential
resources necessarily compete with each other, and suffer reduced growth,
survival, and reproduction if the resources are in sufficiently short supply.
Plants may compete for light, water, nutrients, pollinators, or physical space,
whereas animals most frequently compete for food, but also compete for shel-
ter, nesting sites, or mates, or for living space that contains these resources.
These interactions may be purely exploitative, so that individuals use up



resources and make them unavailable to others. Alternatively, competition
may involve some form of interference, in which aggressive dominance or
active inhibition is used to deny other individuals access to resources. For
example, some plants, such as the black walnut (Juglans nigra), and some ses-
sile marine animals, such as bryozoans and corals, use a form of chemical war-
fare called allelopathy to defend space from competitors.

There is much circumstantial evidence that competition limits geographic
ranges. There are many examples of ecologically similar, closely related species
that occupy adjacent but nonoverlapping geographic ranges. Five species of
large kangaroo rats (Dipodomys) are found in desert and arid grassland habitats
in the southwestern United States and northern Mexico, but their geographic
ranges do not overlap (Figure 4.25). Two species, D. ingens and D. elator, have
isolated, or disjunct, ranges, but D. spectabilis shares an extensive border with
D. deserti in the west and with D. nelsoni in the south. Although such cases
strongly suggest that competition limits distributions by preventing coexis-
tence, they are subject to alternative explanations, and often there is no direct
evidence of competitive interactions occurring on the boundaries.

Better evidence for the limiting effects of competition comes from “natural
experiments” in which one species, simply by chance, is absent from regions
that are apparently suitable for it. If a second species has expanded its range to
mclude habitat types that are normally occupied by the first species, this

| szodomys ingens

- D. spectabilis
= D. nelsoni
D. elator
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Figure 4.25 Nonoverlapping geo-
graphic ranges of five species of large
kangaroo rats (Dipodomys) in south-
western North America. These rodents
are similar in their ecology, and the fact
that their ranges frequently come into
contact, but rarely overlap, suggests
that they limit one another’s distribu-
tions through competition. (After Bow-
ers and Brown 1982.)
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Figure 4.26 Diagrammatic represen-
tation of elevational distributions of
chipmunks (Eutamias) on mountain
ranges in the southwestern United
States. On most ranges two species are
present and their ranges overlap only
slightly. On some ranges, however, only
a single species occurs, in which case its
range has expanded to include nearly
all habitats and elevations normally oc-
cupied by both species. Such natural ex-
periments are good evidence of compet-
itive exclusion, which in this case has
been confirmed by field studies:

implies that in other areas where the first species is present in these habitats,
the second is limited by competition. The forests and shrublands of the west-
ern United States are inhabited by more than 20 species of chlpmunks of the
genus Eutamias. In the mountains of the Southwest, two or three species typi-
cally occur in the woodlands and forests, but they are segregated by habitat
and elevation. Eutamias dorsalis inhabits the open, xeric woodlands at lower
elevations, and is replaced in the denser coniferous forests at hlgher elevations
by a species of the E. quadrivittatus group. A third species, E. minimus, is some-
times present in the spruce and fir forests and above-timberline habitats on the
highest peaks. There are at least 24 isolated desert mountain ranges where
appropriate habitats seem to be present, but one of these species is absent,
apparently because it either never colonized or became extinct sometime in the
past. In every case, regardless of which species is absent, the remaining species
has expanded its range to include all forested habitats from the edge of the
desert to the timberline (Patterson 1981; Figure 4.26). Such examples of niche
and range expansion are particularly convincing evidence of competition
when, as in the present case, similar distributional shifts have occurred inde-
pendently in several different places.

The mechanisms of competitive interaction among these chipmunk species
have been investigated in some detail. Brown (1971a) placed feeding stations
and observed behavioral interactions in the narrow zone where the ranges of
E. dorsalis and E. umbrinus come into contact. He concluded that E. dorsalis, the
more aggressive and terrestrial species, was able to exclude E. umbrinus from
open woodlands, where chipmunks have to do most of their traveling on the
ground, by aggressively defending patchy food resources. However, in denser
forests, where food is harder to defend because it is more abundant and the
chipmunks can travel through the trees, E. umbrinus wins out because E. dor-
salis wastes excessive time and energy on fruitless chases. Chappell (1978)
studied a more complex situation where the ranges of several species come
into contact in the Sierra Nevada of California. He also found that these mutu-
ally exclusive distributions could be attributed primarily to the mﬂuence of
habitat on the outcome of aggress1ve interactions.

Such “natural experiments” implicating competition in limiting geographic
ranges are by no means confined to small mammals. Diamond (1975) gives
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several examples of niche and range expansion by birds in the absence of com-
peting species on isolated mountain ranges within New Guinea and on

nearby islands. Schoener (1970) and Roughgarden (1996; see also Roughgar-

den et al. 1983; Pacala and Roughgarden 1985) describe several cases among
Anolis lizards on islands of the West Indies. Perhaps the best example in plants
is the segregation of two species of cattails along a gradient of increasing water
depth in marshes in central North America. In an elegant series of reciprocal
transplant experiments, Grace and Wetzel (1981) showed that Typha latifolia
was little affected by its congener, T. angustifolia. In the absence of its competi-
tor, however, T. angustifolia could grow over the entire gradient.

Competition need not involve similar species to limit distributions. In fact,
the kinds of pairwise interactions between closely related, ecologically similar
species described above probably account for only a small part of the compe-
tition experienced by most species. For example, distantly related plants of dif-
ferent growth forms often experience intense, asymmetrical competition
(Johansson and Keddy 1991). We described above how stressful physical con-
ditions and fire limit the distributions of many plant species and vegetation
types. The other side of the story is that the plants that are the least tolerant of
abiotic stresses (drought, fire, and flooding) are usually superior competitors
(Keddy and MacLelan 1990). For example, while some combination of fire,
grazing, and drought may prevent trees and shrubs from invading grasslands,
these woody plants are superior competitors where these conditions are not
too severe. They not only can prevent establishment by grassland species, but
during the last two centuries, as fire frequency has been reduced and grazing
regimes altered, these woody plants have aggressively invaded grasslands and
replaced herbaceous species (Steinauer and Collins 1996) (see Figure 4.24).
Such asymmetrical niche relationships, in which one species or an entire func-
tional group of species is limited by competition while the other is restricted
by its inability to withstand disturbance or physical stress, appear to be
extremely common among many kinds of organisms-—recall Connell’s study
of barnacles.

Predation. Predation can be defined as any interaction between two species
in which one benefits and the other suffers. According to this definition, rela-
tionships between herbivores and their food plants, parasites and their hosts,
and Batesian mimics and their models would also be classified as predation.
Predator/prey interactions can limit the distribution of either participant
because, on the one hand, predators may depend on particular prey for food or
other benefits necessary to support their own populations, whereas on the other
hand, predators may limit prey populations by killing or damaging individuals.

When predators are highly specific, it is obvious that their distributions
must depend in part on the availability of appropriate prey. It is hardly sur-
prising that the geographic ranges of many specific parasites and herbivores
correspond almost precisely with those of their animal or plant hosts. Thus the
distribution of the checkerspot butterfly Euphydryas editha in coastal California
is limited to the immediate vicinity of the patches of serpentine soil to which
its host plant, Plantago hookeriana, is restricted (Ehrlich-1961, 1965). Of course,
even highly specific predators may range less widely than their hosts, because
in some areas their populations are limited by factors other than the avallabll-
ity of suitable prey.

- It is much more difficult to document cases in which the distributions of
prey populanons are limited by their predators. Some of the best examples are
artificial in that they involve introductions by humans of predators into
regions where they did not originally occur. In some cases these mtroducnons

Distributions of Single Species 85




86 Chapter 4

were deliberate attempts to control pest species. Two conspicuously successful
examples of such biological control involve drastic reductions in plant popu-
lations by introduced herbivores. The prickly pear cactus (Opuntia stricta) was
introduced into Australia in the mid-1800s to serve as an ornamental garden
plant. By the early 1900s the cactus had escaped from cultivation and had
become a serious pest on grazing lands. In 1926 Australian scientists intro-
duced a moth (Cactoblastis cactorum) whose larva is a specific feeder on Opun-
tia in its native Argentina. By 1940 O. stricta had been effectively checked as a
pest species in eastern Australia, although small patches of cacti and local pop-
ulations of the moth remain (Dodd 1959). Unfortunately, many other species
of exotic plants are invading Australian habitats, and the search for suitable
agents of biological control is ongoing.

Similarly, Klamath weed (Hypericum perforatum) was introduced into north-
western North America from Eurasia in about 1900 and became an agricul-
tural pest, but was subsequently controlled by the introduction of a specific
leaf-eating beetle (Chrysolina quadrigemina) from its native habitat. In the south-
ern part of its range, Klamath weed persists only in small populations along
roadsides and in shady areas, but beetle populations do not do well in colder
climates, and the weed is more widely distributed in British Columbia (Huf-
faker and Kennett 1959; Harris et al. 1969). In the cases of both the prickly pear
cactus and Klamath weed, specific herbivores have drastically reduced plant
populations, resulting in very limited local distributions, but they have not
greatly altered the distributions of the weeds on a larger geographic scale.

Perhaps the best examples of complete elimination of prey populations
from parts of their geographic ranges by voracious but nonspecific predators
are provided by artificial introductions of large predatory fishes into certain
freshwater habitats. Many of the small native fishes of the southwestern
United States have suffered great reductions in their geographic ranges and
complete extinction of local populations as a result of the introduction of large
predatory game fishes (especially largemouth black bass, Micropterus
salmoides) into their habitats (Miller 1961a). The native fishes are not adapted
to large generalist predators because they have evolved in isolated lakes,
streams, and springs for thousands of years. Zaret and Paine (1973) docu-
mented a similar example, the extinction of at least seven species of native
fishes in Lake Gatun, Panama, following the introduction of the predatory fish
Cichla ocellaris. Many of the approximately 300 endemic species of cichlid
fishes have declined following the introduction of the Nile perch (Lates niloti-
cus) into enormous Lake Victoria in central Africa. The lake trout (Salvelinus
namaycush) is widely distributed over northern North America, but is not
adapted to the presence of lampreys of the genera Petromyzon and
Entosphenus, which are voracious predators. Niagara Falls formerly prevented
Petromyzon from entering the upper Great Lakes, which supported large pop-
ulations of lake trout. Construction of the Welland Canal, however, enabled
the lamprey to colonize these lakes. The result has been a precipitous decline
of lake trout in the upper Great Lakes despite a major effort to control the lam-
prey and save this valuable commercial fishery.

In the previous examples, the effects of predators on prey populations are
particularly clear because we have been able to observe responses to artificial
introductions of the predators. Without this historical perspective, however,
we would be hard put to infer the extent to which the prey are limited by their
predators. Today, most remaining patches of Opuntia in Australia are not
infested with Cactoblastis. Similarly, it is difficult to observe black bass preying
on the pupfishes of the southwestern United States, because the native fishes
have already been extirpated from most waters where bass are present. It is



likely that many prey populations are limited, at least in part, by their preda-
tors, but it is difficult to obtain convincing evidence without performing
manipulative experiments.

While the effects of predators have been studied for decades, the effects of
parasites and disease-causing microbes received much less attention from
ecologists and biogeographers until quite recently. It is apparent, however, that
they can also limit both local abundances and geographic distributions. There
are an increasing number of examples in which domesticated plants and ani-
mals have been able to expand their ranges into previously uninhabitable
areas following the elimination or control of their parasites or pathogens. Like-
wise, there are examples of range contraction following the human-aided inva-
sion of new parasites or diseases. One example of the latter is the influence of
avian malaria on native Hawaiianbirds. Ever since the first humans arrived on
the islands, this spectacular endemic avifauna has been suffering extinctions,
range contractions, and population reductions (see Chapter 18). An initial
wave of extinctions, presumably due primarily to hunting and habitat destruc-
tion, followed the arrival of the Polynesians about 1000 years ago. More
extinctions followed European settlement, which began less than 200 years
ago. The Europeans not only caused additional habitat destruction and
brought in exotic avian competitors and mammalian predators, but also initi-
ated biological warfare. Along with the exotic birds they brought in as domes-
ticated fowl, game birds, and pets—and sometimes deliberately released—
came avian malaria (Plasmodium). This parasite has become pandemic at lower
elevations, where its persistence and transmission is favored by warm tem-
peratures, availability of mosquito carriers, and relatively resistant exotic avian
hosts. While it is difficult to tease out the multiple interacting influences of all
the factors affecting the native bird species, avian malaria has clearly played a
major role in the extirpation of most endemic Hawaiian birds from the lower
elevations, even in areas where relatively undisturbed habitat remains (Werner
1968; van Riper et al. 1986).

Mutualism. The third class of interspecific interactions is mutualism, in
which each species benefits the other. Examples of mutualistic associations are
provided by plants and their animal pollinators and seed dispersers, corals
and the photosynthetic zooxanthellae (algae) that live in their tissues, ants and
aphids, and cleaner fishes and their hosts. Compared with competition and
predation, mutualism has been little studied by ecologists and biogeographers
(Boucher et al. 1984; Boucher 1985; Fleming and Estrada 1993). Much remains
to be learned about the effects of these mutually beneficial associations on the
abundance and distribution of the participating populations.

When mutualistic relationships are obligate for at least one, and especially
for both, of the partners, then the interaction must have a major influence on
distributions. Some plant populations are dependent on the services of specific
pollinators for sexual reproduction. For example, red clover (Trifolium pratense)
did poorly after being introduced into New Zealand until its pollinator, the
bumblebee (Bombus spp.), was also introduced (Cumber 1953; Free 1970).
Janzen (1966) studied the association between ants of the genus Pseudomyrmex
and trees and shrubs of the genus Acacia in the New World tropics. Although
many species of Acacia have no ants associated with them, and some species of
Pseudomyrmex may not be dependent on acacias, the relationship is apparently
obligate for numerous species. The trees provide the ants with enlarged thorns
in which to build their nests and with specialized foods rich in sugars, oils,
and proteins. In return, the ants attack herbivorous insects and vertebrates that
attempt to feed on the trees, and clear away surrounding vegetation, reducing
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Figure 4.27 Distributions of temper-
ate North American hummingbirds
and of some of the plants they polli-
nate while foraging for nectar. (A)
Breeding ranges of the eight species of
hummingbirds that occur substantially
north of the United States/Mexican
border. (B) Geographic ranges of the
nine species of red tubular flowers
commonly visited by hummingbirds at
just one site in Arizona (circle) . It
would be too confusing to plot the
ranges of the approximately 130
species of flowers used by these hum-
mingbirds throughout their breeding
ranges. Note that despite their close
mutualistic relationships, there is little
relationship between the geographic
ranges of the specific plants and their
pollinators. (From Kodric-Brown and
Brown 1979.)
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competition from other plants. Such coevolved specializations apparently have
made these two mutualists so dependent on each other that they have virtu-
ally identical ranges.

These examples of close ecological and biogeographic associations may be
exceptional, however. Often, relationships among mutualists, at least at the
species level, are not so obligate, and the influence of the interaction on geo-
graphic distributions is not so apparent. Usually at least one of the partners
does not absolutely require the mutualistic service of the other, or several dif-
ferent species can supply the service. Thus, most plant/pollinator and
plant/seed disperser relationships are not obligately species-specific—at least
outside the tropics (Waser et al. 1996).

Figure 4.27 shows the relationship between the geographic ranges in North
America of eight hummingbird species and some plant species with red tubu-
lar flowers that they feed upon and pollinate. There is no correspondence
between the ranges of particular pairs of hummingbird and plant species, but
the distributions are such that, no matter where they occur, the hummingbirds
have flowers to feed upon, and the plants have hummingbirds to pollinate
them (Kodric-Brown and Brown 1979). A similar relationship is seen in the
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ranges of clownfishes (Amphiprion spp.) and the sea anemones with which
they are associated (Figure 4.28). While all clownfishes appear to require the
protection of anemones, and some kinds of anemones may be unable to exist
without clownfishes, the particular species are much more interchangeable.

Multiple interactions. In addition to those cases in which it is possible to
isolate the limiting effect of one species on the distribution of another, there are
undoubtedly many situations in which ranges are structured by more diffuse
biotic interactions. Such limits may be the result of different, interacting effects
of several species (see the discussion of competition between woody and
herbaceous plants above). MacArthur (1972) noted that the southern limits of
the ranges of many North American bird species apparently could be attrib-
uted neither to climate (because the climate becomes more equable at lower
latitudes), nor to habitat (although it might be important for some species),
nor to any particular species of competitor or predator. He suggested that for
many of these species, the limiting factor must be diffuse competition from an
increasing number of tropical species. He noted, for example, that of 202 land
bird species that breed in Texas, only 29 also breed in Panama, but that
Panama has a total of 564 breeding land bird species. One of the few species
that breeds in both the United States and Panama is the yellow warbler (Den-
droica petechia), a small, insectivorous foliage gleaner. In the United States the
yellow warbler is abundant in a wide variety of shrubby and forested habitats,
but in Panama it is restricted to mangrove swamps and small offshore islands
(Figure 4.29). Because the forests of Panama contain many species of highly
specialized foliage-gleaning birds, whereas mangroves and islands have few
such species, MacArthur attributed the distribution of the yellow warbler to
diffuse competition—the combined negative effects of competition with many
other bird species.

In such isolated cases, however, there is little hard evidence that competi-
tion alone is responsible for the observed distributional patterns. Other factors,
such as predators, parasites, diseases, and mutualists, could, and very likely
do, play major roles. Recall the example of avian malaria limiting the lower
elevational distributions of several native bird species in the Hawaiian Islands.
In the absence of historical and epidemiological evidence for the role of this
parasite, it would be easy to mistakenly attribute the restricted distributions of
native species solely to competition with introduced birds. Bertness (1989,
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Figure 4.28 Distribution of the Indo-
Pacific clownfish (Amphiprion clarkii)
and two sea anemones (Heteractis malu
and Macrodactyla doreensis) that serve
as its hosts. Amphiprion clarkii is the
only fish that is mutualistic with H.
malu, but it uses other anemones, in-
cluding M. doreensis. As with the hum-
mingbirds and flowers shown in Fig-
ure 4.27, even relatively closely
coevolved mutualists may be able to
switch partners, and therefore do not
necessarily have coincident ranges.
(Unpublished data courtesy of D.
Dunn.)
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Figure 4.29 Geographic range of the yellow
warbler (Dendroica petechia). This passerine bird
is widely distributed over temperate North
America, but in the tropics it is restricted to
coastal mangrove swamps and islands.

Dendroica petechia

MacArthur (1972) suggested that diffuse com-
petition from the many species of small insec-
tivorous birds in most habitats on the mainland

B Continental populations
Il Tropical mangrove and
island populations

of tropical America accounts for the limited dis-
tribution of the yellow warbler in the tropics.

1991, 1993) suggests that in abiotically stressful environments, such as salt
marshes and intertidal zones, mutualistic interactions may have at least as
much influence on the abundance and distribution of species as competition
and predation.

In the last few decades, ecological studies have documented a variety of
complicated interactions involving many species. There is a large literature on
indirect interactions, “bottom-up” and “top-down” chain reactions in food
webs, and the ramifying effects of “keystone species” (e.g., Carpenter 1988;
Schmitt 1987; Strauss 1991; Wootton 1992; Jones and Lawton 1994). The vast
majority of these studies have used manipulative experiments on small spatial
and temporal scales to show how such complex interactions can influence
abundances and other ecological characteristics of species within local ecolog-
ical communities. While there is every reason to suspect that these kinds of
multispecies interactions also influence the distributions and diversity of
species on geographic scales, rigorous documentation is usually lacking. The
increased emphasis on larger-scale phenomena and nonexperimental methods



should lead to a better understanding of the biogeographic consequences of
these complex interactions.

Synthesis

Having presented numerous examples of the kinds of abiotic and biotic fac-
tors that limit the geographic ranges of species, it is appropriate for us to draw
some general conclusions. First, however, a note of caution is in order: Despite
all of the examples given above, it may not be productive to search for single
limiting factors and simple explanations for the geographic distributions of
most species. Not only may a single species be limited by different factors in
different parts of its range, but even in one local area, several factors may inter-
act in complex ways to prevent expansion of populations.

Given this complexity, however, there is a hint of one pervasive pattern,
which has been alluded to above: Many species appear to be limited on one
range margin by abiotic stress and on the other by biotic interactions. This pat-
tern.is particularly apparent in studies of distributions along environmental
gradients, as of sessile organisms in the intertidal zone and plants along ter-
restrial gradients of temperature and mioisture. An interesting feature of many
such examples is that on the margin limited by physical stress there are rela-
tively few other species, whereas on the margin limited by biotic interactions
the dlversﬂ:y of other organisms is much higher. This pattern suggests an inter-
esting relatlonsh.lp between species diversity and geographlc range limitation:
Where conditions are physically stressful for one species, they are likely to be
unfavorable for other organisms as well, and vice versa at the other end of the
gradient where abiotic conditions are more favorable. This is not surprising.
What is more-intéresting is the suggestion that biotic interactions tend to
become lumtmg when physical conditions are less severe, and that the higher
the diversity of other species in the environment, the more likely that some of
these will be sufficiently powerful enemies, whether competitors, predators,
parasites, or diseases, to limit the range by excluding the species from areas
where it otherwise could occur, A special application of this conceptis the con-
jecture of Dobzhansky (1950) and MacArthur (1972) that biotic interactions are
more hkely to lithit abundances and distributions in the tropics, while abiotic
stresses are more likely to be limiting at higher latitudes. We will consider the
nnphcahons of these relationships in Chapter 15, when we discuss the corre-
lates and causes of geographlc patterns of spec1es diversity.

Adaptation and Gene Flow

In our discussion of ecological niches and geographic range limits, we have
glossed over the issue of geographic variation within species. The niche of a
species is not constant in either space or time. Since natural selection is a uni-
versal process that tends to increase the capacity of individuals to survive and
reproduce, we would expect populations to adapt to their local environments.
Such adaptation might be evidenced by geographic variation within species in
physiology, morphology, or behavior (see below). It might also be reflected in
adaptive changes in niche relationships over time. We might expect peripheral
populations to be able to adapt to the environmental factors that limit their
ranges, increase in 'density, and colonize adjacent areas (see Baker and Steb-
bins 1965). Lewontln and ‘Birch (1966) describe an apparent example in the
Australian frult fly, Dacus tryoni. During the last century this species has
expanided its range several hundred kilometers to the south along the eastern
edge of the continent. These flies are limited by low temperatures, and their
expansion has been accompanied by adaptanon of the peripheral populations
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for increasing cold tolerance. But clearly not all species are increasing their
ranges in this fashion. A historical perspective suggests that over the last 60
million years or so, the distributions of some species and higher taxa have
indeed increased, but that these expansions have been almost equally matched
by contractions in the ranges of other organisms. As a result, there appears to
have been little change in global biodiversity during this period.

Why don’t the peripheral populations of all species adapt to local condi-
tions, resulting in a continual expansion of the range on all margins? In some
cases the reason is obvious: There are fundamental constraints that cannot be
easily overcome by local adaptation. Terrestrial life forms along coastlines, for
example, cannot simply evolve adaptations for aquatic life and invade the
marine realm. This kind of adaptation did happen in the past, as the terrestrial
ancestors of penguins and whales invaded the sea, but it took millions of years
and required that these animals give up their capacity for living on land. But
such cases hardly explain why species do not expand their ranges along eco-
logical gradients. Why don't local populations adapt to deal with the limiting
physical stress or biological enemy? Why don’t they expand the species range
by evolving to tolerate just a bit more cold, aridity, predation, or competition?

Genetic and ecological processes seem to interact to limit the capacity of
peripheral populations to adapt to local conditions. The exchange of genes
among populations, called gene flow, may prevent local populations from
acquiring and maintaining the combinations of genes necessary for continual
adaptation. Gene flow is caused by the migration of individuals or gametes
between populations, which bring with them genes for traits that have been
selected for different local environments. Sufficiently high rates of gene flow
can swamp a local population with genes from outside, effectively preventing
adaptation to local conditions.

The critical question in any particular case is whether gene flow is high
enough to overwhelm natural selection, prevent the continual adaptation of
peripheral populations, and thereby preclude expansion into new areas of ever
more extreme environments. The answer to this question for many organisms
is not clear, and it has been the subject of much debate among population
geneticists and evolutionists. Certainly, many species show adaptive genetic
changes in response to variation in their environments over their geographic
ranges. The deer mouse (Peromyscus maniculatus), whose enormous geo-
graphic range encompasses most of the North American continent, has been
the subject of many genetic and ecological studies. There is a great deal of geo-
graphic variation in the color and shape of deer mice, which is reflected by the
subdivision of the species into many geographic races or subspecies (see Fig-
ure 8.5). Classic studies by Lee Dice and his students showed that much of this
variation reflects adaptation to local environments. Coat color tends to match
the local soil color because of strong selection by owls and other predators
against contrastingly colored individuals (Dice and Blossom 1937, 1947). Com-
pared with individuals from desert and grassland habitats, animals from for-
est populations tend to have longer feet and tails because they use these
appendages in climbing (Horner 1954). Populations in regions where contrast-
ing habitat types come into close proximity, however, show lower levels of
such morphological and behavioral specialization because of the diluting
influence of gene flow (Thompson 1990).

These and similar studies of other organisms support theoretical models that
predict that even modest levels of gene flow may be sufficient to preclude local
adaptation (Wright 1978). It follows that gene flow from more central popula-
tions could prevent the adaptation and expansion of peripheral populations. If
gene flow could be reduced or eliminated, however, adaptation could proceed,



and further range expansion might be possible. Evidence in support of this con-
jecture comes from studies of the genetics of Old, World burrowing rodents of
the genus Spalax. Differences in chromosome number among populations of S.
ehrenbergi appear to have been important in facilitating their colonization of the
most arid deserts of the Middle East by reducing gene flow from populations
adapted to more mesic areas (Wharmann et al. 1969; Nevo and Bar-El 1976; Fig-
ure 4.30). Gene flow between populations with different chromosome numbers
and configurations is reduced because when individuals with different kary-
otypes breed, problems with pairing and separation of chromosomes reduce the
viability and fertility of their offspring (see also Chapter 8). Patton (e.g., 1969,
1972, 1985) describes other examples of how local and regional ecological condi-
tions, natural selection, and genetic barriers to gene flow interact to influence the
distributions of small mammals.

Chromosomal rearrangements also have been implicated in limiting the dis-
tributions of plants. Populations at the geographic margins of a species range, as
well as those inhabiting extreme soil types or climates, often are characterized
by major chromosomal changes, especially polyploidy (Stebbins 1971b).
Although these rearrangements of genetic material may themselves confer spe-
cific adaptations, their general effect is to reduce the frequency of crossing with
other populations and thereby reduce or completely block gene flow, permitting
adaptation to the local environment and facilitating colonization of new areas.

Ultimately, of course, the capacity of populations to adapt to new environ-
ments and to colonize new habitats is limited. Although some species are
more widely distributed and more tolerant of varying conditions than others,
there are no superorganisms that occur everywhere: Adaptation inevitably
involves trade-offs and compromises. In order to tolerate the physical condi-
tions and deal with the biotic interactions in some environments, a species
must sacrifice its ability to do well in other habitats. Using a combination of
“common garden” and breeding experiments on yarrow (Achillea millefolium),
Clausen et al. (1940, 1947, 1948) elegantly demonstrated the interacting roles of
genetic isolation, local selection, and trade-offs in determining the degree of
adaptive differentiation of local populations and allowing this species to have
a wide distribution along an elevational gradient in the Sierra Nevada of Cal-
ifornia (Figure 4.31). Gene flow can prevent populations from adapting to dif-
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Figure 4.30 Distribution of kary-
otypes of the burrowing rodent Spalax
ehrenbergi. The number of chromo-
somes increases along a gradient of in-
creasing aridity from north to south
(and also west to east) in the Middle
East. Note that these “chromosomal
races” replace each other with virtually
no overlap, suggesting that reduced
gene flow between them has facilitated
adaptation and expansion into increas-
ingly arid environments. (After Nevo
and Bar-El 1976.)

Figure 4.31 Morphological differen-
tiation of the plant Achillea millefolium
along an elevational gradient in the
Sierra Nevada of California. Note the
distinctive characteristics of different
populations of the plant from different
places along the gradient. Since these
plants were all grown in the identical
environment of a “common garden,”
we can infer that the differences
among them are genetic. Presumably
these differences reflect local adapta-
tion, due to a combination of natural
selection and reduced gene flow. (After
Clausen et al. 1948.)
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ferent local environments, but when gene flow between populations is inter-
rupted, as it is during the process of speciation (see Chapter 8), then over evo-
lutionary time, populations can and often do diverge in response to natural
selection, adapt to widely different conditions, and expand their ranges to
occupy new habitats and geographic areas.



CHAPTER 5

The Distribution of Communities

No living thing is so independent that its abundance and distribution are
unaffected by other species. The physical and chemical composition of the
earth’s surface has been drastically altered by the activities of organisms,
which, among other things, have created the oxygen in the atmosphere and
contributed to the development of soil. Organisms vary greatly, however, in
the extent to which they are dependent on other organisms. Some autotrophic
organisms, such as certain kinds of algae and lichens, not only make their own
food from sunlight, carbon dioxide, water, and minerals, but also inhabit
extremely rigorous physical environments, such as hot springs and bare rocks,
where they may encounter and interact directly with few, if any, other species.
Heterotrophic organisms, which include all animals, fungi, and some non-
photosynthetic vascular plants, cannot make their own food and are depen-
dent on autotrophs for usable energy. Even many photosynthetic plants are
directly dependent on specific kinds of other organisms, such as nitrogen-fix-
ing bacteria and mycorrhizal fungi, which make available essential mineral
nutrients, and insects and vertebrates, which pollinate flowers and disperse
fruits and seeds.

Historical and Biogeographic Perspectives

Species occur together in complex associations called ecological communities.
In the early twentieth century, as the new science of ecology was becoming
firmly established, some of its foremost practitioners debated the nature of the
relationships among species that determine the organization of communities.
E E. Clements (1916) suggested that a community could be regarded as a type
of superorganism with its own life and structure as well as its own spatial and
temporal limits. According to this view, individual organisms and species
could be analogized to the cells and tissues of an organism, and the process of
secondary succession could be likened to the growth and development of an
individual. In contrast to Clements’s concept of the community as a discrete
and highly integrated unit, H. L. Gleason (1917, 1926) viewed a community as
merely the coexistence of relatively independent individuals and species in the
same place at the same time. Focusing primarily on plants, Gleason pointed
out that the occurrence of species in an area depends primarily on their indi-
vidual capacities to immigrate to and to grow in the local environment.

95




96 Chapter 5

As is often the case with such debates, both sides made some important
points. Communities do have certain properties, analogous to those of indi-
viduals, that can be measured and studied. These properties include photo-
synthesis (primary productivity) and metabolism (respiration), as well as
more complex processes associated with the transfer and use of energy and
nutrients and with changes in species composition and habitat during succes-
sion (e.g., Odum 1969, 1971). Some species are interdependent because they
require others as mutualists, prey, or hosts (see Chapter 4). On the other hand,
plant ecologists such as J. T. Curtis (1959) and R. H. Whittaker (1967, 1975;
Whittaker and Niering 1965) amassed much data showing that the abun-
dances and distributions of most vascular plant species vary in time and space
as if they were independent of those of other members of their communities
(McIntosh 1967).

This question is of particular interest to biogeographers: To what extent are
species distributed together as interdependent communities as opposed to
being distributed essentially independently of one another? If communities
are integrated sets of species that are adapted to one another and tolerant of
similar physical environments, then we might expect communities to be dis-
tributed as discrete units.

Even the casual observer will notice that certain kinds of plants tend to
occur together in particular climates to create distinctive vegetation types.
Ecologists and biogeographers refer to these as life zones, ecoregions, or bio-
mes, and recognize that specific kinds of animals and microorganisms are
associated with these vegetation formations. For example, a broad band of
coniferous forest, sometimes referred to facetiously as the “spruce-moose
biome,” extends around the world at high latitudes in the Northern Hemi-
sphere. Not only similar vegetation, but also many of the same species and
genera of plants, animals, and microbes, are distributed over the Old World
from Scandinavia to Siberia and across the New World from Alaska to Nova
Scotia and Newfoundland. These organisms are generally adapted to living
with one another and in similar physical environments. Their ranges extend
southward together where mountain ranges provide appropriate habitats at
high elevations. In North America these coniferous spruce-fir forests extend
southward along the Appalachian Mountains in the east and along the Cas-
cades, Sierra Nevada, and Rocky Mountains in the west. Several kinds of
organisms are restricted to these coniferous forest habitats and have similar
geographic distributions (Figure 5.1). We should be cautious, however, about
inferring from such patterns that communities represent discrete, highly inte-
grated ecological and biogeographic units, because there are alternative expla-
nations, including historical ones (see Chapters 10 and 11).

Communities and Ecosystems

Definitions

Communities and ecosystems, the highest levels of ecological organization, are
rather arbitrarily defined. As stated above, a community consists of those
species that live together in the same place. The member species can be
defined either taxonomically or on the basis of more functional ecological cri-
teria, such as life form or diet. Ecologists study two fundamental properties of
communities. Community structure refers to static properties, including the
diversity, composition, and biomass of species. Community function includes
all the dynamic properties and activities that affect energy flow and nutrient
cycling (e.g., photosynthesis, interspecific interactions, decomposition). The
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place where member species occur can be designated either by arbitrary
boundaries or on the basis of natural topographic features. Thus we can speak
of the fish community in some ecologist’s 2-hectare study area on a coral reef
on the north shore of Jamaica; of the grazing community (which would
include representatives of several invertebrate phyla as well as some fish
species) on the entire reef, which might extend uninterrupted over many
square kilometers; or of the entire community of all coral reef-inhabiting
organisms in the Caribbean Sea.

An ecosystem includes not only all the species inhabiting a place, but also
all the features of the physical environment. Because ecosystem ecologists are
interested primarily in the exchange of energy, gases, water, and minerals
among the biotic and abiotic components of a particular ecosystem, they often
try to study naturally confined areas where the input and output of energy and
materials are restricted and hence easier to control or monitor (e.g., Odum 1957;
Teal 1957, 1962; Hutchinson 1957, 1967, 1975, 1993). Small, relatively self-con-
tained ecosystems are often called microcosms because they represent minia-
ture systems in which most of the ecological processes characteristic of larger
ecosystems operate on a reduced scale. A sealed terrarium is a good example of
an artificial microcosm, and a small pond is an example of a natural one.

Few ecosystems are as isolated and independent as they might appear. The
largest and only complete ecosystem is the biosphere, which encompasses the
earth. The interdependence of all ecosystems is vividly demonstrated by the
widespread impact of human activities. Acid rain falls on virgin forests and is
carried into pristine lakes far from the source of pollution. Deforestation, espe-
cially the cutting of tropical forests, and the burning of fossil fuels are chang-
ing the composition of the atmosphere, and perhaps altering the climate,
throughout the world.

Many ecologists are actively investigating the structure and function of
communities and ecosystems. As is usually the case in a rapidly developing
field, many of the important questions remain unanswered, and some tenta-
tive conclusions are highly controversial. Because many of these unresolved
issues are relevant to biogeography, this situation can be both challenging and
frustrating for those trying to account for plant and animal distributions. On
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Red-backed voles (Clethrionomys)

E C. rutilis C. californicus
C. gapperi

Figure 5.1 Three groups of organ-
isms inhabiting coniferous forests ex-
hibit similar geographic ranges in
North America. These seven species of
trees (not shown individually), two
species of birds, and three species of
mammals are typical inhabitants of the
coniferous forests that spread across
the northern part of the continent and
extend southward at high elevations in
the mountains.
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Figure 5.2 Relationship between
metabolic rate (m) and body mass (M)
for a wide variety of organisms, from
unicellular forms to poikilothermic
(cold-blooded) animals to homeother-
mic birds and mammals. Note that the
axes are on a logarithmic scale, so that
the relationship is described by a
power function of the form m = cMO075,
where the constant (c) varies slightly
among the three different groups, but
the exponent (slope) of 0.75 is remark-
ably constant. (After Hemmingsen
1960.)

the one hand, biogeographers have the opportunity to use their own methods
and data to make important advances in community ecology. Researchers
with a broad biogeographic perspective are in a position to make unique con-
tributions to the unraveling of the interacting ecological processes that influ-
ence the numbers and kinds of species that live together in different parts of
the earth. On the other hand, until these ecological processes are better under-
stood, biogeographers will be unable to integrate them with the effects of his-
torical events to provide a solid conceptual basis for interpreting and predict-
ing distribution patterns.

Community Organization: Energetic Considerations

In Chapter 4 we emphasized that each species has a unique ecological niche
that reflects the biotic and abiotic environmental conditions necessary for its
survival. How are these individual niches organized to produce complex asso-
ciations of many species? This is the ultimate question of community ecology,
and one for which we can advance only tentative answers. Two characteristics,
body mass and trophic status, especially influence the roles species play in
communities.

If you sought to take a single measurement that would provide the most
information on the biology of an organism, you would be best advised to mea-
sure its body mass. Body mass has more important physiological and ecologi-
cal consequences than any other character. The larger an organism, the more
energy it requires for maintenance, growth, and reproduction. The rate of
energy uptake and expenditure of animals at rest, the basal metabolic rate (1),
varies with body mass (M) according to the relationship m = cMo7. Although
the value of the constant (c) varies somewhat among taxonomic groups, the
exponent, 0.75, is very general (Hemmingsen 1960; Calder 1984; Peters 1983;
Figure 5.2). The ecological consequences of this simple formula are profound.
Because the exponent is positive, total energy requirements increase with body
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size. It takes about 14,000 times more energy to maintain a 5000 kg elephant
than a 15 g mouse. The same applies to all organismis: a mature redwood tree
uses much more energy than a strawberry plant. On the other hand, because
the exponent is less than 1, the metabolic rate per unit of mass of a small organ-
ism is greater than that of a larger one. It requires about 25 times more energy
to maintain a gram of mouse than a gram of elephant. Apparently for this rea-
son, almost all rate processes (e.g., cardiac rate and respiration frequency n ver-
tebrates) are accelerated in small organisms, which are more active and have
higher reproductive rates and shorter life spans than large ones.

Although metabolic rate and energy requirements increase as less than lin-
ear functions of body mass, storage capacities (e.g., energy stored as fat, water
volume, mineral stores in bone tissue) increase in proportion to mass. Theére-
fore, all else being equal, larger organisms have greater capacities to withstand
prolonged stresses such as starvation, dehydration, and subfreezing tempera-
tures. Body size also has important ecological consequences because it influ-
ences the scale at which organisms use the environment. Because small organ-
isms require fewer resources per individual than large ones, they can use
smaller areas, be more specialized, and still maintain population densities
high enough to avoid extinction. Small organisms are better able than large
ones to respond to what Hutchinson (1959) termed the mosaic nature of the
environment—the spatial heterogeneity or patchiness of the environment that
is most pronounced on a small scale. Consequently, small organisms have
been able to divide the environment more finely, so that any geographic area
contains a greater number of small-bodied species than large ones (Van Valen
1973a; May 1978; Brown and Maurer 1986) (Figure 5.3). Consider the tremen-
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Figure 5.3 The frequency dlsmbu-
tion of body size among’ spec1es for
several different kinds of organisms:
(A) terrestrial mammals of the world;
(B) land birds of the world; (C) beetles
of Great Britain; (D) all terrestrial ani-
mals of the world (approximately).
Note that the axes are on a logarithmic
scale, so that small species are much
more numerous than large ones. This
pattern is very general, and accounts
for the obvious fact that insects are
much more numerous (in numbers of
species as well as individuals) than
vertebrates in terrestrial environments.
(After May 1978.)
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Figure 5.4 The relationship between
area of geographic range and body
mass among North American terres-
trial mammals. Note that although
there is much variation, the areas of the
smallest ranges increase with increas-
ing body mass and are smaller for her-
bivores than for carnivores. Open cir-
cles indicate species that actually have
larger ranges than indicated because
they range into Central America (only
the North American area of the distrib-
ution has been measured). (From

dous diversity of insects as compared with terrestrial vertebrates (about
750,000 versiuis 24,000 known species, respectively). A biogeographic correlate
of this pattern is that, at least among animals, large organisms are constrained
to have broad geographic ranges. The reason for this should be obvious:
Because large individuals require more space (McNab 1963; Schoener 1968b),
the carrying capacity of the environment for these animals is 1w, and only
large areas can support sufficient numbers of individuals to maintain the
species ovet evolutionary time. In contrast, small areas can support large pop-
ulations of small organisms, which consequently have a low probability of
extinction. Small species may or may not have very restricted ranges (Figure
5.4; see also Chapter 16).

The trophic status of organisms, or how they acquire energy, also influ-
ences the role they play in community structure. Outside of a handful of fasci-
nating exceptions (e.g., chemosynthetic communities of geothermal vents on
the ocean floor), all of the energy used by living things ultimately comes from
the sun. Autotrophic green plants use solar radiation, carbon dioxide, water,
and minerals to synthesize organic compounds, and produce oxygen as a by-
product. These organic compounds are not only used by the plants for making
structures and fueling basic metabolism, but are also the sole source of energy
for the heterotrophic organisms in the community. Solar energy, trapped in
organic molecules, is transferred from one species to another and gradually
used up as herbivores eat plants, carnivores eat herbivores, and so on. These
heterotrophic species oxidize organic compounds to obtain usable energy, and
in the process consume oxygen and release carbon dioxide.

The unidirectional paths of energy flow between species and through com-
munities are termed food chains. The different links in a food chain are called
trophic levels (Figure 5.5). The first level contains green plants, or primary
producers; the second, herbivores, or primary consumers; the third, carni-
vores, or secondary consumers; and so on. At the ends of food chains are
decomposers, or detritivores, mostly bacteria and fungi, which break down
the remaining organic matter and release the inorganic minerals into the soil
or water, where they can be recycled and again taken up by plants.

Although each tiny packet of energy follows a linear path along a food
chain, the actual trophic relationships among species are complex. Because
most consumers feed on several species and are in turn consumed by several
kinds of predators and decomposers, the aggregate paths of energy flow
through a community form interconnected branching patterns called food
webs (Figure 5.5; see also Schoener 1989; Pimm 1991; Winemiller 1990). As
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Primary Stonefly Stonefly
carnivore (Perla) (Dinocras) ]
trophic level Caddis
(Rhyacophia)
Net-spinning
caddis
(Hydropsyche)
Herbivore Stonefly Mayflies Caddis Mayfly Detritivores
trophiclevel (Protonemura) (Baetis, (Philopotamus) (Ecdyonurus)
Ephemerella)
Midges
(Chironomidae)
Blackfly
(Simulium)
Figure 5.5
Primary producer Diatoms
trophic level
Imported Leaf fragments Detritus

organic matter
(from upstream)

energy is distributed in this fashion through a community, it obeys the laws of
thermodynamics, which have important implications for community organi-
zation. Simply stated, the first law of thermodynamics says that energy is nei-
ther created nor destroyed, but can be converted from one form to another.
During photosynthesis, for example, solar energy is converted into high-
energy bonds in the organic molecules of plants, which in turn can be con-
sumed by animals and transformed into ATP to support muscular contrac-
tions. The second law of thermodynamics states that as energy is converted
into different forms, its capacity to perform useful work diminishes, and the
disorder (entropy) of the system increases. Organisms use the energy stored in
organic molecules to perform the work of moving, growing, and reproducing.
As organic compounds are oxidized to provide energy for these activities,
much of the energy is dissipated as heat. In fact, most organisms are very inef-
ficient. Most animals are able to incorporate only 0.1% to 10% of the energy
they ingest into the organic molecules of their own bodies; the remaining 90%
to over 99% is lost as heat.

One ecological consequence of these thermodynamic properties of organ-
isms is that substantially smaller quantities of energy are available to succes-
sively higher trophic levels. This can be shown diagrammatically by portray-
ing the community as an ecological pyramid (Figure 5.6). In any community,
the green plants have the highest rates of energy uptake, and they usually
comprise the largest number of individuals, the greatest number of species,
and the greatest biomass (the total quantity of living organic material). Suc-
cessively higher trophic levels tend to have less than 10% the rate of energy
uptake of the level below them, and usually contain proportionately lower bio-
mass and fewer individuals and species (Lindeman 1942).

The availability of energy must decrease substantially with each successive
trophic level in accordance with the laws of thermodynamics, but there are
exceptions to the other patterns. The distribution of biomass, individuals, and

A part of the food web for an aquatic

community inhabiting a small stream in Wales. The
diagram shows the interconnections of food chains
to form food webs. There are three trophic levels, but
some organisms, such as Hydropsyche, which feeds
on both plant and animal material, occupy interme-
diate positions. The many individual species of
plants, green algae, and diatoms that make up the
primary producer trophic level are not shown indi-
vidually. (After Jones 1949.)
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Figure 5.6  Ecological pyramids of
energy flow, biomass, and number of
individuals for several different com-
munities, Note that three of the pyra-
mids (B-D) are regular, with each suc-
cessive trophic level reduced compared
with the one below, but two (A, E) are
not. The pyramid of individuals for the
temperate forest (A) and the pyramid
of biomass for the English Channel (E)
have fewer and a lower biomass of pri-
mary producers than herbivores. P, pri-
mary producers; H, herbivores; C,, pri-
mary carnivores; C,, secondary
carnivores. (After Odum 1971.)

A) (B)
Pyramid of numbers Pyramid of energy flow
(individuals per 0.1 hectare) (kilocalories m-2 y~1)

Temperate forest, Silver Springs,

Great Britain Florida

(©) (D) ®

Pyramid of biomass Pyramid of biomass Pyramid of biomass
(g dry weight m™) (g dry weight m™) (g dry weight m™)

Tropical forest, Coral Reef, English Channel

species among trophic levels depends on how energy is acquired and used by
the species in the community. In some communities, such as those inhabiting
caves (Poulson and White 1969) and the dark depths of ocean trenches, there
are no autotrophic organisms, and all energy is imported in organic form, usu-
ally as dead material called detritus. Deciduous forests of eastern North
America and western Europe may have inverted pyramids of abundance and
species richness—that is, fewer individuals and species of primary producers
than of primary consumers. Here, most of the energy used by plants is
monopolized by a relatively small number of large trees, whereas the energy
used by herbivores is allocated among many individuals and species of small
insects (Elton 1966; Varley 1970) (Figure 5.6A). Inverted pyramids of biomass
also are possible and, in fact, quite common in some aquatic ecosystems (Fig-
ure 5.6E). In the open ocean, the photosynthetic rates of phytoplankton may
be so high that these tiny producers can support a biomass of consumers far
exceeding their own. This is possible because the consumers depend on rates
of energy transfer (i.e., molecules metabolized per unit of time) and not simply
biomass per se. Phytoplankton populations are so productive that they can
replace themselves many times per day and thus support high rates of her-
bivory by zooplankton. However, consistent with the first law of thermody-
namics, pyramids of energy flow can never be inverted.

Because the carrying capacity (measured in units of usable energy) of any
area is lower for successively higher trophic levels, the organisms occupying
these levels exhibit predictable characteristics that affect their ecological roles
and their geographic distributions. Not only are there fewer species of carni-
vores than of herbivores and plants, but the carnivores also tend to be larger
and more generalized than herbivores. Carnivores usually have to be large
enough to overpower their prey. They also tend to feed on several prey species,
and to have relatively broad habitat requirements and wide geographic distrib-
utions (see Figure 5.4; Rosenzweig 1966; Van Valen 1973a; Wilson 1975; King
and Moors 1979; Zaret 1980; Brown 1981; Gittleman 1985). The cougar or



mountain lion (Puma concolor), for example, is one of the top carnivores in the
New World. It weighs 50 to 100 kg and takes a variety of prey, mostly mam-
mals ranging in size from rabbits to elk. The cougar also has the widest geo-
graphic distribution of any American mammal. It ranges from Alaska to the
southern tip of South America and, before European settlement, ranged from
the Atlantic to the Pacific coasts on both continents. The cougar inhabits tropi-
cal rain forests, coniferous and deciduous hardwood forests, shrublands, and
deserts. Other top carnivores, such as the wolf (Canis lupus) and jaguar (Pan-
thera onca), also have broad geographic and habitat distributions, whereas her-
bivores of comparable size tend to have more restricted ranges.

Parasites are an exception to these patterns, but they still illustrate the fun-
damental importance of energetic relationships in community organization.
Parasites are usually much smaller and more highly specialized than their
hosts. Consequently, individual parasites need not consume large numbers of
host individuals to meet their energy requirements, and parasites can be more
numerous than their hosts. One or more parasites usually inhabit a host for an
extended period, often for the entire life span of either parasite or host. Para-
sites are often highly specialized to infect only one or a few, often taxonomi-
cally related, host species. Although these adaptations have allowed parasites
to maintain geographic ranges and numbers of individuals roughly compara-
ble to those of their hosts in the trophic level below them, many species have
had to solve the problem of finding and infecting sparsely distributed hosts.
The elaborate, highly specialized life cycles of many parasites appear to be
largely adaptations for locating and infecting appropriate hosts. Price (1980)
and Hawkins (1994) provide interesting accounts of some special features of
parasite ecology, biogeography, and evolution.

These kinds of energetic considerations lead to the prediction that the
capacities of habitats or geographic areas to support many individuals and
diverse species of organisms should ultimately depend on their total produc-
tivity. Everything else being equal, the higher the fixation rate of sunlight into
organic material, the more usable energy should be available to be subdivided
among individuals, species, and trophic levels. As we shall see, productivity
varies greatly among different habitats, depending on such factors as climate,
soil type, water availability, and the influence of human activity (Rosenzweig
1968; Jordan 1971; Lieth 1973; Whittaker and Likens 1973). In general, the pre-
dicted relationship between productivity and diversity is observed. Wide-
spread, highly productive habitats such as tropical rain forests and coral reefs
are renowned for their great diversity of specialized species. In contrast, small,
isolated areas, such as small islands, and widespread, unproductive habitats,
such as boreal forests and tundra, contain fewer and for the most part more
generalized species. We will examine such patterns of species diversity in
more detail in Chapters 13 and 14.

The Distribution of Communities in Space and Time

Spatial Patterns

Because species are often adapted to the same physical conditions as other
ecologically similar species, we might expect biotic communities to be distrib-
uted as discrete units, with rapid turnover of species as we move along an
environmental gradient from one community to the next. On the other hand,
because of competition, we might expect ecologically similar species to adapt
to different niches, and thus to be distributed more or less independently of
each other across space. How do we resolve this dilemma?
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It is obvious that abrupt changes in the environment, such as those found at
the shore of a lake or the edge of a forest, will usually be accompanied by
rapid transitions between two different associations of species. If the environ-
mental discontinuity is rapid and severe, most of the species living on each
side will be limited almost simultaneously when they encounter inhospitable
conditions at the border. If the two habitat types are not too dissimilar, how-
ever, the edge, or ecotone, may actually contain more species than either pure
habitat type. Species from either side of the boundary may be able to mix and
occur together in the narrow area where the two environments meet. If the
transition zone is fairly productive and not too narrow, it may even support its
own assemblage of organisms uniquely adapted to live there. This is espe-
cially likely if the boundary is not simply an ecotone, with conditions inter-
mediate between those on either side, but an environment in which conditions
are unique or fluctuate back and forth between those found on either side. The
most dramatic example of such a community is provided by the intertidal
zone. Special adaptations are required to withstand periodic inundation in
seawater followed by exposure to a desiccating terrestrial environment. Along
a narrow strip of shore live entire communities of such plants and animals,
which show their own small-scale patterns of association and segregation
within the vertical gradient of tidal exposure (e.g., Connell 1961, 1975; Menge
and Sutherland 1976; Lubchenco and Menge 1978; Lubchenco 1980; Souza et
al. 1981; Peterson 1991; Menge et al. 1994).

How are species distributed along environmental gradients, such as the rel-
atively abrupt gradient in exposure within the intertidal zone or the more
gradual gradient in climatic conditions caused by latitudinal or elevational
changes? Some of the most thorough studies of such patterns have been those
of Robert Whittaker and his colleagues on the distribution of tree species on
mountainsides in the United States. Their data can be used to evaluate five
alternative hypotheses (see Whittaker 1975; Figure 5.7):

1. Groups of species exhibit similar ranges along the gradient and are
distributed as discrete communities (“superorganisms” in the
Clementsian sense) with sharp boundaries between them. This pat-
tern could be caused by competitive exclusion between dominant
species and by other species evolving to coexist with the dominants
and with one another (Figure 5.7A).

2. Individual species abruptly exclude one another along sharp bound-
aries, but most species are not closely associated with others to form
discrete communities (Figure 5.7B).

3. Much as in hypothesis 1, species form discrete communities, but re-
placement of communities along the gradient is gradual. This could
happen if groups of species evolved to coexist with one another, but
competitive exclusion did not cause rapid replacement of species
along the gradient (Figure 5.7C).

4. Individual species gradually appear and disappear, seemingly inde-
pendently of the presence or absence of other species. Species neither
competitively exclude each other nor associate to form discrete com-
munities, and species replacement along the gradient is random (Fig-
ure 5.7D).

5. The ranges of most species are nested within the ranges of a few
dominant species that are overdispersed (nonoverlapping) along the
gradient. Thus, species distributions may appear highly ordered at
geographic scales (with little overlap among assemblages), but ran-
dom at local scales (Figure 5.7E).
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Figure 5.7 Five hypothetical patterns

of distributions of species along an en-
vironmental or geographic gradient.
(A) Species are distributed as discrete
communities that replace each other
abruptly. (B) Species are not segregated
into communities, but some sets re-
place each other abruptly. (C) Species
are distributed as discrete communi-
ties, which gradually replace each

(E) other. (D) Species behave as if they are
independent of each other, neither as-
sociating in discrete communities nor
replacing each other abruptly. (E) Most
species are nested within the ranges of
a few dominant species, but otherwise
v occur independently of each other.
Environmental or geographic gradient (After R. H. Whittaker 1975.)

(D)

Density of individuals

Whittaker and his associates (e.g., Whittaker 1956, 1960; Whittaker and Nier-
ing 1965) sampled several sites at varying elevations on mountains. The sample
sites were chosen so as to keep soil type, slope, and exposure as constant as
possible, but to allow natural variation in temperature and rainfall. The results
of two such studies, shown in Figure 5.8, clearly support the hypothesis that
species are distributed as if they were independent of one another, showing no
evidence of either abrupt replacements that might be attributed to competitive
exclusion or association of species to form discrete communities.

It should be pointed out, however, that Whittaker’s methods of collecting
and analyzing data may have contributed to his obtaining the patterns shown
in Figure 5.8. By censusing relatively large plots and then averaging the results
to obtain his species abundance curves, Whittaker would have tended to miss

(A) 500
400 -
300 - . e
2 200 Figure 5.8 Distributions of tree
S species along two moisture gradients:
£ 100 (A) in the Siskiyou Mountains, Ore-
(B) ?g gon, 760 to 1070 m elevation; (B) in the
@ 400 Santa Catalina Mountains, Arizona,
_;‘53 300 1830 to 2140 m elevation. Note that the
n species replace one another gradually
200 and seemingly independently of one
100 another. The species have narrower el-
evational ranges along the steeper

moisture gradient in Arizona. (After
Moisture gradient Whittaker 1967.)
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Figure 5.9 Elevational distributions
of pine (Pinus spp.) trees on the west-
ern slope of the Sierra Nevada in Cali-
fornia. (A) Three species of three-
needled pines. (B) Three species of
five-needled pines. The species with
the same number of needles are mor-
phologically and ecologically similar,
and they overlap little in elevation on
sites with similar slope, exposure, and
soil type. (After Yeaton 1981.)
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abrupt replacements of species owing to competitive exclusion and mediated
by the distribution of microsites in a spatially heterogeneous environment.
Yeaton (e.g., Yeaton 1981; Yeaton et al. 1981) has made careful analyses of the
elevational distributions of pines (Pinus) in western North America. He found
many instances of abrupt replacements by species of similar growth form,
apparently as a result of interspecific competition (Figure 5.9; see also Shipley
and Keddy 1987). For example, digger pine (P. sabiniana) reaches its upper ele-
vational limit and is abruptly replaced by ponderosa pine (P. ponderosa) at
approximately 840 m on southeastern-facing slopes of the Sierra Nevada near
Yosemite National Park. Digger pine is at its greatest density and growth rate
in the mesic environments at higher elevations just before it is supplanted by
ponderosa pine, suggesting that it is competitive exclusion, not inability to tol-
erate the physical environment, that determines the upper limit of its range.
Thus, although Whittaker’s results accurately reflect the typical distribution of
many plant species along environmental gradients, abrupt replacements by
competing species can undoubtedly occur in many cases in which ecologically
similar or closely related species come into contact (e.g., chipmunks along ele-
vational gradients; see Figure 4.26).

Careful studies of highly coevolved species at different trophic levels, such
as parasites and their hosts or plants and their pollinators, reveal many
instances in which such pairs of species have, as we might expect, virtually
identical ranges. Most of the species in a community, however, do not interact
strongly with each other. The number of possible pairwise interactions
between species rapidly increases with the number of species (S) as (52— S)/2.
If a community contained only 50 species, each species could interact with
each of the 49 others, resulting in a total of 1225 possible direct pairwise inter-
actions. Clearly each species cannot be finely adapted to all of the other
species with which it coexists. On the other hand, an organism may be
involved with just a few other species in strong competitive, predator/prey, or
mutualistic interactions that have important influences on its abundance and
distribution. In some cases a single keystone species may strongly influence
community structure through its direct as well as indirect effects (Terborgh
1986; Paine 1974; Menge et al. 1994; Cox et al. 1994).

Interactions among three or more species also may be quite common, and
may sometimes be as influential as two-way interactions. For example, many
species may share a common limiting resource. While the effects of each pair-
wise interaction may be minor, the collective effects of such diffuse competi-
tion may strongly influence how many and which species can coexist
(MacArthur 1972; Diamond 1975). Even where competition is intense, preda-
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tors can allow the coexistence of otherwise incompatible competitors by prey-
ing most heavily on the most abundant prey species. Changes in the popula-
tion densities of such predators and other keystorie species may have perva-
sive effects that cascade through the community to affect species across many
trophic levels (Carpenter et al. 1985, 1987; Vanni and Fmdlay 1990; Holt 1994).

In response to the extirpation of sea otters from some regions of their histori-
cal range, populations of sea urchins (invertebrate herbivores) increased to the
point at which they overgrazed aquatic plants such as kelp, reducing them to
a fraction of their original biomass (see Estes and Duggins 1995). On land, the
extirpation of wolves and other large predators in Eurasia and North America
has also resulted in the ecological release of their herbivorous prey. Popula-
tions of deer (Odocoileus spp.) and other browsing mammals have increased to
the extent that they have become pests. As well as entering suburbs and cities,

these animals have denuded the understory of temperate forests, removing
important cover and nesting material and decreasing the breeding success of
native songbiids.

Temporal Patterns

Individual species and entire ecological communities replace each other over
time as well as in space. These changes are of great interest both to ecologists,
who study relatively short time scales, and to paleontologists, who study very
long ones. Many ecologists, especially those studying sessile organisms, have
devoted much effort to the study of succession (Cowles 1899, 1901; Cooper
1913; Clements 1916; Beckwith 1954; Monk 1968; Odum 1969; Drury and Nis-
bet 1973; Horn 1974, 1975, 1981; Connell and Slayter 1977; Usher 1979; McIn-
tosh 1981; Miles 1987 Facelli and Pickett 1990; Farrell 1991; McCook 1994).
Succession, as we saw in Chapter 3, is progressive change in community
structure and function over ecological time. Succession is a normal process in
any ecosystem in which disturbances repeatedly eliminate entire communi-
ties from patches of local habitat. If all soil and organic material is removed,
as by a glacier or a volcanic eruption, the process is termed primary succession.
On the other hand, if a disturbance such as a fire or storm removes most of
the living organisms but leaves the soil intact, the process is termed secondary
succession. »

Despite decades of research, succession theory remains a hotly debated
topic among ecologists. Much of the controversy echoes the Clementsian-Glea-
sonian debate over community organization; indeed, much of Clements’s
work was devoted to the study of succession. Here, the question is whether
communities replace each other as interdependent units or as collections of
independent species over temporal gradients (rather than spatial gradients, as
in Figure 5.7). Clements'’s view, which dominated successional theory for most
of the twentieth century, held that succession was deterministic, predictable,
and convergent. Pioneering species colonize a site and then modify it to the
point that another, better adapted set of species can invade, outcompete, and
replace the first. This process is then repeated through a progressive sequence
of communities, or sere, until a relatively stable “climax” community is estab-
lished. According to the Clementsian school, successional seres are character-
ized by an increase in biomass, complexity, and stability (Odum 1969). The cli-
max community and the particular sere are largely determined by climate and
soil conditions, and therefore are predictable and characteristic of a given
region (or biome).

In contrast to this orderly, deterministic view of succession, the Gleasonian
camp observed an impressive diversity of successional seres and alternative
climaxes, even for a given region. These ecologists argued that succession may
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not be the orderly process envisioned by Clements. Rather than being driven
largely by species interactions and autogenic modification of local conditions,
succession may simply reflect the idiosyncratic capacities of independent
species to disperse, establish themselves, and survive at a local site with a par-
ticular combination of environmental conditions.

This debate, while nearly a century old, is not likely to be resolved soon.
Until recently, succession was largely regarded as a botanical phenomenon.
Whether deterministic or stochastic, it was viewed as a sequence of progres-
sive changes in plant communities. Plant ecologists acknowledged that ani-
mals exhibited similar successional dynamics, but felt that they did so only
because of their dependence on plants. This view, of course, is problematic.
Grazers, grém'vores, pollinators, and decomposers, whether animals, bacteria,
fungi, or protists, all influence plant community structure. Indeed, the search
for the driving force, or forces, of ecological succession may require ecologists
to look outside their taxonomic biases and study communities defined by
functional, rather than taxonomic, criteria.

As with all debates between two such extreme points of view, it is likely that
the answer to this one lies somewhere in between. Both the purely determinis-
tic Clementsian camp and the stochastic Gleasonian camp agree that within a
region of similar soil and climate, succession is a directional process that tends
to result in communities characterized by a predictable set of dominant species.

Paleoecologists and historical biogeographers also study temporal changes
in communities and biotas, albeit over larger geographic areas and longer time
periods. Regional biotas are strongly influenced by the major shifts in climate
and soil conditions that have occurred throughout history. Paleobotanists have
often used analyses of fossil pollen to document the reestablishment of eastern
deciduous forest communities in response to the climatic and geological
changes that followed the retreat of the last glaciers in North America (Figure
5.10; see Davis 1969, 1976; see also Bernabo and Webb 1977; Peng et al. 1995).
Martin and his colleagues (e.g., see Betancourt et al. 1990) analyzed pack rat
middens (plant material collected by these rodents and preserved in caves in
rock crevices) to reconstruct the dynamics of vegetation in arid regions of
western North America over the past 40,000 years. Such studies have revealed
that the retreat of the glaciers and the associated climatic changes resulted in
major shifts in terrestrial vegetation far removed from the ice sheets. Commu-
nities, however, did not behave as perfectly interdependent units. Apparently,
rates of invasion depended in large part on mechanisms of seed dispersal and
other aspects of the life history that differed markedly among species. While
some groups of species shifted in concert, others became associated with dif-
ferent communities, while still others were unable to adapt and went extinct
(see Chapters 6 and 11).

Paleoecologists such as those cited above study the dynamics of biotas over
the span of millennia. Other paleobiologists focus on the major upheavals that
have occurred on an evolutionary, or geological, time scale (i.e., on the order of
millions of years). The taxonomic specialization of most paleontologists and
the fragmeritary nature of the fossil record pose formidable challenges for
those attempting to reconstruct the changes in communities that have
occurred over geological time (Gray et al. 1981; Behrensmeyer et al. 1992).
Much attention has been focused on mass extinctions, episodes of relatively
abrupt (on the span of a few million years) replacement of virtually entire bio-
tas. Although the exact causes of these catastrophic changes are still hotly
debated, many, if not all, must have been triggered by drastic environmental
perturbations. In many ways these biotic upheavals are comparable to the suc-
cession that occurs after ecological disturbances, or to the abrupt spatial
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Figure 5.10 Reconstruction from fossil pollen records of the
recolonization of North America by two tree species, beech
(Fagus) and hemlock (Tsuga), after the last Pleistocene glac1a-
tion. The numbered lines indicate the fronts of each species’
range at 1000-year intervals B.P., showing the progressive
northern migration of each species. Note that the migration of
these two trees was quite different, although the northern bor-
ders of their present ranges (darker areas) are virtually identi-
cal. (After Bernabo and Webb 1977.)

replacement of communities across major environmental discontinuities.
These catastrophic events were spectacular, but they were the exceptions—
these short pulses of extinction and evolutionary change were interspersed
with extremely long spans of more gradual changes in regional biotas.

Throughout geological time, many species have colonized, speciated, and
become extinct relatively independently of one another, in a pattern much like
that of the spatial replacement of many contemporary species observed along
gradual physical gradients. As evidence of this pattern we can point to the exis-
tence in modern communities of recently evolved species alongside “living fos-
sils” (e.g., the ginkgo, horseshoe crab, and coelacanth), forms that have sur-
vived virtually unchanged for hundreds of millions of years. However, we
must caution against sweeping generalizations. While much of the fossil record
suggests independent shifts of species, other evidence may reflect interdepen-
dence among species. Mutualism, widespread today (Janzen 1985), must also
have been common in the distant past. We know from research on contempo-
rary communities that the loss of a keystone species, or the invasion and estab-
lishment of an exotic species, can cause major changes and even wholesale
reorganization of communities. It is therefore likely that the evolution, range
shifts, and extinctions of such keystone species contributed to the dynamics
and upheavals of regional biotas in the past (e.g., see Petuch 1995). The fossil
record, riddled as it is with gaps and mysteries, also may hold many insights
into the forces structuring ecological communities, both past and present.
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Figure 5.11 The world distribution
of the major terrestrial biomes. Note
that the locations of these vegetation
types correspond closely to the distrib-
ution of climatic regimes and soil types
(see Figures 3.6 and 3.11 ). Several dif-
ferent vegetation types (e.g., tropical
deciduous forest and savanna) have
been grouped together in some cases
so that the general zonal pattern of bio-
mes can be observed.

Before delving any further into the past, we now present an overview of
contemporary terrestrial biomes and aquatic communities.

Terrestrial Biomes

The fact that communities do not represent perfectly discrete associations of
species in either time or space obviously complicates any attempt to classify the
communities of species that occur in particular environments or geographic
regions. Where physical and geographic changes are abrupt, it is relatively easy
to recognize distinct community types, but where environmental variation is
gradual, we are faced with the problem of dividing the essentially continuous
variation in species composition, life form, and other community traits into a
discrete number of arbitrary categories. The human mind seems to require, or
at least to depend heavily upon, such categories (e.g., the stages of mitosis, the
geological periods, the biogeographic regions) even when we are well aware
that they represent artificial divisions of continuous processes or variables.

In the last few decades, mathematicians and biologists have developed
sophisticated multivariate statistical techniques for quantifying the degree of
similarity (or difference) between two samples based on a large number of
variables. Many plant and animal ecologists have applied these methods to
ecological and biogeographic data (see Pielou 1975, 1979; Smith 1983; Cor-
nelius and Reynolds 1991; Birks 1987; Bailey 1996; Omi et al. 1979; Rowe 1980;
Robinove 1979; McCoy et al. 1986). If comparable measurements are available
for a large number of communities, these techniques can be used to group
them into hierarchical clusters reflecting their similarities in species composi-
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tion, life form, or other attributes of interest. As we shall see in Chapters 10
and 11, these statistical methods are extremely useful for detecting quantita-
tive patterns of floral and faunal resemblance that may suggest the influence
of historical geological events or contemporary ecological conditions. Unfortu-
nately, this approach has not been used systematically to classify community
types on a worldwide basis.

There has, however, been no lack of attempts to produce simpler, less objec-
tive groupings of community types. Beginning with the pioneering classifica-
tions of Schouw (1823) and the early phytogeographers, continuing with Mer-
riam’s (1894) life zones (see Figure 2.8) and Herbertson’s (1905) natural
regions, and extending to the contemporary concept of biomes, ecologists and
biogeographers have almost without exception classified terrestrial communi-
ties on the basis of the structure or physiognomy of the vegetation (Figure
5.11). Implicit in all these classifications is the recognition that the life forms of
individual plants and the resultant three-dimensional architecture of the veg-
etation reflect the predominant influence of climate and soil on the kinds of
plants that occur in a region. Some authors, such as Holdridge (1947) and
Dansereau (1957), have attempted to depict these relationships more quantita-
tively, showing the fairly tight relationships between ranges of climatic vari-
ables (such as temperature and precipitation) and specific vegetation types
(Figure 5.12) (Whitaker 1975; see also Leith 1956). Similar climatic regimes do
tend to support structurally and functionally similar vegetation in disjunct
areas throughout the world. Often these similarities result from convergence
—that is, unrelated plant species in geographically isolated regions have
evolved similar forms and similar ecological roles under the influence of sim-
ilar selective pressures (see the discussion on convergence of geographically
isolated communities in Chapter 16).

forest

10

Mean annual temperature (°C)

20

Tropical
deciduous
forest

Tropical
rain forest

25

; . I 1 Figure 5.12 A climograph, which is a simple

0 50 100 150 200 250 300 350 400 450  diagram quantifying some aspects of the rela-

. Mean annual precipitation (cm) tionships between climate and vegetation
_— types. (After Whittaker 1975.)

.30




112 Chapter 5

There are almost as many different classifications of vegetation types as
there are textbooks in ecology and phytogeography. In general, most biogeo-
graphers recognize six major forms of terrestrial vegetation:

1. Forest: a tree-dominated assemblage with a fairly continuous canopy
2. Woodland: a tree-dominated assemblage in which individuals are
widely spaced, often with grassy areas or low undergrowth between
them
3. Shrubland: a fairly continuous layer of shrubs, up to several meters
high
. Grassland: an assemblage in which grasses and forbs predominate
‘5. Scrub: a mostly shrubby assemblage in which individuals are dis-
crete or widely spaced
6. Desert: an assemblage with very sparse plant cover in which most of
the ground is bare

I

We recognize 12 common terrestrial biomes, whose geographic distribu-
tions are mapped in Figure 5.11. Note that the occurrence of these biomes cor-
responds approximately to the distribution of climatic zones (Figure 3.6) and
soil types (Figure 3.11, Table 5.1). These latitudinal and elevational patterns
reflect the fact that vegetation is highly dependent not only on the local cli-
mate and the underlying soil, but also on the influence of regional climate and
topography on soil formation (see Chapter 3). We now consider the character-
istics of the major principal biomes, and then conclude this chapter with a
global comparison of their salient features.

Tropical Rain Forest

Tropical rain forests (Figure 5.13) are the richest and most productive of the
earth’s terrestrial biomes, covering just 6% of its surface, but harboring about
50% of its species. Hundreds of tree species may occur in just a few hectares of
tropical rain forest, and here one also finds the world’s highest diversity of
arboreal insects and other invertebrates. The diversity of terrestrial and flying
vertebrates is no less impressive. This enormous diversity of species sets the
stage for an incredible complexity of biotic interactions.

Tropical rain forests are found at low elevations at tropical latitudes (chiefly
10° N to 10° S) where rainfall is abundant (over 180 cm annually; Figure 5.14).
Although most tropical rain forests receive some precipitation throughout the
year, rainfall tends to be seasonal. Temperatures are nearly uniform year-
round (typically over 18° C), and vary less seasonally than diurnally. The dom-
inant plants are large evergreen trees that form a closed canopy at 30 to 50 m.
The architecture of the trees is often convergent, featuring buttressed bases
and smooth, straight trunks, but the height and shape of the crowns can be
highly variable. The evergreen leaves also tend to be convergent in form,
robust and broad with smooth edges. There may be several levels of trees
below the uppermost canopy, and palms and other distinctive plants typically
occur in the understory. On the trees in the upper layers grow numerous
lianas (woody vines) and epiphytes (orchids, ferns, and in the New World,
bromeliads), and the leaves may be covered with epiphylls (thin layers of
mosses, lichens, and algae). Very little light penetrates the dense, multilayered
canopy to reach the forest floor, which is usually surprisingly open and devoid
of vegetation. Annual plants are conspicuously absent.

Figure 5.13 Tropical rain forest. La Selva, Costa Rica. (Courtesy of E. Orians.)
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Table 5.1
Relationship between climatic zone, soil type, and vegetation communities
Zonal soil type« Zonal vegetation
Latisols (Oxisols) Evergreen tropical rain forest (selva)
Latisols (Oxisols) Tropical deciduous forest or savanna
Chesinut, brown soils, and Shortgrass
sierozem (Mollisols, aridisols)
Desert (Aridisols) Shrubs or sparse grasses
Mediterranean brown earths Sclerophyllous woodlands
Red and yellow podzolic (Ultisols) ~ Coniferous and mixed coniferous-deciduous forest
Brown forest and gray-brown Coniferous forest
podzolic (Alfisols)
Gray-brown podzolic (Alfisols) Deciduous and mixed coniferous-deciduous forest
Podzolic (Spodosols and Boreal forest
associated histosols)
Tundra humus soils with Tundra (treeless)

solifluction (Entisols, inceptisols,
and associated histosols)

Source: Bailey (1996).
“Names in parentheses are soil taxonomy orders (USDA Soil Conservation Service 1975).

Lowland tropical rain forests are the most diverse and productive of the
major terrestrial biomes. As a result of the high temperatures and high humid-

ity, decomposition of dead organic matter occurs so rapidly that little litter Figure 5.14 Global distribution of

tropical and temperate rain forests.

accumulates on the forest floor or in the soils. Many trees have adapted to this Temperate rain forests (indicated by
environment by developing extensive horizontal root mats, mostly within the arrows) are limited to regions along
upper 20 cm of soil, to capture the nutrients released when detritus decom- the west coasts of continents and large
islands at the mid-latitudes, whereas
tropical rain forests are much more
broadly distributed between 10° north

/ and 10° south latitude.

poses. Mycorrhizal fungi, which facilitate the uptake of nutrients, are also
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Figure 5.15 Tropical deciduous forest in the dry season when most plants are leaf-
less. Santa Rosa National Park, Costa Rica. (Courtesy of E. Orians.)

closely associated with these root mats. These adaptations, combined with the
rapid leaching rates characteristic of tropical soils, are responsible for the para-
dox of tropical rain forests: one of the world’s most productive systems grows
on some of its poorest soils.

Tropical Deciduous Forest

Tropical deciduous forests (Figure 5.15) usually occur in hot lowlands outside
the equatorial zone (between 10° and 30° latitude) where rainfall is more sea-
sonal, and the dry season is more pronounced and more extensive, than in
regions of tropical rain forest. Compared with tropical rain forest, the canopy
is lower and more open, and because more light reaches the ground, there is
often more understory vegetation. To conserve water, many of the trees and
understory plants shed their leaves during the long dry season, although
much flowering and fruit maturation may occur at this time.

The dominant vegetation is often called rain-green forest because the forest
trees leaf out during the first heavy rains following the dry season. The most
luxuriant form is the monsoon forest, the layperson’s “jungle.” Monsoon for-
est, especially well developed in southern Asia, has many large leaves and
dense undergrowth rich in bamboos. These areas are frequently drenched
with torrential rainstorms, and some are among the rainiest, but most sea-
sonal, habitats in the world.

Thorn Woodland

Tropical and subtropical thorn woodlands (Figure 5.16) are low arborescent
vegetation types that grow in hot semiarid lowlands. The dominant plants are
small spiny or thorny shrubs and trees. Members of the genus Acacia and
other legumes (Fabaceae) are common in these biomes on all continents. Suc-
culents, such as cacti (Cactaceae) in the New World and convergent forms of
the genus Euphorbia (Euphorbiaceae) in Africa, are often abundant. Most

Figure 5.16 Tropical woodland near Lake
Chircro, Zimbabwe. (Courtesy of E. Orians.)




plants lose their leaves during the prolonged dry season, but the trees leaf out
and a dense herbaceous understory develops during the rainy season.

Thorn woodlands are often found on drier sites adjacent to tropical decidu-
ous forests. As the climate becomes even drier along a gradient, thorn wood-
lands give way to thorn scrub. A minimum of 30 cm of annual rainfall usually
is necessary to establish a thorn scrub, and there is usually a 6-month dry sea-
son with virtually no rainfall.

Tropical Savanna

Tropical savannas (Figure 5.17) are biomes dominated by a nearly continuous
layer of xerophytic perennial grasses and sedges and scattered with fire-resis-
tant trees or shrubs. Savannas usually occur at low to intermediate elevations
at intertropical latitudes (primarily between 25°N and 25° S). They are charac-
terized by marked seasonality of precipitation, with one or two rainy seasons
followed by intense droughts. These weather patterns are largely driven by
seasonal shifts in the intertropical convergence zone, the zone of most intense
solar radiation and convergence of trade winds from the north and south (see
Figure 3.3). As the sun shifts between tropical latitudes, the intertropical con-
vergence zone shifts as well, passing twice over the equator, but just once over
the higher latitudes of the tropics. As a result, equatorial savannas experience
two rainy seasons, while those near the limits of the tropics experience a sin-
gle, longer rainy season. Thus, annual rainfall varies from 30 to 160 crm. Most
savannas, however, are strongly influenced by three common factors: season-
ally intense precipitation, fire during the dry season, and migratory or sea-
sonal grazing. These dynamic forces combine to make the savanna one of the
most spatially and temporally heterogeneous biomes on earth.

The most extensive savannas are found in intertropical Africa, where they
support the most abundant and diverse community of large grazing mammals
in the world, as well as a variety of large carnivorous mammals. While easily
overlooked, the diversity of smaller herbivores and carnivores living on savan-
nas is no less impressive—typically many times that of their larger counter-
parts. Savannas have also played an important role in the development of
human civilizations. Native peoples inhabiting the savannas of Africa and
other continents followed the natural migrations of ungulates, depending on
them for food and clothing. Eventually these early “pastoralists” domesticated
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Figure 5.17 Tropical Savanna, Champagne
Ridge, Buffalo Springs National Reserve, Kenya.
(Courtesy of E. Orians.)
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Figure 5.18 Desert vegetation near

Puertecitos in northern Baja California, Mexico.
Note that the vegetation, which consists almost
entirely of small shrubs, is extremely sparse. A
few small trees of palo verde (Cercidium micro-
phyllum) grow in the sandy bottom of the dry
watercourse in the center, where the plants in
general are larger and denser than on the sur-
rounding rocky hillsides. (Photograph by J. R.

Hastings.)

some species, such as cattle, horses, donkeys, and camels, and moved their
herds along with the natural grazers to exploit seasonal shifts in the produc-
tivity of the savanna’s native communities. '

Desert

Hot deserts and semideserts (Figure 5.18) occur around the world at low to
intermediate elevations, especially in the belts of dry climate from 30° to 40° N
and S (the horse latitudes) between the humid tropics and the mesic temper-
ate biomes. Rainfall is not only scanty (often less than 25 cm per year) and sea-
sonal, but also highly unpredictable. The evaporative potential of hot desert
climates is so strong that most plants have special adaptations to take up,
store, and prevent the loss of water. The key feature common to deserts is that
the amount of rainfall is far less than the evaporative potential and is highly
unpredictable within, as well as among, years. Even regions with well over 30
cm of average annual precipitation may be dominated by desert vegetation
under these circumstances. Some extremely arid regions may not experience
any rainfall for several years in a row, and therefore have little or no perennial
vegetation. In less arid regions, the dominant vegetation consists of widely
scattered low shrubs, sometimes interspersed with succulents (cacti, euphorbs,
yuccas, and agaves). Where shrubs predominate, the vegetation is usually
called desert scrub.

Desert plants posses a variety of adaptations to withstand periods of
drought and capitalize on the short, unpredictable, but sometimes heavy rains.
Following the rains, ephemeral forbs and grasses may grow rapidly to carpet
the normally bare ground. Many plants, especially the succulents, are able to
swell and store water, and often possess extensive shallow root systems,
which act like inverted umbrellas to capture rainfall before it penetrates the
soil. Animals also exhibit a variety of adaptations to arid environments,
including the ability to derive all the water they need from seeds and other
foods, or remain seasonally or diurnally inactive until environmental condi-
tions become more equable. Some large desert mammals are able to store sub-
stantial amounts of water in their tissues, while birds and bats can avoid the
most stressful seasons by migration.




Despite their hardy appearance, desert ecosystems are quite fragile. They
show very poor resilience and, once disturbed, may take centuries to recover.
On the other hand, overgrazing by livestock and diversion of water for agri-
culture and other uses have converted otherwise more mesic systems into
deserts, albeit atypical ones.

Sclerophyllous Woodland

Sclerophyllous woodlands and chaparral (Figure 5.19) occur in mild temperate
climates with moderate winter precipitation but long, usually hot, dry sum-
mers. Sclerophyllous woodlands may also occur in regions with moderate pre-
cipitation, but whose sandy soils have little water-holding capacity. This biome
includes a broad variety of xeric woodlands ranging from pifion-juniper
woodlands and pine barrens to sandhill pine woodlands, sandpine scrub, and
pine flatwoods. The dominant plants have sclerophyllous (hard, tough, ever-
green) leaves. Sclerophyllous woodlands can be tall, open forests that receive
over 100 cm of annual rainfall, like the eucalypt woodlands of southwestern
Australia, or shorter woodlands that experience less rainfall, like the oak and
conifer woodlands of western North America (with evergreen Quercus, Juni-
perus, and Pinus species).

(4)

®
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Figure 5.19  Sclerophyllous woodland. (A)
Chaparral, Mendocino County, California. (B)
Fynbos, Cape of Good Hope, South Africa. (A
and B courtesy of E. Orians.)
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Figure 5.21 Temperate deciduous
forest, near Moscow, Russia. (Courtesy
of E. Orians.)

Figure 5.20 Subtropical evergreen forest, Queensland, Australia. (Courtesy of E.
Orians.)

Those areas that receive less than 60 cm of rainfall per year tend to have
low, shrubby vegetation. Sclerophyllous scrublands, called chaparral, mator-
ral, maquis, fynbos, or macchia, are characteristic of Mediterranean climates
(see Chapter 3). Much of their land surface is covered with a dense and almost
impenetrable mass of evergreen vegetation only a few meters high. Fires fre-
quently sweep through these habitats, burning off the aboveground biomass
and apparently playing a major role in preventing the establishment of trees.
The shrubs resprout from thejr root crowns to reestablish the vegetation.

Subtropical Evergreen Forest

Subtropical evergreen forests (Figure 5.20), some of which have been called
oak-laurel forests or montane forests, are common in subtropical mountains
at intermediate elevations. These broad-leaved forests cover extensive areas of
China and Japan, disjunct areas in the Southern Hemisphere, and much of the
southeastern United States. These areas may receive as much as 150 cm of
annual rainfall evenly distributed throughout the year, but subtropical ever-
green forests cannot occur where the mean annual temperature is much below
13° C or where severe frosts occur (Wolfe 1979).

Most of the dominant species are dicotyledons with broad, sclerophyllous
evergreen leaves, such as laurels (Lauraceae), oaks (Quercus, Fagaceae), and
magnolias (Magnoliaceae) in the Northern Hemisphere and southern beeches
(Nothofagus) in the Southern Hemisphere. The canopy is not usually well strat-
ified, and undetstory plants, especially mosses, may be exceedingly common.
A number of temperate broad-leaved deciduous trees occur in these forests,
and as the climate becomes colder, broad-leaved evergreens are gradually
replaced by deciduous trees or conifers.

Temperate Deciduous Forest

Temperate deciduous forests (Figure 5.21) grow throughout temperate lati-
tudes almost wherever there is sufficient water to support the growth of large




trees. They are also called summer-green deciduous forests because they have
a definite annual rhythm—the trees are dormant and leafless in the cold and
snowy winter and leaf out in the spring. Temperate broad-leaved deciduous
forests are extremely variable in their structure and composition across eastern
North America, western Europe, and parts of eastern Asia. In otherwise arid
southwestern North America, similar vegetation occurs along permanent
watercourses (riparian deciduous woodland). The height and density of the
canopy and the importance and composition of the understory vary greatly
depending on local climate, soil type, and the frequency of fires. The diversity
and coverage of understory plants can be quite high, especially during spring
before the trees leaf out. As a result of their extensive accumulation of organic
matter and the high capacity of their soils to hold water, temperate deciduous
rain forests are much less prone to fire than many other biomes.

In many parts of the Northern Hemisphere, temperate deciduous forests
are located next to other arborescent communities, especially temperate ever-
green forests, sclerophyllous woodlands, and coniferous forests. Consequently,
many phytogeographers recognize a long list of hybrid associations between
these communities, such as mixed evergreen-deciduous forest. The trees of
temperate forest climax communities grow slowly, and most forests have been
significantly affected by logging over the last few centuries.

Temperate Rain Forest

Temperate rain forest (Figure 5.22) is an uncommon but interesting biome
found along the western coasts of continents where precipitation exceeds 150
cm per year and falls during at least 10 months (see Figure 5.14). Cool tem-
peratures predominate year-round, but these regions are always above freez-
ing, and they experience much fog and high humidity, permitting the growth
of large evergreen trees. The moderately dry season during the summer
inhibits the growth and dominance of deciduous trees. Cool temperatures
account for the absence of any true tropical plants, such as palms, and the rel-
atively low number of tree species. Temperate rain forests do not have many
kinds of lianas, but the epiphyte diversity is high, consisting of mosses,

(4) (B)
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Figure 5.22 Temperate rain forest of
the Olympic Peninsula, Washington
State. (A) Riparian corridor of Olympic
National Forest. (B) The world’s largest
sitka spruce tree which has a circum-
ference of 17.6 m (58 ft) and is approxi-
mately 1000 years old. (Photographs
by Mark V. Lomolino.)
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Figure 5.23 Temperate grassland,
the Tallgrass Prairie Preserve in North-
ern Oklahoma. (Courtesy of Bruce
Hoagland.)

lichens, epiphyllous fungi, and some ferns. These cool and moist forests are
largely uninfluenced by fire. Therefore, while growth rates are relatively slow,
temperate rain forests are renowned for possessing some of the world’s oldest
and largest trees. Their canopies tend to be closed, with many dead standing
trees, or “snags,” while the humid understory is often covered with lush mats
of mosses, ferns, and lichens. Decomposition rates tend to be slow, again due
to the relatively low temperatures. Combined with the slow growth rates of
the dominant tree species, this means that forest development requires many
centuries of relatively stable climatic conditions.

The best example of a temperate rain forest in North America is the spec-
tacular forest on the Olympic Peninsula in Washington, which receives nearly
200 cm of annual precipitation (rain plus fog). This is a coniferous forest, com-
posed of huge spruces and firs with narrow leaves. In contrast, the temperate
rain forests of the Southern Hemisphere are dominated by large trees with
broad evergreen leaves, such as Agathis, Eucaplyptus, Nothofaugus, and Podocar-
pus; the lower strata contain large tree ferns (mostly Dicksonia and Blechnumy).

Temperate Grassland

Temperate grasslands (Figure 5.23) are situated both geographically and cli-
matically between the deserts and the temperate forests. While they are
broadly distributed between 30° and 60° latitude, they are most extensive in
the interior plains of the Northern Hemisphere. The climate of these regions is
markedly seasonal, with substantial annual variation in both temperature and
rainfall. The vegetation is confined to a single stratum, which is dominated by
grasses, sedges, and other herbaceous plants. Vegetation height tends to vary
directly with precipitation, both factors decreasing from the tall grasslands, or
prairie (veldt of South Africa, puszta of Hungary, tallgrass prairie of North
America, or pampas of Argentina and Uruguay), to shortgrass plains, or
steppe, in colder latitudes and desert grasslands adjacent to warm arid
regions. Even in relatively moist tallgrass prairies, drought, fire, and heavy
grazing pressures combine to prevent the establishment of woody plants and
favor the dominance of herbaceous plants.

The dominant grasses are perennials with basal meristems (growth tissue
located in the soil), which make them tolerant to defoliation; indeed, in these




Figure 5.24  Boreal coniferous forest, near Eagle Trail, Alaska. (Courtesy of E.
Orians.)

species, vegetative growth is stimulated by fire and grazing. Although grass-
lands are typically dominated by just a few grass species, they actually harbor
a surprising diversity of both plants and animals. Grasses, which may account
for over 90% of the biomass, typically constitute less than 25% of the plant
species in grassland ecosystems. Despite the variable and sometimes luxuriant
layer of vegetation above the surface, most of the grassland biomass lies
belowground in the extensive root systems of the perennial plants. The ratio of
belowground to aboveground biomass varies with annual precipitation, rang-
ing from less than 2:1 for arid grasslands to 13:1 for tallgrass prairies (Wiegert
and Owen 1971). Accordingly, grassland soils tend to have high accumulations
of organic material, which in turn supports a rich diversity of soil invertebrates
and microbial decomposers. Many vertebrate species, especially some rodents,
are completely fossorial (burrow-dwelling), while others are cursorial grazers,
consuming as much as two-thirds of the aboveground production.

Because of their deep, fertile soils, many temperate grasslands have been
converted to agricultural uses. As a result of cultivation or desertification, nat-
ural grasslands, which once covered approximately 40% of the earth’s surface,
have now been reduced to about half of their presettlement range.

Boreal Forest

Boreal forests (also called taiga or “swamp forest”) occur in a broad band
across northern North America, Europe, and Asia in regions with cold climate
and adequate moisture (Figure 5.24). At high elevations, this biome also
extends well southward into the temperate latitudes. For example, boreal
forests extend down the cordilleras of western North America all the way to
southern Mexico; much of highland Mexico is covered by boreal forest.

Boreal forests, although often thick, are typically dominated by just a few
species of coniferous trees, such as spruce (Picen), fir (Abies), and larch (Larix).
Because of the cool temperatures and waterlogged soils, decomposition rates
are relatively slow, resulting in the accumulation of peat and humic acids,
which render many soil nutrients unavailable for plant growth. The acidic
soils combine with the relatively cool temperatures to limit the diversity and
productivity of the few tree species able to survive these stressful conditions.
Often the canopy is not dense, and a well-developed understory of acid-toler-
ant shrubs, mosses, and lichens may be present in the most mesic sites.

Tundra

Tundra (Figure 5.25) is a treeless biome found between the boreal forest and
the polar ice cap and at high elevations on tall mountains (alpine tundra).
Even more than the boreal forest, the tundra is characterized by stressful envi-
ronmental conditions. Temperatures remain below freezing for at least 7
months of the year, precipitation is often less than in many hot deserts, and
tundra soils tend to be even more nutrient-limited than those of the boreal for-
est. Soils are also saturated with water because of slow evaporation rates and
the presence of permafrost (a frozen, impermeable layer of soil that lies at a
depth of a meter or less in the summer). Consequently, the primary produc-
tivity, biomass, and diversity of the tundra are lower than that of almost all
other terrestrial biomes.

Arctic, antarctic, and alpine tundra are all covered with a single dense stra-
tum of vegetation, usually only a few centimeters or decimeters in height. The
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Figure 5.25 Tundra, Denali National
Park, Alaska. (Courtesy of E. Orians.)

dominant plants tend to be dwarf perennial shrubs, sedges, grasses, mosses,
and lichens. Despite their generally low productivity during the rest of the
year, tundra plants exhibit bursts of productivity during the short growing
season. The lush vegetation is then heavily grazed by migratory or nomadic
ungulates, including caribou (Rangifer tarandus), muskoxen (Ovibos moshatus),
and Dall sheep (Ovis dalli). Other important herbivores of the tundra include
geese (Branta spp.), ptarmigan (Lagopus), and small mammals (voles and lem-
mings), whose populations fluctuate dramatically in a complex interaction
with the plant community.

Found above the timberline on mountaintops in the equatorial zone is trop-
ical alpine scrubland, with vegetation taller than that of the arctic tundra. The
dominant plants are tussock grasses and bizarre, erect rosette perennials with
thick stems. These vegetation types are found at elevations above 3300 m in the
Andes (paramo) in South America, on the upper slopes of the highest moun-
tains in East Africa, and on mountaintops in New Guinea.

Just like its hot desert counterpart, the tundra is a fragile system. Oil explo-
ration and other human activities are major threats to this delicate environ-
ment. Once these activities disturb the permafrost, natural communities may
take many decades to recover.

Aquatic Communities

Marine and freshwater ecologists and biogeographers do not classify aquatic
communities into categories analogous to those used for terrestrial biomes.
For one thing, the relatively simple arrangement of sessile plants growing on
a land surface is not comparable to the three-dimensional diversity of the
water column. Terrestrial habitats are essentially two-dimensional, in the sense
that organisms do not remain permanently suspended above the soil surface.
To the extent that a third dimension is present, it is formed by the vertical
growth of sessile plants and by arboreal and flying animals. The three-dimen-
sional organization of aquatic communities is very different. On the one hand,




a well-developed structure of attached, vertically growing organisms is absent
from most aquatic habitats, although there are obvious exceptions, such as
kelp forests, coral reefs, and the submersed vegetation of lakeshores. On the
other hand, many aquatic organisms spend much or all of their lives sus-
pended in the third dimension, either drifting passively or swimming actively
in the water column.

The physical factors that vary in time and space to affect the abundance and
distribution of aquatic organisms are also quite different from those that deter-
mine both the terrestrial climate and the organization of terrestrial communi-
ties. Because of the high specific heat of water, temperature varies less on a
daily, seasonal, and latitudinal basis in aquatic environments than in terrestrial
ones. On the other hand, variations in pressure, salinity, and light are impor-
tant in aquatic systems. Tidal cycles, which fluctuate bimonthly with the
phases of the moon, are more important to many marine shore communities
than are daily or seasonal cycles (see Figure 3.16).

Oceanographers, limnologists, and aquatic ecologists have developed clas-
sification systems for marine and freshwater communities. Like the division of
terrestrial communities into biomes, these systems use arbitrary groupings
that break up a continuous spectrum of biological associations into a number
of convenient categories. Salinity, depth, water movement, and nature of the
substrate are the physical characteristics that most influence the abundance
and distribution of aquatic organisms and are most often used in classifying
aquatic communities. B :

The first major division of aquatic systems is into marine and freshwater
communities. On biological as well as geographic grounds, the earth’s bodies
of water can be divided into the oceans, which form a huge interconnected
water mass covering over 70% of the earth’s surface, and the comparatively
tiny, highly fragmented lakes, ponds, rivers, and streams, which together
cover only a small fraction of the remaining surface. The oceans and these
bodies of fresh water differ greatly in salinity. The salt concentration of the
oceans varies slightly around 35 parts per thousand, whereas even the hardest
fresh waters have salinities of less than 0.5 parts per thousand. As stressed in
Chapter 4, this difference in salinity can have dramatic effects on distributions.
Only a tiny fraction of aquatic organisms can live in both salt and fresh water,
so salinity effectively divides aquatic communities into two nonoverlapping
groups. Because of this strong dichotomy, marine and freshwater ecosystems
have largely been studied independently by different groups of ecologists
(oceanographers and limnologists, respectively), who have developed differ-
ent classifications of communities. These classification schemes are best con-
sidered separately.

Marine Communities

Compared with terrestrial and freshwater environments, the ocean is large
and essentially continuous. Organisms live everywhere in the ocean, but the
abundances and kinds of life vary greatly depending on the local physical
environment. Perhaps the most important features are light, temperature,
pressure, and substrate. The current system of biogeographic regions of the
marine realm was not generally accepted until the early 1970s (Figure 5.26A),
roughly a century after Sclater (1858) and Wallace (1876) proposed the system
of terrestrial biogeographic regions that we continue to use today. This system
is primarily based on water temperature; therefore, the biogeographic regions
of the marine realm encompass broad latitudinal zones and tend to be ellipti-
cal due to circular oceanic currents (compare Figures 5.26A and 5.26B).
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<« Figure 5.26 Biogeographic and climatic regions of the world’s oceans. (A) Biogeo-
graphic regions: 1, arctic; 2, subarctic; 3, northern temperate; 4, northern subtropical;
5, tropical; 6, southern subtropical ; 7, southern temperate; 8, subantarctic; 9, antarc-
tic. (B) Climatic regions based on mean monthly water temperatures: A, arctic; NB,
northern boreal; SB, southern boreal; T, tropical waters; E, equatorial region; NN,
northern notal; SN, southern notal; ANT, antarctic. (After Rass 1986.)

Within each of these regions, the ocean can be divided into two vertical
zones—the photic zone and the aphotic zone—based on the penetration of
sunlight (Figure 5.27; see Chapter 3). Because sunlight is gradually absorbed
by water with increasing depth, the boundary between these zones is some-
what arbitrary, but is usually set where light penetration is reduced to
between 1% and 10% of incident sunlight. The depth of the photic zone
increases from coastal waters, where light rarely penetrates more than 30 m
because of organisms and inanimate particles suspended in the water column,
to the open ocean, where it may extend to a depth of 100 m or more.

The significance of this zonation by light is, of course, that photosynthesis
can occur only in the photic zone. Essentially all of the organic energy that
sustains marine life is produced in this shallow surface layer of the ocean.
Most organisms in the aphotic zone obtain their energy by consuming organic
material that is produced in the photic zone and reaches deep water as feces
and dead bodies that sink to the bottom. In the late 1970s, however, oceanog-
raphers discovered entire flourishing communities of organisms, including
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unique kinds of worms, mussels, and crabs, that do not depend on material
from the photic zone. These communities live in highly localized areas such as
those on the otherwise barren slopes of the Galdpogos rift (eastern tropical
Pacific) where submarine hot springs emit hydrogen sulfide. Chemosynthetic
bacteria obtain energy by oxidizing the hydrogen sulfide, and these unusual
autotrophs serve as the base of the food chain for the community (Jannasch
and Wirsen 1980; Karl et al. 1980).

Marine communities are also classified into another set of zones on the
basis of bathymetry (i.e., the depth and configuration of the ocean bottom)
(Figure 5.27). The shallowest zone is the intertidal or littoral zone, which
occurs on the shore where sea meets land. Although it is inhabited almost
exclusively by marine organisms, the intertidal zone is actually an ecotone
between land and ocean. Beyond the intertidal zone is the neritic or sublit-
toral zone, encomipassing waters of a few meters to about 200 m deep that
cover the continental shelves. At the edges of the continental plates is a region
of highly varied relief, called the bathyal zone, with the marine equivalent of
mountainsides and canyons, in which the waters rapidly drop away to the
great ocean depths. The abyssal zone, which constitutes most of the ocean,
covers extensive areas in which the water ranges in depth from 2000 to more
than 6000 m. Deep ocean waters provide some of the most constant physical
environments; they are continually dark, cold (4°C), subject to enormous pres-
sures, and virtually unchanging in chemical composition.

The organisms that inhabit the oceans are often classified as either benthic or
pelagic, depending on whether they are closely associated with the substrate or
distributed higher in the water column (see Figure 5.27). Benthic communities
vary greatly in composition depending on the nature of the substrate. On hard
substrates, attached benthic organisms often form a three-dimensional structure
that varies in complexity from low crusts and turfs of algae and sessile inverte-
brates to tall “forests” of kelp and coral. On soft sandy or muddy substrates,
there is often a comparable three-dimensional complexity, but it is formed by
burrowing invertebrates that live beneath the surface. Pelagic (open water)
organisms are usually divided into two groups, plankton and nekton. The for-
mer consists of primarily microscopic organisms that float in the water column.
The plankton typically includes many simple plants, or phytoplankten, such as
diatoms, and tiny animals, or zooplankton, such as small crustaceans and the
larvae of many invertebrates and fishes. The nekton comprises the actively
swimming animals, including fishes, whales, and some large invertebrates,
which usually occupy higher trophic levels than planktonic organisms.

Freshwater Communities

Freshwater communities are widely distributed as small, isolated lakes,
ponds, and marshes, sometimes connected by long, branching streams and
rivers. These environments are usually divided into two categories: lotic or
running-water habitats, such as springs, streams, and rivers, and lentic or
standing-water habitats, such as lakes and ponds. Lotic habitats are often
divided into rapids (or “riffles”) and pools. In the former, the velocity of the
water is sufficient to keep the water well oxygenated and the substrate clear of
silt. Stream rapids are usually inhabited by organisms that live on the surface
of the rocky substrate or swim strongly in the current. Pools are characterized
by deep, slowly moving water and silty, often poorly oxygenated bottoms.
Swimming animals are common in stream pools, and many of the benthic
species burrow in the substrate. Although some of the organic material in
streams is manufactured in place by benthic plants or phytoplankton, most of
it is washed in from the surrounding watershed.
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120 Nevertheless, somewhat different terms are used.

Lentic habitats are often divided into zones reminiscent of those of the
oceans, although somewhat different terms and meanings are applied (Figure
5.28). The littoral zone consists of shallow waters where light penetrates to the
bottom and rooted aquatic vegetation may be present. The offshore waters are
divided into a surface limnetic zone, where light penetrates sufficiently for
photosynthesis to occur, and a deep profundal zone beyond the depth of
effective light penetration. Lakes can be highly productive, supporting exten-
sive food webs based on photosynthesis by attached vegetation in the littoral
zone and phytoplankton in the limnetic zone. Productivity is limited largely
by the availability of inorganic nutrients, such as phosphorus, which wash in
from surrounding watersheds and, in temperate and subarctic lakes, are sea-
sonally replenished from the organic material on the lake bottom when ther-
mal stratification disappears and the waters overturn (see Chapter 3). Temper-
ate lakes are often classified as either eutrophic or oligotrophic. Eutrophic
lakes are shallow lakes that are highly productive because light penetrates
almost to the bottom and vertical circulation of the water column occurs each
spring and fall, returning limiting nutrients to the surface and oxygen to the
depths. Oligotrophic lakes are characterized by low nutrient input and tend to
be deeper than eutrophic lakes. In fact, many oligotrophic lakes are so deep
that little or no vertical circulation occurs. As a result, productivity is relatively
low, despite the high water clarity of many oligotrophic lakes.

The preceding classification scheme omits a number of freshwater commu-
nities. Swamps (marls) and marshes (moors) are two very common types of
wetlands that tend to develop on mineral soils and are distinguished primarily
by whether their dominant vegetation is woody or herbaceous, respectively.
Some other freshwater communities are much rarer, but are interesting because
they represent atypical physical environments that pose special problems for
the few organisms that are able to live there. Examples of such harsh environ-
ments are hypersaline lakes (undrained lakes, such as Great Salt Lake in North
America, the Dead Sea in the Middle East, and the Aral Sea in Central Asia,
which are much more saline than seawater), caves (which admit no light and
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contain communities supported entirely by imported organic matter), and hot
springs (among the most physically rigorous of all environments).

Another important group of communities occurs in those areas where fresh
water, the sea, and the land meet. The estuaries, salt marshes, and (in tropical
regions) mangrove swamps that occur at these sites are highly productive
ecosystems. They usually contain only a few species that can tolerate the phys-
ical rigor of successive exposure to fresh water, seawater, and the terrestrial cli-
mate. On the other hand, the circulation provided by the tides and the input of
nutrients from the rivers, and ultimately the land, often permits these habitats
to support high biomasses and densities of individuals.

A Global Comparison of Biomes and Communities

In concluding this discussion of biomes, we must sound a note of caution. The
biomes described above, and their distributions as shown on the map in Fig-
ure 5.11, indicate only the general kind of climax vegetation that we would
expect to find in a region, based primarily on its climate. However, someone
visiting many of the areas on the map might have difficulty finding good
stands of the vegetation typical of these biomes, and might find some unex-
pected vegetation types. In some cases, this might be the result of secondary
succession occurring in response to natural disturbances. More often, it is
caused by human destruction of the original vegetation and modification of
the landscape. For example, tallgrass prairie, the most productive temperate
grassland, once covered much of Illinois and Iowa and stretched from
Saskatchewan to Texas. Now most of this area has been converted to agricul-
ture, and only a few stands of native prairie, totaling less than 5% of its origi-
nal area, remain, mostly in a small number of preserves (see Steinauer and
Collins 1996). Perhaps the most significant change now occurring is the rapid
destruction of virgin lowland tropical rain forests, whose boundaries are ever-
shrinking, giving way to successional communities of reduced biotic diversity
and diminished economic value.

In some places, local variations in topography or soil type cause types of
vegetation to be found in regions where one would not predict them based on
the general map. For example, throughout temperate grasslands, sclerophyl-
lous scrublands, tropical thorn scrub, and deserts, there are galleries of ripar-
ian forest vegetation along permanent streams. Such diversity of vegetation
types contributes greatly to the overall biotic richness of a region, because the
distributions of many other plants and numerous animal species are strongly
influenced by the dominant vegetation. Bird species distributions, and the
diversity of bird communities, for example, are highly dependent on vegeta-
tion structure (MacArthur and MacArthur 1961), and the riparian deciduous
woodlands in the deserts of the southwestern United States support excep-
tionally high bird species diversity (Carothers and Johnson 1974).

Given the great diversity of world biomes and communities, it may be
instructive to conclude this overview with a global comparison of their salient
features (Table 5.2). Net primary productivity (NPP) is a measure of the rate at
which solar energy is converted to plant tissue, typically expressed as mass
produced per unit of surface area (e.g., g m2 yr-1). NPP is one of the most fun-
damental and important measures of community function, as it represents the
energy available to maintain the biomass and diversity of almost all forms of
life. As we have seen, biomes and communities vary markedly in temperature,
precipitation, nutrient availability, and many other factors that influence pri-
mary productivity. Consequently, the world’s biomes vary markedly in NPP,
biomass, and diversity. Tropical rain forests are renowned for their high pro-
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Table 5.2
Net primary production and biomass of major kinds of biomes and marine communities

Net primary

production per Total net primary Mean biomass

Area unit area production per unit area

Biome/Community (10% km?) (gm=2yrT) (10° MT yr) (kg m2)
Terrestrial and Freshwater
Tropical rain forest 17.0 2000.0 34.00 44.00
Tropical deciduous forest 7.5 1500.0 11.30 36.00
Temperate rain forest 5.0 1300.0 6.40 36.00
Temperate deciduous forest 7.0 1200.0 8.40 30.00
Boreal forest 12.0 800.0 9.50 20.00
Savanna 15.0 700.0 1040 4.00
Cultivated land 14.0 644.0 9.10 1.10
Woodland and shrubland 8.0 600.0 : 4.90 6.80
Temperate grassland 9.0 500.0 4.40 1.60
Tundra and alpine meadow 8.0 144.0 1.10 0.67
Desert scrub 18.0 71.0 1.30 0.67
Rock, ice, and sand 24.0 3.3 0.09 0.02
Swamp and marsh 2.0 2500.0 4.90 15.00
Lake and stream 2.5 500.0 1.30 0.02
TOTAL TERRESTRIAL AND FRESHWATER 149.0 720.0 107.09 12.30
Marine
Coral reefs and Algal beds 0.6 2000.0 1.10 2.00
Estuaries 1.4 1800.0 240 1.00
Upwelling zones 0.4 500.0 0.22 0.02
Continental shelf 26.6 360.0 9.60 0.01
Open ocean 332.0 127.0 42.00 0.003
TOTAL MARINE 361.0 153.0 55.32 0.01
WORLD TOTAL 510.0 320.0 162.41 3.62

Source: After Whittaker and Likens (1973).

ductivity, and indeed, they are clearly the most productive of the terrestrial
biomes. However, as we see in Figure 5.29A, some aquatic systems rival trop-
ical forests in NPP. In aquatic systems, productivity tends to be highest in shal-
low-water environments, where high photosynthetic rates are favored by the
relatively high levels of sunlight and nutrients.

These trends in NPP among biomes are paralleled by trends in biomass
(Figure 5.29B). Again, the most productive biomes and communities tend to
support the highest density of living tissue. Aquatic communities, however,
exhibit consistently lower biomass than their terrestrial counterparts. Phyto-
plankton, the smallest plants, account for approximately 90% of the NPP of
aquatic communities. Unlike terrestrial macrophytes, more than a third of
whose biomass is photosynthetically inactive tissue, phytoplankton are
extremely efficient. Under optimal conditions, solar energy is rapidly con-
verted into phytoplankton tissue and in turn made available to aquatic con-
sumers and decomposers. As mentioned earlier, this high turnover rate, which
supports extensive food webs, explains why pyramids of biomass are inverted
for some lake and ocean ecosystems (see Figure 5.6E).

We caution that the above estimates of productivity and biomass are aver-
ages over space and time. At finer scales, each of these biomes and communi-
ties is remarkably heterogeneous. Each is composed of a collection of succes-
sional and disturbance stages, all influenced to varying degrees by seasonal
changes. Temperate grasslands, meadows, and deserts, for example, can
exhibit impressive bursts of productivity during the growing season.
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Figure 5.29 Comparisons of (A) net pri- (A) Terrestrial Aquatic
mary productivity and (B) biomass among 00 E-

terrestrial and aquatic communities (see
Table 5.2). Despite their relatively low bio-
mass, aquatic communities often rival tropi-
cal rain forests in productivity on a per area
basis.
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We should also bear in mind that up to now we have been comparing bio-
mes and communities on a productivity per area basis. Let us now study these
systems from a different perspective—a global view. If an astronaut were able
to view the earth through a biologically sensitive lens, one that could distin-
guish productivity levels, it would look something like Figure 5.30. Both ter-
restrial and aquatic ecosystems exhibit pronounced latitudinal effects, but
other patterns differ markedly between them. On land, NPP tends to be
strongly correlated with precipitation and temperature. Thus, except for the
arid regions along the horse latitudes, terrestrial productivity tends to be high-
est in tropical and subtropical regions and to decrease as we move toward the
poles. In the oceans, however, phytoplankton productivity tends to be most
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Figure 5.30 Productivity profiles for the world’s landmasses (A) and oceans (B). In
both realms, productivity profiles reflect geographic patterns in temperature, sun-
light, and available nutrients. (A after Cox and Moore 1985; B from Tivy 1993, based
on Bunt 1975.)
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Figure 5.31 Comparisons among
total area (A) and total primary pro-
duction (B) of the world’s biomes.
Tropical rain forests are so efficient (on
a per area basis) at transforming solar
energy into plant tissue that even
though they cover just 4% of the
earth’s surface, they account for
roughly one-fourth of the earth’s total
primary production. On the other
hand, even though open ocean com-
munities are relatively inefficient at
fixing solar energy, because they cover
nearly three-fourths of the earth’s sur-
face, they rival tropical rain forests in
total primary production.

strongly limited by the availability of dissolved nutrients, especially phospho-
rus and nitrogen. Consequently, hotspots of marine productivity coincide with
areas of nutrient input from the discharge of large rivers along continental
shelves or upwelling from the nutrient-rich depths of the ocean. As we can see
in Figure 5.30B, ocean upwelling tends to occur along the west coasts of con-
tinents and at higher southern latitudes.

'Reviewing Figure 5.11 makes it quite clear that the world distribution of
biomes and communities is far from uniform. In fact, the earth’s surface is
dominated by open ocean, one of the least productive ecosystems per unit of
surface area (Figure 5.29A ). Open oceans, however, cover nearly three-fourths
of the earth’s surface (Figure 5.31A). Consequently, when all of the open
oceans are totaled, we find that they account for over one-fourth of the earth’s
primary production, a proportion equal to or perhaps slightly exceeding that
of all tropical forests (Figure 5.31B ). On the other hand, some of the most pro-
ductive communities on a per area basis, such as coral reefs and estuaries, con-
tribute only a minor fraction to the earth’s total primary production.

Finally, our global view, while generally accurate and informative, is really
just a snapshot in time. The distribution of biomes and the productivity profile
of the earth (see Figure 5.30) have changed dramatically throughout geological
time. Since the breakup of Pangaea, approximately 180 million years ago, con-
tinental drift has caused major changes in global temperatures, precipitation
patterns, prevailing winds, and ocean currents. The positions of the continents
with respect to latitude and solar radiation have changed substantially as they
have drifted, sometimes from one hemisphere to the other (see Chapter 6).
These environmental changes have resulted in major shifts in biomes, includ-
ing the extinction of once dominant ancient biomes and communities
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(Behrensmeyer et al. 1992; Erwin 1993). Even as recently as 18,000 years ago—
only an instant ago on the geological time scale—most of the northern land-
masses were covered by glaciers, often a kilometer or more thick. Warm
deserts and some other biomes, once relatively rare and limited to lower lati-
tudes and lower elevations, have since expanded at the expense of others. As
we shall see in subsequent chapters, these historical changes often leave a last-
ing imprint on biogeographic patterns.

We can learn much from this history lesson and, just as important, apply it
to the future. Even within ecological time—decades to hundreds of years—
human activities have caused significant changes in the global climate and the
distribution of biomes. Given recent advances in our ability to monitor and
model these changes, we can apply some of these lessons from the past to
develop a prospective view of tomorrow’s biogeography. This is the focus of
the final chapters.

The Distribution of Communities 133







CHAPTER 6

The Changing Earth

The earth’s surface has changed continually during the history of life. Conti-
nents have moved, seas have expanded and contracted, mountain ranges have
risen and been eroded away, islands have appeared and disappeared, and
glaciers have advanced and retreated. In addition, the fossil record reveals that
the earth’s climate has experienced profound changes. The width of the trop-
ics has varied, influencing global patterns of vegetation and associated animal
life. The positions of the equator and poles have not changed, but because con-
tinents have moved, regions that are tropical or polar today were not always
so in the past. A sound knowledge of these past physical changes is essential
for understanding the influence of historical events on both past and present
distribution patterns.

The Geological Time Scale

Anyone studying historical biogeography needs to be familiar with the time
scale used to date the history of the earth (see Table 6.1). Early geologists rec-
ognized that each layer in a stratigraphic column contained a unique assem-
blage of fossils, characteristic of a single time span, and that these assemblages
could therefore be used to correlate the ages of rock strata in one locality with
those in distant localities. The most reliable fossils for use in such correlations
were wide-ranging species whose lifestyles were largely independent of
small-scale patchiness in the environment, especially those that were freely
dispersed among marine habitats by currents. These forms are called index or
guide fossils. Examples are the planktonic, calcareous foraminiferans and
siliceous radiolarians (phylum Protozoa) of the Cenozoic era; the chitinous
colonial graptolites (phylum Hemichordata), floating animals of the Ordovi-
cian and Silurian periods; and the swimming ammonoid cephalopods (phy-
Ium Mollusca) of the Mesozoic era, whose buoyant calcareous shells probably
drifted with currents after death. On the continents, the most widespread fos-
sils are found in the coal beds of the Carboniferous period, which are charac-
terized by numerous distinctive vascular plants.

Correlations of fossils around the world gave only relative estimates of the
ages of various rocks and fossils; early scientists had no specific knowledge of
the actual dates of rocks. Alfred Russel Wallace (1880), for example, accepted
an estimate of 400 million years for the absolute age of the earth. The discov-
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Table 6.1

The geological time scale (all numbers are in million of years B.P.)

Eon Era Period Traditional Million Newer
g period years ago Epoch period
R 24 .01
2 Holocene (recent)
5 Quaternary PR
O Pleistocene
65
Cretaceous Neogene
144
‘]urafssicf,'

Phanerozoic

213
248

286
320

1 360

408

Although traditionally split in to Tertiary and

438 Quaternary Periods, the newer system now divides the
Cenozoic Era into two periods of more equal duration,
the Neogene and Paleogene. (After Stanley 1987.)

505

590

650

ery in the twentieth century of radioactive materials finally led to more exact
dating procedures. Radioactive elements are unstable, and decay through a
series of intermediate unstable products to stable atoms; during this disinte-
gration process, atomic particles are released. The rate of decay, which is inde-
pendent of environmental factors, can be quantified and expressed as a half-
life, the amount of time needed for half the radioactive material to decay to
the stable element. By calculating the ratio of radioactive element to stable end
product, one can determine, within limits, the age of a sample. Thus, by using
radioactive isotopes of uranium and thorium, whose stable end product is
lead, scientists have pushed back the estimate of the earth’s age to 4.6 billion
years. The oldest known fossils have been dated at 3.5 billion years before the
present (B.P.).

The potassium-argon method is another valuable technique for dating
Phanerozoic rocks. Radioactive potassium (*°K'%) decays to stable calcium
(4%Ca®0) and the inert gas argon (*°Ar!8); the half-life of potassium 40 is 1.31
billion years. A major problem with this technique is that argon gas will
escape from rock heated above 300° C—as it would be during metamor-
phism—and is therefore not wholly reliable. Measurement of the decay of
rubidium 87 (87Rb) to strontium 86 (*¢Sr) is used mainly for dating rocks older



than 100 million years. For very recent material, radiocarbon dating is exten-
sively used. Carbon 14 decays to carbon 12 at a fairly rapid rate (half-life 5730
+ 30 years). After 50,000 years, so little radiocarbon remains that detection is
very difficult. Consequently, the radiocarbon dating method is presently use-
ful only in late Quaternary research.

Because many trees form an annual ring each growing season, analysis of
tree growth rings in temperate latitudes is a reliable method for dating fossils
formed within the last 10,000 years, and the results compare closely with car-
bon 14 values. In fact, tree rings can be used to calibrate radiocarbon dating.
Paleoclimatic reconstructions are also possible because the width of a fossil
growth ring is correlated with the length of the growing season and the avail-
ability of water (Fritts 1976).

These methods, in combination, have been used to estimate the times of
major geological and evolutionary events during the past 600 million years,
known as the Phanerozoic eon (see Table 6.1). The geological time scale is hier-
archical, with each division among eons, eras, periods, or epochs marking
transitions among geological strata and embedded fossil assemblages. Given
the great difficulty of dating such ancient events, it should not be surprising
that precise dates are not universally accepted. For example, the scale accepted
in 1971 divided the Cretaceous period into 12 equal epochs of 6 million years
each, but radioisotope dating has revealed that some epochs were longer and
others quite short (Baldwin et al. 1974). Reexamination of Triassic deposits
may eventually lead to a drastic shortening of that period and to increased
time spans for the Jurassic and Permian. Accurate dates within the Mesozoic
are crucial because the early evolution and dispersal of major lineages of land
vertebrates and seed plants, as well as the extinctions of certain marine groups
and radiations of others, occurred during that era.

Traditionally, the Cenozoic era was divided into the Tertiary and Quater-
nary periods. However, the Tertiary covered some 63 million years, while the
Quaternary lasted just 1.8 million years. This traditional scheme is often
replaced by a newer one that divides the Cenozoic into two periods of more
similar duration: the Paleogene (65 to 24 million years B.P.) and the Neogene
(24 to 0.01 million years B.P.; see Table 6.1).

The Theory of Continental Drift

No contribution to biogeography has had more of an impact than the theory
of continental drift. This theory developed from a highly speculative idea in
the early 1900s to a well-established fact by the 1960s. Simply defined, the the-
ory of continental drift states that continents and portions of continents have
rafted across the surface of the globe on the weak, viscous upper mantle
beneath the earth’s crust. Thus the earth’s crust is not composed of fixed ocean
basins and continents, as was once supposed, but instead is a changing land-
scape in which once distant lands are now in juxtaposition, and others once
attached are now widely separated.

The evidence in favor of crustal movements is conclusive, and within the
last few decades the theory of continental drift has given rise to a respected
science. Today’s more comprehensive theory, referred to as plate tectonics,
explains the origin and destruction of the earth’s plates as well as their lateral
movement or drift. Throughout the long history of the field, however, biogeo-
graphers, from Candolle to Lyell, Darwin, and Wallace, insisted on the fixity of
the continents and great oceans. Lyell, Cuvier, and others had long ago estab-
lished that the land and sea exhibited great vertical fluctuations throughout
the geological record. But the notion that great masses of the earth’s crust
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Figure 6.1 Lyell’s theory of cycles of
global climatic change. In the third edi-
tion of his Principles of Geology, Lyell
suggested that although they did not
change in shape or position relative to
one another, the continents shifted in
concert across the globe. This, he ar-
gued, could account for the paleonto-
logical evidence of major shifts in cli-
mates.

could drift, collide, and separate like ice on a partially frozen river must have
been a tough sell indeed.

Scholars have searched diligently to determine who first proposed the the-
ory of continental drift. Various authors have attributed the germ of the idea to
early writers—for example, to Sir Francis Bacon (1620), although Bacon never
really discussed the subject. Lyell, realizing that fossils found in Europe indi-
cated that a tropical climate had once prevailed in that region, suggested that
the earth experienced cycles of global climatic change. These changes were
triggered by vertical shifts in the earth’s crust, which rose above sea level in
one region of the world while sinking in another. According to Lyell, when
elevated landmasses were concentrated near the equator, global warming
occurred. At other times, landmasses were concentrated near the poles, result-
ing in what Lyell called earth’s “great winter,” which was accentuated by
glacial episodes. Lyell’s theory of geoclimatic cycles, albeit novel, had little if
any impact on the field. Lyell insisted that, while the earth’s crust shifted ver-
tically during these great cycles, the continents (plates) changed little in size,
shape, or position relative to one another (Figure 6.1). Lyell, one of the most
persuasive and revered scientists of his time, never made this theory one of his
great crusades. As we shall see, his model bore only a trivial resemblance to
the modern theory of continental drift and plate tectonics.

of heat
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Figure 6.2 An early model of crustal
movement proposed by Taylor (1910).
-On the other hand, one of Lyell’s contemporaries, Antonio Snider-Pelligrini ~ This scenario suggests a general drift
(1858), may have been the first to demonstrate the geometric fit of the coast- ~©f the major landmasses toward the
lines of continents on opposite sides of the Atlantic Ocean and to argue equator.
cogently that they once formed a supercontinent that subsequently split apart.
Yet throughout the nineteenth century and into the early decades of the twen-  Figure 6.3  Alfred Wegener (1880-
tieth century, geologists had little understanding of the past relationships of ~1930), who developed the ideas leading
continents. In 1908, E. B. Taylor, an American geologist, presented a model (pri- ;%&hﬁﬂggfﬁféiﬁfg;fgﬁgf glrffst
vately published in 1910) in which the continents were hypothesized to move, (grom Schwarzbach 1980; photo cour-
distorting cmstal materials into mountain ranges and island chains (Figure tesy of Deutsches Museum, Munich.)
6.2). Taylor postulated that moving continents form mountains at their for- L :
ward margins and leave oceans behind them. Although Taylor did not cor-
rectly perceive the directions of continental movements, his ideas were innov-
ative, and later research would show that crustal upheaval and continental
movement are indeed intimately related.

Wegener’s Theory

Alfred L. Wegener (Figure 6.3), a German meteorologist, conceived and cham-
pioned the theory of continental drift, which he presented with admittedly
scanty evidence at first, but which anticipated much of our current knowl-
edge. Wegener developed his ideas on continental displacement in 1910, inde-
pendently of Taylor, while observing on a world map the congruence of oppo-
site coastlines across the Atlantic. In January 1912, Wegener unveiled his
working hypothesis, with supporting evidence, in two oral reports, published
later that year (1912a,b). These observations were expanded into his classic
book, Die Entstehung der Kontinente und Ozeane (The Origin of Continents and
Oceans) (1915).
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Upper Carboniferous

Eocene

Lower Quaternary

Figure 6.4 Wegener’s (1929) model
of continental drift, showing how he
envisioned the continents, initially
united in one giant landmass, to have
moved apart during the Mesozoic and
early Tertiary. In Wegener’s time, the
geological epochs and periods were
thought to have been more recent than
has been indicated by modern dating
methods. Nevertheless, comparison
with Figure 6.15E and Figure A in Box
6.2 shows that Wegener’s view was ex-
tremely similar to current reconstruc-
tions of continental movement. (After
Wegener 1966.)

Wegener’s theory on horizontal continental movements not only discussed
all the continents, but also synthesized evidence from many disciplines: geol-
ogy, geophysics, paleoclimatology, paleontology, and biogeography. The
strongest attribute of the theory was its integration of these many types of
phenomena for the first time. In addition to the geometric fit of the continents,
Wegener pointed to the now incontrovertible evidence that the earth’s crust
had fluctuated markedly in elevation. If the great landmasses could move ver-
tically, why couldn’t they move laterally? Indeed, what would keep them from
doing so? Wegener also noted the alignment of mountain belts and rock strata
on opposite sides of the Atlantic. As Lyell and others had observed much ear-
lier, the coal beds of North America and Europe indicated that both of these
landmasses were once situated over the tropical latitudes. Similarly, Wegener
observed that glacial deposits, or “tillites,” in what are now subtropical Africa
and South America suggest that they were once displaced poleward. In addi-
tion, the tillites of North America seemed continuous with those of Europe.
Many anomalous biogeographic patterns, such as the occurrence of extant
marsupials in South America and Australia, were easily explained by the the-
ory that these continents were connected during the Permian period.

Like many revolutionary ideas, Wegener’s ideas were ignored by most sci-
entists and ridiculed by others. At first, his conclusions were accepted by just
a few geologists and biogeographers, most notably those in the Southern
Hemisphere. After all, the idea of ancient connections and biotic affinities
among the southern biotas was not new to students of those biotas. J. D.
Hooker had suggested it in 1853 after reviewing distribution patterns of plants
among the southern continents and archipelagoes:

Enough is here given to show that many of the peculiarities of each of these the
three great areas of land in the southern latitudes. . .is agreeable with the hypoth-
esis of all being members of a once more extensive flora, which has been broken
up by geological and climatic causes. (1853)

The second edition (1920) of Wegener's treatise received some attention, albeit
negative, when it was criticized by several prominent geologists, but wide
knowledge of the theory came only after the third edition (1922) was trans-
lated into five languages, including English (1924). A fourth edition (1929), the
one generally used now, contained more information, but throughout the var-
ious editions, the substance of Wegener’s ideas remained the same. The fol-
lowing are some of his pertinent conclusions.

1. Continental rocks, called sial, are fundamentally different, less dense,
thicker, and less magnetized than those of the ocean floor (basaltic
rocks, called sima). The lighter sialic blocks, the continents, float on a
layer of viscous, fluid mantle.

2. The major landmasses of the earth were once united as a single super-
continent, Pangaea. Pangaea broke into smaller continental plates,
which moved apart as they floated on the mantle. The breakup of
Pangaea began in the Mesozoic, but North America was still con-
nected with Europe in the north until the late Tertiary or even the
Quaternary (Figure 6.4).

3. The breakup of Pangaea began as a rift valley, which gradually
widened into an ocean, apparently by adding materials to the conti-
nental margins. The midoceanic ridges mark where opposite conti-
nents were once joined, and the ocean trenches formed as the conti-
nental blocks moved. The distributions of major earthquake centers
and regions of active volcanism and orogeny (mountain building) are
related to the movements of these blocks.




4. The continental blocks have essentially retained their initial outlines,
except in regions of mountain building, so the manner in which the
continents were once joined can be seen by matching up their present
margins. When this is done, similarities in the stratigraphy, fossils,
and reconstructed paleoclimates of now distant landmasses demon-
strate that those blocks were once united. These patterns are inconsis-
tent with any explanation that assumes fixed positions of continents
and ocean basins.

5. Rates of movement for certain landmasses range between 0.3 and 36
meters per year, the fastest being Greenland, which may have sepa-
rated from Europe only 50,000 to 100,000 years ago.

6. Radioactive heating in the mantle may be a primary cause of block
movement, but other forces are probably involved. Whatever the
causal processes, they are gradual and not catastrophic.

Early Opposition to Continental Drift

Wegener’s ideas were clearly prophetic, and form the basis of our modern the-
ory of continental drift and plate tectonics. Yet, despite his cogent and persis-
tent arguments, continental drift was not generally accepted until the early
1960s, some 50 years after he and Taylor first published their ideas. Why was
the theory resisted for so long? The history of this debate serves as an impor-
tant lesson in the nature of scientific revolutions. Strong criticism of Wegener’s
theory arose as soon as translated volumes made it available to most geolo-
gists and biogeographers in the mid-1920s. Some scientists resisted the new
idea because it conflicted with their preconceived ideas of fixed continents and
a solid earth, and because it was proposed by a meteorologist—a man who
was not part of the geological establishment.

Other scientists opposed Wegener’s theory on much more objective and
defensible grounds. Although it would eventually prove to be one of science’s
most important paradigms, Wegener’s theory suffered from at least four
shortcomings. First, the nature of scientific revolutions is such that new theo-
ries that challenge long-held paradigms are resisted until the evidence clearly
shows them to be more parsimonious. The prevailing attitude in biogeography
and paleontology was first expressed by Alexander du Toit: “Geological evi-
dence almost entirely must decide the probability of this hypothesis” (1927, p.
118). Wegener s theory included too many assumptions that remained unsub-
stantiated by the available geological evidence. Paleontologists in particular
were unconvinced by the biogeographic and fossil evidence marshaled to sup-
port the continental drift model. For example, in 1943, G. G. Simpson pub-
lished an analysis of past and present mammalian distributions to show how
these data fit alternative scenarios of past intercontinental connections. After
correcting prevalent errors in the literature concerning these distributions, he
pointed out that most of the known Cenozoic patterns could be explained
without invoking continental drift. It was difficult, using paleontological data,
to discriminate between alternative theories such as stable continents with
periodic flooding, ancient landbridges, and continental drift. Although
Wegener’s thesis was plausible, the theory of continental drift would not be
accepted until enough unambiguous new evidence was collected to make it
the most parsimonious explanation for geological and biogeographic patterns.

A second shortcoming of Wegener’s theory is that it contained many fac-
tual errors. The theory aroused skeptical interest in many fields, and scientists
in each discipline recognized major factual errors in Wegener’s presentations.
These inconsistencies had to be resolved. Even du Toit, Wegener’s strongest
proponent, who published two books (1927, 1937) in favor of the theory, had to
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concede unquestionable errors by Wegener. For example, Wegener proposed
that the plates move at an incredibly high rate, as rapidly as 36 meters per
year. His theory might have been much more palatable if his estimates were
closer to what we now believe to be true—that is, rates of 2 to 12 cm per year.
Wegener's error, however, is understandable, as he and his colleagues were
working with what they believed to be a much younger earth than we now
assume, and were limited to very crude methods of measuring displacement
rates. Third, in addition to correcting these errors, Wegener and his followers
would have to gather much more evidence from a variety of disciplines in
geology and biogeography to test their model.

Finally—and this was perhaps more critical than any of the other short-
comings—Wegener’s theory lacked a plausible mechanism. How could the
plates—rigid, enormous masses of rock—move about, and what force or
forces could drive such movements? Wegener’s insights in this area, however,
are largely overlooked by science historians. In fact, he discussed potential
causal mechanisms at length in the 1929 revision of his book (see Wegener
1929, pp. 167-179). Still, he was very conservative, and justifiably so:

The theory [of continental drift] is still young and still often treated with suspi-
cion . .. It is probable, at any rate, that the complete solution of the problem of
the driving forces will still be a long time coming, for it means the unraveling of
a whole tangle of interdependent phenomena, where it is often hard to distin-
guish what is cause and what is effect.

Wegener discussed three potential driving or “displacing forces.” Not surpris-
ingly, given that he was a meteorologist and an astronomer, two of these
involved celestial phenomena (the effects of centrifugal forces on the earth’s
surface; the combined effects of the gravitational fields of the earth, moon, and
sun). The third force Wegener discussed, convective currents of molten rock
beneath the earth’s crust, is indeed the same ultimate force assumed by
today’s model of plate tectonics. Wegener admitted that his ideas on causal
mechanisms were speculative and that “the problem of forces which have pro-
duced and are producing continental drift is still in its infancy” (p. 179). Spec-
ulation, however, may be a normal and perhaps an essential part of scientific
revolutions. As Darwin wrote in a letter to Wallace (1857), “I am a firm
believer that, without speculation, there is no good and original observation.”

Soon after completing the fourth and final revision of his book, Wegener set
out on an expedition in 1930 to Greenland to document its purportedly rapid
movement and, by so doing, verify his theory of continental drift. In fact, his
view of a dynamic earth with rapidly drifting landmasses was largely stimulated
by his earlier expeditions to Greenland in 1906 and 1912. It is one of science’s
great and tragic ironies that, as Pascual Jordan observed, Wegener “died in a
snowstorm on the very Greenland expedition he undertook to verify his theory.”

Evidence for Continental Drift

Providing convincing evidence for Wegener’s theory was to take nearly five
decades of research conducted by many teams of geologists, paleontologists,
and biogeographers. Even Snider-Pelligrini’s (1858) early observations on the
fit of the continents were not generally accepted for nearly a century. From the
first time Wegener proposed the supercontinent of Pangaea, his opponents
criticized the liberties he took to achieve a “good fit.” A good reconstruction
was finally achieved when S. W. Carey (1955, 1958b), an Australian geologist,
used plasticene shapes of landmasses sliding over a globe. Nonetheless, the fit
was not widely accepted until three researchers (Bullard et al. 1965) combined
computer mapping techniques and statistical analyses to test continental fits.
Their analyses showed that the continents do fit together if one uses the sub-



marine contours of the continental shelves to delineate the margins of the con-
tinental plates (see also Hallam 1967).

Other stratigraphic, paleoclimatic, and paleontological evidence gradually
accumulated to support the theory of continental drift. Along with these impor-
tant discoveries (summarized in Box 6.1), some of the most compelling evidence
in favor of the theory of continental drift was provided by marine geologists.

Marine geology. After World War II, a second generation of scientists, who
had not been directly involved in the initial debates, made some important
discoveries about ocean basins and rock magnetism that encouraged reexam-
ination of the ideas and evidence advanced by Wegener and du Toit. When
Wegener proposed his ideas, very little was known about the structure of the
ocean floor. On the basis of loose samples obtained by dredging, geologists
suspected that the ocean floor was composed of basalt (sima, consisting pri-
marily of silicon and magnesium), but no one had actually taken core samples
of the deep basins. Sialic continental rocks (composed largely of silicon and
aluminum), however, were well known. Echo soundings from several
transoceanic expeditions had portrayed ocean bottoms as smooth structures
(abyssal plains) lying 4 to 6 km beneath the ocean surface. A midoceanic ridge
was known only in the Atlantic Ocean. Finally, deep cuts in the ocean floor,
known as trenches, had been found on the ocean sides of island arcs, and were
known to display unusual gravitational properties.

Oceanographic research was just beginning to accelerate before the out-
break of World War II, when charting ocean topography became a practical
goal. During the war, Herman H. Hess, a marine geologist who was using an
echo sounder as he sailed aboard a U.S. troop transport, discovered some flat-
topped submarine volcanoes 3000 to 4000 m high. Peaked submarine volca-
noes, called seamounts, had been previously identified. The new structures,
which Hess later named guyots in honor of a Princeton geologist, were
thought to be volcanic islands that had formed above the ocean surface, were
later truncated by wave action, and finally sunk to 1 or 2 km beneath the
waves (see Figure 6.6). Guyots are common in the northern and western
Pacific Ocean, and as we shall see shortly, they figured prominently in the
development of models of continental drift.

Following the war, marine exploration blossomed due to generous funding
by the Allied navies. Important discoveries were made using new deep-sedi-
ment piston corers and explosive charges. From the samples they obtained
with these new techniques, geologists learned that under recent sediments, all
ocean floors are composed of basalt, and that this basement is young, at a
maximum dating back only to the Jurassic (150 million years B.P.). Thus the
oceans are considerably younger than the continents, whose ancient founda-
tions, called cratons or Precambrian shields, are older than 1 billion years!

By the mid-1950s a team of scientists had recognized that the submarine
mountain ranges bisecting the oceans are really segments of a continuous
global system 65,000 km long (Figure 6.5). This system is marked by a central
rift valley, which is closely associated with a zone of frequent shallow earth-
quakes. New instruments measured remarkably high temperatures in these
rifts, suggesting that molten mantle material was being released there. Scien-
tists began to interpret the midoceanic ridges as zones where the oceans
expand, establishing the concept of seafloor spreading (Figure 6.6).

Located far from the ridges, oceanic trenches are so deep that until the
1950s, most knowledge of them was obtained by taking soundings. Oceanic
trenches are V-shaped troughs about 10 km deep (Figure 6.6). Through the use
of seismic refraction techniques, marine geologists learned that the earth’s
crust is extremely thin in the trenches, and the heat flow beneath the trenches
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0 A - . ﬂ 180
Figure 6.5 The global system of
midoceanic ridges, which mark
regions of seafloor spreading.

Figure 6.6 A highly simplified model of seafloor spreading that depicts how
(After Scotese et al. 1988.)

oceanic plates are pushed apart at the spreading center by the upwelling of magma
from the mantle, which causes the plates to slide away from the midoceanic ridges
over the viscous asthenosphere. Magma may also produce volcanic islands near the
spreading center, but as a point on the plate is displaced from the ridge, it also de-
scends to 4 to 6 km below sea level, and the islands become submerged. These sub-
merged volcanic structures (seamounts or guyots) eventually disappear into an
oceanic trench where the oceanic plate meets another plate. In the case illustrated,
the heavier oceanic plate descends beneath the lighter continental plate, which
causes the metamorphosis of the surface material on the oceanic plate into ophiolites
and their deposition on the continent, the consumption of the volcanic islands, and
eventually the remelting of the plate itself. The asterisks indicate the epicenters of
earthquakes resulting from the contact of the two plates (the Benioff zone).

Oceanic Volcanic islands Volcanic islands
Seamount o .
Guyot . L Continental lcetamc
Midoceanic ridge island plate
(center of spreading) , Oceanic
trench
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Box 6.1

Stratigraphic, paleoclimatic, and paleontological discoveries that contributed to the
acceptance of the theory of continental drift

By the 1970s, stratigraphic, paleocli-
matic, and paleontological data pro-
vided strong support for the theory of
continental drift. In particular, many
pieces of evidence came together to sup-
port the matchup of continents—partic-
ularly the southern continents—in their
former positions as part of Pangaea.

Stratigraphic evidence. Topo-
graphic features, including mountains,
oceanic ridges, and island chains, along
with specific rock strata (e.g., Precam-
brian shields and flood basalts) and fos-
sil deposits, were found to be aligned
along Wegener’s hypothesized connec-
tions of the now fragmented portions of
Gondwanaland (Figure A) (Hurley
1968; Hurley and Rand 1969). In addi-

Figure A

tion, on each of the now isolated south-
ern continents, rocks from the late Pale-
ozoic and early Mesozoic contained the
same stratigraphic sequence (see Allard
and Hurst 1969): glacial sediments, coal
beds, and sand dunes and other desert
deposits, all overlain by a layer of vol-
canic rock.

Paleoclimatic evidence. All of the
continents in the Southern Hemisphere
have late Paleozoic glacial deposits
(tillites) in their southernmost regions.
Moreover, as glaciers move, they scour
the underlying rocks, leaving deep
scratches that mark the direction of
their movements. If we plot these glacial
lines on a map with the southern conti-
nents in their current positions, the pat-

(D) Distributions of Precambrian shields (hatched areas), illustrating how

they match up if the continents are reassembled as they were before the breakup of
Pangaea. (After P. M. Hurley and J. R. Rand 1969.) (II) Although substantially isolated
today, flood basalts also serve as evidence of the previous connections of the southern
continents in the former Gondwanaland. (After Storey 1995.)

O

(@)

terns appear quite confounding (Figure
BI). Not only do the glaciers appear to
have been situated in what are now
some relatively warm latitudes, but
many appear to have risen out of the
sea. This perplexing anomaly disap-
pears when the same glacial lines are
plotted on a reconstruction of Gond-
wanaland as it was during the Permian
period (Figure BII).

Paleontological evidence. The late
Paleozoic glacial deposits of the south-
ern continents are covered with Permian
rocks bearing the so-called Glossopteris
flora (Schopf 1970a,b). These arborescent
gymnosperms are presumed to have
been adapted to (and therefore indica-
tive of) temperate climates because they
had deciduous leaves and conspicuous
growth rings in their wood (Schopf
1976). When the occurrence of the Glos-
sopteris flora is plotted on a map of Pan-
gaea (Figure B), the points circumscribe
a discrete region of Wegener’s Gond-

‘ New Zealand
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Box 6.1 (continued)

wanaland, thought to be correlated with
the margins of the glaciers.

In 1969 D. H. Elliot and E. H. Colbert
unearthed the first tetrapod fossils
found in Antarctica (Elliot et al. 1970)
from mudstone and volcanic sandstone

of the early Triassic. Additional finds
provided convincing evidence that
many of these bones belonged to
Lystrosaurus, a mammal-like reptile also
found in rocks of similar age in the
Karoo of southern Africa and the

I [~ /

0° 30°E  60° 90° 120°  150°  180°

(I

—> Ice movement
Permo-Carboniferous glaciation
M Glossopteris

Figure B Two lines of paleontological evidence for continental drift found on the
southern continents. Glaciers carved lines in the underlying rock material, marking
their location and direction of movement (arrows). The Glossopteris flora (or “southern
beeches”) included several groups of plants that grew along the margins of the glaciers.
(I) The origin and directions of glacial movement (shaded area with arrows) and the
distributions of Glossopteris fossils (darker shading) are difficult to explain based on the
current positions of the southern continents because they imply that glaciers moved
from oceans onto land. (II) These patterns, however, are consistent with reconstructions
of Gondwanaland as it was during the Permian period. (I after Stanley 1987; II after
Windley 1977.)

Panchet Formation of southern Indja.
The reconstruction of Gondwanaland
explained many such biogeographic
anomalies in the distributions of extant
as well as fossil assemblages. Many ver-
tebrates underwent major radiations
during the Permian, when the proxim-
ity of the continents allowed their rapid
spread across what are now isolated
landmasses. Like basaltic rocks, glacial
tillites, and fossil assemblages, many of
these extant forms exhibit disjunct dis-
tributions. The extensive breaks in their
current ranges are consistent with the
former connections of Pangaea and its
subcontinents (Figure C).

Figure C  The disjunct distributions
of some living taxa suggest that their
ancestral forms radiated across
Gondwanaland in the Permian period.

(I) Southern temperate beetles of the tribe
Migadopini of the family Carabidae.

(IT) Fishes of the superfamily Galaxioidea.
These fishes are restricted to nontropical
waters in the Southern Hemisphere.

(IIT) Plants of the family Proteaceae. This
group is found on all of the southern con-
tinents, but barely reaches the Northern
Hemisphere. (IV) Clawed aquatic frogs of
the family Pipidae. This family is com-~
prised of two subfamilies, the Pipinae in
tropical South America and the
Xenopinae in tropical Africa, suggesting a
common ancestor that was once distrib-
uted in western Gondwanaland. (I after
Darlington 1965; II after Berra 1981;

IIT after Johnson and Briggs 1975; IV after
Savage 1973.)
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Figure 6.7 (A) The earth actsasa
great bar magnet. Because its magnetic
fields are oriented toward its core as
well as poleward, latitudinal position
can be read as declination in a compass
needle. The same phenomenon also in-
fluences the orientation of crystals dur-
ing the formation of magnetically ac-
tive rock, thus recording the latitudinal
position of the rock when it was
formed. (B) Such paleomagnetic infor-
mation can be used to reconstruct the
positions and movements of the conti-
nents, such as the movements of Gond-
wanaland relative to the South Pole
during the Paleozoic era. Gondwana-
land, including some present-day
equatorial regions, drifted over the
South Pole twice, in the late Ordovi-
cian and in the late Devonian. (From
Stanley 1987.)

(A) Geographic north

Magnetic north

Compass needle

is half that found in the abyssal plain, implying that heat is consumed in the
trenches. Gravity measurements in the trenches are lower than in any other
place on earth. Geologists therefore postulated that the crust is pulled down-
ward into these trenches and its material reincorporated into the mantle.

Around the Pacific Ocean is a belt of volcanism and earthquake activity
known as the “Ring of Fire.” It was proposed that the subduction (downward
movement) of crustal materials in the trenches was the direct cause of these
violent geological events. Hugo Benioff (1954) provided the first convincing
evidence for this hypothesis. By plotting the positions and depths of earth-
quake epicenters in the vicinity of trenches, he demonstrated that the epicen-
ters closest to trenches are shallow and those farther away are progressively
deeper. The epicenters are aligned along a zone dipping downward at about
45° behind the trench, indicating that the earthquakes are caused as the cold,
rigid crustal slab descends into the mantle (see also Calvert et al. 1995). These
zones are now termed Benioff zones. '

Paleomagnetism and the emergence of a mechanism. Studies of Paleomag-
netism provided additional evidence for seafloor spreading. Paleomagnetism
refers to the orientation of magnetized crystals at the time of mineral forma-
tion—that is, when molten rock solidifies. Rocks containing iron and titanium
oxides become magnetized as they solidify and cool, and this magnetization is
reflected in their crystalline structure, which remains “frozen” in the rock, ori-
ented as a fossil compass in the direction and declination of the then-prevailing
magnetic field. This high-temperature magnetization, referred to as remnant
magnetism, is very stable unless the rock is reheated to extremely high tem-
peratures (the Curie point). Hence, by measuring the direction and declination
of remnant magnetism in cooled lavas, it is possible to determine the relation-
ship of any landmass to the magnetic poles at the time the rock was formed,
and by triangulation and computer techniques, to reconstruct the positions of
landmasses relative to one another (Figure 6.7).

Arabia
Africa

Antarctica

O =Ordovician S =Silurian D = Devonian
P = Permian Tr = Triassic

Cm = Cambrian
C = Carboniferous




Equator

40°S

In the early 1950s the British physicist P. M. S. Blackett invented a new
supersensitive magnetometer (magnetic detector) that could be used to deter-
mine continental orientation throughout geological history. First, the magne-
tometer was used to show that the British Isles had rotated 34° clockwise since
the Triassic (Clegg et al. 1954). A major breakthrough came when other British
scientists (Creer et al. 1954, 1957; Runcorn 1956) analyzed geological strata in
Europe and North America and provided strong evidence that the two conti-
nents had once been joined, but later drifted apart. Subsequent studies around
the world reaffirmed the nece551ty of continental movements to explain the
existing paleomagnehc patterns (Irving 1956, 1959; Runcorn 1962) (Figure 6. 8).

At the beginning of the twentieth century in central France, Bernard
Bruhnes (1906) first discovered magnetic reversals when he found lavas that
were magnetized in a direction opposite that in recently formed ones. Such
patterns reflect reversals of the earth’s magnetic field, which occur every 104 to
10¢ years. Since then, many investigators have found geological evidence of
these reversals. On the ocean floor, alternating patterns of normally and
reversely magnetized basalt appear as magnetic stripes, which retam their
spacing and shapes for long distances (Figure 6.9; see Cox 1973).

Marine geologists were the first to perceive the significance of magnehc
strlpes for continental drift theory. Two seminal discoveries were provided in
the early 1960s by Frederick Vine and Drummond Matthews and by Herman
Hess. Vine and Matthews (1963) discovered several important propertles of
ocean floors: :

1. Basaltic rocks at the midoceanic ridges have normal field (present-
day) magnetic properties.

2. The widths of the alternating magnetic stripes on the opposite sides of
aridge are often roughly symmetrical, and the stripes are generally
parallel to the long axis of the ridge.

3. The bandmg pattern of any one ocean clos_ely matches that of the oth-
ers, and the ocean patterns correspond approximately to reversal
timetables from terrestrial lava flows.
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Figure 6.8 Shifts in the orientation and latitudinal
positions of Labrador, Africa and Australia between
the Triassic (200 million years B.P,; dashed outline)
and the present (solid outline) are revealed by paleo-
magnetism. (After Pielou 1979.)
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Figure 6.9 During seafloor spreading,
reversals in the earth’s magnetic field
are recorded as the magnetically sensi-
tive, iron-rich crust cools. Differences in
the widths of the magnetic stripes re-
veal differences in the duration of these
polarity episodes and in the rate of
seafloor spreading over time and
among regions. (From Stanley 1987.)

Herman Hess proposed the first model of seafloor spreading to account for
major tectonic events (see Figure 6.6). This synthesis was presented at Princeton
University in 1960, but was not published for general readership until 1962. By
that time, R. S. Dietz (1961) had published similar but less detailed accounts of
global continental movements. Hess and Dietz hypothesized that the oceans
are formed by addition of material and spreading at the midoceanic ridges.
Moving away from the ridges, basalt along the ocean floor increases in age and
is marked by magnetic stripes, which record the polarity of the prevailing mag-
netic field. The stripes tend to be highly symmetrical on opposite sides of a
ridge. In contrast, differences in stripe widths indicate that the rate of seafloor
spreading varies over time, and that it is not uniform across different oceans, or
even different parts of the same ocean.

With this model of seafloor spreading, Wegener’s theory finally had a plau-
sible mechanism. The initial theory of continental drift was now included in a
more general theory, plate tectonics, which included not just the lateral move-
ments of the continents and ocean basins, but their origin and destruction as
well.

In Great Britain, most geologists who studied global tectonics were con-
verted to continental drift theory by 1964, convinced especially by the sound-
ness of Hess” model and the new synthesis. Acceptance in North America,
however, lagged behind by several years. Meanwhile, widely circulated arti-
cles appearing in Scientific American, Science, and Nature did much to make the
entire scientific community aware of the rebirth of Wegenerism. Young scien-
tists became aware of the latest evidence and helped to create a wave of accep-
tance following the mid-1960s. The theory of plate tectonics is now firmly
established as a unifying paradigm for much of geology and biogeography.

The current model.  The theory of plate tectonics remains an active and excit-
ing area of research. Following its general acceptance, geologists, paleontolo-
gists, and biogeographers were freed to focus their attention on more intrigu-
ing questions relating to the temporal and spatial patterns of plate dynamics
and potential causal mechanisms.

The lateral movements of the plates result from a complex interaction
among the earth’s crust, the underlying mantle, and the core, which is the site
of the intense heat that drives plate movement (Figure 6.10). The plates are
roughly 100 km thick and are composed of a relatively thin, rigid layer of
crust, which adheres to the upper layer of the mantle, the lithosphere. The
mantle also includes a deeper, more fluid layer, the asthenosphere, which is
composed primarily of molten material. There is an emerging consensus sug-
gesting that plate movements are caused by a combination of forces, including
ridge push, mantle drag, and slab pull (Kerr 1995). Ultimately, all of these
forces are generated by heat and convective forces deep in the earth. Ridge
push occurs at the midoceanic ridges, where magma (molten rock) upwells
from the asthenosphere to the surface. It is believed that the parent rock of the
mantle is partially melted and the basaltic portion is then brought to the sur-
face. The addition of basaltic magma at the center of the ridge causes the older
rocks on either side to spread—to be literally pushed apart. Thus, ridge push
is the cause of seafloor spreading in Hess’ model (see Figure 6.6).

Mantle upwelling is part of a convective cell system that also includes lateral
flow of the mantle beneath the plates and downward flow of cooler rock toward
the earth’s core (Figure 6.10). The lateral flow and the friction between the man-
tle and the overlying plate create a dragging force much like that of a conveyor
belt (i.e.,, mantle drag). However, much, if not most, of the drifting force may be
generated at subduction zones, where dense oceanic plates sink deep into the
magma, eventually contributing to the convective gyre of molten rock. As the
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leading edge of the subducted plate descends, it pulls the rest of the plate later-
ally toward the subduction zone (see Kerr 1995 and references therein).

The relative importance of these three forces—ridge push, mantle drag, and
slab pull—appears to vary markedly across tectonic regions and geological
periods. Computer modeling conducted by Lithgow-Bertelloni and Richards
(1995) suggests that slab pull may at times account for over 90% of the net tec-
tonic forces. On the other hand, slab pull cannot account for the movement of
those continental plates, such the South American, that lack subduction zones
(actually, the Pacific Plate is being subducted under the western edge of the
South American Plate). Obviously, this central issue—the underlying mecha-
nisms of plate tectonics—will remain an active and hotly debated question for
some time (see Box 6.2).

Despite the remaining uncertainties about their ultimate causal mecha-
nisms, geologists have developed a sound understanding of plate configura-
tions, plate movements and interactions, and related phenomena, including
earthquakes and volcanism. While the number of plates has varied continually
throughout geological time, 16 major plates are currently recognized (Figure
6.11). These plates range in size from the Gorda, which is roughly 750 km?, to
the Pacific Plate, with an estimated area of over 100 million km2. The rate of
lateral movement also varies markedly among the plates, with some, such as
the western portions of the Pacific Plate, drifting as rapidly as 5 cm per year,
while others appear fixed. The biogeographic relevance of plate tectonics
becomes immediately evident when we compare plate configurations with
Wallace’s map of biogeographic regions (compare Figures 6.11 and 2.7): bio-
geographic regions are defined by biotas and portions of the earth’s crust that
share both evolutionary and tectonic histories, with representative assem-
blages on each plate evolving in isolation from those on other plates.

While the geological history of the earth’s plates must be profoundly com-
plex, plate boundaries take three basic forms: spreading zones, collision zones,
and transform zones. Other tectonic phenomena, including earthquakes, vol-
canism, and the formation of mountains and island arcs, are closely associated
with these interactions among plates. As noted above, midoceanic ridges mark

[
Plate

Mantle

Figure 6.10 The current model of
plate tectonics includes the possibility
that at least three forces may be re-
sponsible for crustal movements: (1)
ridge push, or the force generated by
molten rock rising from the earth’s
core through the mantle at the mido-
ceanic ridges; (2) mantle drag, the ten-
dency of the crust to ride the mantle
much like boxes on a conveyor belt;
and (3) slab pull, the force generated as
subducting crust tends to pull trailing
crust after it along the surface.

(After Stanley 1987.)
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Figure 6.11 The earth’s major tec-

tonic plates. the sites where two plates are drifting apart. Spreading zones, however, are not

confined to oceanic plates. On the continents, plates also diverge to form rift
zones, which in the past created the Red Sea and the great, deep lakes of the
Baikal rift zone and the East African Rift Valley. The latter region remains a tec-
tonically active area marked by frequent earthquakes. Rather than continually
and gradually sliding away from spreading centers, plates tend to resist mov-
ing until tectonic forces finally exceed some threshold, creating powerful bursts
of movement, interspersed with relatively long periods of stasis. Spreading
zones also are marked by volcanic activity where magma rises to the surface
(see Figure 6.6). Along ridge systems, volcanoes may become emergent as
oceanic islands. Once formed, such an island is eventually carried away from
the ridge and down a slope to the abyssal plain. This movement decreases the
elevation of the island relative to sea level and eventually draws it beneath the
surface, making it into a submarine seamount. In classic models, wave action
wears an island flat to form a guyot; however, some evidence suggests that flat-
topped guyots may actually be formed that way without ever having been
emergent (see Figure 6.6). If the seafloor spreading model is correct, the ocean
floor and its associated chains of volcanic islands, seamounts, and guyots
should be youngest at the ridges and oldest in the subduction trenches. Begin-
ning with Tarling (1962) and Wilson (1963b), various researchers have shown
that these predictions are correct (Figure 6.12).

Far away from the spreading zone, along a plate’s leading margin, it will
often collide with another plate. If the two plates are of roughly equal density,
their collision will cause violent uplifting and the formation of mountain ranges
along the plate boundary. This is what occurred when the Indian Plate collided
with the Eurasian Plate to form the Himalayas during the early Tertiary period
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Figure 6.12 Because new crust is added along
the spreading zones of midoceanic ridges, the
age of islands and other crustal features tends to
increase with increasing distance from these
ridges, as demonstrated by islands at different
distances from the mid-Atlantic ridge (dashed
line). (From Pielou 1979.)

(approximately 45 million years B.P.). More often, relatively dense oceanic plates
collide with and sink beneath the lighter continental plates to form a subduction
zone and a deep oceanic trench (Figures 6.10 and 6.13). Again, the plates tend to
undergo long periods of stasis followed by violent episodes of movement and
resulting earthquakes. As the oceanic plate is drawn deep into the molten layer
of the mantle, its accumulation of relatively wet sediments is heated, causing
mantle plumes to rise to the surface and form a ring of volcanoes far upstream
from the superficial layers of the subduction zone. Extensive subduction zones
are found along the western margins of North and South America. As oceanic
plates are subducted over geological time, seamounts and guyots are scraped
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Box 6.2
Expanding earth’s envelope

The theory of continental drift and plate
tectonics has weathered some eight
decades of skepticism, criticism, and at
times even ridicule to finally become
embraced as a unifying paradigm of
geology and biogeography. While most
scientists now accept the general tenets
of the theory, a few have proposed mod-
ifications or alternatives, some of which
seem quite radical. Here, we highlight
just three of these alternative views.

At least as early as the mid-1970s,
geologists and biogeographers hypothe-
sized the existence of an ancient conti-
nent, “Pacifica,” which lay east of New
Zealand and Australia before the Per-
mian (see Nur and Ben-Avraham 1977;
Melville 1981; Nelson and Platnick 1981).
During the Mesozoic, this continent sup-
posedly fragmented and dispersed, and
its remnants became embedded along
the growing margins of other continents.
The terranes around the current margins
of the Pacific Ocean (Figure 6.14) were
thought to be remnants of Pacifica. How-
ever, subsequent analyses indicated that
these terranes were not of continental
origin, but rather accretions of island
chains, guyots, and seamounts. Further,
reconstructions of seafloor spreading and
crustal movements over the past 180 mil-
lion years indicated that the purported
remnants of Pacifica could not have
diverged from a single “homeland.”

Based primarily on biogeographic evi-
dence, including the disjunct distribu-
tions of many plant species (see Figure
10.19), Humphries and Parenti’ (1986)
suggested a more substantial modifica-
tion of the current model of plate tecton-
ics. In their view, many disjunctions,

I I
~1.5 billion B.P. 250-360 million B.P.

40%

60%

Pre-Pangaea (>300 B.p.)

Pangaea (225 B.r.)

: Austral ;

Recent

Figure A A possible explanation for the amphitropical distributions of many plants
(see Figure 10.19). This hypothesis suggests a pre-Pangaean supercontinent in which
austral and boreal forms were located adjacent to one another. These landmasses may
then have separated and drifted toward opposite poles before the formation of Pangaea.
Finally, Pangaea split north to south to provide the modern pattern of amphitropical

disjunctions. (After Cox 1990.)

including amphitropical distributions
(see Figure 10.19), in which species are
restricted to boreal and austral regions,
are consistent with the existence of a
global, pre-Pangaean supercontinent
during the early or mid-Paleozoic. The
arrangement of landmasses of that
supercontinent may have been quite dif-
ferent from that of Pangaea, with
today’s austral landmasses occupying
northern latitudes adjacent to the then
equatorial, now boreal landmasses (see
Figure A). This supercontinent then

broke up, and its landmasses migrated
to approximate their current relative
positions during the late Carboniferous.
While this hypothesis would explain
many biogeographic anomalies, existing
geological and paleomagnetic data are
not consistent with the hypothesized
movements of this pre-Pangaean land-
mass (see Cox 1990).

Perhaps the most radical alternative to
the current model of plate tectonics is the
expanding earth theory. This theory was
first proposed in the 1950s to account for

Figure B Terella model illustrating the expanding earth hypothesis. (I) According to
this alternative theory of plate tectonics, for most of earth’s 4.5 billion year history it
remained relatively small and its surface was covered with a densely packed mass of
continental plates (forming Pangaea)—devoid of oceanic plates or a world ocean
(Panthalassa). (II) Earth’s expansion and the concomitant development and expansion
of oceanic basins is hypothesized to occur sometime during the Carboniferous and
Permian periods (360248 million years B.P.), thus initiating the breakup of Pangaea and
its subcontinents. (Ill-V) The hypothesized expansion of the earth continued through-
out the late Mesozoic and early Cenozoic Eras, with oceanic expansion occurring at the
mid-oceanic ridges (dotted lines in IV and V)—i.e,, just as hypothesized for the current-

ly accepted model of plate tectonics.

114 v
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the same features addressed by the
Wegenerians: the fit of the continents,
their breakup since the Permian, the rela-
tive ages of continental and oceanic
crust, and the alignment of various geo-
logical and paleontological features
across the oceans (Egyed 1956, 1957;
Carey 1958). The expansionists proposed
that the earth’s volume is not constant,
but has increased—perhaps even dou-
bled—since the Permian (see also Kremp
1992; Egyed 1956). As a result of this
expansion, the earth’s crust—all conti-
nental at that time—was ripped apart,
and new, oceanic crust filled the expand-
ing gaps. Perhaps the most controversial,
yet intriguing, feature of the expansion

theory is that it implies that the gravita-
tional “constant” is not—that is, that the
expansion is a result of weakening of the
earth’s gravitational field. Not surpris-
ingly, these provocative ideas have
attracted attention from physicists (see
Jordan 1971). Figure B summarizes
Kremp’s (1992) reconstruction of major
geological features associated with the
earth’s hypothesized expansion since the
Permian period.

Taken together, the above hypotheses
lie far outside the mainstream views of
plate tectonics and related phenomena.
In most cases, they are not supported by
the available information, are less parsi-
monious than the accepted paradigm,

and are often championed by scientists
outside the primary fields. This may
sound familiar: when the theory of conti-
nental drift was first proposed by
Wegener, a meteorologist, it received
much the same notoriety, and many
decades passed before what at first
seemed a very radical theory was
embraced by the scientific establishment.
Thus, while the earth’s plates are
unlikely to make great progress in their
movements during the next century,
views of our ancient earth and its tectonic
machinery may experience great leaps
and revolutions, perhaps embracing some
of what we now view as radical hypothe-
ses, including some yet to be described.

onto the continental plates, forming coastal mountain ranges such as the
Olympics of Washington State. Thus, subduction zones are marked with paral-
lel bands of earthquakes and volcanism near their active edges and mountain
ranges and accumulations of marine sediments, or terranes, which increase in
age as we move upstream from the active zone (Figure 6.14) (see also Coney et
al. 1980; Calvert et al. 1995).

Finally, plates of roughly equal density may slide and grind against each
other, without either subducting, to form a transform zone. Not surprisingly,
transform zones are characterized by high seismic activity as plates grind
against each other. In southern California, the North American and Pacific

Figure 6.13 A subduction zone,
where a relatively heavy oceanic plate
slides beneath a lighter continental
plate. Here, seafloor spreading causes
the Gorda Plate to be subducted be-
neath the continental crust of the Pa-
cific Northwest region of North Amer-
ica. This, in turn, results in faults and
terranes (accumulations of oceanic ma-
terial; see Figure 6.14) at the subduc-
tion zone and volcanic activity deep
beneath the continental plate, forming
the Cascade Range.
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Figure 6.14 Terranes, or accumulations of marine sediments, mark the locations of
earlier subduction zones along the west coast of North America. Over the past 200
million years, oceanic plates slipped beneath the relatively buoyant continental
plates, but islands, seamounts, and other superficial features were scraped off and
added to the continental plate. (After Jones et al. 1982.)



Plates grind past each other at the San Andreas fault. While this may be the
most notorious example, transform faults are quite common. Some are closely
associated with major plate boundaries (e.g., those along the margins of the
Scotia and Antarctics Plates, along the southern tip of South America), while
others are féund at great distances from plate boundaries (e.g., the Altyn Tagh
fault of western China).

Earth’s Tectonic History

The tectonic processes described above have recurred throughout the earth’s
4.5-billion-year history, and will certainly continue to modify the configuration
of its surface. It is hard to overemphasize the effects of plate tectonics on bio-
geographic patterns of virtually all organisms. The origin, spread, and radia-
tion of many taxa took place when the earth’s surface was dramatically differ-
ent from its current profile. These processes, along with the many extinctions
evidenced in the fossil record, were often associated with the collision, separa-
tion, or destruction of continents or oceanic basins, which altered opportuni-
ties for biotic exchange or affected climate on regional to global scales.

In the following sections, we summarize the current view of earth’s tectonic
history, focusing on the dynamics of its continents and marine basins during
the Phanerozoic. As you can imagine, the detective work involved in this 600-
million-year reconstruction, while fascinating, is a great challenge. Over the
past three decades, many teams of geologists and biogeographers have taken
up this challenge. Paleomagnetic data can show us where the landmasses
were at any given time, and suture zones show where past oceans disap-
peared and landmasses were welded together (Burke et al. 1977; Dewey 1977).
While there remains disagreement over many details and the precise timing of
particular events, a general consensus seems to have emerged about the salient
features associated with the formation and ultimate disintegration of the great
continent of the Permian period, Pangaea (Figure 6.15).

Tectonic History of the Continents

Gondwanaland, Laurasia, and the formation of Pangaea. Supporters of
the theory of continental drift originally believed that prior to the Mesozoic,
all landmasses had been continuously united in a supercontinent, Pangaea
(Figure 6.15B-D), which occupied one-third of the earth’s surface. Now geo-
physicists tell us that Pangaea was a more temporary structure that probably
existed as a single unit only during late Paleozoic and early Mesozoic time
(Figure 6.15D). Its northern half, Laurasia, had a very complex early history
that was substantially different from that of the southern half, Gondwana-
land.

Gondwanaland included the foundations of present-day South America,
Africa, Madagascar, Arabia, India, Australia, Tasmania, New Guinea, New
Zealand, New Caledonia, and Antarctica. It was, by far, the most ancient of
the Pangaean landmasses, forming some 650 million years B.p. during the Pre-
cambrian era. From this time through the middle Ordovician period (about
475 million years B.P), Gondwanaland remained a relatively continuous
supercontinent in the Southern Hemisphere, although it drifted substantially
between the equator and the South Pole (see Figure 6.7B). If one examines the
history of Queensland, Australia, now at 12° S latitude, one discovers that it
was located near the North Pole in the Proterozoic (1 billion years B.P.), at the
equator in the Silurian, and at 40° S in the Mesozoic (Embleton 1973). The
great antiquity of Gondwanaland accounts in part for the similarity of the
now isolated biotas of the Southern Hemisphere.
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(A) Late Silurian (425 million years B.E) Figure 6.15 Continen-
tal drift and paleotopog-
raphy of the earth’s land-
masses from the late
Silurian (425 million
years B.P.) to the present.
[After Chris Scotese of the
PALEOMAP project, Uni-
versity of Texas at Arling-
ton; for information on
digital images and other
PALEOMAP products,
contact via internet
(www.scotese.com), email
(chris@scotese.com), or
toll free (888) 288-0160.]

(B) Late Devonian (363 million years B.P)
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(D) Late Permian (255 million years B.p)

Laurasia PA = Palearctic
NA = Nearctic

NT = Neotropical
ET = Ethiopian

I =Indian

AN = Antarctic
AU = Australian
M = Madagascar

Gondwanaland

(F) Late Jurassic (152 million years B.P)
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(G) Early Late Cretaceous (94 million years BP)
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(J) Modern World

(L) Future (+250 million years)
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Figure 6.16 The land-
masses that constituted the
Old Sandstone Continent of
the late Devonian (365 million
years B.P.). Note that reefs
covered most of the region
that eventually formed North
America, and that regions
that now lie in temperate
zones (such as Germany and
the Appalachians) once lay
near the equator. (From Stan-
ley 1987.)

[C1Oceanic realm
Shallow sea
B Land
Mountains

Ancestral Urals

Germany

In contrast to its ancient southern counterpart, the history of Laurasia is
much more recent. Pre-Laurasian landmasses remained isolated until the early
Devonian (about 400 million years B.P.), when the precursors of Northern
Europe, which once occupied subantarctic latitudes, drifted northward across
the equator to collide with the precursors of North America and the northern
part of Siberia, forming the “Old Sandstone Continent” (Figure 6.16). The pre-
cursors of China and southern Siberia remained isolated in subtropical lati-
tudes of the Northern Hemisphere, far from Gondwanaland, which was then
situated near the South Pole. During the Carboniferous period, Gondwana-
land began drifting northward, and eventually united with the Old Sandstone
Continent about 300 million years B.P. Later, during the early Permian (about
270 million years B.P.), western Asia collided with Europe to form the Ural
Mountains and unite the bulk of Pangaea. At this time, eastern Asia still
remained isolated as several large islands, which partially divided the world’s
oceans and encircled the Tethys Sea along the eastern margin of Pangaea (Fig-
ure 6.15D). By the late Permian, these landmasses consolidated, and Pangaea
formed a great, continuous landmass stretching from pole to pole.

Although this fact is often overlooked, coincident with the formation of
Pangaea, the marine basins were united to form one great ocean, Panthalassa.
Thus, the Permian was a time of great connectivity and exchange among both
terrestrial and marine biotas, many of which had evolved in isolation for hun-
dreds of millions of years.

The breakup of Pangaea. Great evolutionary radiations of most terrestrial
families and many orders, especially among vertebrates, seed plants, and
insects, occurred after the breakup of Pangaea and Panthalassa. In fact, the
diversification of many taxa may have been a direct outcome of this breakup
and the resultant isolation of terrestrial and marine biotas. As the continents
fragmented and drifted toward different latitudes and climates, reduced gene




ﬂow and altered selective pressures allowed rapid speciation and radiation of
their rafting biotas. Again, the history of tectonic events provides invaluable
insights for interpreting biogeographic patterns, both past and present.

The breakup of Laurasia and its rifting from Gondwanaland. The breakup of
Pangaea was actually initiated in the early Jurassic (about 180 million years B.P)
when the Turgai Sea (Figure 6.15E) expanded southward from the Arctic to split
Asia from Euramerica (i.e., eastern from western Laurasia). By the mid-Creta-
ceous (about 100 million years B.P.), a shallow sea separated western North
America from Europe and eastern North America, dividing Laurasia into three
landmasses (Figure 6.15F-G). By this time, active seafloor spreading had begun
to open the Atlantic, and the remaining narrow landbridges between Laurasia
and Gondwanaland (near Central America and North Africa) were broken,
transforming the Tethys Sea into a circum-equatorial seaway.

By the late Cretaceous (75 million years B.P.), a land connection between the
Laurasian landmasses had been reestablished across the Bering Strait (Figure
6.15G-H). Thus, at about the same time that one land connection between
eastern North America and western Europe was severed, a new one formed
between western North America and Asia, permitting continued exchange of
organisms. This connection, Beringia, persisted through most of the Cenozoic,
although an uninterrupted landbridge was not continually present (see Chap-
ter 8). Transient connections among the remnants of Laurasia (between North
America and Europe) also existed across the Greenland-Scotland Ridge dur-
ing the early Tertiary (i.e., the Thulian and DeGeer routes). Paleontological evi-
dence indicates that these connections across the North Atlantic were impor-
tant corridors for the migration of animals and plants (McKenna 1972a,b;
Sclater and Tapscott 1979; Barron et al. 1981). Earlier, biotic exchange also
occurred across transient land connections that often linked the British Isles
with Greenland and Canada during the early Cretaceous (Hallam and Sell-
wood 1976). As a result of this long history of exchange between the Nearctic
and Palearctic regions, they share many species of plants and animals, and
have often been coupled as a superregion, the Holarctic.

Other areas of the Nearctic have a much more recent history. As North
America drifted away from Europe, its southeastern coast, including land
from New Jersey to Yucatén, Mexico, became submerged to form a great sed-
imentary basin. The Atlantic Gulf Coast was under water from the late Juras-
sic until the Eocene, so all the forms living there today are recent colonists.

The breakup of Gondwanaland. Roughly simultaneously with the initial
breakup of Laurasia, the landmasses of Gondwanaland began to separate.
According to one recent review by Storey (1995), the separation of Gond-
wanaland proceeded in three stages (Figure 6.17). First, during the early Juras-
sic (about 180 million years B.P.), rifting opened the Somali, Mozambique, and
Weddel Seas between eastern and western Gondwanaland. This initial rifting
was followed by seafloor spreading, which united these relatively narrow seas
and split Africa and South America from the remainder of Gondwanaland
(Madagascar, India, Australia, Antarctica, and New Zealand) about 160 mil-
lion years B.P. At this time, Madagascar and India were adjacent to the north-
eastern margin of Africa, while Australia was located to the south along the
eastern margin of Antarctica in a position rotated approximately 90° clockwise
from its present position (Figure 6.17B).

During the second stage of the breakup, Madagascar and India were sepa-
rated from the Antarctica-Australia landmass by a narrow seaway (about 130
million years B.P.). Active seafloor spreading had begun by about 125 million
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Figure 6.17 Stages in the
breakup of Gondwanaland.
Bold lines show zones of
seafloor spreading. (After
Storey 1995.)
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years B.P, further isolating India and Madagascar from Antarctica and Aus-
tralia (Figure 6.17C). Also at about this time, South America and Africa rifted
apart, thus forming four Gondwanan landmasses (South America, Africa,
Madagascar-India, and Antarctica-Australia-New Zealand). Finally, during
the mid-Cretaceous (about 100 million years B.P)), Australia and New Zealand
rifted from Antarctica, and extensive seafloor spreading continued to disperse
the remnants of Gondwanaland. Later, during the Paleocene (about 60 million
years B.P.), the Mascarene basin expanded to separate Madagascar and the
Seychelles archipelago from India (Figure 6.15G-H). Throughout this period,
India’s migration northward was very rapid, averaging 15 cm per year. At
about 60 million years B.P., India collided with Eurasia, initiating the uplift of
the Himalayas (see Figure 6.15H-I; Butler 1995).

Much farther to the south, New Zealand retained a connection to Antarctica
and what is now the eastern margin 6f Australia until about 90 million years
B.P. New Zealand broke away, first from Australia and then from Antarctica,
about 80 million years B.P., drifting farther east of Australia during the devel-
opment of the Tasman Sea. While other remnants of Gondwanaland were
drifting toward the lower latitudes, Antarctica continued its slow poleward
journey. By the Miocene, Antarctica was situated over the South Pole, trigger-
ing the development of the great polar icecap.

History of Central America and the Antilles. No matter what brand of histor-
ical biogeography you practice, the history of Mesoamerica and the Caribbean
region is a complex and intriguing case study. The reasons for this are obvious.
First, biogeographers need to know how much opportunity there was for the
exchange of organisms between the Nearctic and Neotropical regions following



the breakup of Pangaea. Second, we need to know whether the rich biota of the
Caribbean islands, especially the Greater Antilles, arrived there exclusively by
long-distance dispersal, as suggested by Darlington (1938) and many others, or
whether the islands are remnants of an ancient landmass that at one time was
continuous with the mainland (i.e., either North or South America).

Following the formation of Pangaea, the precursors of North and South
America remained connected until about 160 million years B.P. The ancient
connection between Mexico proper and South America was apparently sev-
ered by the late Jurassic (approximately 150 million years B.P.). During the
early Cretaceous (120 to 140 million years B.P.), a chain of volcanic islands
began to emerge along the eastern edge of the Caribbean Plate. By the late
Cretaceous, this plate had drifted eastward so that this archipelago, called the
Proto-Antilles, was in a position to serve as a stepping-stone route for limited
exchange of some terrestrial organisms between the Nearctic and Neotropical
regions (Figure 6.18). The Proto-Antilles continued to drift eastward along the
leading edge of the Caribbean Plate to eventually form the Greater Antilles,
the Caribbean Mountains of Venezuela, and the ABC (Aruba, Bonaire, and
Curacao) islands off the coast of Venezuela. Some small fragments of the
Proto-Antilles may also have been displaced to the region of the Lesser
Antilles. By Eocene times (58 million years B.P.), the core of the Greater Antilles
had achieved their present positions.

The formation of the current landbridge between North and South Amer-
ica was an important event for New World biogeography. Waves of migra-
tion across this landbridge, called the Great American Interchange, pro-
foundly affected the diversity and composition of the Nearctic and
Neotropical faunas (see Chapter 16). Like the Proto-Antilles, the Central
American landbridge may have first emerged during the late Cretaceous (80
to 65 million years B.P.) as a chain of islands far west of its current position. It
then drifted eastward with the boundary between the Cocos and Caribbean
Plates (Briggs 1994; Figure 6.18). At the end of the Cretaceous (65 million
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Figure 6.18 One possible reconstruc-
tion of tectonic events in the
Caribbean. Central America first
formed as an archipelago in the Pacific
Ocean during the early Cretaceous
(120 to 140 million years B.P.), then con-
tinued to drift eastward along with the
Caribbean Plate and the Proto-Antilles.
The Central American archipelago
eventually drifted to its position be-
tween the two continents by the mid-
Miocene (20 million years B.P.), but did
not form a complete landbridge until
the late Pliocene (around 3.5 million
years B.P.). (After Briggs 1994.)

Caribbean Plate
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years B.P.), the sea level fell substantially to expose a continuous, albeit nar-
row, landbridge. This scenario remains hypothetical, but it is consistent with
the available biogeographic evidence, which suggests isolation of marine
invertebrates on eithér side of the Central American rise simultaneous with
the Paleocene exchange of some mammals, lizards, frogs, and freshwater
fishes between Neotropical and Nearctic regions (see Gayet et al. 1992; Briggs
1994). This hypothesized Cretaceous-Paleocene landbridge, if it ever existed
as a continuous strip of land, must have quickly submerged beneath rising
waters during the late Paleocene.

The final emergence of Central Amerlca in the Neogene was produced by
convergence of the Cocos, Nazca, and Carlbbean Plates. By the late Miocene
(10 to 5 million years B.P.), the Central American archipelago provided a step-
ping-stone route for the dispersal of a Variety of terrestrial organisms. Approx-
imately 3.5 million years B.P,, the archipelago finally fused to form the current
Central American landbridge between the Nearctic and N eotropical regions
(see Robinson and Lewis 1971; Coney 1982).

Tectonic Development of Marine Basins and Island Chains

We commented earlier on the unfortunate tendency of biogeographers to
ignore the tectonics of the marine realm, except as it relates to the biogeography
and paleontology of terrestrial biotas. Yet the marine realm, in addition to cre-
ating major barriers to dispersal for terrestrial organisms and influencing cli-
mates on continents and islands, constitutes most of the biosphere. As we
noted earlier, when the earth’s landmasses were consolidated to form Pangaea,
its marine basins also were joined to form one world ocean, Panthalassa. As the
Pangaean landmasses split apart, seafloor spreading created new marine basins
at the expense of Panthalassa, which was fragmented and isolated by the drift-
ing continents. Just as terrestrial climates are strongly influenced by adjacent
oceans, charges in the positions of continents changed paleocurrents dramati-
cally, strongly influencing the temperatures and basic chemistry of marine
waters. Often throughout the earth’s history, these climatic changes have pro-
duced glacial cycles, which lower sea levels during their peak phases and raise
sea levels to flood the continents during glacial minima.

. Again, a sound understanding of its unique tectonic history is essential for
anyone studying the biogeography of the marine realm. While continental
plates have drifted, broken apart, and united, they have neither been created nor
destroyed. In contrast, the ocean floor is continually created at the midoceanic
ridges and consumed at the trenches Consequently, most of the present ocean
floor is less than 50 million years old. In the following sections we summarize
some of the major events associated with the formation and disintegration of
marine basins and shallow, epeiric seas, and discuss associated phenomena
including the formatioh of island chains and the dynamics of marine currents.

Epeiric seas. Epeiric s'eas, also called epicontinental seas, are formed when
sea levels rise and the oceans flood continental plates. We happen to be living
today in one of the driest periods in the hlstory of the earth. Anyone who has
hunted for fossils in the interior of the United States or Eurasia, however,
knows that vast seas covered these areas many times, leaving thick deposits of
limestone, formed from the calcium carbonate of ancient coral reefs and the
fossilized remains of marine organisms.

Epeiric seas usually act as barriers to terrestrial organisms, subdividing a
landmass into smaller emergent regions. In the early Cretaceous (about 50 mil-
lion years B.P), for example, epeiric seas split Australia into three subconti-
nents. Such events had important biogeographic consequences for biotic dif-



ferentiation and extinction (see Chapters 7 and 10). Some of the more interest-
ing examples since the Paleozoic are the marine transgression in North Amer-
ica from the Gulf of Mexico as far west as Arizona, and the subdivision of
mainland Africa (Cooke 1972) (see Figure 6.15H-I). The mid-American sea-
way dried up by the Paleocene (about 65 million years B.P.), while the Turgai
Sea dried up during the Oligocene (about 30 million years B.P.), again allowing
biotic exchange. India is one of the few large regions that has had relatively lit-
tle change in its coastal outline throughout the Phanerozoic.

On a smaller scale, we can find important changes in river systems. In
South America, the Amazon had a complex history, changing its drainage sev-
eral times, from westward in the early Cenozoic prior to the uplift of the
Andes to its present drainage eastward into the Atlantic. River systems such
as the Mississippi and the St. Lawrence in the United States also have changed
course many times. In the western United States, the Great Basin, which
includes much of Utah, Nevada, and eastern California, now has no drainage
to the ocean, only numerous alkali sinks and dry lake and river beds. How-
ever, during wetter periods over the last million years, there were connections
to both the Colorado River in the south and the Columbia River (via the Snake
River) in the north.

Formation of the Mediterranean and Red Seas. After being freed from
North America and South America, Africa began to swing counterclockwise
toward Eurasia and closed the formerly extensive Tethys Sea. A bridge was
formed between Asia and Africa through Arabia following their collision in
the middle Tertiary (35 million years B.P.), which not only created the Zagros
Mountains of Iran, but also confined the Mediterranean Sea along its eastern
margin. As Africa approached southern Europe, a number of deformations
were initiated, including the counterclockwise rotation of Italy, which pro-
duced its characteristic diagonal orientation (McElhinny 1973a; see also Hsii
1972; Biju-Duval and Montadert 1977; Bureau de Recherches Géologiques et
Miniéres 1980a,b). By the early Miocene (24 million years B.P.), the Straits of
Gibraltar had closed, causing desiccation and a 6% increase in salinity in the
Mediterranean.

While the Mediterranean formed through the closure of a once expansive,
circum-equatorial seaway, the Red Sea formed de novo through the rifting of
continental landmasses. The Red Sea, lying at the eastern margin of the
Mediterranean, provides a recent example of a marine basin created by rifting,
which began approximately 35 million years B.P. (Figure 6.19). Seafloor spread-
ing then accelerated during the early Miocene (21 to 25 million years B.P.). The
Straits of Gibraltar rifted apart during the late Miocene to open the Mediter-
ranean Sea to the Atlantic. Rifting proceeded more rapidly in the south, result-
ing in an angular separation of the African and Arabian Plates hinged along
their northern juncture. This created a large basin continuous with the Indian
Ocean to the south, but isolated from the Mediterranean. The rift system that
created the Red Sea seems continuous with Africa’s Great Rift Valley. If current
trends continue, the tectonic events creating the Red Sea may be repeated in
eastern Africa, with its great lakes eventually connecting to form an extensive
inland seaway continuous with the Indian Ocean. The biota of eastern Africa
would then drift in isolation, much like that of India during its northward
migration from Gondwanaland, providing a fascinating natural biogeographic
experiment.

Dynamics of the Pacific Ocean. Early articles on continental drift focused
mainly on the continental plates, but soon considerable attention was focused
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Figure 6.19  Tectonic activ-
ity in the Great Rift Valley
system of eastern Africa. Ar-
rows indicate directions of
plate movements; rates of
movements are in 