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Preface—Lift off

              Many readers are interested in rockets but not in mathematics, and so your authors have to square a circle—to present a technical subject in a manner that is insightful without presenting it using the language that provides the insight. We do this by choosing carefully which aspects of rocketry to analyze mathematically and by relegating
              all
              the math to a technical Appendix. Thus, those of you who do not care to read math analysis can stick to the main text, where smooth and continuous prose will elucidate the rocketry (you will have to take our word for it that the analysis is right). Those readers who crave math—and they are not such rare creatures as you might suppose—will find that the derivations provided in the technical appendix are complete, though condensed. High school physics will get you through the main text; undergraduate physics and math are needed for the Appendix.
            

              We generally use scientific units and notation. Thus: meters instead of feet, and kilometers instead of miles, though we will provide both occasionally, especially in a historical context. Speed is here measured in meters per second and denoted ms
              -1
              rather than m/s. Here is your first conversion: 1 ms
              -1
               = 2.24 mph.
              
                Acceleration
                
              
              is measured in ms
              -2
              : the acceleration due to gravity at the Earth’s surface is
              g
               = 9.8 ms
              -2
               = 32 feet per second per second. In dimensionless units we say this is 1 g (so that an acceleration of 25 ms
              -2
              is 2.55
              g
              ). We use G to represent the force that results from acceleration
              g
              , so that an
              
                astronaut
                
              
              in a centrifuge subjected to 2
              g
              acceleration will feel a G-force of two—double his weight.
            
There are two authors. We wrote different chapters and when we combined them to form an early version of the full manuscript we found that, naturally enough, some of the more important subject matter was repeated—with stylistic differences. Generally we have expunged one or other account of such repeated material (leaving the clearer version) but occasionally we have retained both, where it seems to aid clarity or emphasize a significant point.

              A note on terminology: The first human in space was Yuri
              
                Gagarin
                
              
              , a
              
                Soviet
                
              
              citizen. The Soviets and their
              
                Russian
                
              
              successors have always called their space travelers ‘cosmonauts’; everyone else’s are known as ‘astronauts’. The ‘cosmo’ comes from cosmos, meaning the whole Universe, and the ‘astro’ comes from stars. For simplicity we will call them all astronauts and, so far, none of them have been further than the Moon. Still, it’s early days… In the same vein we sometimes use ‘Russian’ for ‘Soviet’ because the
              
                USSR
                
              
              can be considered as the Russian Empire under new management. Following the collapse of the USSR, we stick with Russian.
            
More terminology: like all technical subjects, rocketry and space travel are full of jargon, acronyms and abbreviations. Here are a few of the more common ones to get you in the mood—we will define them in the text when first introduced, but in case you later forget what they stand for, you can refer back to this preface.

              	• ABM
	
                          Anti-Ballistic Missile
                        

	• AI
	
                          Artificial Intelligence
                        

	• CONOPS
	
                          CONcept of OPerationS
                        

	• ESA
	
                          European Space Agency
                        

	• GNC
	
                          Guidance, Navigation and Control
                        

	• GSO
	
                          GeoSynchronous Orbit
                          or
                          GeoStationary Orbit
                        

	• GTO
	
                          Geostationary Transfer Orbit
                        

	• ICBM
	
                          Inter-Continental Ballistic Missile
                        

	• IRBM
	
                          Intermediate Range Ballistic Missile
                        

	• ISS
	
                          International Space Station
                        

	• LEO
	
                          Low Earth Orbit
                        

	• MIRV
	
                          Multiple Independently-Targetable Re-Entry Vehicle
                        

	• NASA
	
                          National Aeronautics and Space Administration
                        

	• NEO
	
                          Near-Earth Orbit
                        

	• R&D
	
                          Research and Development
                        

	• RPG
	
                          Rocket-Propelled Grenade
                        

	• SSTO
	
                          Single Stage To Orbit
                        




            

              At the time of writing we are marking the 50
              th
              anniversary of the first
              Apollo
              
                Moon
                
              
              landing. The rocket that lifted the lunar module with its human
              
                payload
                
              
              out of the grip of Earth’s gravity was the
              Saturn V
              —the most powerful rocket flown to date. We will see in this book that rockets as we know them peaked with
              Saturn V
              —future
              
                
              
              rockets will be different beasts, with more brains (the computing power aboard
              Saturn V
              was feeble compared with what you carry around in your smartphone) and less brawn. They will perform a wider range of tasks, for which they will be fine-tuned—some of these
              
                future
                
                
              
              rockets won’t even
              be
              rockets. A hundred years from now we will lift ourselves into orbit in an entirely different manner that circumvents the need for chemical rocket
              
                motors
                
                
              
              
                
              
              —which are
              only just
              capable of overcoming Earth’s gravity, as we will see. Once in orbit, we will send people to
              
                Mars
                
              
              or the stars with machines that are quite different again. This book celebrates the old-fashioned beasts like
              Saturn V
              , looking back and a little forward (these dinosaurs will be with us for a few more decades), but also casts a curiosity-filled glance at their replacements.
            

Mark Denny
Alan McFadzean
Victoria, BC, CanadaEdinburgh, UK
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          Why indeed. Rockets were first employed over a thousand years ago as
          
            fireworks
            
          
          and as weapons of war, and latterly—for the past sixty years—as vehicles for getting
          
            payloads
            
          
          into space. As weapons of war, they were something of an adornment for most of their existence—they looked impressive but served little function, playing second fiddle to arrows and then
          
            artillery
            
          
          shells. Only in the last century have they emerged from the shadows as engines of megadeath (which did tend to grab people’s attention). But so what?
        

          Neither fireworks nor ICBMs
          
            
          
          (Inter-Continental Ballistic Missiles) are why we find rockets so intriguing. The primary reason why rockets have routinely grabbed the headlines and technological limelight in recent generations is because they are the only means we currently have of sending payloads into space—therein lies their fascination.
        
This preliminary section of the book is a guide—an outline—to many of the subjects within the multifaceted subject of rocketry, telling where in later chapters you will find them discussed, analyzed, dissected or otherwise taken apart.
You must find rockets interesting, or you wouldn’t have picked up this book. We must find them interesting to have written it. In fact, when we submitted our book proposal to the publisher, we noted that they already had several rocket-related books in their catalog of titles—so lots of other people must find something interesting about these odd, extreme machines.
Oddity #1: a rocket is a machine for moving rocket propellant. The truth and significance of this bizarre tautology will become clear in Chap. 3, where we address and explain the key physics underlying rocketry. Oddity #2: the first rocket propellant was invented before the first rocket (explained in Chap. 2, where we delve into rocket history). Oddity #3: the theory of rocketry was developed a few years before the theory of flight—in the same year that the Wright brothers made the first brief and tentative foray into powered flight on a freezing day in December 1903. Flight happened first only because of the difficulties of getting to space.
Part of the appeal of rockets is surely their strangeness and variety (emphasized in Fig. 1.1, which shows two very different rocket launchers). The contrast in scale is perhaps significant in pinning down the appeal. We are familiar with firework rockets that are launched from bottles, and so arguably can better appreciate the massive machines we watch on TV launching satellites into space. There is a continuum of scale between stick rockets launched from milk bottles and the Saturn V launching Moon probes: rocket enthusiasts—members of rocket societies that have been around for nearly a century in many countries across the world (Chap. 2)—design, build and launch rockets today that might rise only twenty meters into the air or might reach the edge of space, as we will see. The engineering of big, heavy-lift rockets such as Saturn V is very different from the engineering of little firework rockets but the propulsion physics is the same (Chaps. 3 and 4).[image: ../images/469943_1_En_1_Chapter/469943_1_En_1_Fig1_HTML.jpg]
Fig. 1.1Two rocket launch pads. (a) Launch Pad 39-A, at the Kennedy Space Center in Florida. Apollo-11
                    
                   was launched from here atop the famous 
                    Saturn V
                    
                   heavy-lift rocket, as were the first and last Space Shuttles
                    
                  . (NASA has leased 39A to SpaceX for 20 years.) 39A is constructed from 120,000 cubic yards (92,000 m3) of concrete and 8,000 tons of reinforced steel, and took two years to build. NASA image. (b) Glass milk bottle, used to launch 2-oz stick rocket fireworks. (Can also be used to hold milk.) Constructed from 0.0005 tons of glass. MBS Wholesale Supplies image.


The main reason why people like rockets, we repeat, is the connection between rockets and space. Space—the black nothingness above our atmosphere, the cold vacuum between the stars—has been a source of fascination ever since people began to look up at night. All the Earth’s land has now been explored, and even the depths of the world’s oceans have been measured, mapped and categorized (if only by remote-controlled submarines); what is left to explore is out there in space. How to get up into space—to investigate it, to help us understand how the universe ticks, to colonize other worlds—is a practical question that has occupied the imaginations of some far-seeing engineers, scientists and writers since the end of the nineteenth century (Chap. 2). Rocketry is the only technology that can possibly get us from the Earth’s surface into space. (That observation, true for the last hundred years, may be about to change (Chap. 7)). Not just get us there: rockets are (almost) the only means of propulsion in space (why won’t jets work? See Chap. 3).
The Space Race, the public face of the Cold War, was to some degree a competition between two groups of ex-Nazi rocket scientists (Chap. 2), at least in its early stages. The difficulties of getting human payloads to the Moon were partly physics, but mostly engineering (Chaps. 4 and 5). How do you control a hundred-meter-high stack of toxic, corrosive and explosive propellant on the launch pad? What prevented a 
            Saturn V
            
           from keeling over in the first few seconds after lift-off, when the rocket was inching its way off the launch pad? Answers in Chaps. 5 and 6, where we get to tell you about guidance and control systems. Chemistry also played a role, in deriving the best possible propellants (Chap. 5). All these rocket developments arose over decades of accumulated expertise, punctuated by plenty of unsuccessful launches, explosions on the launch pad and in the sky, plus failed components during launch and in space. The pure physics of rocketry in the Earth’s atmosphere and in the vacuum of space had been worked out well before the first successful mass-produced rocket (the German V2) ever got off the launch pad (in contrast to flight through the air, where theory initially trailed practice). The difficulties and practical problems that needed to be solved so that humankind could progress from a World War Two (WW2) ballistic missile rocket to a Moonshot rocket took a generation to overcome and had little to do with physics; as we will see, they were almost all problems of engineering.
The rockets that are associated with the launch pad of Fig. 1.1a are the main subject of this book; those associated with the launch pad of Fig. 1.1b are discussed here. Skyrockets are the traditional aerial firework. For large public displays nowadays, aerial fireworks are often launched via a mortar, but in the past and in many backyards today, a small skyrocket firework is attached to a stick placed in a milk bottle for launching. The stick is a simple example of 
            fin stabilization
            
          
            
          . The idea is that the rocket accelerates out of the milk bottle very quickly so that by the time it loses contact with the bottle, it is traveling fast enough for the stick to be sufficiently influenced by aerodynamic drag to keep the rocket vertical (Chap. 5). Thus the milk bottle orients the rocket vertically while the rocket is being launched, and the stick keeps it oriented vertically during flight. That is the theory, anyway, and it works most of the time.
Technically classed as low explosive pyrotechnic devices
            
          
            
          , fireworks began simply as gunpowder packed into bamboo tubes. Invented in China in the early ninth century, almost certainly as a consequence of the earlier invention of gunpowder (of which, much more later), fireworks displays became a big deal in China, and have remained pretty much a big deal there ever since. China produces more fireworks than any other country; this was the case a thousand years ago and it is true today. Professional fireworks makers and fireworks display organizers existed in China from very early days. Fireworks were considered propitious: they helped to ward off evil spirits, celebrate major festivals and mark state occasions. Today the same applies, with greater emphasis on key festivals and not so much on evil spirits. Many of the world’s nations stage fireworks displays for big occasions, such as the Moon Festival in China and the Fourth of July in the United States (fireworks have celebrated US Independence Day since the very first one). Especially, New Year’s Day is brought in by many of the world’s nations at midnight local time with enormous displays of aerial pyrotechnics that are broadcast around the globe.
Modern fireworks are, unsurprisingly, much more hi-tech than the first gunpowder-packed bamboo devices. The current largest aerial firework weighs half a ton, and is fired from a mortar in Japan every 9th/10th September to an altitude of 850 m (half a mile) where it explodes into a rosette 800 m in diameter. The world’s tallest building (at 828 m) is the Burj Khalifa in Dubai; every New Year it is the platform for an enormous pyrotechnic display as 1.6 tons of fireworks erupt from all four sides (and from the top) over a 10-minute period. The current record for the fastest rate of letting off fireworks was also set in Dubai, in 2013: 479,651 shells were fired into the air in six minutes. That’s 1,332 shells per second. The largest ever firework display was another New Year celebration, this time in 2015–16 in the Philippines: 810,904 were let off over a 1 ½ hour period, in pouring rain. Many of these pyrotechnic displays—and others not described here such as the world’s largest Catherine Wheel firework and the world’s largest sparkler—can be viewed on Youtube.1
The spectacular colors of fireworks are a modern innovation, and are due mostly to metal salts that are mixed in with the gunpowder. Adding strontium carbonate gives a brilliant red light, magnesium alloyed with aluminum produces a very bright white light (recall those old-fashioned camera flash bulbs; they burned magnesium), copper chloride gives out blue light. Add barium chloride for green, calcium chloride for orange and good old table salt, sodium chloride, for yellow. Iron, aluminum, and titanium dust are good for bright, silvery sparks. Zinc dust makes great smoke.
More modest and traditional skyrocket fireworks are not fired from mortars but from milk bottles, as we have seen. The business end of these stick rockets is usually a paper or pasteboard tube packed with gunpowder. When the fuse is lit, the powder is ignited. Gas is generated and whooshes out of the lower end of the tube, pushing the rocket skyward. (This is the non-technical description of rocket action—‘whooshes’ probably doesn’t make it as a scientific descriptor.) The technical description is in Chap. 3; this physics applies to bottle rockets, 
            Saturn V
            
           and everything in between.
Why rockets? Used as military and then cultural adornments from historical times, rockets became seriously important during the Cold War, we will see, as ballistic missile engines. Then rocket designs grew, flowered, stretched and extended to get humans into space during the Space Race. This was when rockets really grabbed the imaginations of the general public, on both sides of the Iron Curtain. Yes, rockets had been around since the year dot, but unimportantly. Yes, they became important as ICBMs, but much of that development was secret, out of the public view. But space is the public view, at night, and getting there became feasible with Cold War rockets. Our ancient fascination with space, and the prospect of actually sending someone there (perhaps especially the prospect of getting there ahead of either the Russians, or the Americans, depending on your Cold War camp) brought rockets and rocket development front and center. Little rockets can take a firework into the sky, so maybe big rockets could take a Yuri into space, and a Neil to the Moon.
And then... where?
Those rocket societies thrive still. They have always been relevant, but quietly faded from the bright lights of public exposure once governments and, more recently, private enterprises got interested in rockets. In the words of one recent writer, “...ordinary citizens...delighted in the great space dream, and carried rocketry during the late 1920s and into the 1930s through a network of societies.”2 Amateur space enthusiasts have put forty satellites into orbit over the past half century for amateur radio communications or as projects of amateur astronomers. For some of the societies, however, rocketry is the end product, not just a means to an end. Thus the Reaction Research Society, based in California, set a record for altitude achieved by a rocket developed by an amateur (George Garboden): in 1996 a rocket launched from the Black Rock Desert, Nevada, achieved an altitude of 80 km (50 miles). Another amateur group, CSXT (for Civilian Space eXploration Team), beat this and then beat it again, setting the current altitude record of 118 km in 2014.
At the other end of the scale, very small rockets (fireworks, really) cost a dollar or two. The smallest may get 5–10 m into the air. Model amateur rocketry engines are classified according to the impulse that they generate (impulse is thrust—the force generated by the motor—multiplied by the burn time). The class of motor is designated, in increasing size: micro, ¼A, ½A, A, B, C,... …S. The impulse increases by a factor of two each time you step up a class, so the most powerful of these amateur motors have two million times the thrust of the smallest. (Of course the professional Moonshot rockets and modern heavy-lift rockets go well beyond the thrust of even the most powerful amateur rockets—as much as 30,000 times the thrust of a class-S rocket.) Cost increases roughly proportional to impulse: you can buy a kit consisting of a rocket with a class-C motor plus launcher from Amazon for $30, whereas just the class-S motor of the CSXT GoFast rocket that reaches space will cost you north of $50,000. Anything up to class-G is labeled a model rocket
            
          , which can be purchased over the counter, and is not subject to regulation. If the motor is class-H to class-O then it propels a 
            high-power rocket
            
           and is subject to government regulation in the United States, more and more so as impulse increases (Level 1 certification for class-H and -I; Level 2 for J, K, L; Level 3 for M, N, O.) American regulation (the degree of regulation varies from country to country) means a Low Explosives
            
           Users Permit, a Federal Aviation Authority (FAA) waiver, and certification that included written exams. The FAA gets a say in your high-power rocket flight because, of course, more powerful rockets fly higher (over three kilometers, or 10,000 ft) and might otherwise get in the way of overhead aircraft. The regulations, and advice about rocket construction and operation plus more technical articles than you can shake a stick at, are available from a number of national rocketry organizations, such as the two bodies that oversee high-power rocketry in the US: the National Association of Rocketry and the Tripoli Rocketry Association.3
Model rockets are generally powered by gunpowder propellant, but high-power rockets usually have a composite propellant, and they may be multistage with different propellants at each stage. All but the lowest impulse rockets are reusable—they can be recovered (typically following a parachute descent) and supplied with a new motor. Mid-to-high impulse rockets carry payloads: anything from a camera up to scientific instruments that can observe and record atmospheric or space data.4
Summary of the plan for this book: History, Physics, Engineering, Propulsion, Control, Guidance and finally, What’s Next. Mathematical analysis is caged in an Appendix for readers who crave the physics. Our exposition is down to earth (and air and space) in that we won’t shy away from gritty engineering, but will shy away from its details. We get speculative in the last chapter, where imagination becomes a reader requisite alongside a technical interest in rocket science.
Reference Works
	Burrows, W.E. This New Ocean: The Story of the First Space Age. (New York: Random House, 1998).

	Plimpton, G. Fireworks: A History and Celebration. (New York: Doubleday, 1984).

	Werrett, S. Fireworks: Pyrotechnic Arts and Sciences in European History. (Chicago: University of Chicago Press, 2010).


Footnotes
1For firework displays captured on Youtube, see e.g. What if You Burn 10 000 Sparklers?, Largest Catherine Wheel On Earth Guinness World Record, Watch Dubai New Year
                
              
                
               2019 fireworks in full. For more details about all aspects of fireworks, see Plimpton (1984), Werrett (2010). See also the online Wired article by J. Greenberg: What’s Inside Fireworks: Glitter Starch and Gunpowder at www.​wired.​com/​2015/​07/​whats-inside-fireworks/​.

 

2The quote is from Burrows (1998), p 64.

 

3The National Association of Rocketry website is at www.​nar.​org. For the Tripoli Rocketry Association, go to www.​tripoli.​org. Many other countries have their own national amateur rocketry societies. The regulations governing their launches vary quite a lot from one country to the next.

 

4There are many Youtube videos of amateur rocket launches, covering the spectrum of rocket sizes. For low-impulse rockets that reach up to 450 m (1,500 ft) altitude, see for example the rocket competition of several enthusiastic young dudes at Model Rocket
                
               Battle; for more serious coverage and more powerful rockets, see Top 5 Amateur Space Launches That Actually Worked and GoPro Awards: On a Rocket Launch to Space. The latter videos show multi-stage rockets with onboard cameras.
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          The history of these strange machines places everything else about them in context. We will have a better idea of rocket future by knowing something of rocket past. In fact, the history of rocketry and rocketeers
          1
          is very interesting anyway. So we begin our account of rocket science with its origins, both technical and intellectual (the engineering and the physics, respectively).
        
The historian
            
           Arnold Toynbee once famously said that “history is just one damned thing after another.” We have adopted this approach in Fig. 2.1, which presents a timeline of rocket history, setting out the key developments as a linear progression, without links. The rest of this chapter fills in the gaps, showing the links that do exist between the headlined events.2[image: ../images/469943_1_En_2_Chapter/469943_1_En_2_Fig1_HTML.png]
Fig. 2.1Rocket history timeline. The left line show the major events over the first thousand years; the right line shows those of the last century or so. Different fonts are used for theoretical and practical developments.



To summarize this history in one paragraph: rockets were invented as a consequence of the first rocket propellant (gunpowder) being invented. Used initially as medicine and fireworks in China, the new technology quickly became adapted to warfare. Warfare then spread rocket technology across the Old World. Military applications spurred technical development, as it has in so many other fields, from metallurgy to manned flight.3 Theoretical developments in physics permitted some visionaries with a fascination for space travel to show how rockets could facilitate such travel—indeed, for reasons we will soon discuss, rockets are the only mode of powered transport in space. Thereafter the development of rocketry followed two paths: the continued application to an expanding number of increasingly important military roles, and the design and construction of vehicles for reaching space, and traveling across it.
We begin at the beginning; this approach defies the logic of many journalists (who prefer to begin with an eye-catching headline, and then backfill) and perhaps betrays our technical backgrounds. We will let you decide how much of rocket history is in the now—generated by immediate, local stimuli (the “one damned thing after another” view) and how much is interlinked, a woven pattern that threads through the centuries.
Gunpowder
It may seem odd that rocket propellant was developed before rockets, but of course the reason is clear: gunpowder was developed for other reasons, and it was only because of the existence of gunpowder than rockets could be invented.
A number of things in that last sentence need unpacking. First: yes, gunpowder is a rocket propellant. All we need to know about propellants in this chapter is that they are a combination of fuel and oxidizer. They contain within themselves the oxygen that they need for combustion; this characteristic distinguishes propellants from fuels. Gunpowder could burn in a vacuum (indeed, in space)—it does not need atmospheric oxygen, unlike fuels such as gasoline. Second: the name is a bad one. Gunpowder was not initially employed in guns, and when it was used in conjunction with guns it was as a grain, not a powder. To confuse things, the term has changed meaning somewhat: nowadays the word ‘gunpowder’ refers generically to other propellants utilized to project bullets and artillery shells; the original substance is now termed 
              black powder
              
            .4 Third: we will see that it is not clear whether rockets were invented or discovered. That is to say, they may have been a serendipitous development, an accidental discovery, rather than the result of an Aha! moment of some clever military engineer or fireworks technician.
Components
Gunpowder is not a pure chemical, in the sense that gasoline or nitroglycerine or baking powder or aspirin are—it is not a homogeneous material. Gunpowder is a mixture of three chemicals: two elements (sulfur S and carbon C)
                
              , and a compound (potassium nitrate KNO3) known as saltpeter. Sulfur is a common mineral—it is the biblical brimstone, and is a yellow crystalline solid at room temperatures. Carbon is readily made as charcoal. These two elements are the fuel; saltpeter is the oxidizer. The proportions of these three components that are mixed together to form gunpowder varies greatly among ancient sources, and the details are important, because different mixtures produce a flammable material with different properties.
One of the older recipes5, from Europe around 1300 CE, is for making ‘flying fire’ with thunder—clearly a propellant for artillery of some sort. It consists of sulfur:charcoal:saltpeter in the ratio 1:3:9. This recipe (Partington, p49) contains a higher fraction of oxidizer than some earlier recipes and is thus a better explosive. At best, gunpowder is classified as a low explosive
                
              , meaning that its burn rate is always subsonic (in contrast to high explosives, which burn supersonically). As a firearm or artillery propellant, it 
                deflagrates
                
               (burns subsonically), which rapidly generates high volumes of gases (carbon dioxide and nitrogen), thus pushing the projectile musket ball or bullet or shell out of the gun barrel. It is not meant to explode so fast as to burst the chamber of the gun barrel, however, though this is a possibility if the mixture is not well matched to the gun.
The constituents of gunpowder were known a long time before they were combined. Saltpeter has been known to the Chinese for about two thousand years, as medicine. It is thought that the combination of constituents was first made for incendiary purposes in China in the ninth century, again intended as medicine. Another very early application (9–10th centuries) was for fireworks, to make an impressive display and to ward off evil spirits. One account of Chinese firework rockets dates from 1264. Modern experts are not at all unified on how or when gunpowder became an explosive, rather than a flammable material. To explode, the mixture must contain a high fraction of saltpeter and the ingredients must be mixed together intimately. The first military applications of gunpowder were for bombs and rockets; ‘fire arrows’ (in the sense of rocket-propelled arrows rather than arrows set alight prior to release) date from 1232 CE in the written records, though quite possibly they were in use for some time prior to being recorded. Iron barrels with chambers to contain deflagrating gunpowder came later.
Who first applied gunpowder to rockets, thus inventing rockets? Historians are unsure, but “...the real inventor of the rocket was certainly Chinese, and is sometimes said to be one Feng Jishen, who lived about 970 CE.”6
Fire arrows
It is worth dwelling
                
               a little on these early Chinese fire arrows; they resonate with much later weapons from after the gunpowder age (which lasted six centuries, until the development of other explosives and propellants in the nineteenth century). Also, these arrows evolved into true rockets, and might just have given us our word for ‘rocket’, via the Chinese for ‘fire arrow’.7 The very first fire arrows were more like an artillery shell, however. From eleventh-century records it seems that they consisted of an arrow with a pouch of gunpowder attached near the arrowhead. A fuse was lit, the arrow fired from a bow and then—if the fuse timing was right—bang goes the enemy when the arrow reached its destination. Sounds more than a little hairy, but it is possible these crude devices might have been effective. They were first used in 904 CE during the siege of Yuzhang (modern Nanchang). Fire arrows that were propelled by gunpowder, rather than from an archer, may have appeared as early as 969 CE and their use is widely reported over the centuries. By the fourteenth century, the Ming army was ordering thousands of arrow rocket launchers, and may even have introduced a handheld version—a medieval bazooka.8 The range of these rockets seems to have been greater than that of conventional arrows fired by archers, though they were nowhere near as accurate. The fire arrows were aimed by pointing the launcher in the right direction and estimating an elevation angle; fire-arrow stability in flight will have been provided by the trailing stick, much like a firework rocket. (We will have more to say about rocket stability in Chap. 5.) See Fig. 2.2.[image: ../images/469943_1_En_2_Chapter/469943_1_En_2_Fig2_HTML.png]
Fig. 2.2Different configurations of fire arrows, the first rocket missiles. (a) Seventeenth-century Chinese man-portable version; this ‘long serpent’ launcher carried 32 poisoned arrow rockets. (b) Fourteenth-century Chinese illustration of a fire arrow rocket launcher. A box launcher like this one contained 100 arrows, which would be fired simultaneously. (c) A modern reconstruction of an early Korean multiple rocket launcher, the hwacha (‘fire cart’). Photo by Kang Byeong Kee. (d) A lighter man-portable version with a basketry launcher. Seventeenth-century Chinese illustration.



Expanding and spreading
From the fire arrow
                
               it was but a short step to the 
                fire lance
                
              . This fearsome weapon is a clear predecessor to modern firearms and flamethrowers. Here is how it worked:	Take a charge of gunpowder, place it on the end of a long stick.

	Light the fuse, point it at a charging enemy (ahem, while holding the other end of the stick).




A variant:	Take a fire rocket ‘engine’ (in other words, a rocket firework), place it on the end of a stick such that the ejected hot gases and flames point away from you.

	Light the fuse,

	Light up your approaching enemies.




The Chinese also applied gunpowder over the years to make bombs, land mines, naval mines, and bombards/ cannon. Despite attempts to keep the secret of gunpowder, knowledge of this invention—perhaps the most important one to have emerged from ancient China—spread south to India and the Korean peninsula, and north to the Mongol regions. From the Mongol expansion of the thirteenth century, knowledge of gunpowder spread westward to Persia (where its oxidizer, saltpeter, was known as ‘Chinese salt’), to the Arab world (where saltpeter was called ‘Chinese snow’) and to Europe.
Roger Bacon, an early English philosopher and scientist, is credited with the first written reference (ca. 1267) to gunpowder made in Europe: “...a child’s toy of sound and fire made in various parts of the world with powder of saltpetre, sulphur and charcoal of hazelwood.”9 This child’s toy quickly turned into a weapon; in 1331 another English scholar, Walter de Milemete wrote a treatise on kingship that included illustrations of siege weapons, one of which was a pot-de-fer—an iron pot with a narrow neck for an arrow projectile
                
              . The pot contained gunpowder propellant, ignited via a red hot wire through a touchhole.
And so gunpowder spread around the Old World as a weapon propellant, and its application expanded over the next couple of centuries to different types of weapon (mortars, cannon, muskets, pistols) as people thought of different ways to exploit this newfangled substance. The pot-de-fer can be seen as a hybrid, a kind of missing link on the evolutionary tree of gunpowder weapon development, connecting rockets on one branch with artillery and firearms on another. The branching was an early one, and for the most part we will leave the artillery/firearm side of the tree without much further comment, as this book is concerned with the other main branch, i.e. with rocket development. The pot-de-fer is the equivalent of a feathered dinosaur, with characteristics of reptiles and birds, linking them. It fires an arrow, but is a primitive cannon—the gunpowder propellant has been moved from the projectile to the launcher. The formulation of gunpowder (the recipe) for the pot-de-fer is likely different from the fire arrow formulation, because it would have needed to burn more quickly. This brings us to the subject of 
                corning
                
              , which is usually associated with firearms propellant but which we will introduce here because it brings out the important difference in deflagration rates between rockets and guns.
Corning
As with any solid
                
               propellant, gunpowder burns at its surface. This is an important characteristic that drives the design of solid-fuel rockets, as we will see. The surface area of gunpowder is greatest when the mixture of components—sulfur, carbon and saltpeter—is a fine powder. We have seen that the ingredients need to be mixed thoroughly anyway, and this is because the fuel (sulfur and carbon particles) needs to physically bind with the oxidizer (saltpeter). This binding occurs more readily when the carbon is from a porous wood, which aids the binding process at the microscopic level.10
So gunpowder must be a powder. But a powder deflagrates very fast—too explosively for a gun (it might burst the barrel) and too fast for a rocket. To a large extent the burning rate could be extended for rocket propellant by packing the powder in a chamber that was long and thin. Recall that gunpowder burns at its surface, so if one end is lit, and this end is the open surface of powder packed into a narrow tube, then the burn rate will be restricted. This geometrical shaping of the propellant is not enough on its own, however, for either rockets or guns. Additionally, the powder is corned—turned into grains. Corning was often done by adding a small amount of liquid (which improved the binding of ingredients), remixing and then drying. The grain size could be controlled. Larger grains correspond to a smaller total surface area, and so burn rate was controllable. Over the centuries, artillerymen (and rocketeers) learned to corn the grain to provide the best burn rate for the intended launcher.
The benefit for guns is twofold. First, an exploding powder might burst the chamber, so burn rate needed to be extended so as to reduce peak pressure. Second, an extended burn time would increase the force applied to the projectile by expanding gases. Ideally for guns, the powder would burn while the projectile was still in the barrel, with combustion being completed just as it exited. Thus, long-barreled guns should have slower-burning propellant than short-barreled weapons. Hence, propellant should be matched to gun—a one-size-fits-all approach would be both inefficient and dangerous.11
Rockets rise and fall
Now we can part company with guns (having noted that gunpowder has spread over much of the Old World, and has spawned a widespread and long-lasting process of artillery and then firearm development) and proceed with the development of rockets from the medieval Chinese fire arrows.
One uniquely human characteristic is our proclivity and ability to design and build machines for the sole purpose of beating the crap out of other members of our own species. Guns are perhaps the best case in point. Rockets, we like to think, have been utilized for other, higher, purposes such as fireworks, but it cannot be denied that the main spur for the development of rocket technology has been military. Fireworks became fire arrows in China; outside China the design, construction and utilization of rockets has been almost entirely for embellishing the capability and variety of weapons of war, with only a small sideline in fireworks. We are now well into the thirteenth century, and this process will continue, with ups and downs, to the nineteenth. Rockets and guns will both spread across the Old World and diversify in design, but guns will win out so that rockets become something of an addendum to the toolkits of the world’s arsenals by the sixteenth century.
In Syria around 1270–80 (after the Mongol destruction of Baghdad in 1258, which is widely regarded as ending the Islamic Golden Age), an Arab chemist and engineer named Hassan al Rammah wrote a treatise The Book of Military Horsemanship and Ingenious War Devices, which provided no less than 122 recipes for gunpowder, of which 22 were suitable for rocket propellant. It was likely from the Arabs that Europeans first learned of gunpowder and rockets.
A few years after the Mongol invasion of Eastern Europe in 1241, Pope Innocent IV decided that it would be a good idea to send ambassadors and other representatives to the court of the Great Khan (Gűyűk, grandson of Ghengis). One of these was a Franciscan monk, William of Rubruck (1220–93), who returned to Europe in 1257 and described his findings about all things Mongol in a very vivid account to the French king, Louis IX; within a year there are reports of experiments with gunpowder and rockets in Cologne. (Louis’ soldiers would be on the receiving end of Arab rockets during the Seventh Crusade in 1268.) William’s friend Roger Bacon (1214–92), whom we have already met, improved the formulation of gunpowder; the resultant was a superior propellant which increased the range of rockets. Jean Froissart (1337–1405), a French writer and historian, noted that rockets would be more accurate if launched from tubes—presaging the bazooka by some 550 years. A Bavarian military engineer, Konrad Kyeser, author of Bellefortis (an illustrated military manual written ca. 1405), wrote about hi-tech weaponry of the day, including counterpoise siege engines (such as the trebuchet) and rockets. An Austrian military engineer working for the Kingdom of Hungary, Conrad Haas (1509–76), described rocket technology that sounds very modern: a three-stage rocket, liquid propellant, delta-shaped stabilization fins, and even nozzles. Multistage rockets were described in a non-military context by Johann Schmidlap, a German firework maker who conducted experiments in 1590, describing a two-stage rocket. Kazimierz Siemienowicz, an artillery general in the army of the Polish-Lithuanian Commonwealth, discussed fireworks, pyrotechnics and multistage rockets in Great Art of Artillery, Part 1 published in 1650. This work was translated into several European languages and remained a standard reference for two centuries. Nathaniel Nye, an English polymath from Birmingham, wrote The Art of Gunnery in 1647 based upon his experiences in the English Civil War; this book included a 43-page section on rocketry.12
In listing these various historical snippets regarding rockets, there is a danger for the reader of joining up dots that do not form a picture. We do not mean to imply a studied progression here; the chronological references represent independent discoveries or descriptions of different authors who may or may not have been aware of the works of others in the field. There was no planned and coordinated program to bring Europeans (or Indians or Arabs or Persians) up to speed on rocket technology—it just happened. If the result of a new idea, or propellant formulation, or launcher, was an improved weapon, then the idea spread because improved weapons get everyone’s attention, whatever their culture.
Rockets became a minor part of the arsenal of armies and navies across the Old World; there are reports of rocket experimentation, tinkering, and deployment from Chinese, Indians, Arabs, Turks, Russians, Germans, Dutch, French and English over the centuries. Rocketry remained minor partly because of the limitations of propellant technology (formulations of gunpowder) and understanding about rocket engineering, but mostly because of the relatively rapid improvement in artillery. In 1687 Isaac Newton provided a sound basis for understanding the theory of rockets with his magnum opus, perhaps the most important physics book ever written.13 Yet there were no major advances in rocketry practice until the late eighteenth century. This uptick occurred in the 1780s when troops of the British East India Company encountered Mysorean rockets.
Rockets rise redux
The British conquest of India was initially a private enterprise, not a government policy. The East India Company employed troops to reduce the various fragmented peoples of India to their rule. In the 1760s they went to war with Hyder Ali, King of Mysore in southern India. Ali and his eldest son, Tipu Sultan (one of history’s more interesting characters), defended their kingdom very ably until the latter was killed at the end of the century. It took four Anglo-Mysorean wars to accomplish the subjugation of Mysore; this stout resistance was in part due to the kingdom’s primacy in rocket technology.
The Mysore army had a regular rocket corps, numbering at its peak some 5,000 men (see Fig. 2.3a). The key to their success was the soft iron tubes that encased the propellant; this tubing could withstand much higher pressures than the paper (or wood or paste board) casing of European rockets, so the rockets of Mysore had a significantly greater range—one or two kilometers. Of course they were highly inaccurate, and therefore they were fired en masse, to carpet a wide area. The iron case was strapped to a bamboo shaft up to 3 m (10 ft) long. Sometimes a steel blade would be attached to the trailing end of the rocket; this blade would flail around wildly due to aerodynamic instability, scything through enemy troops. Other rockets would explode overhead, like artillery shells.[image: ../images/469943_1_En_2_Chapter/469943_1_En_2_Fig3_HTML.png]
Fig. 2.3The zenith of gunpowder war rockets. (a) A Mysore soldier uses his rocket as a flagstaff. Watercolor by Robert Home, 1793–94. (b) Different war rockets developed at the Woolwich Arsenal (from 1801) from rockets captured in India. Schematic by Sir William Congreve
                        
                      , 1814. (c) An 1813 example of a Congreve rocket (case—when deployed it will have been attached to a long stick) in the private collection of Hr. Klause Stolze, Leipzig. Image by Richard Tennant.


Mysore rockets from this period were for many years on display in the Royal Military Depository in London.14 Several hundred unused Mysore rockets and also rocket launchers fell into the hands of the British after the last battle (at Srirangapatam in 1799). Many were shipped back to England for analysis, thus beginning what today would be called an R&D program to upgrade British military rockets. The result was the famous Congreve rocket, developed by Sir William Congreve, Comptroller of the Royal Laboratories at the Royal Arsenal, at Woolwich, London. At his own expense, Congreve developed modifications of the Mysore rockets and rocket propellant15, producing a family of stick rockets from lightweights of a few pounds to heavyweights of up to 300 lb (see Fig. 2.3b, c), though those of 100 lb and up were never deployed with the British Army—they were too expensive to produce and cumbersome to transport (the sticks were up to 25 ft long). The most widely deployed Congreve rockets were the 32-pounders. Congreve standardized production and set down required specifications for propellant composition. His design allowed for two types of warhead: explosive (ball charge) or incendiary. The explosive warhead was separately ignited, with timing determined by fuse length trimmed before launch. This meant that air bursts could be implemented at set ranges.
Congreve rockets had a range of up to 9,000 ft (say 2.7 km) and were launched from a variety of rigs, some mobile and some aboard warships. They were widely employed in the war against Napoleon, with varying degrees of success. They always made an impression upon the enemy, though their inaccuracy and unreliability were a limiting factor in their adoption.
The best known use of Congreve rockets came in that sideshow to the Napoleonic war, the War of 1812, where their success and failure are well illustrated. In late August 1814 during the Battle of Bladensburg, the British 85th Light Infantry fired rockets at their American enemy, a rifle battalion commanded by the US Attorney General, with great success. Lieutenant George Gleig, a Scot who served in the campaign, witnessed the Americans response: “Never did men with arms in their hands make better use of their legs.” This humiliating defeat led to the abandonment of Washington and the burning of the President’s Palace (as the White House was then called).
Three weeks later during the same Chesapeake campaign, the British again fired a barrage of Congreve rockets at Fort McHenry in Baltimore. This time the rockets (32 pounders) were fired from HMS Erebus standing offshore. Erebus was a sloop that had been converted into a rocket ship, and she fired some 600–700 rockets, but they mostly fell short and failed to do significant damage to the fort. This incident is well known because it inspired a line in the US national anthem written by Francis Scott Key, who witnessed the barrage: “...And the rockets’ red glare, the bombs bursting in air...”, which tells us that the warheads used on this occasion were explosive. Taken together, the two engagements show that Congreve rockets made at least a psychological impact, due to the smoke and flame, the hissing and screeching and the bursting warheads. They could do damage and break infantry formations out in the open, but not so much if they were behind fortifications. Also, Erebus was obliged to stand off due to the US artillery at Fort McHenry, which shows that the rockets effective range did not exceed that of artillery at the time.16
Congreve
                
               rockets were used by the British in most of the wars they fought during the first six decades of the nineteenth century before giving way to a new type, the spin-stabilized Hale rocket. William Hale (a British engineer) realized that canted jet vents and curved vanes would cause his rocket to spin about its direction of motion, like a rifle bullet, and that this would increase rocket stability and accuracy. It also eliminated the cumbersome sticks and eased the storage and transportation of the rockets. The range of Hale’s rockets were similar to those of Congreve; the standard weight was 24 lb. Hale’s invention (1844) was, interestingly, first applied by the United States Army during the Mexican-American War (1846–48), and achieved some success, particularly during the siege of Veracruz. The British Army used Hale’s rockets until the end of the nineteenth century, though long before this time there had occurred significant advances in artillery technology that relegated most rockets to peacetime roles.17
We now consider the most important of these peacetime roles for gunpowder-propelled rockets.
Rockets to the rescue
From the beginning of the nineteenth century to the present day, there has been a long line, so to speak, of line-thrower rockets used for maritime rescues. Recently, pneumatic line throwers have replaced pyrotechnic rockets.
Shipwrecks were all too common during the Age of Sail, when onshore winds could blow these wooden vessels onto dangerous rocks during a storm. Frequently the crew and passengers of a foundering ship would be close enough to shore for their plight to be visible and audible to onlookers, but rescue by lifeboat was impossible due to raging seas and the proximity of those dangerous rocks. Enter 
                line throwers
                
              , devices designed to propel a rope from shore to stricken ship, along which mariners could transit (for example via a breeches buoy or, later, a bosun’s chair) to safety.
The first such device was a mortar, invented by Captain George Manby. It fired a ball that was connected to a chain or rope, and was first used to rescue seven crew of the brig Elizabeth, stranded off Great Yarmouth, on the south-east coast of England, in 1808. Over one thousand people are reckoned to have been saved by this device over the succeeding several decades. However, rockets were better than guns in this case, for a reason that would resonate through history, as we will see: a rocket launcher is much lighter than a gun. In 1818 Henry Trengrouse, an English engineer, developed a rocket apparatus for throwing a line over a ship in distress. Different rocket designs were utilized over the years. In 1827 a trial took place between Manby’s mortar and a Trengrouse apparatus firing a rocket designed by another resident of the south coast of England, John Dennett. The rocket system (see Fig. 2.4) proved to be more effective because it was easier to maneuver over rough terrain into position opposite a foundering ship. In 1855 a simple two-stage rocket invented by Colonel Edward Boxer, of the Royal Artillery, extended the range of line throwers to perhaps 600 m and remained in use until WW2.18[image: ../images/469943_1_En_2_Chapter/469943_1_En_2_Fig4_HTML.png]
Fig. 2.4A line-thrower rocket with line attached, for rescuing mariners from foundering ships. Illustration from Farrow’s military encyclopedia: a dictionary of military knowledge, 1885, p68.


In the United States, the Lyle gun (a short-barreled cannon named after its inventor, David Lyle) was used from the end of the nineteenth century until 1952, when it was replaced by line-throwing rockets. It had a maximum range similar to that of a Boxer rocket.
The golden age of rockets
The briefest
              
              
             review of rocket development reads like this: (i) rockets spread from China, with gunpowder. (ii) Rocket technology developed slowly, mostly in a military context, but artillery and firearm technology outpaced it and so rockets never really took off, as it were, for several centuries. (iii) At the end of the eighteenth century the British developed military rockets, having been on the receiving end of them during colonial wars in India. (iv) This brief revival was again eclipsed by artillery—great technological strides were made during the Second Industrial Revolution, mostly because new explosives and propellants became available.
This recap brings us to the end of the nineteenth century, and to the dawning of the Golden Age. We will see in this section why rocketry finally took off—basically, due to new propellants and new thinking, as people began to look out to space and wonder about going there. Let’s begin with a roundup of the usual suspects—a quick look at our favorite rocketeers (see Fig. 2.5) and why they make our A-list. Then we will place them in the bigger picture of rocket development.[image: ../images/469943_1_En_2_Chapter/469943_1_En_2_Fig5_HTML.jpg]
Fig. 2.5Our Hall of Fame of rocketry pioneers. Clockwise from the top: Konstantin Tsiolkovsky, Russian schoolteacher; Hermann Oberth, Austro-Hungarian physicist and engineer; Wernher von Braun, German aerospace engineer; George Mueller, American electrical engineer; Walter Hohmann, German Engineer; Robert Esnault-Pelterie, French scientist; Friedrich Zander, German rocket engineer; Yuri Kondratyuk, Ukrainian engineer and mathematician; Bill Pickering, New Zealand rocket scientist; Sergei Korolev, Ukrainian rocket engineer; Robert Goddard, American engineer. The listed nationalities are those at birth; six of the eleven changed nationality during their lifetimes.



Rocketeers
Looking
                
               back from the second decade of the twenty-first century, even a cursory glance shows that there have been hundreds of thousands of people involved in the development of rockets over the last 130 years (NASA alone has employed over 400,000). Yet in Fig. 2.5 we have whittled the number down to just 11 people. Of course this A-list is an oversimplification, and one that will annoy many readers.19 All 11 are white males, though a look through NASA personnel files will show a plethora of culturally and gender-diverse faces. Knowledgeable readers may ask, with justification, “why isn’t X on the list?” or “why is Y placed above Z?” Our list includes none of the literary giants who so influenced the way nineteenth-century mankind thought about rockets and space, as we will see. Isaac Newton is not there, though he discovered the laws of mechanics and gravitation that underpin all of rocket physics.
All we can say, by way of self-defense, is: it’s our book. Your authors are physicists by training and engineers by profession—this background has influenced our choices. Everybody who has any knowledge of rocket history will surely place most of these people in their own Rocketry Hall of Fame. Newton is not there because he did not develop rockets directly—but he certainly makes the B-list. You don’t have to like our choices to appreciate their contribution (there is quite a lot not to like in the backgrounds of some of the men in Fig. 2.5). There follows a short overview of each man’s technical contribution, the main purpose of which is to provide interested readers with references for books and articles that do biographical justice to each of them.
Let us begin at the top of Fig. 2.5 with the ‘father’ of rocketry, so called, though ‘grandfather’ might be a better description. Konstantin Tsiolkovsky (1857–1935) was a self-taught loner who worked for many years as a schoolteacher of mathematics in a small town 150 km southwest of Moscow. Inspired by the works of Jules Verne, Tsiolkovsky thought deeply about space and rocket propulsion, and came to develop an odd theory (somewhat weird by modern standards) about perfecting humanity by creating a nirvana in space. Eugenics creeps in there, too. More positively he is on our list, indeed is at the top, because he developed the basic equation that governs all of rocketry—much more about this in Chap. 3. Tsiolkovsky wrote widely on technical aspects of rocketry and space colonization, and later on aircraft.20
Also near the top we have Robert Goddard (1882–1945). A frail boy inspired by his father and H.G. Wells, Goddard grew up to become a frail physics professor who built rockets (unlike Tsiolkovsky) and ushered in the age of practical rocketry. He was by nature a hands-on tinkerer and inventor. He obtained 214 patents including one for a multistage rocket and one for a liquid-propellant rocket. He looked to space—indeed, like most of our Hall of Fame he was fascinated by it—but his rockets got nowhere near. The peak altitude of his 34 launches was 2.6 km, something that today could be achieved by a model rocket. But he pointed the way. Not much appreciated during his lifetime, in part because of an obsessive secrecy, Goddard has been recognized after his death as hugely influential; NASA’s Space Flight Center was named after him in 1959.21
Hermann Oberth (1894–1989) served in a medical unit of the Austro-Hungarian Army in World War One (WW1). He was interested in rocketry from childhood, influenced by Jules Verne and by Goddard’s technical publications. After the war, his doctoral dissertation on rocket physics was rejected by Heidelberg University in Germany as being too utopian, so he published it privately. Later, a Romanian university (Cluj) accepted his thesis. Supporting himself as a school teacher, Oberth wrote widely about rocketry and space travel. He joined the German rocket society, VfR, and mentored many of its enthusiastic members, including a young Wernher von Braun. He discovered the effect named after him which maximized propellant efficiency when traveling in space (discussed in Chap. 3). During WW2 Oberth worked on several German rocket programs. Afterwards he lived and worked in Switzerland, Italy, Germany and the United States, always writing and advising about rockets and space travel.
Sergei Korolev (1907–66), known as the Chief Designer during his heyday (the 1950s and 60s) oversaw the Soviet 
                Sputnik
                
               and 
                Vostok
                
               projects that put the first human into Earth orbit. A victim of Stalin’s great purge in 1938, Korolev was interned in the gulag for six years, emerging with no teeth, health problems and a jaded view of life. The purges led to the loss of many rocket scientists so that the Soviet Union fell behind Germany in the development of rockets during WW2. After, Korolev was prominent in the development of Soviet Inter-continental Ballistic Missiles (ICBMs) before turning to the space program. He died at age 59 while developing the Soviet Moonshot program, in 1966, and received state honors.22
It may strike readers, as it struck us, that the pioneers of rocketry do not seem to have led standard, off-the-shelf careers following a trajectory from a dazzling university training to a university professorship and then perhaps heading up an industrial research team. In fact many of them did these things; nevertheless the turbulent times in which they lived, combined perhaps with an early suspicion of rocketry (or, rather, of the ‘starry-eyed’ rocketeers who gazed into space) by the academic and governmental powers that be, certainly resulted in some colorful life stories.
Wernher von Braun (1912–77) was at the forefront of rocketry in Nazi Germany and later in the United States for over 40 years. Born into an aristocratic family, he developed an early interest in space, influenced by Oberth’s writings. As a young engineering student, he assisted Oberth in developing liquid-propellant rockets for the German Society for Space Travel. His doctoral research was funded by the Reichswehr, the pre-WW2 German armed forces, and von Braun moved to a dedicated military research facility on the Baltic coast at Peeneműnde in the mid-1930s to pursue his subject. By 1944 his team had led German rocketry to the forefront over its wartime enemies (principally the US and the USSR) by some distance; the V2 rockets that delivered warheads to London (mostly) were streets ahead of any rockets then in the possession of the Allies.23 A member of the Nazi Party and the SS (possibly for career advancement rather than ideology), von Braun preferred to surrender to the Americans rather than the Soviets at the end of the war, and he (and most of his team) moved to America and continued with rocket development. During the Cold War his work resulted in a succession of US ballistic missile rockets (
                Redstone
                
              , Jupiter-C, Juno, Pershing). In 1960 von Braun (now a US citizen) and his team were transferred to the newly created NASA to develop heavy-lift rockets for the nascent space program. The result was the Saturn I
                
              , IB and V launch vehicles, all very successful. After twelve years, von Braun left NASA for an aerospace job in private industry; he continued advocating for space exploration, and for educating the public about space.
Bill Pickering (1910–2004) is the first of our A-list rocketeers who is boring. Sorry Bill, but it’s really a backhanded compliment: Pickering has no unsavory political affiliations, and has not done hard time in prison. He was born in New Zealand, became an American citizen after graduating in engineering and physics at Caltech, and joined the Jet Propulsion Lab (JPL) during WW2. He directed JPL from 1954 to 1976, during which time his group launched, metaphorically and literally, several high-profile space programs such as 
                Explorer
                
               (the first US satellites), Pioneer
                
               (planetary exploration spacecraft), Ranger (Lunar imaging probes), Surveyor (Lunar surface explorers), Mariner
                
               (Mars, Venus and Mercury flyby satellites) and Viking (Mars lander)
                
              . Bookending these major achievements stands his work on ballistic missiles for the US Army and, just as he retired, the Voyager program (exploration of the outer planets). Pickering understood the scientists and engineers who worked for him but also, like Korolev, knew how to rub alongside the politicians and generals he needed.
George Mueller (1918–2015) is the second American engineering administrator on our A-list. Like so many of the others, he was inspired as a child by science fiction. After graduating from university with a degree in electrical engineering, working in industry for a while, getting a doctorate and working in industry some more (on ballistic missiles, among other things), Mueller joined NASA as a manager in 1963. He restructured the organization and made it possible for President Kennedy’s goal of placing a man on the Moon by the end of that decade to come true. His best-known contribution is the ‘all-up’ testing model, in which the huge Saturn V system (the three-stage heavy launch rocket used to support the Apollo program) was tested all at once, rather than the traditional (and slower) component-by-component testing favored by the meticulous von Braun. After an initial disaster with Apollo 1, which cost the lives of its three crewmen, Mueller’s approach was vindicated by subsequent launches and saw Apollo 11 to the Moon and back. Subsequently he helped design 
                Skylab
                
               and strongly advocated for reusable space vehicles. He plowed his own furrow during his time at NASA; tellingly, those who disagreed with him still regarded him as hugely capable. Due to cutbacks in the space program, Mueller left NASA and returned to work in industry in December 1969.24
With Yuri Kondratyuk (1897–1942) and Friedrich Zander (1887–1933) we return from impressive, secure and lengthy but conventional biographical trajectories to Soviet chaos. We also return to the earlier days of thinkers who sketch out future pathways instead of engineers who make it happen. Kondratyuk isn’t even his real name: Oleksandr Shargei felt obliged to steal this name during the turmoil following the Russian revolution in 1917. A gifted math and physics student in the run up to WW1, Kondratyuk along with Zander and Tsiolkovsky spread rocketry ideas, helped develop multistage liquid-fueled rockets, and discussed the idea of space elevators, which only now are being considered as feasible (Chap. 7). He worked against a backdrop of war, chaos and political repression, and spent time in the same branch of the gulag (the 
                sharashka
                
              , for research work) as Korolev, whom he later met. Zander researched interplanetary travel ideas such as solar sails, aerobraking and gravity assists. He also worked on a practical rocket engine, but died just before its successful first flight. We will meet Kondratyuk and Zander again in Chap. 3, and defer further discussion of this interesting pair until then.
Another A-lister who we will see again later is Walter Hohmann (1880–1945). Inspired by his father and by science fiction writers Jules Verne and Willi Ley, this German engineer became a leading figure among the talented amateur rocket enthusiasts of the Weimar Republic (that chaotic version of Germany that existed between the end of WW1 in 1918 and the rise of Hitler in 1933). He wrote widely on many technical aspects of space travel, inventing such concepts as a separate landing module for lunar travel, and the most energy-efficient means of transferring between planetary orbits.
Robert Esnault-Pelterie (1881–1957), a Frenchman, is the sole Western European representative on our A-list. A flamboyant industrialist and inventor, he spurred the development of aviation in France before turning his attention to rocketry. He independently derived the rocket equation (not knowing of the earlier work by Tsiolkovky), invented vectored thrust (via a gimbaled nozzle
                
              , now almost universally adopted by rocket designers), proposed nuclear-powered rockets and ballistic missiles, and conducted experiments with various rocket propellants (which cost him four fingers following an explosion). Over his productive life, Esnault-Pelterie filed 120 patents. He coined the word 
                astronautics
                
              .25
New Propellants, new rockets
The Second Industrial Revolution occurred over the half century from about 1870 in the British Isles (home of the First Industrial Revolution), Western Europe, the United States and Japan. During this important period, technology and the means to mass produce manufactured goods spread from Britain and proliferated exponentially. Not only was new technology brought into the world at an ever-increasing rate, but older-technology manufactured goods were produced more efficiently, reliably and inexpensively. It was during this period that factory products became accessible to ordinary people. Indeed, the idea of factories in the modern sense (with production lines, and powered by electricity) arose during the Second Industrial Revolution.
Two of the new industries that came into being were precision engineering and chemicals. Between them they led to, among many other things, improvements in the efficacy of firearms and artillery guns through better manufacturing (improved designs and tolerances, improved quality of steel) and better propellants (smokeless powders). This technology led to much better pistols and rifles in the third quarter of the nineteenth century and to improved artillery in the last quarter, and directly impacted history by changing warfare. Whereas American Civil War casualties were largely the result of bullets, WW1 casualties were largely due to artillery shells, because rapid advances in ordnance occurred in the decades between these two conflicts. The devastating effectiveness of the new artillery led to a decline in the importance of rocketry weapons during the period of the Second Industrial Revolution.
Rockets remained in the public eye as the nineteenth century drew to a close, not because of their military importance, but because they were the only machines that could possibly take humans into space. Science fiction was becoming popular and inspired theorists and dreamers such as Tsiolkovsky and Oberth to explore the physics of space exploration—how humankind might actually go about sending people to the Moon, or Mars. Not only, but especially, Jules Verne (From the Earth to the Moon, 1865) and H.G. Wells (The First Men in the Moon, 1901) wrote of ideas that set alight the minds of boys and young men, both the theorists and the hands-on, practical implementers—the engineers—from Robert Goddard to Wernher von Braun. To explain the evolution of space exploration in the early twentieth century, it is tempting to draw a straight line that takes us along the route from science fiction (we could explore space if...) through physics (this is how it works...) to engineering (this is how we will do it...), but of course, like all of history, the reality is not so simple. Our straight line summarizes the trend but bypasses important historical influences. Thus, for example, it is suggestive when considering the timing of rocketry development (early twentieth century) but is silent on why the main centers of development were in Germany and the Soviet Union.26
As for timing, we note that over a very few years a number of amateur societies and professional institutions sprang up around the world to promote and publicize the idea of building rockets to take humans out to space and to other worlds. Note especially the dates when the following institutions were founded:	June 1927: The Verein für Raumschiffahrt (abbreviated VfR, in English ‘Society for Space Travel’) is founded in Germany by an engineer, a physicist and a science writer, to develop rockets. Oberth and von Braun were members.

	April 1930: The American Interplanetary Society (later the American Rocket Society) founded by science fiction writers, to encourage and promote rocket development for space exploration.

	September 1931: The Group for the Study of Reactive Motion (abbreviated GIRD), the world’s first major professional rocketry program, was a Soviet research bureau. Korolev and Zander were prominent members.

	January 1933: The British
                      
                     
                      Interplanetary
                      
                     Society is a nonprofit founded by space enthusiasts to advocate for the development of rocketry and the exploration of space. Arthur C. Clarke was an early member.




Between the wars there was economic chaos, political repression, and dreams of a better world away from Earth. As you may have gathered from their descriptions, these ‘rocket clubs’ were not just talking shops; they supported, encouraged, and carried out experiments on rockets to improve the performance through application of the new technologies—better designs, better control, better propellants.
What of the propellants? We will be looking into the development and characteristics of propellants in detail when we get to Chap. 5; here we need to know only that they come in two types: solid and liquid. In a nutshell, solid propellant rockets are less complex and expensive than liquid propellant rockets, but liquid propellants can have a higher energy density and so are more suitable candidates for long-range rockets (longer than a few miles). Also, the burn rate of liquid propellants can be controlled more easily and more completely than that of solid propellants.
What of the rocket clubs? Initially (say, the first quarter of the twentieth century) amateur and small, in many countries they grew along with the rockets they produced into larger national organizations often under military control. The onset of WW2 focused rocket research along military lines as we will see in the next section. Pre-WW2 development was characterized by increasing performance and sophistication from very humble beginnings. A headline summary of this period might be “Goddard, GIRD and VfR”. The American pioneer kick-started modern long-range rocketry by attaching a supersonic (de Laval) nozzle to the combustion chamber of one of his liquid-propellant rocket engines, thus greatly increasing both engine thrust and efficiency (more on the importance of nozzles in Chap. 4). His earlier efforts produced modest results and had been pilloried by the New York Times (in an article published January 13, 1920—retracted in 1969 after the successful Apollo 11 Moon landing)
                
              . Goddard’s research may have been widely underestimated in the United States, but not elsewhere. The notion of space flight fired up the Russian imagination during this period. Thus, the Soviet press speculated that Goddard planned to launch a Moonshot on July 4, 1924; a lecture on this wild fantasy led to intervention by mounted militia outside the Moscow lecture hall to maintain order, such was the public’s enthusiasm. From 1933, the GIRD-administered Soviet effort produced a number of rockets of increasing capability, though their progress was stunted in 1938 when its leader, Valentin Glushko, was arrested as part of Stalin’s purge of that year.
Progress of the Society for Space Travel (VfR) in Germany was impressive and brief, like a skyrocket that explodes in the air. They had a membership of over 500 at their apogee and experimented with rockets attached to cars, planes, trains, snowsleds—anything that moved—as well as free-flying rockets. A very promising rocket engineer called Reinhold Tiling was killed by exploding propellant in 1933, but his death barely dented German progress during this period. Funding was scarce, and the VfR turned to the German Army for both money and test facilities. German amateur rocketry ceased in 1932 but research continued apace under military control. A measure of progress in the 1930s is the increasing altitude attained by rockets: a German test rocket in 1931 reached 500 m into the air; later that year one of Tiling’s rockets got to 2 km altitude. A Soviet rocket reached 4.8 km in 1933 and another attained 5.6 km in 1936. A German A5 rocket reached 12 km in 1938. Then the war began.27
World War Two
A spur to technological
                
               development in rocketry, WW2 saw growth in the uses and capabilities of small short-range solid propellant rockets and, more importantly, of large long range liquid-propellant ballistic missile rockets. The family of small rockets falls into two groups: barrage weapons and direct-fire rockets. The most famous of the WW2 barrage weapons is the Soviet Katyusha. Thousands of Katyusha rockets were launched from the backs of trucks immediately prior to an assault against German troops (who feared them greatly—they called these rockets Stalin’s organ
                
               both because of the noise they made and the launcher’s visual resemblance to a church organ). They were wildly inaccurate, but for barrage weapons that does not matter; if you are aiming at a square mile of enemy-occupied territory, then numbers matter much more than accuracy. Americans also made use of barrage rockets, launched from amphibious landing craft and ships prior to landing on a hostile coast, such as a Japanese-held Pacific island. WW2 saw the introduction of many direct-fire rocket weapons such as RPGs (rocket propelled grenades, like the American 
                bazooka
                
               and the German panzerschreck) and air-to-surface missiles (such as the British RP-3). We will meet these weapons again in Chap. 3, and so will delay further discussion about them until then.
More importantly for us, because more directly related to the mainstream development of rocketry, was the advance made by combatants of WW2 in the field of long-range rockets. The most significant initiative by far was the German 
                Aggregat
                
               (aggregate) program, both in terms of the impact made during the war and the influence on postwar rocket development by the victorious Allies. First in the series was the A1 rocket, developed in 1933 by von Braun (by then working for the military under Walter Dornberger at a site in Kummersdorf, south of Berlin). The engine was powered by alcohol and liquid oxygen
                
               and tested successfully, but the fully assembled A1 blew up on its launch pad. Two A2 rockets were launched successfully the following year; at 72 kg they had half the weight of their predecessor but unlike the A1 they had been provided with gyroscopic stabilization. The A3 rocket tested in 1936 had nearly five times the thrust of the A2. A number of A3s were launched but suffered premature engine failures.
Note that we are still in the prewar period. One of the reasons for the great progress made by von Braun and his large crew (apart from generous funding and support from the army) is the continuity of their program. Faults could be investigated and ironed out so that the next rocket in the series was an improvement. A5 was a scaled-down test model of the A4 and preceded it. This is the rocket that reached 12 km altitude in 1938. After about 70 test firings through 1941, the A5 was considered reliable. Next came the A4, better known to the world as the V2.
From 1942 until the end of the war, very many German civilians suffered from the effects of Allied (American and British) heavy bombing; many were killed, many more made homeless, and most German cities were reduced to ruins. To retaliate, the Nazis ordered the mass production and deployment of Vergeltungswaffen (vengeance weapon or reprisal weapon). By the middle of 1944, when V1s and V2s were first used, the German air force had largely ceased to exist and so retaliatory bombing was out of the question. The first such vengeance weapon was the V1, known in Britain—its main target—as the buzz bomb or 
                doodlebug
                
              . This weapon was an early cruise missile and consisted of a gas-powered pulsejet engine, a compact airframe and 850 kg (1,870 lb) of explosives. Launched from continental Europe, it could reach southern England. Some 7,500 were launched in the general direction of London; these weapons were not guided, but rather were pointed in the desired direction with a set amount of fuel. When the fuel ran out, the missile came down. Around half landed, exploded, and killed about 6,100 civilians. The other half were intercepted en route and destroyed; the flight speed of 390 mph was slow enough for a fast fighter plane to intercept them, or for anti-aircraft gunfire to shoot them down.
The second vengeance weapon, the V2, was invulnerable to interception. Its maximum speed of 3,580 mph was supersonic, which meant that not only was it impossible to intercept in flight, but it could not be heard coming. The first that people on the ground knew of the V2 was when it exploded. About 1,100 of these weapons (which consisted of an A4 rocket with a 1-ton warhead) were launched at London from September 1944 to April 1945. They killed about 2,800 people and injured 6,500.28 The rocket was set up quickly from a mobile launcher (fixed launch sites would be vulnerable to Allied air attack). After take-off, it rose vertically and then at an angle of about 45 degrees in the direction of its target to an altitude of about 80 km (50 miles—the edge of space). After 70 seconds it ran out of propellant and was steered via a gyroscopic inertial navigation system, flying a ballistic trajectory to its target. As Nazi Germany shrank in late 1944, the V2s were also aimed at the port of Antwerp, which was an important staging post for Allied troops deploying to the front lines.
The production of V2 rockets at a secret underground facility in central Germany remained high right until the end of the war—about 900 of them per month, an astonishing number given their high cost in both money and resources.29 As a weapon, the V2 was ineffective. It cost much more than the V1 and killed only a third as many people. Its importance (as the third most significant technological development of WW2 after the atomic bomb and radar) lies in the fact that it was the first long-range ballistic missile, paving the way directly for the development of Cold War ballistic missiles and space rockets, as we will now see (Fig. 2.6).[image: ../images/469943_1_En_2_Chapter/469943_1_En_2_Fig6_HTML.jpg]
Fig. 2.6V2 in war and peace. (a) A V2 test launch in summer 1943 from the Peenemünde development facility. Image from Bundesarchiv, Bild 141-1880/CC-BY-SA 3.0. (b) The first photo of Earth taken from space, from a camera aboard an American V2 rocket, 1946. U.S. Army photo.



The Cold War—The Golden Age of Rockets
It should not be such a surprise that the post-WW2 period led to a greater advance in rocketry than did the war itself. Wartime rocketry advances were entirely military, whereas the relative peace of the Cold War permitted gains in other areas, in particular rockets for launching payloads into space.
American Germans, Soviet Germans
While WW2 drew to its violent climax—the catastrophic collapse of Nazi Germany as American and British forces closed in from the West and Soviet forces closed in from the East—the victors were anticipating the immediate postwar world. Clearly there was going to be some sort of confrontation between the democratic West and the communist East; indeed, the Nazi authorities had hoped near the end that they would be able to surrender to the Americans and British and then immediately form an alliance with them to repel the Bolshevik hordes invading their homeland. Many Soviet soldiers behaved barbarically toward German civilians and German prisoners of war (though, it must be said, not as barbarically as the Germans had treated Soviet and Polish civilians and prisoners of war). The Western Allies rejected the proposal of a separate peace with Nazi Germany, and so the Soviets surrounded Berlin and pulverized it. During this final cataclysmic month of the war, many German soldiers and civilians saw the writing on the wall and preferred to be overrun by Americans or British, rather than fall into the hands of the advancing Russians. Among them were the rocket scientists and technicians at Peenemünde.
The Soviets overran the German rocket production facilities and dismantled them, sending many rockets, rocket parts and rocket engineers east. Americans also captured V2 rockets and, more importantly von Braun and many key rocket specialists. Sifting through the newly conquered Germans in their occupation zone of postwar Germany, the Soviets recruited (at gunpoint) 2,200 German rocket specialists in one swift operation (Operation Osoaviakhim)
                
               on October 22, 1946. They were sent east (with their immediate families; a total of over 6,600 people) to work on developing Soviets rockets. The Americans selected over 1,800 key German specialists, including von Braun and his team, and placed them under “temporary limited military custody”, in the words of one NASA history website. They (and 3,700 members of their families) were sent to the United States to work on developing American rockets. (This is how the coming Space Race came to be to some extent a competition between competing German specialists, as we mentioned in the first chapter.) Von Braun had taken advantage of conflicting orders and a chaotic situation at the end of the war to move himself and his immediate team southwestward to a part of Germany that would enable them to surrender to Americans rather than Russians.
This capture of German rocket engineers by both Soviets and Americans determined much of the technical character of the developing Cold War. The Nazi rocket program had not ended with the A4 rocket—many other, more advanced designs were in development or on the drawing board. These nascent designs (up to A12) foresaw medium range ballistic missiles and rockets for launching to space. Additional Nazi rocket programs included SAMs (surface-to-air missiles) to combat Allied heavy bombing raids, air-to-surface and air-to-air missiles and rocket-powered interceptor planes.
The A4/V2 rocket evolved directly into the American Redstone rocket program of the 1950s. It also evolved directly into the Soviet R1, R2 and R5 rockets, known in the West as the SS-1 Scunner, SS-2 Sibling and SS-3 Shyster. In the early 1950s, the Soviets decided to go down a separate rocket development path and so sent home (to East Germany) their captured German specialists. In contrast, many of the German rocket specialists who had been spirited away to the United States stayed on and became American citizens, and continued with both military and non-military (read NASA) rocket development. Thus, while the Cold War ballistic missiles of both protagonists were heavily influenced by the Nazi rocket program and personnel, the Space Race was contested only on the American side with ‘their’ Germans—the Soviets developed their space program independently.
From V2 to MIRV
Here is a recipe
                
               for human calamity: take two postwar superpowers, the US and the USSR, add a heady mixture of new technology in the form of atomic weapons and rockets, mix together and add a little time. This potent combination did not result (has not yet resulted) in catastrophe, we now know with the hindsight of seventy years, but we came close—the result was a Cold War, not a hot one. Our book is not a tut-tut critique of human foibles nor a geopolitical potboiler, but we really do need to summarize certain aspects of this period, if only fleetingly, because it was so important for the development of rocketry.
It didn’t take much time from the end of WW2 for attitudes to polarize, for each superpower to eyeball the other across the Iron Curtain. The Cold War had already started by 1949, when the Soviets tested an atomic bomb. They had felt a strong need to develop one to bring themselves up to some sort of parity with the US, which until then had been the only nation with atomic weapons technology. A parallel technological race occurred in rocketry, powered by captured Germans, as we have seen. The two races became one: atomic bombs were miniaturized so that they could be carried as warheads aboard rockets; rockets became larger to carry their atomic payloads further and further. The Cuban Missile Crisis of 1962 came about because of the limited range of ballistic missiles. At that point rockets could carry nuclear warheads for several hundred miles, but not thousands of miles. Thus the US deployed some of its missiles in Italy and Turkey, so they could strike targets behind the Iron Curtain if necessary; the Soviets wanted to respond tit-for-tat by deploying ballistic missiles in Cuba—hence the crisis. Within a year or two, such overseas deployment would become superfluous because by then rockets had advanced to the stage where they could carry nuclear warheads between continents.
The world was a very dangerous place in the 1960s. Weapons technology had advanced to the stage where nuclear bombs could be projected from one continent to another via rockets. It was felt at the time that there was little defense against such an attack, except for the MAD view that it wouldn’t happen—the near certainty of Mutually Assured Destruction
                
               would prevent any sane government from initiating a nuclear strike.
Two movies from the sixties encapsulated the deep concern in the Western world about current geopolitics: Failsafe and Dr Strangelove. Both were based on the idea that, through human error or fallibility, a nuclear war would occur.
Rockets moved to the front and center of public interest in technology during this period. The nuclear threat was so dangerous, not just because the weapons are so powerful but also because they were delivered by rockets. Rockets were so fast, and they traveled much of their trajectory in space where there was no atmosphere, thus reducing aerodynamic drag and the likelihood of interception. ICBMs followed trajectories like those of the V2 but on a planetary scale: a rapid rise from the launch site (which was underground or mobile, to prevent enemy strikes before they could be deployed) into space, then a ballistic (powered only by gravity) flight to the target area, then a rapid descent to the target. With inertial guidance systems, these missiles could get to within a few hundred feet of the specified target.
During the early stages of postwar rocket and missile development, US progress was slowed by two factors: inter-service rivalry led to redundant effort, with Army and Navy following their own paths and developing their own rockets. For a while there was a rival dead-end sideshow, the concept of winged missiles, which held sway. ‘Misguided’ is the best way of describing the concept. Both these distractions were overcome as the Cold War progressed, so that the initial Soviet lead was reduced and then overtaken.
How to combat the existential rocket threat? With other rockets. Anti-ballistic-missile (ABM) missiles were developed and deployed; these could intercept ICBMs and destroy them in flight, tipped off by early warning sensor arrays (such as the DEW line—Distant Early Warning—of long-range radars in northern Canada that could pick up Soviet missiles and bombers heading over the polar region to the United States). These ABMs were guided by radar and infrared detection and tracking systems, themselves at the leading edge of defense electronics technology.
The development of rockets during this time was frenetic, given the significance of the perceived threat. From 1946 to 1962 American rocketry advanced from captured V2s to the 
                Minuteman
                
               I. The V2 was a single-stage liquid-propellant rocket, as we have seen, that flew to an altitude of 80 km at a speed of Mach 4.5 with a maximum range of 320 km. The Minuteman I was a three-stage solid-propellant rocket (different propellants optimized for each stage) that flew to an altitude of 1,100 km at a speed of Mach 23 with a maximum range of about 13,000 km. The V2 carried a 1-ton HE (high explosive) warhead whereas Minuteman I carried a 1.2-megaton thermonuclear warhead. The Soviets were initially ahead of America in rocket development; the first ICBM test vehicle was a Soviet R-7 (designed by Korolev) launched in 1957 (see Fig. 2.7).[image: ../images/469943_1_En_2_Chapter/469943_1_En_2_Fig7_HTML.png]
Fig. 2.7Variants of the Soviet R-7 Semyorka (“the 7”) rocket launcher. Adapted from a NASA image.



Rockets were getting more versatile, as well as bigger and more powerful. They could be launched from underground silos, from portable launch sites on the ground, from airplanes or from submerged submarines. Their roles became more specialized: battlefield missiles to ICBMs, targeting cities or tanks or other missiles. In 1970 the first MIRV missile was deployed: the American 
                Minuteman
                
               III. MIRV stands for Multiple Independently-Targetable Reentry
                
               Vehicle, and it means that a single rocket can carry several nuclear warheads which, when released, can proceed independently of the main rocket to different targets. Yes, the world was (is) a dangerous place.
A thread of sanity ran through the Cold War period. In 1963 the Limited Nuclear Test Ban Treaty greatly reduced the number of nuclear weapons tests that were conducted. Ratification of the ABM Treaty between the United States and the Soviet Union/ Russia, which ran from 1972 to 2002, limited the number and structure of ABM systems for the two superpowers. Strategic Arms Limitations Talks have occurred over the decades from this period, aiming to reduce the number of ballistic missiles, with some limited success.30
The Space Race
The first ICBM
              
            
              
             was tested in August 1957 with the launch of a Soviet R-7 rocket. The same rocket launched the first satellite
              
             (Sputnik I) into space two months later. This event signaled the beginning of the contest between the superpowers to conquer space. The race was given a finishing line with President Kennedy’s famous “we choose to go to the Moon” speech, in September 1962.
Here is a year-by-year summary of the firsts achieved during the Space Race (distinguished by font style: Americans and Soviets
              
            ):

            	1957.
	
                        First artificial satellite (
                        Sputnik-
                        1 – translates as ‘satellite-1’).
                      

	1958.
	First communications satellite (“the talking Atlas,” named after the rocket that launched it).

	1959.
	First 
                          heliocentric
                          
                         orbit (about the Sun) and detection of the solar wind (Luna 1); first photos of the far side of the Moon (Luna 2,3) and of the Earth from orbit (Explorer-6).

	1960.
	First successful US spy satellite (GRAB-1); first mammals returned alive from space (aboard Sputnik-5)
                          
                        ; first applications satellite (Tiros-1), for weather observation.

	1961.
	First mid-course corrections in space, first spin-stabilization and first flight past another planet (Venera-1 – ‘Venus-1’); first human space flight (Yuri Gagarin
                          
                         aboard 
                          Vostok
                          
                        -1 – ‘East’ or ‘Orient’); first pilot-controlled space flight (Alan Shepard aboard Freedom-7).

	1962.
	First active communications satellite (
                          Telstar
                          
                        ); first data returned from another planet (Venus, from Mariner-2).

	1963.
	First female and civilian in space (Valentina Tereshkova
                          
                         aboard Vostok-6); first satellite navigation system (NAVSAT).

	1964.
	First geostationary satellite orbit (Syncom-3).

	1965.
	First 
                          spacewalk
                          
                         (Alexey Leonov
                          
                        , from Voshkod-2 – ‘Sunrise’); first Mars flyby (Mariner-4).

	1966.
	First soft landing on another celestial body (Luna-9, on the Moon) and first photos from the Moon; first spacecraft docking (Gemini-8).

	1967.
	First remote-controlled docking in space (Cosmos 186 and 188).

	1968.
	First humans to escape Earth’s gravity and orbit the Moon (Frank Borman, James Lovell and William Anders, aboard Apollo-8).

	1969.
	First man on the Moon (Neil Armstrong, stepping off lunar module Eagle from Apollo-11).




          
A couple of explanatory and additional notes to add just a little flesh to the bones (many books have been written on these bullet points31). We will expand upon animals that have been sent into space in the next section. Following Korolev’s countdown for the launch of his historic flight, Gagarin yelled “Poyekhali!” (“Let’s Go!”) as his rocket blasted off. Shepard’s space capsule was launched via a Mercury-Redstone-3 rocket about three weeks later. An active comms satellite is effectively an orbital transponder. Tereshkova was an engineer; prior to her flight all astronauts and cosmonauts had been military test pilots. By ‘escape Earth’s gravity’ we mean be more influenced by the Moon’s gravity than the Earth’s, to be in lunar orbit—Earth’s gravity technically extends to infinity. We will discuss the physics of orbits along with that of rockets in Chap. 3.
To get into space required bigger rockets than ICBMs; to get to the Moon required bigger rockets than to get into space; to take humans to the Moon’s surface required larger and heavier space modules, and so even bigger launch rockets. The result, on the American side of the Space Race, was the mighty Saturn V, the biggest heavy-lift rocket ever to see service (see Fig. 2.8a). Designed by von Braun and his team, this 3-stage liquid-propellant rocket developed 100 times the thrust of the Redstone rocket that took Shepard into space. A gargantuan 363 feet (110 m) tall, the Saturn V mass at take-off was nearly 3,000 tons, over two-thirds of which was propellant that would burn off in a shade over three minutes. This Moon rocket was the workhorse of the Apollo program, used for all six Moon landing missions between 1967 and 1972. After Apollo, it was used to launch Skylab, and was retired in 1973.[image: ../images/469943_1_En_2_Chapter/469943_1_En_2_Fig8_HTML.jpg]
Fig. 2.8The day that ended the Space Race. (a) Apollo-11 is launched on a Saturn V rocket, July 16, 1969. NASA image. (b) A few days earlier, at a second testing of the Soviet Moon rocket N-1, a catastrophic explosion occurred just as it was lifting off. The initial stage of this explosion is shown here as the automatically triggered escape rockets lift the (unmanned) payload away from danger. RKK Energia image.


The Soviet equivalent was a rocket designated N-1. This troubled beast was also a 3-stage giant. After much in-fighting, Korolev got handed the Soviet Moon-landing assignment in 1964, and began to develop the N-1. Development was rushed, underfunded and derailed by the early death of Korolev in 1966. Four unsuccessful launches included a huge explosion (Fig. 2.8b)—one of the largest manmade explosions ever, except for nuclear bomb tests—a few days before the successful Apollo-11 launch on the other side of the world. The N-1 was canceled in 1976. The rest of the world (except the CIA) did not learn about these problems until 1989, on the eve of the collapse of the Soviet Union. The Soviets lost the Space Race and any hopes of a Moon landing due to the N-1 fiasco. Perhaps significantly, their space systems design and development was spread over a number of competing state-controlled design bureaus (such as Energia, MiG, Sukhoy and Tupolev) in marked contrast with the American Moon-landing program which was developed mostly by NASA. NASA itself was created in 1958 as a reaction to the Soviet Union putting a satellite into orbit, and had its budget increased nearly 500% over three years following President Kennedy’s exhortation to get an American on the Moon by the end of the 1960s.
The N-1 explosion and botched launches were by no means the only miscarriages during the Space Race. As you can see in Fig. 2.9a, failure rates for rockets heading to space were high during the first years of the Space Race, and have decreased since then. However, they have remained stubbornly above one in twenty over the last fifty years. For astronauts and cosmonauts, accidents while in space or on the launch pad were often fatal. Fatalities
              
              
             during the Space Race, as well as before and after it, exceed 300 people. This number excludes all fatalities from wartime rocket-powered missiles; in other words, it refers to accidental deaths, not to those intentionally inflicted. We say ‘exceeds’ because most of these deaths were behind the Iron Curtain, where censorship has restricted what we know. Thus, China has had at least 106 deaths, mostly from one accident in 1996 where a Long March rocket veered off course and struck a village. The Soviet Union/ Russia has lost 154 or 155 people that we know about, mostly ground crew killed in two bad accidents (the Nedelin disaster of 1960, named after an eminent victim, and the 1980 Plesetsk cosmodrome accident). We learned about many of the Soviet fatalities only in 1989, long after their occurrence. They include six cosmonauts, who died in space or during the transit to/from space or on the ground. American fatalities are much more public: the total is 21 ground personnel plus 23 astronauts, including seven in the Challenger disaster of 1986 and six (plus one Israeli) in the Columbia disaster of 2003. The rest of the world has lost about 50 rocket personnel since 1930; of these, the biggest loss of life occurred when 21 people died in a launch pad explosion in Brazil, in 2003.[image: ../images/469943_1_En_2_Chapter/469943_1_En_2_Fig9_HTML.png]
Fig. 2.9Getting to space over time. (a) The total number of rocket launches to Earth orbit or beyond, from 1957 to 2018. Also shown is the failure rate (rockets that blew up, or for some other reason failed in their mission) as a percentage of the total. Initially high, the failure rate levelled to about 6% from 1970. (b) Orbital launches per nation, from 1997 to 2018. ROW = rest of world, i.e. all countries apart from the United States, Russia and China (principally European nations, Japan and India). The number of launches has increased over the last twenty years due largely to private corporations, as well as an increasing number of nations, getting interested in space.



DNA in space
Rocket science is a serious business that has caused the deaths of thousands of people during wartime and hundreds during peacetime, as we have seen. Before humans entered space many animals were sent there, to test the water, as it were. In the words of NASA: “Without animal testing in the early days of the human space program, the Soviet and American programs would have suffered great loss of human life.”32 So the motivation for sending critters aloft was serious enough—to test the effects of microgravity, of radiation, of high-Gs, and to see if the spacecraft systems designed to maintain life actually worked. But neither of your authors can read about space-bound bullfrogs without raising a smile and so, just for this section, we will report our subject whimsically.
The story of animals in space is not just that of American monkeys and Soviet dogs, though theirs is a key part of it. The first earthly life form in space—we adopt the definition of space as being anywhere that is at least 100 km above the surface of our planet—were fruit flies. These insects attained an altitude of 108 km on February 20, 1947 aboard an American V2 rocket captured from the Germans at the end of WW2. They returned to Earth (the fruit flies, not the Germans) and were recovered alive. Their mission was to test the effects of radiation at high altitude. The second species in space was the rhesus monkey, in the form of Albert II, also American. He was not so lucky as the fruit flies: he reached 134 km altitude, and returned all the way to the surface but parachute failure spoiled the celebrations for him.
Parachute failure also cut short the career of America’s first space mouse who in August 1950 achieved an altitude of 137 km. Within a year the Soviet Union had gone to the dogs, eschewing insects and rodents, by sending the first of fifty or so strays from the streets of Moscow up into space. The Soviets preferred dogs because they were well suited to cope with extended periods of inactivity, strays because they were thought to be better adapted to harsh conditions, and bitches because of, as NASA delicately phrased it, “the relative ease of controlling waste”. Thus the Soviet Union won the race for putting the first dog into space. Two canine cosmonauts Tsygan and Dezik went up on July 22, 1951 and survived the descent. In fact most of the space dogs survived, some after several sojourns in space, and some to live long lives afterward, adopted by engineers and technicians. One who didn’t survive, and indeed who was sent up on a one-way trip with no plan for (or means of) returning, was the best known to the Western world. 
                Laika
                
               (‘barker’, though who could hear her in space?) was the first Earthling to achieve orbit, aboard Sputnik 2
                
               on November 3, 1957. She died after a few hours in space from stress and overheating, though the cause was not made public for 45 years. Another who died was Dezik, in her second flight a few months after the first; according to NASA, Korolev was devastated.
Three and a half years after 
                Laika
                
              , the Soviets successfully sent a small human called Yuri into space (he was small because the 
                Vostok
                
               1 module was small). Gagarin made one orbit of the Earth in under two hours on April 12, 1961. Meanwhile the United States persevered with other primates. In December 1958 Gordo the squirrel monkey made it up but not down—again, parachute failure was to blame. Happier news five months later for squirrel monkey Baker, who ascended to an altitude of 579 km aboard a Jupiter IRBM. She and her simian spacemate Able survived the return flight. Able died four days later during surgery to remove an electrode, but Baker lived until 1984.
Russian rabbits and rats, plus more dogs, plus American mice Sally, Amy and Moe made successful space sorties before two star-spangled hominids, Ham the chimp on January 13, 1961 and Alan the human on May 5, 1961. Shepard would walk on the Moon ten years later. France became the first nation to place a cat in space, when 
                Félicette
                
               was sent up there on October 18, 1963 (see Fig. 2.10).[image: ../images/469943_1_En_2_Chapter/469943_1_En_2_Fig10_HTML.jpg]
Fig. 2.10Spacepets. (a) 
                        Strelka
                        
                       (‘Little Arrow’) was sent up into space aboard Sputnik-5
                        
                       in August 1960, and survived. Later, the Soviet leader Nikita Khrushchev presented one of her puppies to JFK. Image courtesy of Teknoraver.(b) 
                        Félicette
                        
                      , chat Francaise—a Paris stray, also survived her spaceflight (October 1963). The inscription says “Thank you for your participation in my success of 18 October 1963.”



After the first Moon landings (Neil and Buzz, humans, July 20, 1969), worldwide interests in non-human astronauts and cosmonauts waned, though plenty more were sent into space, especially once the 
                Mir
                
               and Skylab space stations got going. There were wasps, beetles, frogs eggs, amoebae, tortoises (the first creatures in deep space, traveling around the Moon; poetically, a cow would have been better), bullfrogs, nematodes, mummichog fish and two garden spiders, Arabella and Anita, who spun webs for 59 days aboard Skylab. There were zebra danio fish, stick insect eggs, newts, brine shrimp, quail eggs, crickets, snails, carp, medaka fish, sea urchins, swordtail fish, jellyfish, silkworms, carpenter bees, harvester ants and cockroaches. More of the latter returned than were sent up (in September 2007), and so we conclude that cockroaches are the first Earthly life form to produce young that were conceived in space.
At the time of writing some 550 humans from 38 countries have been into space33; 61 of these are female. Twelve people have walked on the Moon.
After Apollo
No human
              
             has traveled beyond near-Earth orbit since the crew of Apollo-17 in December 1972. America had won the Space Race, but there was still rivalry with the USSR at least until 1975, when competition became grudging cooperation. Here is the year-by-year summary of the firsts achieved following the first Moon landing, until the first international space venture.

            	1970
	
                        (Luna-16); first soft landing on a planet (
                        
                          Venus
                          
                        
                        , by
                        Venera
                        -7).
                      

	1971
	First crewed space station (Salyut-1); first spacecraft to orbit Mars (Mariner-9); first soft landing on 
                          Mars
                          
                        
                          
                         (Mars-3).

	1972
	First mission to leave inner Solar System, reaching the asteroid belt (Pioneer-10).

	1973
	First Jupiter flyby (Pioneer-10).

	1974
	First planetary gravitational assist (Venus, then Mercury, by Mariner-10).

	1975
	First US/Soviet joint mission (Apollo-Soyuz).




          
Humankind was sending probes out to other planets; these probes were sending back data, including many photographs—fascinating millions and fulfilling the early rocketeers’ vision of human exploration of space. If we step back and view the history of rocket development and manned spaceflights over the last century, we see that the Space Race to the Moon was something of a sideshow (though a dramatic and important one) generated by political rivalry, deviating from the greater goal of space exploration. After the Space Race, humanity has tried to return to the original vision, as we see from the above list of space achievements (more on this in subsequent chapters).
Initial exploration of space was at the behest and under the control of governments, because of its political nature and cost. Not all of these government programs were military or nationalistic, however; progress in space science since the Moon landings include the Mars rover Curiosity, the Cassini-Huygens mission to Saturn and its moons, the Hubble Space Telescope
              
            , weather satellites, and GPS satellites. Every planet (including Pluto which, although minor, is still a planet) has been imaged, and many moons, comets and asteroids. In the words of Encyclopedia Britannica (entry Space Exploration): “Government space programs have increased knowledge, served as indicators of national prestige and power, enhanced national security and military strength, and provided significant benefits to the general public.”
The trend in developments since Apollo has been twofold: first, space exploration has become more international, in that many nations other than Russia and the United States are getting involved, and second, there is a recent growth of private-sector space programs. China became the third nation to put a human into orbit (air force pilot Yang Liwei, in 2003), and Mojave Aerospace Ventures became the first commercial group to put a man in space (commercial test pilot Mike Melvill) in 2004.
Here is a list of space firsts since 1975—note the increasing international contribution (here the bold entries refer to all non-American contributions, not just Soviet or Russian as before) and the return to exploration.

            	1976
	First pictures transmitted from the surface of Mars (Viking-1).

	1979
	First spacecraft to fly by Saturn (Pioneer-11)
                          
                        .

	1981
	First reusable craft launched to and returned from space (space shuttle Columbia).

	1986
	First fly-by of Uranus (Voyager-2)
                          
                        ; first fly-by of a comet (Halley, by Giotto, European Space Agency, ESA).

	1989
	First fly-by of Neptune (Voyager-2).

	1990
	First large optical space telescope (Hubble—US and ESA).

	1995
	First spacecraft to orbit Jupiter (Galileo).

	2000
	First spacecraft to orbit an asteroid (Eros, by NEAR).

	2004
	First spacecraft to orbit Saturn (
                          Cassini-Huygens
                          
                        , US and ESA).

	2010
	First spacecraft to return to Earth with asteroid samples (Hayabusa, Japan).

	2011
	First spacecraft to orbit Mercury (Messenger).




          
The future of rocket history—what next?
Our history has summarized the developments to date: what has been achieved. What will be achieved in the near future is a matter of speculation; in this final section we look into trends (rather than individual projects planned or envisioned). Thus, commercial ventures are increasingly seen as the near-term future of space exploration. For some time now, large corporations have done the heavy lifting (quite literally) for the US military and NASA (among others), launching customers’ payloads into space.
A Boeing-Lockheed Martin joint venture called United Launch Alliance does this job with its Atlas-V multistage rocket. The first stage of the rocket consists of a Russian engine, the RD-180, while the second stage is an American-built RL-10 engine, with strap-on boosters from another US manufacturer sometimes added. Changing times. Back in the days of the Space Race, it would be hard enough to imagine corporate involvement in space rocketry, let alone Russian engines launching US military payloads. But it is not just multinational aerospace corporations that are getting in on the act; in the last decade or so, individual billionaire entrepreneurs have caught the space bug.
Elon Musk’s SpaceX
                
               heavy lifter, the Falcon-9 rocket, was certified in 2015 to launch US national security payloads. SpaceX then was awarded a contract to launch the latest generation of GPS (Global Positioning System)
                
               satellites. Jeff Bezos’ Blue Origin
                
               and Sir Richard Branson’s Virgin Galactic are vying for contracts to make a reusable spaceplane. All three billionaires have made no secret of the fact that they would like to be the first to take people to Mars. Their motivation seems to be more than profit.34
The one-paragraph summary of space rocket development to date goes like this. Heavy-lift space rockets were originally developed by the two Cold War superpowers, initially to put a man on the Moon but afterward to deploy space stations and explore other parts of the Solar System. Then the Cold War ended and there was only one superpower. Big rockets were being developed by other countries, individually or in groups (such as the European Space Agency). Alliances of large aerospace corporations got in on the act and now individual entrepreneurs are chipping in. It is not hard to see that, in the decades to come, the privatization of space travel will only grow as national governments find higher priorities elsewhere for spending taxpayers’ money. It doesn’t take much imagination to foresee space tourism before the end of this century, and human colonies on the Moon and then Mars or further afield to the moons of Jupiter and Saturn within the next couple of centuries. We already have, or can reasonably anticipate developing, the technological means to do these things.
So what of the long-term future of rockets? The human quest for space exploration, now well into its second century, will extend in a readily foreseeable manner across our Solar System: current rocketry can get us to the outer Solar System over time scales of a few years—short enough for brave and adventurous people to travel there. But what about the exploration of other worlds that orbit other stars? The distances involved are at least a hundred thousand times greater than the distance to Jupiter or Saturn. For humans to get there within, say, a decade of leaving their home planet will require means of propulsion that are much more advanced than the rockets we have developed to date. These new propulsion systems, and how we will utilize them for interstellar travel, will form the subject of our final chapter.
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Footnotes
1We prefer this term to the more traditional ‘rocketmen’, despite the association with Disney movies and sports cars, and despite the fact that almost all the people associated with rocket travel and development have been male, as we will see.

 

2The quote is from Toynbee
                
               (1967). See also the Quote Investigator article at https://​quoteinvestigato​r.​com/​2015/​09/​16/​history/​ which makes clear that Toynbee was attributing this view of the contingency of history to other historians—he was critical of it.

 

3The spur of war applied to the development of manned flight is so obvious as to require no further comment from us; however the spur it provided, and no doubt continues to provide, to metallurgy perhaps should be expanded upon. Swords must be made of metal that is tough—hard but not brittle. The history of steel development is, in its early phase, very largely a history of sword technology. This development took place in different parts of the world and spread, like all good ideas. (Much of the steel for later Roman swords came from distant India, where the best steel of classical antiquity was manufactured, along the Silk Road.) See e.g. Feuerbach (2006) and Wilford (2006).

 

4See Denny (2011) Chapter 2, Needham (1986), Partington (1999), and Pauly (2004) Chapter 1 for more information on the naming, constitution and early application of gunpowder. The extensive Wikipedia site Gunpowder is reasonably comprehensive, and includes many references.

 

5We need hardly say that all these early recipes for gunpowder, indeed for any chemical product from a thousand years ago, were entirely empirical. That is, the people who made gunpowder had no scientific knowledge of the ingredients, or why the recipe worked—they simply proceeded by trial and error. If a recipe worked it was kept; if fine-tuning the recipe produced a gunpowder that worked better, then the recipe was updated. This trial-and-error process (which is scientific, being based on observation and experiment) has led to great advances in many fields, from artillery to medicine. Theoretical knowledge acquired much later explains why the earlier trial-and-error methods worked, or didn’t work, but such knowledge was not always necessary in order to gets things up and running.

 

6The quote is from Turner (2009), Chapter 1.

 

7According to Turner, Chapter 1. The English word for ‘rocket’ is often considered to be derived from an Italian word rocchetto meaning ‘bobbin’. If so, the word was first used in 1566, according to the Oxford English Dictionary. Or in 1611 ‘rocket’ may have come from rocchetta, meaning ‘a small distaff’, according to the Merriam-Webster online dictionary.

 

8The earlier proposed dates for the introduction of fire arrows has been disputed by Needham (1986) who points out that the contemporaneous recipes for gunpowder contained insufficient oxidizer to be used as propellant. The discussion of this section is drawn from Andrade (2016), Liang (2006) and Needham (1986). See also the Wikipedia article Fire Arrow
                    
                   and (cautiously) the NASA website Brief History of Rockets. The Youtube video https://​www.​youtube.​com/​watch?​v=​vO6I5OZpRDI is fascinating, if overly dramatized.

 

9The quote is from Kelly (2004). Bacon’s work on gunpowder formed part 6 of his Opus Majus. For more on the spread of gunpowder and rockets from China to the rest of the Old World, see e.g. Denny (2011) Chapter 2, Gruntman (2004), Chapter 1, Partington (1999). In many sources the spread of rockets is frequently attested by accounts of battles, but in these accounts it is often unclear if the incendiary devices being described are rockets or some other gunpowder ordnance, such as bombs or flaming arrows (arrows set alight, as opposed to fire arrows in the Chinese sense). The much-referenced siege of Kaifeng (1232-33 CE) is a case in point.

 

10Recall that Bacon specified hazelwood charcoal—in fact the type of wood did make a difference in gunpowder quality due to differences in porosity. The mixing process took many hours, resulting in a powder that was as fine as talc. Our discussion about corning is taken largely from Hall (1997) pp69–74, and Partington (1999) p xxvii. These two references are very good on the early development of gunpowder weapons in Europe.

 

11See Denny (2011) Chapter 2 for matching propellant burn rate to barrel length.

 

12See Pacey (1991), Partington (1999), Rogers (2008), and the Wikipedia entry Conrad Haas
                  
                .

 

13The book is Philosophiae Naturalis Principia Mathematica (Mathematical Principles of Natural Philosophy) known to generations of university students as the Principia. In it, Newton described the foundations of mechanics, which included his three laws of motion and his law of gravitation. Rockets were not discussed but, as we will see, the physics of rocketry was understood over two centuries later by applying Newton’s laws of motion. Modern spacecraft trajectories are calculated using the physical principles first laid down in the Principia, as we will see in Chap. 3.

 

14Two Mysore rockets in London have the following dimensions: “(i) Casing 2.3 in. O.D. x 10 in. long (~58 mm O.D. x 254 mm long), tied with strips of hide to a straight 3 ft. 4 in. (~1.02 m) long sword blade. (ii) Casing 1.5 in. O.D. x 7.8 in. long (~37 mm O.D. x 198 mm long), tied with strips of hide to a bamboo pole 6 ft. 3 in. (~1.9 m) long.” Quote from Narasimha (1985). There are Youtube videos as well as many written records about Tipu Sultan and his rockets; see e.g. https://​www.​youtube.​com/​watch?​v=​f-7KtJObvCE, https://​www.​youtube.​com/​watch?​v=​g8LkoxtsdII.

 

15Congreve
                    
                   himself never acknowledged the imported Indian rockets as the source of his designs, though the influence is clear and the opportunity evident. The Mysore propellant was carefully adapted to the humid climate of southern India; Congreve adjusted the gunpowder preparation and packing in the iron casing to increase their range. See Werrett (2009).

 

16See Winter (2014) for the use of Congreve rockets during the War of 1812. See also Encyclopaedia Britannica online entry Rocket and missile system at www.​britannica.​com/​technology/​rocket-and-missile-system#ref520811. These weapons were used widely by the British and led to an increased awareness of them by the general public: in 1829 one of the first steam locomotives was named Rocket by its designer, Robert Stephenson.

 

17For an interesting and detailed article on the Hale rocket, see Phillips (2000).

 

18Boxer
                    
                   also invented the primer cap design adopted very widely for centerfire ammunition cartridges. For line-thrower history and vivid accounts of rescues, see Duncan and Gibbs (2015) and the online articles at https://​www.​coastguardsofyes​teryear.​org/​articles.​php?​article_​id=​116 from the Coastguards of Yesteryear website, http://​www.​countywicklowher​itage.​org/​page_​id_​_​103.​aspx from the Our Wicklow Heritage website, and https://​cv.​vic.​gov.​au/​organisations/​portland-rocket-shed/​, the Portland Rocket Shed website. Also useful are Wikipedia entries Henry Trengrouse
                    
                  , George William Manby
                    
                  , Edward Mounier Boxer. The Youtube video Rocket line throwing gun demonstration shows a modern rocket line thrower.

 

19Here is our B-list, which will either mitigate or exacerbate our errors in drawing up the A-list, in the eyes of annoyed readers: Lagari Hasan Çelebi, William Congreve, Gaetano Crocco, Louis Damblanc, Kurt Debus, Walter Dornberger, Krafft Ehricke, Maxime Faget, Valentin Glushko, Conrad Haas, Karl Heimburg, Alexei Mikailovich Isaev, Frank Malina, Isaac Newton, Sam Phillips, Yves Le Prieur, Eberhard Rees, Eugen Sänger, Bernhard Tessmann, James Webb, Qian Xuesen.

 

20For more on this interesting character, see Kosmodemyansky (2000), the Encyclopedia Britannica entry Konstantin Tsiolkovsky
                    
                  , the Wikipedia article of the same name, and the online NASA biographical file at https://​history.​nasa.​gov/​sputnik/​kon.​html. For biographies and biographical sketches of many rocket pioneers (those mentioned here and others) see Chertok and Siddiqi (2005), Freeman (1993), Gruntman (2004), Nelson (2009), Potter (2017), Teitel (2015), Ward (2015) and the Wikipedia entries. NASA has a historical section with biographical details of foreign as well as domestic pioneers; see also www.​astronautix.​com,

 

21There are many books and quite detailed articles about Robert Goddard. See for example Hunley (1995), Lehman (1963), Sutton (2006), Teitel (2015), Turner (2009) and the Wikipedia article Robert H. Goddard. His influential books have been reprinted by Dover; see Goddard (2002).

 

22For more details about the life of Oberth, see Rauschenbach (1994), and Walters (1962). Oberth’s influential book is still in print (Oberth
                    
                  , 2014). There are a few Russian-language biographies of Korolev; for an English-language biography, see Harford (1997).

 

23The progress made by the German team under von Braun in creating the world’s most advanced liquid-propellant rockets during the war can be measured by his later comment: “Until 1936, Goddard was ahead of us all.” Indeed, Goddard analyzed a captured V2 after the war and concluded that the Germans had stolen some of his ideas. He was probably wrong about that; the German advances were made independently and resulted from much greater investment and resources than was available to the secretive American. Quote from Encyclopedia Britannica; see also Bergaust (2017), Ward (2005), Ward (2015) and the NASA website Biography of Wernher von Braun. A film biography of von Braun, I Aim at the Stars, was released in 1960. The controversy surrounding his interesting life can be encapsulated in comedian Mort Sahl’s satirical comment about him: “I aim at the stars, but sometimes I hit London.”

 

24For more about Pickering and Mueller, see Bizony (2007), Fries (1992), Heppenheimer (1997), Johnson (2006), Mudgway (2008), Schefter (1999), Weil (2015) and Well (2015).

 

25Hohmann’s
                    
                   influential 1925 book The Attainability of Heavenly Bodies—about space travel, not physical fitness—is available online in the NASA archive at https://​archive.​org/​details/​nasa_​techdoc_​19980230631. Most biographies of Esnault-Pelterie are in French; one English language biography is that of Gruntman (2007).

 

26For more detailed accounts of the influence of science fiction upon space exploration, see Gainor (2008) and Smith (2014).

 

27This section has been taken mostly from Chertok and Siddiqi (2005), Gruntman (2004), Smith (2014) and Teitel (2015), which cover the development of rockets in the 1920s and 1930s in detail. See also the U.K. Science Museum online post by R. Highfield, Russia’s 19th Century Cosmic 
                    Pioneers
                    
                   at https://​blog.​sciencemuseum.​org.​uk/​russias-19th-century-cosmic-pioneers/​. For a fascinating article on the little-known exchanges between Goddard and Soviet rocket enthusiasts, see Siddiqi (2003).

 

28For comparison, we note that about 40,000 British civilians were killed throughout WW2 by German bombing starting with the Blitz of 1940, and 350,000 German civilians were killed by Allied bombing. More people (12,000–20,000 slave laborers) were killed in Germany during the production of V2 rockets than were killed by the rockets in England.

 

29There is an extensive literature on the V2. See e.g. Barber (2017), Kennedy
                    
                   (2006), and van Riper (2004) Chapter 4. See also the Wikipedia websites V-2 Rocket and Aggregat (rocket family), and the Spaceline websites of Cliff Lethbridge on the history of rocketry.

 

30Much has been written on the subject of rocket and missile development during the Cold War. A good summary is provided by Encyclopedia Britannica: see the entry Rocket and Missile Systems/ Strategic Missiles. See also Carter and Schwartz (1984), Cimbala (2000), Hacker (2006) Chapter 9, Neufeld (1996), van Riper (2004) Chapter 6, United States Government (1990), and the rocket history website https://​www.​spaceline.​org/​history/​6.​html.

 

31This list is compiled from the excellent Encyclopedia Britannica entry Space Exploration, and from the Wikipedia entry Timeline of the Space Race. For books on the developments of this critical period, see e.g. Cadbury (2007), Leonov
                  
                 and Scott (2006), Nelson (2009), Turner (2009), Ward (2015), and Wolfe (1979).

 

32Quote taken from the NASA website Animals in Space, at https://​history.​nasa.​gov/​animals.​html. Space critters receive a lot of coverage, both online and in print. See e.g. Baklitskaya (2013), Burgess and Dubbs (2007), Moye (2017), National Geographic (2015), Siddiqi (2003), and the Wikipedia website Animals in Space.

 

33This number is going up all the time, so to speak.

 

34There are any number of speculative books and (especially) online articles about the privatization of rocket development and space exploration. For two of the more informed and insightful try www.​defensenews.​com/​space/​2016/​10/​25/​30-years-commercial-space-a-second-space-race-reignited/​ by V. Insinna, and The Economist article at www.​economist.​com/​graphic-detail/​2018/​10/​18/​the-space-race-is-dominated-by-new-contenders/​.
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          In this chapter we explain the theory of rocket propulsion. We look at the reaction rocket motor, in space and in the
          
            atmosphere
            
          
          , and at spacecraft propulsion by exploitation of
          
            gravitational force
            
          
          . More exotic engines (such as ion
          
            
          
          thrusters and solar sails) are reserved for a later chapter, because these bizarre species in the menagerie of rocket propulsion systems involve engineering and technology considerations more than basic physics. We must learn to walk before we can reach for the stars.
        
The phrase “It’s not rocket science!” has become one of the great clichés of our age and yet, before the mid-twentieth century, its meaning would have been obscure to most people1. In more contemporary times this phrase, delivered with suitable scorn, will be familiar to all of us who have fouled up from time to time. Always delivered with dripping sarcasm, it is applied to tasks that are regarded as simple, and so by inference rocket science is regarded as hard—intellectually or mathematically difficult. In financial circles, the theorists who earn Ph.D.s in economics and write learned papers that fail to predict the next crash are often known as “rocket scientists”, just because their work is esoteric and, perhaps, a little removed from the day-to-day world of financial management and personal investments.
Often seen as ivory-tower geeks with feet firmly planted in the clouds, many real rocket scientists are (perhaps unlike their economics counterparts) much more a part of the real world, as we saw in Chap. 2. A lot of their analysis is mathematical, which may explain why many people still regard them (quite incorrectly based on personal experience) either as Einstein-like figures, less benign but with similar hair or—a legacy of the 1960’s Space Race—bespectacled, crew-cut pencil-necks with shirt pockets full of pens.
In this chapter we will introduce to you some of the propulsion theory that rocket scientists have developed over the last century. Yes, the theory involves math, but the fundamentals of rocket science can be conveyed without it. We are aware that many people would rather undergo root canal treatment without anesthetic than read a book with mathematical equations and so, to keep such readers on board, we will adopt the following approach. Our math analysis of rocket theory is relegated to a technical Appendix, where those readers who crave mathematical detail (and there are more than a few such, we have found) can find enough to guide them toward a complete derivation of the results obtained. These results will be presented in the main text, so that math-averse readers do not need to be exposed to toxic levels of calculus or algebra. There is a price to pay for steering clear of the Appendix: you must take our word for it when we present the result of mathematical work.
It is worth emphasizing that much of the essence of rocket science can be conveyed without math. We can get across important aspects of the science, even quite subtle ones, with carefully chosen text and clear diagrams. Also, math itself does not add anything to the physics or engineering of rocket science. Scientists often fail to communicate this important fact when trying to educate/elucidate/inspire the general public. Math is the language of Mother Nature2, and scientists learn it so they can converse with her. If assumption A leads to conclusion B, then we may need math to get from A to B, but there is no new physics or engineering involved. This basic fact—that math is the language, not the statement—means that we can sensibly omit math analysis in the main text, because no assumptions or physical content need be left out.
The theory of rocket science leads to a number of results that are basic and yet surprising. These key features of the subject account for many of the familiar differences between rocket-propelled missiles and ballistic projectiles. Why aren’t there any slow rockets? Why can we fire a rocket from an airplane, but not a shell of similar caliber and weight? Why does a rocket require so much more propellant3 than an artillery shell of similar range? Why are rockets launched into space made multi-stage? The answers to all of these questions and more will emerge in this chapter (the most technical in our book), which serves to define the physical boundaries of rocket science.
A Matter of Inertia
In order to understand how rockets work, we must first overcome our inertia. Most people will have a vague familiarity with the concept of inertia. We think of it as the inherent tendency of both people and things to not change what they are doing unless some outside force is applied. Children tidying their bedrooms, governments changing their economic policy, stationary objects becoming moving ones and moving ones changing their direction of movement—all of these are things that only happen when inertia is overcome by some external force.
The proper definition lies at the heart of classical physics and has its roots in Newton’s First Law of Motion (which we abbreviate as N1). N1 states that an object continues moving at its current speed and in its current direction until some force acts to change that speed or direction. If the object is stationary (i.e. has zero speed), it will remain stationary until some force causes it to move. Inertia can therefore be considered to be the object’s resistance to changing its momentum, where momentum is defined as the object’s mass multiplied by its velocity. So inertia depends on the object’s mass; more mass means more inertia. It’s harder to start a heavy thing moving than it is to start a light thing moving. And once they are moving, it’s harder to make the heavy thing change direction. But—and this is where things seem counterintuitive—once they are moving at a nice, steady speed, it requires no extra effort to keep them both moving at that speed in a straight line, unless there are other forces acting to slow them down. Which, in our terrestrial existence, there usually are. That’s why when your car runs out of gas and you have to push it along a flat, smooth road, the hardest part of the job is actually getting it moving. Once it’s moving in a straight line, keeping it going should be a lot easier so long as you supply just enough of a push to overcome the constant resistance from friction.
In the absence of any external forces, like friction or gravity, if you give an object a push sufficient to start it moving at a certain speed in a certain direction then it will keep moving in that direction and at that speed forever. Keep pushing it with the same force and it will keep accelerating. Push it harder—that is, with more force—and the rate of acceleration will increase. This leads us to Newton’s Second Law (N2), which states that the rate of change of momentum of a body is proportional to the force acting upon it and is in the same direction as the applied force. Since (1) the object’s mass (usually) stays the same and (2) the rate of change of velocity is better known as ‘acceleration’, then N2 becomes the well-known result that force equals mass multiplied by acceleration.
As humans, we live most of our lives constrained by a whole raft of external forces that we barely think about. In everyday experience, we can characterize most of these as gravitational and frictional forces and, indeed, we have done so above. Gravity is the innate property of mass that is most obvious in the way it pulls us towards the center of the Earth. Friction is the general term for the resistance encountered when two things rub against each other.
When you push that empty car along the road, much of the work you are doing is needed just to overcome friction. There is friction between the tires and the road (worse on a rougher road, less with smoother tires, least with bald tires on ice), there is friction within every moving component of the car (wheel bearings, suspension) and there is friction between the car’s body and the fluid substance through which it is being forced (which is usually the air, unless you’re pushing it out of a lake). All this friction combines to form a series of forces opposing your heroic efforts to push the car to the nearest gas station.
Where friction becomes useful, however, is when you want to change direction. Turn the wheels slightly and their friction against the road increases, resulting in a force that acts to turn the car the way you want it to go. Try this with the hugely reduced friction of an icy road and you may find it harder to steer the car where you want.
So, for anything that moves on, above, or below the surface of the Earth, frictional forces are a nuisance that resists all attempts to move the thing, but they are also a blessing that makes it easier to steer. Thus, for a rocket flying in an atmosphere, its direction of flight can be controlled by exploiting the friction between the rocket’s outer surface and the air through which it moves. We achieve this by using some combination of control surfaces and vectored thrust
              
            . Control surfaces for an atmospheric rocket are more or less the same as those for any aircraft. They are movable surfaces that ‘dig’ into the airflow moving past the rocket, resulting in an extra force on the rocket body and so a change of direction. Imagine sitting in a small rowing boat moving across a smooth lake. Dig one oar straight into the water, and it acts as a control surface and so turns the boat.
Vectored thrust involves changing the direction of the rocket motor’s thrust relative to the rocket’s body resulting in a force (opposed by the friction of the air) which then causes the rocket body to turn. The output nozzles can be made moveable (‘gimbaled’ is the technical term) or moveable surfaces can be inserted into the rocket exhaust, which is a bit like having a rudder mounted behind the propeller of a ship. The effect is the same—the engine’s thrust is redirected and so the rocket changes direction.
However, for a rocket moving through the vacuum of space things are a little different. There is no friction, no drag. There is nothing to push against. How do you turn a rocket in space? The answer again lies with Newton’s Second Law. All we have to do is apply suitable forces that will change its direction of movement.
The simplest solution is to include some sort of attitude control thrusters mounted over the spacecraft’s body. Whether these just emit puffs of compressed gas or are actual little rocket engines on their own, if properly designed and positioned, short bursts from them can provide very precise control of the spacecraft’s orientation in three-dimensional space, which is to say, of its attitude.
Naturally spacecraft maneuvering is not quite as simple as this description implies and the reason it’s not simple is because, as we’ve already said, space is pretty much friction-free.4 Not only is there nothing to push against, but there is literally nothing to slow you down. In the air or in water, frictional forces act to reduce a moving object’s speed. Stop pushing your car along that flat road and it will eventually coast to a halt.
In space, if you use your thrusters to rotate your spacecraft, your first problem is that once you’re facing in the desired new direction, you’re going to keep rotating unless you use another thruster to cancel the effect of the one that started you turning. Your second problem is that even though you are now facing a new direction, you’re still going to have a velocity component in the direction you were originally going. That’s Newton’s First Law again. We can explain this better using diagrams.
For simplicity, we’re going to restrict our spacecraft, the Flatliner, to a corner of an idealized two-dimensional universe where it is far from the pernicious influence of any celestial body’s gravity. Our heroic Flatliner, is moving due East at a constant 100 ms−1. To maintain a constant speed in the absence of any other forces it has, counterintuitively, shut down its rocket motors; if they were still firing, it would still be accelerating. So, we now use our thrusters to rotate the ship to face north. Now we’re facing north but we’re still moving east at 100 ms−1. Next we fire the rocket motors at the back just long enough to give us a 100 ms−1 velocity northward. We’re still moving east at 100 ms−1 but now we’re also moving north at 100 ms−1. (In the language of rocket science, to be explored later this chapter, Flatliner has been provided with an 
              impulse
              
             that gives it a 
              delta-v
              
             of 100 ms−1.) The net effect is shown in Fig. 3.1. We’re facing north but moving northeast at 141 ms−1. If we had wanted to turn so that we ended up both facing north and moving north at 100 ms−1 with no other components of velocity, we would have had to use engines or thrusters to cancel our eastward velocity component as we increased our northward one, which would represent a terrible waste of propellant. And that’s just a grossly simplified two-dimensional illustration. Generalize things to three dimensions and allow for the gravitational influence of whatever planet you’re currently orbiting and it all gets a lot more headache-inducing.[image: ../images/469943_1_En_3_Chapter/469943_1_En_3_Fig1_HTML.png]
Fig. 3.1Flatliner starts at point A, where it is moving east (to the right across the page) at 100 ms−1. This velocity is shown by the arrow. As it moves at this constant speed it rotates to face north (top of the page), then fires its engines, producing an acceleration of 10 ms−2 for 10 seconds. This results in the final position and velocity components shown.


Many people find this spacecraft maneuvering aspect of rocket science deeply confusing because it contradicts everything they’ve seen in the movies. Sadly this is yet another area where Hollywood has lied to you. Real spacecraft do not move like fighter jets, nor do they move like World War Two (WW2) battleships. They move like spacecraft.5 If you want them to fight orbital battles in which they toss assorted ordnance at each other in three dimensions, things get even more complicated. In real space, you can’t simply invoke your special effects budget to escape the clutches of Newtonian physics.
So Newton’s First and Second Laws show us how rockets can be made to work—it’s all about applying forces to overcome inertia and generate acceleration. Yet many people still struggle to understand why rockets work. If there’s nothing to push against, how does pushing make you move? Well, fortunately for us, Sir Isaac Newton didn’t stop at just two Laws of Motion.
N3
The basic principle of rocket engines is simple: throw stuff out of the back at high speed, and leave the rest to Sir Isaac. Stated a little more precisely: eject material from a nozzle at the rear of the rocket, and Newton’s Third Law (N3) will cause the rocket to move in the opposite direction. This basic fact of rocket operation is very evident when a rocket is launched, as we can see in Fig. 3.2, as hot exhaust spews out of the back at high speed while the rocket body inches upward. N3 is usually stated as follows: for every action there is an equal and opposite reaction, and so rocket engines that rely on this law are described as reaction engines. The N3 law is very familiar to us in everyday life. A sprinter pushes against a starting block and the block pushes back. One pool ball hits another and they both recoil. Another familiar example is much closer to the action of rockets: a cartridge ignites in the chamber of a gun, causing gas to rapidly expand and propel a bullet down the barrel and out of the muzzle. N3 ensures that the gun recoils.[image: ../images/469943_1_En_3_Chapter/469943_1_En_3_Fig2_HTML.jpg]
Fig. 3.2Galaxy-C lifts off aboard a Delta launch vehicle, September 21, 1984. Rocket science 101: the mass of gas ejected downwards causes the rocket to rise. Ejected gas must have high momentum and therefore should be fast. A 
                      NASA
                      
                    
                      
                     Kennedy Space Center image.


The key to rocketry, as we will soon see, is to ensure that the ejected fluid6 leaves the rocket at high speed. The ‘equal and opposite reaction’ of N3 causes the rocket to move forward. What makes the physics interesting is that the rocket mass is changing all the time, because propellant in the tank is being ejected from the nozzle. Thus, if a space rocket has constant thrust (force pushing it forward, resulting from gas ejected backward), it will accelerate faster and faster until the engine is shut off. This continuous acceleration happens because the thrust is acting upon a mass that decreases. A rocket will only reach a constant speed if there is an external force, such as aerodynamic drag, that acts upon it to retard forward progress. We will investigate drag later in this section.
The analogy with a bullet is quite reasonable if we imagine that the gunpowder propellant deflagrates slowly, and if we can picture the bullet acceleration without the gun barrel. Barrels are necessary for accurately fixing bullet direction (for aiming the gun): so how, without a barrel, is the direction of a rocket maintained? There is a significant problem of flight stability to be faced here. In fact,we will see in Chap. 5 that when it comes to stability, rockets and bullets part company.
An exercise in basic physics shows us how N3 causes a space rocket to accelerate and how its mass reduces (because matter is being ejected from the nozzle). Here we restrict attention initially to space rockets because in space, there is no aerodynamic drag to contend with, which simplifies the physics. You can see the results of these fundamental calculations in Fig. 3.3. The only additional assumption, beyond N3, that goes into Fig. 3.3 is this: we assume that gas is ejected from the nozzle at a constant rate (say, 1 kg s−1). Given N3 then Fig. 3.3a automatically follows; given N3 and the extra assumption, Fig. 3.3b automatically follows. To show that this is the case requires conversing with Mother Nature—i.e. requires mathematics. The requisite calculations are provided in the Appendix (section A1, ‘Tsiolkovsky equation’) for those readers who choose to follow the details.[image: ../images/469943_1_En_3_Chapter/469943_1_En_3_Fig3_HTML.png]
Fig. 3.3Fundamental space-rocket science. (a) The mass of a rocket versus its speed (as a fraction of gas ejection speed). Interestingly, this curve does not depend upon the rate at which mass is ejected from the rocket. (b) Rocket speed versus time, assuming that 50% and 90% of the initial rocket mass consists of propellant. Burn time is the interval during which gas is ejected from the rocket. For this calculation we have taken the gas ejection speed to be 4 km s−1.


An interesting and important feature emerges from this introductory foray into rocket propulsion, revealed to us by the math analysis. The rate at which the rocket mass decreases with speed depends upon rocket speed and ejected gas speed—it does not depend on the rate at which mass is ejected from the rocket. In other words, the same graph (Fig. 3.3a) results if a rocket ejects gas at the rate of 1 kg s−1 or 10,000 kg s−1, so long as the gas speed is the same in both cases. The final speed of the rocket (when it has run out of propellant) also is independent of the mass ejection rate.
To describe the dynamics of rockets that fly through the air, we need to include the effects of air resistance. This extra force, which always opposes the rocket movement through the air (hence the alternative name for this force, drag), changes the game. The aerodynamic drag force increases with the square of rocket speed, so that rocket A, which has the same size and shape as rocket B, but travels three times faster, experiences nine times the aerodynamic drag. You can see the effects of drag, in Fig. 3.4. The math analysis (see Appendix section A2, ‘Drag’) shows that there is a maximum speed that a rocket can reach when it is subject to drag. This makes sense: as the rocket gets faster it experiences more drag (because drag increases as speed increases) until eventually the drag force equals the thrust. At this point, the force pushing the rocket forward is canceled by the force dragging it back and so there is no net force—the rocket moves at constant speed (this is N1). In fact, the rocket of Fig. 3.4 never reaches its maximum speed of 5 km s−1 because it runs out of propellant. What happens then? The rocket continues to move forward, but is still subjected to drag force and so it slows down. From Fig. 3.4 you can see that the faster rocket slows down more, to the extent that it eventually is traveling slower than the slow rocket.[image: ../images/469943_1_En_3_Chapter/469943_1_En_3_Fig4_HTML.png]
Fig. 3.4Rocket curves. (a) Rocket speed versus time for a terrestrial rocket that has to contend with aerodynamic drag. The drag imposes a maximum speed, here taken to be 5 km s−1. The gas ejection speed is 4 km s−1, as for Fig. 3.1. The fraction of initial rocket mass taken up by propellant is 50% and 90%. Note that the rocket which is initially faster slows down more, because it is lighter. (b) Mass fraction versus rocket speed (in units of exhaust speed u) for terminal speed c = 0.5u, c = u, and c = 1.5u. The dashed line shows exponential mass fraction which occurs for the case of no drag (equivalent to c = ∞).


How come? The faster rocket burns more propellant (90% of its launch mass, as opposed to 50% for the slower rocket) in the same time, and therefore generates more thrust, making it faster. When the propellant runs out, the fast rocket is five times lighter than the slow one, and so is more easily slowed down by the aerodynamic drag. Here is a lesson for terrestrial rocketeers. One application of rockets that works this way—with a high-speed ‘boost’ phase followed by a decelerating ‘coast’ phase—is battlefield guided missiles. (We will see later on why rockets have become the favored means of projecting such missiles.) These boost-coast missiles are rapidly accelerated to very high speeds and then, when the propellant runs out, they follow a ballistic trajectory (as would a shell) or, more usually, are guided remotely via control surfaces such as fins. Many air-to-air and air-to-surface missiles are of this type7. One advantage of the boost-coast approach is that, over the later stages of its trajectory, the missile is very maneuverable because it is light, having used up its propellant. But for the same reason it is losing speed very quickly, and so has a limited range. We will have more to say about rockets traveling through the air later on.
How efficient are rocket engines? We can calculate the propulsion efficiency (see Appendix section A3, ‘Efficiency’) and are rewarded for our effort by an optimum choice for the propellant fraction: to achieve peak efficiency at some point in their flight, rockets require at least 63% of the initial rocket mass to be taken up by propellant. There are two ways in which we can determine propulsion efficiency. We may define efficiency of a rocket engine as the ratio of useful propulsive power it generates to the rate at which it generates propulsive kinetic energy. (In other words, efficiency is the power used to push the rocket forward divided by the total power produced by the rocket engine.) This definition is the usual one quoted in rocket research, and the curve that it produces is shown in Fig. 3.5. We can propose a slightly different definition that yields the same result but is in some ways easier to work with. Let us define rocket engine efficiency in terms of the energy that it uses, instead of the power. Let us say that efficiency is the fraction of kinetic energy that is taken up by the payload. This is a simpler definition, and the result—also plotted in Fig. 3.5—shows a sharper peak, and therefore a more pronounced preference for the optimum value.[image: ../images/469943_1_En_3_Chapter/469943_1_En_3_Fig5_HTML.png]
Fig. 3.5Rocket propulsion efficiency, for the idealized case of zero structure mass (engines, propellant tanks and shell). Efficiency is usually defined in terms of useful power fraction, but can also be defined in terms of useful kinetic energy fraction. In both cases the rocket is most efficient when it travels at a speed that equals the gas ejection speed. From the math analysis (see A3 ‘Efficiency’ in the Appendix) we show that this speed is reached at some point in the rocket trajectory if the initial propellant supply is at least 63% of the rocket mass.


Propulsion efficiency is not the whole story, of course. We will see in Chap. 4 that other contributions to the (in)efficiency of rocket engines come from engineering design considerations. It may be that propellant load requirements, or rocket size limitations, or other considerations trump propulsion efficiency. All else being equal, we show in the Appendix that a rocket on the launch pad should be at least 63% propellant in order to reach maximum propulsion efficiency at some point during its flight. Of course, often all else is not equal. In particular, we will see that a huge amount of propellant is required to launch a rocket from the surface of the Earth and place it in orbit and so, given practical limitations to rocket size, the propellant load is most certainly higher than 63%.
Here is an example, from data pertaining to the space shuttle.8 To get a 25-ton payload into a low Earth orbit (LEO) at altitude 111 km requires a launch mass of 100 tons. The orbiting payload has a total energy of about 3.2 TJ; to get it into this orbit requires 1000 tons of solid propellant plus 106 tons of liquid hydrogen propellant, which between them contain 20 TJ of energy. Thus, the energy efficiency of a space shuttle trip to a LEO orbit is 3.2/20 = 16%. This is lower than the figure we expect from propulsion efficiency alone. Part of the difference is the inefficiency of rockets at low speed—all parts of the curve shown in Fig. 3.5 contribute (i.e. efficiencies for all speeds from zero up to the maximum speed attained), and this drags down the overall efficiency. Also, there is the chemical efficiency of the propellant: some of the energy is turned into heat and sound, as well as into fast exhaust gases.
Is it a coincidence that the rocket is most efficient when its speed equals that of its exhaust gases? No, it is not. Think of a rocket zooming past you to the right at 2345 mph. If the exhaust is leaving the rocket at 2345 mph, then it moves to the left at this speed, relative to the rocket. Its speed relative to you is 0 mph, so the exhaust has no kinetic energy—all the kinetic energy is in the rocket motion, hence propulsion efficiency is 100% in this case.
Delta-v
Rockets
              
             attached to spacecraft that tour around our Solar System
              
             have given rise to a branch of rocket science with its own vocabulary. We will delve into this spacecraft science later in this chapter, but introduce it here because a key concept of this branch is a direct consequence of N3. The only specialized vocabulary we will need are the words impulse and delta-v. An impulse is, to a physicist, a force applied for a small interval of time. In rocketry, a brief burst of propellant will provide an impulse. The law of momentum conservation—a consequence of N3—ensures that this impulse causes the rocket to increase speed. The increase in rocket speed that is due to an impulse is called delta-v (or Δv).9 In the Appendix (A4, ‘Impulse’) we show how a burst of the rocket engine for a given short interval provides a given impulse, which leads to a given delta-v.
In space, there is no drag and so momentum is conserved, which makes delta-v calculations easy and accurate. For reasons that will become clear, it is often desirable to apply the rocket engines of a spacecraft in short bursts, and so we see that movement through space is achieved by a series of delta-vs, followed by much longer intervals during which the spacecraft just coasts along under its own momentum in accordance with Newton’s first law of motion, N1. (Of course if a source of gravitation, such as a planet, is nearby then gravity will also influence the spacecraft motion.) This is the boost-coast flight of missile engineers, discussed earlier for Earth-bound guided missiles. We will see examples of this mode of maneuvering about the Solar System later in the chapter.
There are occasions when an impulse just won’t do, for which a sustained burst of the rocket engine is needed. The obvious example is that of a rocket that is launched from the Earth’s surface into space. Escaping the gravitational pull of our planet takes a lot of energy, and a short burst of the rocket engine just won’t cut the mustard. To illustrate this point, we show in the Appendix (A5, ‘Escape speed’) what is needed if, for some reason, we did decide to launch a rocket with an impulse (let us call this rocket Ketchup, for reasons that will soon become clear). That is, we fire off the engine for a short time and it generates enough delta-v to get Ketchup out of our atmosphere and far out into space. The rocket undergoes a single, brief and massive boost on the launch pad and then coasts up into space, like an artillery shell fired skyward. Calculations show that the delta-v needed is 11.2 km s−1. This is the escape speed for our planet (equivalent to 25,000 mph). A volume of rocket propellant three times the weight of the payload must be burned in the blink of an eye, and accelerate the payload to 11.2 km s−1. The G-force that acts upon Ketchup during this interval may possibly be resisted by the metal structure, but not by its human contents. Any unfortunate astronauts onboard the rocket would quickly resemble its name.
The delta-v idea is a useful way of tracking the consumption of propellant. We show in A4 why this is the case. Adding Δvs tells us how much propellant has been used; the sum cannot exceed the total amount of propellant on board. This total is given by the delta-v calculated by the rocket equation (see A1). It is perhaps initially confusing that adding delta-vs keeps track of propellant better than it keeps track of rocket speed, but it is indeed the case (again, see A4 for the reason why).
Because of this characteristic of rocket physics, rocket scientists and engineers who plan space missions work in bursts of delta-v. That is to say, they see the Solar System as a map with distances measured in Δvs rather than in kilometers or miles. A space mission is planned down to the last detail, and this detail includes the spacecraft trajectory. Consequently, every burst of the engine from the largest delta-v (getting from Earth’s surface to a LEO) to the smallest (a mid-course correction or attitude maneuver) is anticipated. The sum of all these delta-vs (plus a very little bit extra to allow for navigation errors or other trajectory corrections) tells how much propellant is needed. Given the exponential cost of propellant—exponential in the sense that extra propellant in space needs extra propellant at launch to get it there (see Fig. 3.9 below)—we can appreciate that very little overhead is allowed, to minimize mass. We can get a feeling for the Solar System as a delta-v map from Fig. 3.6, which indicates the delta-vs needed for a rocket to move between the Earth and its moon, and Mars and its moons.[image: ../images/469943_1_En_3_Chapter/469943_1_En_3_Fig6_HTML.png]
Fig. 3.6Delta-v figures (in units of km s-1) for various transits between Earth and Mars. ‘C3 = 0’ refers to trajectories with zero energy, also known as escape orbits. The delta-vs act in both directions, however in some cases aerobraking through an atmosphere is possible in the ‘downhill’ direction. Aerobraking is possible for those transits indicated here by gray arrows.


Escaping Earth
Before we can explore space, we need to get there. We have seen that the boost-coast approach won’t work for us, and so we will investigate the physics of rockets that employ their engines for a much longer interval of time (several minutes). These rockets must accelerate much more gently than did Ketchup, so that astronauts can reach space alive. As a prerequisite for this investigation we must understand a little of space science. Sir Isaac has told us how gravity works10, and from his theory we know that each and every mass creates a gravitational well, and resides at the bottom of it. Bigger masses create deeper wells. To get out of the well requires exerting energy, and so for a rocket to escape the pull of Earth’s gravity it must expend energy.
A body possesses gravitational potential energy by virtue of its position within the well. To raise a rock from the ground to a height of 2 meters takes energy. This energy is invested in the rock—it has increased gravitational potential energy because it is further up the well. When the rock is released, the potential energy is converted into kinetic energy as the rock accelerates toward the center of the Earth—i.e. as it falls down toward the bottom of the well. Physics tells us precisely how to convert between the potential energy of gravity and the kinetic energy of motion. Because this physics is well understood, rocket scientists know exactly how much energy is necessary for a rocket to escape the Earth’s gravity and place itself in a stable orbit or float freely through space, as we saw in the last section. The Tsiolkovsky equation
              
            , which we employed to generate Fig. 3.3a, can be generalized to show us how much propellant a single-stage rocket must carry with it in order to achieve this speed.
We will send a rocket called Orbiter-1 from the Earth’s surface into a stable low Earth orbit (LEO
              
            ), powered all the way by the rocket engine; the rocket must end up with sufficient speed to maintain itself in orbit. To reach LEO requires a typical delta-v of 9.7 km s−1, from Fig. 3.6. In practice the delta-v can be in the range 9.3–10.0 km s−1, depending on LEO altitude. Let us assume the higher value for our rocket. Orbiter-1 is an SSTO (Single Stage To Orbit) liquid propellant vehicle: we assume that all the propellant that we need to reach orbit is contained in a single tank. The calculations are presented in the rapidly burgeoning Appendix (section A6, ‘SSTO’), where we assume that the destination orbit is a low Earth orbit. Results for the powered phase of the flight (from the surface to LEO) are shown in Fig. 3.7. If Orbiter-1 has a payload fraction of 4%, and if we adopt a plausible value for the mass of the rocket structure (10% of the initial rocket mass), then from Fig. 3.7 we see that the maximum speed attained is only 7.9 km s−1. This is insufficient to reach orbit—an SSTO vehicle cannot work for us. Additionally, there is a problem with the G-force acting on the SSTO, as we now demonstrate.[image: ../images/469943_1_En_3_Chapter/469943_1_En_3_Fig7_HTML.png]
Fig. 3.7The cost of getting high. Final speed for a 1-stage (SSTO), 2-stage and 3-stage rocket as a function of payload mass fraction. For the calculations that lead to these curves we assumed a rocket exhaust gas speed of 4 km s-1 and a rocket structure mass (i.e. external shell, propellant tanks and engines) that is 10% of initial mass. Note the diminishing returns as the number of stages increases. (For a 100-stage rocket and a 4% payload mass fraction, the final speed is 11.6 km s-1, less than 1 km-1 faster than the 3-stage rocket.) To achieve a LEO the delta-v needed is about 10 km s-1. Clearly an SSTO is not up to the task; multistage rockets are necessary to get into space.


Because Orbiter-1 is carrying a human payload we must restrict the maximum G-force that they experience. Many tests carried out in centrifuges (on USAF test pilots, in the days before manned space flight) show that people black out after experiencing 5-G for more than a few seconds. Higher Gs are lethal; lower are clearly more desirable.11 We don’t want our astronauts to black out, so let’s restrict the peak G value to four. That is, the astronauts experience accelerations not in excess of 4g. From A6 we calculate that the peak G-value occurs at the end of the burn, and for Orbiter-1 this value cannot be less than 7.14.12 This is ketchup territory: humans cannot experience such a high G for more than a few seconds without serious injury or death. We cannot send humans to LEO in Orbiter-1 or any SSTO. (Unsurprisingly, inanimate hardware can be much more resilient, but it has to have been built to handle the forces involved.)
To reach orbit requires a 2-stage rocket. In a stunning fit of nominative flare that would not be amiss in the ranks of civil servants around the world, we will name this rocket Orbiter-2. In fact, we will show how more than two stages makes for even higher final speeds, enough to get our astronauts into LEO without crushing them with G-force. Orbiter-3 will feel more comfortable (well, less uncomfortable, perhaps). The calculations are summarized in the Appendix (section A7, ‘Stages’). These calculations get to the heart of multistage rockets. Results are shown in Fig. 3.7 for 2- and 3-stage rockets, assuming the same rocket parameter values we used for Orbiter-1, and in Table 3.1.Table 3.1G-force and payload fraction λ for multistage rockets. For an n-stage rocket, the G number is calculated in A7, given a rocket structure (propellant tanks, engines, etc.) mass fraction Ms/M0 = 0.1, 0.2


	
                        n
                      
	
                        G
                        
                        n,min
                      
	λ(Ms/M0 = 0.1)
	λ(Ms/M0 = 0.2)

	2
	3.53
	0.040
	0.010

	3
	2.44
	0.050
	0.023

	4
	1.98
	0.054
	0.029

	5
	1.74
	0.056
	0.032




The values for G-force are for rockets with a structure mass fraction of 0.1 and with payload fraction λ = 0.04. The values for λ in the last two columns are for a fixed final speed vn = 10 km s−1 (so that the rocket Orbiter-n can reach LEO), with a structure mass fraction of 0.1 and 0.2. Thus for example a 3-stage rocket can reach LEO with a payload that is 5% of rocket launch mass, if its structure weighs 10% of its initial mass.
In A7 we assumed that the propellant fraction for each rocket stage is the same, which has the advantage that the delta-v for an n-stage rocket is simply n multiplied by the delta-v for a single-stage rocket. This convenient form emphasizes the benefits of multistage rockets, but is not essential. Thus in the real world, the propellant fractions differ—indeed the propellants differ, the mass ejection rate differs, and the exhaust gas speed differs from stage to stage. Part of the reason for choosing different parameters is to maximize delta-v, but part is engineering practicality, as we will see in Chap. 4. To provide just one example here, we note that the first stage propellant of many large multistage rockets is often solid, whereas liquid propellants are used for higher stages.
The essence of rocketry
This section is an interlude, included to encapsulate what we have discussed so far about multistage rocketry, and the exponentially increasing mass of propellant that is needed for increasing delta-v. We provide a simple numerical example, illustrated in Fig. 3.8. If you take away only one lesson from this book about rocket science, let this be it, because it is the core of our subject.[image: ../images/469943_1_En_3_Chapter/469943_1_En_3_Fig8_HTML.png]
Fig. 3.8The essence of rocketry. (a) A single-stage rocket burns 1 unit of propellant to provide a Δv of (to accelerate the payload to) 10 km s-1. (b) To get to 20 km s-1 the single-stage rocket must first be brought to 10 km s-1; this requires accelerating both the payload and the single-stage propellant, because rockets carry all of their propellant. Propellant is needed to propel propellant.


So you have a small single-stage rocket sitting still in space, outside the gravitational influence of any star or planet. Let us say that your rocket (the Inspiration) consists of a 1-ton payload and a 1-ton propellant tank. That is, we are assuming that there is one ton of propellant—the tank and engine and all the rest of the structural mass are negligible, here. One day you go on a trip, and decide to burn all your propellant in one burst; this gives you a delta-v of 10 km s−1. You started from rest, so your final speed is, duh, 10 km s−1. (This case is illustrated in Fig. 3.8a.) On another day you decide that you want to go twice as fast, as suggested in Fig. 3.8b. To do so, you must add a second stage to your rocket (actually, it will be the first stage since it will be used first) creating Inspiration Plus. This first stage of Inspiration Plus must accelerate Inspiration to 10 km s−1and then we know that Inspiration—one ton of payload plus one ton of propellant—can provide another delta-v of 10 km s−1 to get you (the payload) up to 20 km s−1. But for the first stage of Inspiration Plus to boost 2 tons to 10 km s−1 requires two tons of propellant. That is, the extra stage on Inspiration Plus must include two tons of propellant, giving it a total of three tons of propellant and one ton of payload.
On another day, your need for speed drives you to want to hit 30 km s−1 (how you know you are moving, with no nearby planets or stars, is a philosophical problem that we will leave you and Einstein to puzzle over until Chap. 5). This means you need a 3-stage rocket (Yup, Inspiration Plus Plus) with the extra stage carrying four tons of propellant. In short, for your 1-ton payload to reach a speed of 10 km s−1 you need a ton of propellant; to reach 20 km s−1 you need three tons of propellant; to reach 30 km s−1 you need seven tons. Arithmetically increasing the speed further, you need exponentially more propellant: 40 km s−1 requires 15 tons, 50 km s−1 requires 31 tons, 60 km s−1 requires 63 tons.
This exponentiation, which in fact is immediately apparent from the Tsiolkovsky rocket equation, provides a powerful motive to provide a rocket sent from Earth with only the minimum propellant necessary for its mission, because every extra kilogram on the launch pad requires an exponentially greater number of kilograms to get it into space. There is great incentive to keep as low as possible the structural mass of a rocket: every kilogram that is shaved off this mass reduces considerably the amount of propellant needed to get it off the ground and into orbit. Here is why multistage rockets work better than single-stage rockets: many kilograms of structural mass are shed after each stage has completed it burn. The mass of stage-1 propellant tanks and engines are not part of the rocket that is accelerated by stage 2; the mass of stage-2 structure is not accelerated by stage 3, and so on.13
Propellant prose
We have seen how rockets work, and how they can be configured to get themselves into a LEO. For wider space travel (“to boldly go”...) there are techniques which can be used to minimize the amount of propellant that the rocket/spacecraft needs. Given the exponentiating nature of propellant requirement, it is not hard to appreciate that all means should be employed to minimize expenditure. In the next couple of sections we introduce the Oberth effect and show how it can make a little propellant go further. We describe techniques for moving around the Solar System that require surprisingly little propellant, and which, consequently, have been much used by various space missions over the last half century.
First, though, let’s hammer home one more time the very important point about propellant economy, just in case you haven’t yet got the message. Quite apart from the propellant-to-carry-propellant phenomenon, there are plenty of other reasons for jacking up the propellant fraction at launch. For a rocket setting off into space, there must be propellant to overcome the Earth’s gravitational pull, plus aerodynamic drag (in the lower levels of the atmosphere); also inefficiencies of the rocket engine must be factored in (we have seen that propulsion efficiency can be high, but total efficiency involves other engine factors, as we will see in Chap. 4). In fact, while rocket engines may be the lightest by far of any jet engine design, they are in practice also the least efficient. The result, as we have seen, is that most of their weight and volume is taken up by propellant. This observation is clearly reflected in images of space rockets struggling against gravity, as shown in Fig. 3.9.[image: ../images/469943_1_En_3_Chapter/469943_1_En_3_Fig9_HTML.jpg]
Fig. 3.9A large propellant tank is driven into space by two rockets, accompanied by the space shuttle Atlantis, on this December 2, 1988 launch. The propellant consumption is apparent. Atlantis took 8.5 minutes to reach orbit. NASA image.


The brutal fact of propellant exponentiation and the additional drains on propellant made early rocket scientists doubtful that interplanetary space travel via rockets would ever be feasible. Enter Herr Oberth.
Oberth effect
We met Hermann Oberth in Chap. 2. Among his many achievements was one that provided a fillip to the early dreamers of long-distance space travel, here explained.
The Oberth Effect helped to ease propellant concerns, and make rocket travel within the Solar System feasible, if not exactly easy. Oberth realized that some of the cost of transporting propellant could be recouped, by tapping into the kinetic energy of the propellant (as well as the chemical potential energy that is released by burning it). The math is quite simple (see the Appendix, section A8 ‘Oberth’) and the consequences are dramatic. Propellant must be expended to accelerate a rocket, the mass of which consists mostly of propellant. A moving rocket-powered spacecraft possesses kinetic energy—energy of motion—and we can harness the kinetic energy of the remaining propellant to increase that of the spacecraft. Say we are out in free space, moving along at constant speed. We hit the accelerator and burn a given mass of propellant, which provides us with a given increase in speed, delta-v. This process can increase spacecraft kinetic energy by more than the expended propellant energy, as shown in the Appendix. (For a small burn the spacecraft gains more energy than it consumes if its initial speed exceeds 41.4% of the exhaust gas speed.) It may seem like we are getting something for nothing here, expending energy by burning propellant increases spacecraft energy by more than the energy burned, but Oberth realized that the burst has shifted some of the propellant’s kinetic energy to the spacecraft. That is, the spacecraft gains kinetic energy and the ejected propellant loses some, so that overall energy is conserved. Analysis shows that the spacecraft kinetic energy increase is proportional to its speed before the burst, so the faster it is going, the more energy it gains by going faster still. Sounds too good to be true, but the math doesn’t lie.
The fact that more energy is gained by the rocket for a given expenditure of propellant if the rocket is moving faster explains why rockets are so hopelessly inefficient at low speeds. Think of a Saturn V just after launch: it is just belting out smoke and heat and propellant gases and is barely raising itself up into a sitting position.
The Oberth Effect can do even better when we take into account the gravitational potential energy of an orbiting spacecraft14. In A8 we show that the same spacecraft in a circular orbit about a planet can burn the same amount of propellant to obtain the same delta-v as before and it can gain more energy than it did in free space. (For a small burn it gains more energy than it consumes if its initial speed exceeds 33.3% of the exhaust gas speed.) This means that the spacecraft is gaining energy from the propellant’s gravitational potential energy as well as from its kinetic energy.
Space maneuvers—Hohmann ellipses
We now turn
              
             to other schemes
              
            
              
             for gaining energy, which take advantage of the Oberth Effect and permit small spacecraft with limited propellant supplies to reach right across the Solar System.
From the dynamics of planetary orbits, it turns out that the Oberth Effect will increase the spacecraft’s energy most when the spacecraft is at its closest point to the planet. Again, this may seem counterintuitive (for example it says that the best way for an orbiting spacecraft to escape the gravity of the planet it orbits is to fire its engine when closest to the planet, not when furthest away). Yet Oberth is correct and his technique is widely employed. To see why, and how Hohmann comes into it, we must back up a little and say something about Kepler’s Laws.
Johannes Kepler deduced three laws of planetary motion based upon careful observation. These laws were obtained empirically—without theoretical foundation—at the beginning of the seventeenth century. It would be another century before Newton derived them theoretically. The first two laws, K1 and K2 (which Kepler announced in 1609) concern us here. K1 says that the trajectory of a body trapped in a bound orbit is an ellipse. The ellipse may be very elongated (highly eccentric) or circular (zero eccentricity) or anything in between. If circular, then the planet about which our rocket-powered spacecraft orbits is in the center. If an eccentric ellipse, then the planet is at one of the foci of the ellipse. This focus can be way off center, so that the distance from the planet to our spacecraft varies a lot. K2 tells us how fast the spacecraft flies around its orbit. If we imagine a line drawn from spacecraft to planet, then the line sweeps out equal areas in equal times (as suggested in Fig. 3.10a). This means that the spacecraft is moving slowly when far away from the planet and fast when close in. It is fastest when at the closest point (the periapsis)
              
            . For an orbit that is circular or nearly so, then the orbital speed is constant, but for a highly eccentric orbit the speed can vary a lot.15[image: ../images/469943_1_En_3_Chapter/469943_1_En_3_Fig10_HTML.png]
Fig. 3.10Oberth
                      
                     in orbit. (a) Kepler’s first two laws of planetary motion tell us about how a spacecraft moves in its orbit. K1 says that the orbit will be an ellipse, and K2 says that the speed of the spacecraft will be such that a line drawn from the spacecraft to the center of the planet it orbits will sweep out equal areas in equal times. The area A swept out as the spacecraft moves from 1 to 2 is the same as area B swept out when it moves from 2 to 3, and area C as it moves from 3 to 4. This law means that the speed is a maximum when the spacecraft is at its closest point to the planet. (b) As a consequence of K2, the Oberth Effect provides most benefit when the velocity impulse Δv happens at the closest point to the planet, as shown.


Rockets are the only means of powered transportation out in space because they are the only vehicles that carry all their required propellant with them (but see Chap. 7). From the point of view of rocket scientists, space travel is easier to analyze mathematically than is travel through the atmosphere, because drag is a drag—the math of movement with aerodynamic drag is messier than the math of drag-free movement. This convenient fact, that space is frictionless, has permitted amazingly complicated spacecraft trajectories to be predicted very accurately by rocket scientists, and then executed by interplanetary probes. Many textbooks and myriad Ph.D. theses have been written about the orbital motion of rocket-powered spacecraft, and how best to maneuver these spacecraft from a low Earth orbit (LEO) to a geosynchronous orbit16 (GSO
              
            ), or from Earth to Jupiter and beyond. In this section and the next, we will shed light on what can be a very technical subject and one that consequently is quite often garbled in popular accounts.
We begin by considering a spacecraft parked in a LEO that is to be moved to a higher orbit, say, a GSO. The notion of 
              parking orbits
              
             is a useful concept and these orbits are often adopted in practice. For manned flights, a spacecraft is launched from the surface of our planet into a LEO. There, it can pick up propellant that has been earlier stashed and so continue with its mission—say a Moon landing or, here, a GSO suitable for a weather satellite. This idea has been compared with mountain climbers who establish a base camp partway up a mountain, where supplies have been stored. It is a good analogy, because spacecraft are also climbing and using up propellant in doing so. By picking up propellant in a parking orbit, the spacecraft does not have to carry all its propellant with it, which permits an increased payload at launch—very useful for manned missions, because people and their life-support systems are heavy. For unmanned spacecraft destined for another planet, parking orbits are also useful, but for a different reason. A spacecraft in such an orbit, above the Earth’s atmosphere and in a weak gravitational field, can wait for an opportune time to proceed with its mission while expending very little energy. Because of the relative motion of planets, some times are very much better than others for launching spacecraft on their interplanetary journeys. Such launch windows correspond to minimum journey times when hopping from Earth to another planet because their relative positions are convenient. Perhaps the planet is unusually close to Earth, or will be when the spacecraft reaches it. Or perhaps the alignment of planets is such that a spacecraft can benefit from slingshot fly-bys, picking up speed en route, as we will see. Whatever the reason for waiting, spacecraft are often placed in parking orbits while they await the green light for setting off on their missions.
Our spacecraft (let us call it Hohmann) is to be sent from a LEO at altitude 160 km out to a GSO at altitude 35,919 km—i.e. from radius 6531 km to 42,290 km, measured from the Earth’s center. The simplest means we might imagine for the spacecraft to make the transition is for it to fire up its rocket engine and push into a higher and higher orbit until it reaches its desired altitude (and speed; recall that for circular orbits, there is a fixed speed that depends on altitude (see section A9 ‘Orbital Speed’ in the Appendix)). The requisite delta-v need not be the result of high thrust delivered via a quick burst (an impulse) from the rocket engine, but instead may be a continuous small thrust. We will see in a later chapter that some rocket engines that have been developed in recent decades are better suited to continuous operation at low thrust. This obvious means of climbing up the Earth’s gravitational well is not the most propellant-efficient, however. In 1925 a German scientist named Walter Hohmann suggested a different trajectory that takes advantage of the Oberth effect, using two short bursts of the rocket engine. The bursts are carefully timed and provide carefully chosen delta-vs, as shown in Fig. 3.11. Hohmann’s method requires a lower total delta-v than does the continuous-thrust method. Here is how it works.[image: ../images/469943_1_En_3_Chapter/469943_1_En_3_Fig11_HTML.png]
Fig. 3.11Hohmann transfer (not to scale). To transfer a spacecraft from a circular LEO to a GSO via two short bursts of a rocket motor: the first burst increases spacecraft speed by Δv1, which pushes it into an elliptical orbit. After traveling half an ellipse, a second burst further increases speed by Δv2, resulting in the higher circular orbit. The return journey (dashed line) is accomplished via the same delta-vs but in the opposite directions, slowing down the spacecraft. This method of transiting is more economical than the obvious method of continuously burning propellant to increase altitude.


In a 160-km altitude LEO, Hohmann is moving along at a respectable clip: 7.826 km s−1 or 17,500 mph. (In A9 we explain how the orbital speed is found from the altitude. In A10 ‘Hohmann’ we derive the numbers that follow.) The engine delivers a Δv1 of 2475 ms−1 which increases the spacecraft’s speed, pushing it out of orbit. Hohmann then follows an elliptical trajectory. After about 5 hours 15 minutes and 45 seconds it has completed half an ellipse, as suggested in Fig. 3.11, and is at the higher altitude of 35,919 km. If nothing further is done, then the spacecraft will fall back, completing the elliptic trajectory and repeating it again and again. However, after half an ellipse Hohmann’s engine delivers a second thrust, providing a Δv2 of 1485 ms−1, as shown. This second delta-v increases speed to that appropriate for a circular orbit at this altitude and so Hohmann remains in the higher orbit. The Hohmann half-ellipse orbit requires a total propellant expenditure that is less than the energy required for a gradual, continuous low-thrust approach, which spirals out from initial LEO to destination GSO. It requires 62.8% of Hohmann’s initial mass, whereas the continuous slow-burn transit would require 69.5%. Note that the Hohmann method can be used in reverse—to move down a gravitational well from outer orbit to inner obit. The same delta-vs are used as before, but in the opposite directions, slowing down the spacecraft instead of speeding it up.
Hohmann transfer orbits can occur between any two circular orbits that are in the same geometrical plane, and are generally the most energy-economical method of making the transition. Planetary orbits are in approximately the same plane and are approximately circular, so it is possible to use Hohmann elliptical transfer orbits to economically move a satellite from planet to planet within the Solar System or from, say, one of Saturn’s moons to another.17
Nine years after Hohmann introduced his important (because of its economy) transfer orbits—some four decades before technology advanced to the point where we could implement the idea—Sternfeld in 1934 published ideas for a somewhat different orbital transfer trajectory which, in some cases, can be more economical with propellant. These bi-elliptical orbits work as shown in Fig. 3.12. Calculations show that the total delta-v for a bi-elliptic orbit is very slightly less than that of a Hohmann orbit between the same start and end points if the destination orbit is at least 15 times further out than the starting orbit (i.e. if R2 is greater than 15R1 in the notation of Fig. 3.12). If R2 is less than 12R1, then Hohmann transfers are more propellant efficient; for R2 between 12 and 15 times R1 then one or other prevails, depending on the distance R3 of Fig. 3.12 chosen for the bi-elliptic orbit. Whether more propellant-efficient or not, the bi-elliptic transfers usually take far longer to complete than do Hohmann transfers. For example, a bi-elliptic transfer from an LEO to an Earth orbit that is 20 times further out than a GSO is more propellant-efficient than a Hohmann transfer: it uses 1% less propellant if the distance R3 is 30 times the LEO radius, but takes 245 times longer to complete. This much greater transfer time may or may not matter for an unmanned spacecraft, but is impractical for manned space flights.18[image: ../images/469943_1_En_3_Chapter/469943_1_En_3_Fig12_HTML.png]
Fig. 3.12Bi-elliptic transfer (not to scale). To transfer from an orbit of radius R1 to an orbit of radius R2: a burst Δv1 results in a half-ellipse trajectory that takes the spacecraft beyond the destination orbit, then a second burst Δv2 results in another half-ellipse trajectory that places it on the destination orbit. Then Δv3 slows down the spacecraft so that it remains in this orbit. These bi-elliptic transfers can sometimes be a little more propellant-efficient than the Hohmann transfers, but they take much longer to complete.


Space maneuvers—gravity assists
This maneuver is commonly used to impart energy to a spacecraft or to spill excess energy from it. Widely known as a 
              slingshot
              
            , this name suggests that the physics is analogous to that of a sling, in which a rock is projected to high speed by the angular acceleration of the sling, and then released. The Jet Propulsion Lab of NASA points out on its website that the name is unfortunate, because the analogy is wrong. JPL prefers the name gravity assist, for reasons that will become clear. Other names commonly applied to this technique are fly-by and swing-by.
A spacecraft that is outside the gravitational well of a planet and enters into this well will pick up speed as it approaches; the gravitational pull of the planet deflects the spacecraft, which swings by and eventually leaves the gravity field, usually in a different direction and at a different speed. The direction and speed can both be predicted from Newton’s law of gravity. The analysis shows that energy can be gained or lost by the spacecraft, depending on how it approaches the planet. The spacecraft need not fire its rockets at all during the fly-by. How can the energy change?
The answer lies in the motion of the planet itself. Planets orbit the sun at different speeds, with the inner planets moving faster than the outer planets. Thus, Earth travels around the sun at a speed of about 30 km s−1 (as we have seen, this average speed varies a little due to the slight eccentricity of the orbit). The next planet in toward the sun is Venus, which moves at 35 km s−1 whereas the next planet out is Mars, which moves at 24 km s−1. A spacecraft that undergoes a slingshot maneuver thus enters a moving gravitational well, and is dragged along by it before being ejected. This process imparts additional energy to the spacecraft, at the expense of the planet. (In this sense a slingshot maneuver resembles the Oberth Effect: the former steals some of the planet’s kinetic energy and the latter steals some of the propellant’s kinetic energy.) The math analysis is provided in the Appendix (section A11, ‘Slingshot’).
The maximum speed that a spacecraft can gain by a gravity assist is twice the orbital speed of the planet, and this occurs when the spacecraft approaches the planet head on and swings about it leaving in the opposite direction. For example, consider Perijove, an imaginary spacecraft that you have built in your garage and sent up into space to photograph the planet Jupiter (here we’re dealing with the technical issues—you must find your own way to overcome the financial ones). A long way from Jupiter, Perijove moves head-on toward it at a speed of 5 km s−1, relative to the sun. From Jupiter’s point of view, however, the little spacecraft is approaching at 18 km s−1, because Jupiter orbits the sun at 13 km s−1. You have selected a trajectory for Perijove that brings it very close to Jupiter, brushing past at a distance of only half the planet’s radius, at the closest point of approach (the perijove, as it is called for Jupiter). An observer moving along with Jupiter would see Perijove approach at an initial speed of 18 km s−1, pick up speed to reach a maximum of 52 km s−1 at the closest point19, and then recede in the opposite direction from which it arrived, leaving the Jovian gravitational well at the same speed it entered, 18 km s−1. However, an observer at rest relative to the sun would see it differently. She would observe Jupiter moving right (say) at 13 km s−1 and Perijove approaching it from the right at 5 km s−1. Then your spacecraft would swing by and fly off to the right at a speed of 31 km s−1. It is like a ball that is thrown at the front of an oncoming train (this is NASAs basic explanation; see Fig. A11c)—the ball bounces off in the opposite direction at a much-increased speed.
In fact, the ball analogy is as misleading as the slingshot analogy. Perijove does not make physical contact with Jupiter, but only interacts with it gravitationally. Another analogy (favored by JPL) is of a ping-pong ball bouncing off a rotating ceiling fan, but this also is misleading. (For example, it may suggest, erroneously, that gravity assists depend upon the rotation of a planet.) The best mechanical analogy we can think of is this. Imagine a large ice skater approaching a stationary small one. They link arms briefly as they pass, causing the small ice skater to fly off at high speed. This analogy, though still imperfect, brings out the fact that energy gained by one participant is lost by the other. The energy loss of the large skater is perceptible. Similarly, when Perijove emerged with increased speed from its encounter with Jupiter, Jupiter emerged with correspondingly less energy. Energy of motion depends upon mass and speed; however no perceptible change in Jovian speed can be detected because the planet is incomparably more massive than the spacecraft, and so the loss of energy corresponds to a miniscule loss of planetary speed20.
Slingshots/fly-bys/gravity assists were first contemplated surprisingly early in the history of rocket science. The Ukrainian Kondratyuk in 1918–19, and the Latvian Zander (or Tsander) in 1925, both working in the Soviet Union during turbulent times (and both dying young) were space-travel enthusiasts who sought ways to get rockets to Mars.21 It is clear that both understood the physics of fly-bys, but the benefit in terms of reduced propellant was first put forward in 1961 by Michael Minovitch working at the Jet Propulsion Lab. The first interplanetary use of slingshots was by Mariner
              
             10 in 1974; this spacecraft swung by Venus on its way to Mercury. (It was not interplanetary but earlier, in 1959, the Soviet spacecraft Luna 3 photographed the far side of the Moon while on a fly-by trajectory.)
Detailed analysis of slingshot events shows that the spacecraft can gain considerable speed even if it does not change course significantly. For example, look at Fig. 3.13, which shows the many gravity assists adopted by the Cassini-Huygens spacecraft, on its epic journey to Saturn (see Figs. 3.14 and 3.15).22 To reach Saturn, a distant planet much further out of the solar gravitational well than Earth, required more energy (i.e. propellant) than could be realistically carried on board, and so Cassini-Huygens made use of no less than four fly-bys to pick up speed (and thus pick up energy, saving an estimated 75 tons of propellant23). You can see from Fig. 3.13 that the spacecraft trajectory involved no 180° turns—the fly-by changes in direction were in fact quite small. Nevertheless a lot of speed was gained, particularly from the speedy planet Venus. For example, let us say that a spacecraft approaches Venus with an initial speed (relative to the sun) that is small compared with Venus’ orbital speed of 35 km s−1 (in which case we should really say that Venus approaches the spacecraft). Let us also say that the planet and spacecraft are heading in almost the same direction, and after the slingshot encounter the spacecraft direction is barely changed, as in Fig. 3.13. In that case, the spacecraft emerges with a speed that is close to 70 km s−1 or over 150,000 mph. The best mechanical analogy that we can construct for this particular encounter is that of two roller-derby skaters (replacing the ice skaters of an earlier analogy). One approaches a teammate from behind; they link arms briefly and one of them is accelerated forward at higher speed than either had before. Again, an imperfect analogy—if you want the true picture, then please read the Appendix.[image: ../images/469943_1_En_3_Chapter/469943_1_En_3_Fig13_HTML.png]
Fig. 3.13Cassini-Huygens spacecraft
                      
                     trajectory. After launch from Earth there were two fly-bys of Venus and one of Earth before the spacecraft picked up enough speed to swing out toward Jupiter. Another fly-by took Cassini-Huygens into orbit around Saturn. NASA image.
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Fig. 3.14Prior to launch, flight mechanics lower the Cassini-Huygens spacecraft onto its launch vehicle adaptor. A NASA/ JPL image
                      
                    .
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Fig. 3.15Five of Saturn’s moons seen in this image from the Cassini satellite. From left to right: Janus (diameter 179 km), Pandora (81 km), icy Enceladus (504 km), Mimas (396 km) and Rhea (1528 km), closest (at 1.1 million kilometers) to Cassini. Saturn is out of the picture, but the rings are clearly seen. Cassini made 294 orbits of saturn. This picture was taken on 29 July 2011. Image courtesy of NASA/ JPL/ Space Science Institute.


Other interplanetary spacecraft that made use of gravity assists include Voyager-1
              
             and Voyager-2. These spacecraft set out to explore the outer Solar System and today are leaving it. Voyager-1 is the furthest man-made object from Earth, although not the fastest24. It is currently about 21.7 billion km away, equivalent to more than 20 light hours, and is receding at a rate of about 17 km s−1. This speed was gained mostly from fly-bys of Jupiter and Saturn. Gravity assists are now standard, because of the huge benefits that they bring. They can result in interplanetary transfers that are considered superior to the optimum Hohmann transfer. For example, Cassini-Huygens’ trip out to Saturn took 6.7 years, only a little longer than the Hohmann transfer time of six years, but at considerably lower cost in propellant: the delta-v required by 
              Cassini-Huygens
              
             was 2 km s−1 compared with 15.7 km s−1 for a Hohmann maneuver. There is no such thing as a free lunch, however, and the cost of slingshot trajectories is their narrow launch windows. As you can see from Fig. 3.13, the planets had to be aligned just right for the Cassini-Huygens trajectory to take place. In fact, the Voyager-1 ‘Grand Tour’ alignment of Jupiter and Saturn (and Uranus and Neptune for a later phase of the mission) occurred in the 1970s but will not occur again until the middle of the next century.
Because the mathematics of fly-bys is well understood (“Isaac Newton is piloting this spacecraft” has been said many times), every launch window is used to best effect. We know that passing behind a planet produces an increase of speed, whereas passing in front of it causes a reduction of speed—useful when we want to put a spacecraft into orbit around an inferior planet (that is not a value judgement, just a technical term for one that is closer to the sun, i.e. Venus or Mercury). Without braking, the sun’s gravity would cause our spacecraft to overshoot its target planet, which would be unable to hold it in orbit. Braking can be achieved by rubbing against a target planet’s atmosphere, but Mercury has none and Venus has one that consists largely of corrosive sulfuric acid, and so slingshot braking is preferred to aerobraking for inferior planets. Some further flexibility in slingshot trajectories can be obtained by exploiting the Oberth effect—adding a delta-v during a fly-by to gain extra energy.25 With today’s rocket technology interplanetary missions, whether manned or unmanned, are pretty much unthinkable without the benefits of slingshot maneuvers.
Finally, as a curious technical addendum, note that there is a very slight, irregular and poorly understood fly-by anomaly. For some of the several dozen spacecraft fly-bys that have been carried out, the expected gains in speed have been exceeded by a small amount. To put these aberrations in context, we note that the excess speeds are a few tens of millimeters per second, against predicted speeds of several km per second—five orders of magnitude smaller. There a half a dozen proposed explanations (involving cosmology, or general relativity, or planetary rotation, or gravitational field uncertainties), which which we leave for you to investigate.
Lagrange’s Car Parks
When we think of spacecraft orbits we tend to think of a very small thing orbiting around a much larger thing, like the International Space Station (ISS
              
            ) orbiting the Earth. However, the Earth does not exist in isolation. Indeed, this is a direct consequence of gravitational theory: gravity is a surprisingly weak force but it can exert its influence over incredible distances. Everything in the Universe is, to some extent, affected by the gravitational field of everything else.26 In the case of the Earth, the two most significant external influences are the Sun and the Moon. The Moon is of course smaller than the Earth and utterly insignificant in mass relative to the Sun. However, it is a lot closer to the Earth than the Sun is, and so the Earth and the Moon are locked in orbit around each other. (Technically they both orbit around the center of mass of the Earth-Moon system, which, due to their difference in masses, is actually below the surface of the Earth. In the same way the Earth-Moon combination and the Sun are orbiting around their mutual center of mass which is, not surprisingly, located inside the Sun.)
When we have two not-insignificant masses orbiting each other like this, it is referred to as a two-body system, and Newtonian gravitational theory allows us to find exact solutions to the equations that describe their orbits. Add in another object and it is, to no-one’s surprise, called a three-body system. What might be more surprising is that any three-body system is inherently chaotic: an exact mathematical solution to the problem of three-body orbits is, to use a mathematical euphemism, intractable. Which may be why hunting for such a solution kept mathematicians happy for many years until 1772, when Louis Lagrange decided to change the rules.
Lagrange investigated what was known as the reduced three-body problem, so called because the third body is assumed to have a mass completely negligible compared to the other two. This permits some mathematical shortcuts and allows the equations to be solved. This wasn’t really cheating, as the solar system is full of examples of tiny natural moons moving under the influence of their massive parent planet and the even more massive Sun. But what Lagrange found was also, of course, a perfectly valid solution for cases where a (miniscule) spacecraft orbits within a more conventional two-body system.
Lagrange’s equations predicted five points in a reduced three-body system, where the orbital motion of the tiny third body balances the gravitational forces acting on it from the other two. In effect, these are equilibrium points within the system where, if it is not subjected to any other disturbing forces, the third body will maintain its position relative to the other two. These became known as the Lagrangian Points, numbered 1 through 5 and often referred to more simply as L1 to L5. If we allow for the masses to follow elliptical orbits, the ‘points’ now become ‘regions’ where the same results apply.
Any system consisting of two not-insignificant masses will have five Lagrange points where a third body of negligible mass can park itself. Accordingly, it is important to specify to which system’s Lagrange points you are referring. For the purposes of illustration, we shall consider the Earth-Sun system and will regard the Sun as being effectively fixed at the center of this system. As the Earth orbits the Sun, the Lagrangian points move with it and, at least to begin with, objects at positions L1 through L5 will stay in those spots relative to the Earth. Figure 3.16 is a not-to-scale representation of our system showing the five Lagrange points.[image: ../images/469943_1_En_3_Chapter/469943_1_En_3_Fig16_HTML.png]
Fig. 3.16Simplified representation of the five Earth-Sun Lagrange points. A satellite parked near L4 or L5 can find a stable orbit around the Lagrange point (so that no energy is required to maintain orbit); L1,2,3 are unstable points and so a satellite must expend a little energy (occasionally firing booster rockets) to maintain orbit around these points. The Lagrange points rotate about the Sun at the angular speed that Earth rotates around the Sun.


An object at L1, roughly 1.5 million kilometers closer to the Sun than is the Earth, will feel the pull of the Sun, reduced slightly by the opposing pull of the Earth with the result that it’s orbital period around the Sun will be the same as the Earth’s—one year. Thus, as the whole system moves, the object stays at L1 relative to the Earth. Among other things, this a good place to position spacecraft intended to monitor the Sun. The SOHO (Solar and Heliospheric Observatory) and the Deep Space Climate Observatory satellites are near L1. They expend a small amount of propellant each year—a few meters per second of delta-v—to maintain their positions, because L1 is an unstable equilibrium point.
At L2, about 1.5 million kilometers further from the Sun than is the Earth, the Sun’s gravitational pull is supplemented by that of the Earth with the result that its orbital period speeds up to match that of the Earth’s. If you want to observe the more distant Universe, this is a good spot to locate your space-based observatories. The James Webb Space Telescope (successor to the Hubble Space Telescope) is scheduled to take up position around L2 when it is (eventually) launched in the early 2020’s.
L3 lies behind the Sun, in a direct line between it and the Earth and slightly further from the Sun than the Earth’s orbit. Any object at L3 will always be invisible from the Earth. An Earth-like planet at L3 used to be a favorite source of alien invaders for science fiction writers. However, we can be pretty sure that Earth’s Evil Twin doesn’t orbit there because (1) we would see the effect of its gravitational influence on the rest of the Solar System, (2) since the Earth’s orbit is elliptical, not circular, we would get an occasional glimpse of it and 3) the L3 point is inherently unstable; anything placed there will start to drift away within a few centuries.
L4 and L5 were the more unexpected results of Lagrange’s calculations. Each point is the same distance from both the Earth and the Sun, which means each lies at one corner of an equilateral triangle whose base is formed by the Earth-Sun line. L4 lies ahead of the Earth in its orbit and L5 is behind the Earth. Both are at a distance of about 150 million kilometers from Earth.
The stability of the L4 and L5 points means that small celestial objects will display a tendency to gather in these regions. Thus, for the Earth-Sun system, we find dust clouds at L4 and L5; at the equivalent positions in the Sun-Jupiter system we find the Trojan asteroids. Closer to home, for the Earth-Moon system, L4 and L5 have long been proposed as ideal locations at which to maintain large space colonies. Just don’t expect to see them being built any time soon.27
Interplanetary superhighway
This amazing
              
             idea, envisioned by NASA engineer Martin Lo, is the epitome of small delta-v travel across the Solar System. A future spacecraft could potentially range widely throughout our solar system while expending less energy than would be required for Hohmann transfer orbits, by taking advantage of the Lagrange points of each planet and its moons. The flip side to expending low energy is that the superhighway has a very low speed limit—it might take many years to cross the Solar System. Thus the superhighway is impractical for transporting humans, but may one distant day be useful for moving observation satellites or other inanimate payloads. Here we introduce you to the superhighway mainly because it is the supreme illustration of the type of low-energy space flight that we have been discussing and that astronautical engineers strive for.
As so often in our field, theoretical foundations precede practical implementation by decades (in this case centuries). The French mathematician Henri Poincaré showed theoretically in the 1890s that trajectories between the Lagrange points of any gravitational system could be very low-energy transitions. Deriving these transitions for the real-world Solar System began in the 1960s. The work of Lo and coworkers in the 1990s led to the identification of routes—tubes stretching between Lagrange points throughout the Solar System—inside which very little energy need be expended to travel. Almost all the energy required would be needed to get a spacecraft from Earth to one of its Lagrange car parks; thereafter, very little energy would be needed on the superhighway to other planetary systems. The superhighway is illustrated in Fig. 3.17.[image: ../images/469943_1_En_3_Chapter/469943_1_En_3_Fig17_HTML.png]
Fig. 3.17Artist’s conception of the Interplanetary Superhighway. The tubes represent boundaries within which spacecraft can fly to travel between planets across the Solar System while expending very little energy. The ribbon represents one such trajectory. Constricted parts of the tube occur near Lagrange points. NASA image.


To date, the superhighway concept has been used ‘locally’ to guide satellites to Earth’s L1 point. Wider application awaits future (perhaps distant future) space missions.28
Missile mechanics
Rockets in the public eye bring to mind manned space missions. The other main application of these extreme machines is historically earlier: as we have seen, rockets made their first significant appearance as weapons of war. So, coming down to Earth with a bump—indeed, a bang—we now return to terrestrial rocketry and look at the propulsion issues that arise for short-range missiles. Typically, such missiles are aimed at surface or airplane targets, and have a range of a few kilometers. Modern rocket-powered missiles arose during WW229 and were mounted on trucks (for example, the much-feared Russian Katyusha—roughly, Little Katie), on airplanes (e.g. the RP-3 wing-mounted rockets on British Typhoon fighter bombers), and on shoulders (e.g. the famous American 
              bazooka
              
            , named after the musical instrument it resembled30). See Fig. 3.18. Both sides made use of short-range rocket missiles in WW2, and such missiles are still an important part of any military arsenal today: RPGs
              
             (rocket-propelled grenades) can take out a heavy tank; Stinger shoulder-launched missiles can bring down an airplane. Both are very effective missiles, as in their day were the Katyusha and the other weapons mentioned above, plus many that weren’t, such as the very useful German Panzerschreck.31[image: ../images/469943_1_En_3_Chapter/469943_1_En_3_Fig18_HTML.jpg]
Fig. 3.18Short-range rockets of WW2. The main picture (a) shows an American 
                      bazooka
                      
                    , an iconic shoulder-launched anti-tank weapon. A 1943 US Army Signals Corps photo. The left inset (b) shows a battery of Soviet Katyushas firing during the battle of Stalingrad, October 1942. An RIA Novosty image; photo by Georgiy Zelma. The right inset is a still from a gun-camera movie, showing RP-3 rockets just after launch from an RAF Typhoon fighter-bomber, aimed at trucks in Nordhorn, Germany. UK Government photo (F/Sgt Shaw).


It is obvious why rockets developed for space travel, but it is perhaps less immediately apparent why they should be a good choice for use in short-range weaponry. After all, a shell leaves the barrel of an artillery piece at very high speed, whereas a rocket takes time to get up to speed. So, surely over short distances the artillery gun and howitzer and mortar are better than a rocket of equivalent caliber? Not necessarily—there are factors other than muzzle speed that need to be taken into account. Consider the Katyusha: up to 48 launchers could be mounted on a truck, and the warhead of each rocket (which had a range of perhaps 5 km) weighed 22 kg. The Typhoon’s RP-3 carried a 60-lb (27 kg) warhead. Imagine an artillery weapon that fires 22-kg shells: it would weigh so much that a truck might be able to mount one of them but certainly not 48. And the truck would be shaken apart when the gun fired. Similarly, recoil from a gun firing 27-kg shells from an airplane wing would rip off the wing. The bazooka caliber was 60 mm. A soldier could not lift a 60-mm artillery weapon and, if he could, then firing it would be fatal to him.
The key fact making rockets so very useful as short range weapons—even the early ones from WW2—is their lack of recoil. Not only is the shock to the launcher so much less than that of an equivalent artillery weapon, but the lack of recoil means that the rocket launcher barrel need be much less robust and therefore much lighter (and less expensive). For the foot soldier, a rocket-launched missile represents more punch per pound of ordnance that he has to lug across a battlefield. With the advent of rocket technology, small airplanes and light trucks could henceforth carry weapons that did far more damage than those they carried previously. This fact, coupled with the inexpensive nature of rocket launchers (because of their light construction, due to the lack of recoil) and the development of armor-piercing shaped-charge warheads, changed the nature of mechanized warfare. We know this from the effectiveness of rocket-powered weapons during the last couple of years of WW2, and from the very suggestive fact that they have continued to be used in the same roles ever since, and in new roles previously unattainable (such as Inter-Continental Ballistic Missiles (ICBMs
              
            ) and submarine-launched missiles).
The new rocket technology brought its own problems. Bazookas
              
             do not impart much recoil to the soldier who fires the weapon (N3 means that gas ejected from the back balances the missile ejected from the front—the launcher itself goes nowhere), but the back-blast may give away his position to the enemy, or prove fatal to the soldier who fires a bazooka in a confined space. Indeed, GIs armed with bazookas suffered high casualties. Those fearsome Katyushas were used en masse to carpet a large area in front of them, killing or destroying much that occupied that area, but they were far too inaccurate for aiming at an individual target. The truck launchers’ windscreens were covered up before launch to protect them from the rockets’ jets, and soon after launch the trucks would move, to avoid retaliatory fire.
From what we have learned in this chapter about rocket science, we can understand in a little more detail some of the issues raised when rocketry is applied to short-range weapons. Let’s begin by using our know-how to infer a few unpublished (to the best of our knowledge) facts about the Stinger shoulder-launched anti-aircraft missile, from those facts about it that have been published. Then we will move on to invent a surface-to-surface battlefield missile, say an anti-tank round, and investigate the factors that rocketry brings into play, compared with the old-fashioned artillery weapons used for the same purpose.
The shoulder-launched Stinger missile weapon (Fig. 3.19) was introduced into service in 1978. From published data widely available online32, we know that the missile is powered by a 2-stage solid-propellant rocket, and is guided onto its target by an IR (infrared
              
            ) system—typically these lock onto the exhaust plume of a jet aircraft. The missile mass is 10.1 kg, of which the payload (warhead) is 3 kg, which tells us that about 70% of the initial mass consists of propellant (assuming a lightweight missile casing). The maximum speed of a Stinger missile is reported as 750 ms−1 (a shade under 1700 mph). Its ‘effective’ range is quoted as 4.8 km and its ‘maximum’ range is 8 km. It has a diameter of about 70 mm (2¾ inches) and a length of 1.5 m (about 5 feet). The first stage simply projects the missile a few meters away from the launcher, so that when the second (main) stage kicks in the propellant gases do not blast the infantryman who fired the missile. For our calculations (see section A12 ‘Stinger’ in the Appendix) we can say that the missile is effectively a single-stage rocket.[image: ../images/469943_1_En_3_Chapter/469943_1_En_3_Fig19_HTML.jpg]
Fig. 3.19Stinger missile launcher. It weighs only half as much as the missile it fires—a testament to the small recoil of rocket missiles. US Navy photo by Mass Communication
                      
                     Specialist 3rd Class Daniel Barker.


From these facts we can, with the addition of a few plausible assumptions, deduce the following extra information about Stinger missiles by applying our knowledge of rocket physics. The missile takes about 8.6 seconds to reach a target at the ‘effective’ range, if we interpret ‘effective’ to mean the distance that the missile travels before running out of propellant. At this point, it experiences its maximum G of about 68 (a small amount for a projectile, as we will see). Thereafter it coasts; at its ‘maximum’ range it has slowed down to about 150 ms−1 (340 mph) after coasting for 10.5 s. It burns propellant at a rate of 0.81 kg s−1 and has a rather high drag coefficient of about 1.4.33
Now we will design a short-range anti-tank (AT) missile and compare it with an AT artillery round. In truth, our missile will look a lot like a Stinger because we have already done calculations for this missile—we will here adopt the Stinger for anti-tank use. Logistics dictates a light and mobile launch vehicle and so, because we want to take out heavily-armored main battle tanks (MBTs) with this weapon, we opt for a rocket-powered missile (we need a lot of punch and low recoil). The design specification calls for a range of up to 5 km. The missile has a 3-kg warhead (payload
              
            ), which we want to hit the target at maximum speed. How does our anti-tank Stinger missile compare with a shell fired from a conventional artillery gun? We assume the shell has the same weight, same diameter, and a similar maximum speed. The calculations are in A12, results are shown in Table 3.2.Table 3.2Speed with which a shell and a missile of the same mass hit a target at range R. Also, the maximum G-force experienced by the warhead during its flight. High speed and low G are desirable—clearly the missile performs better
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If the missile is a kinetic energy weapon, then speed matters. Such missiles penetrate thick steel armor by striking it with a dense, hard and very fast metallic dart, typically made of either tungsten or depleted uranium. These darts rely upon their kinetic energy to slice through the armor like a hot knife through butter. Perhaps our missile is not a kinetic energy round, but instead delivers a high explosive anti-tank (HEAT) warhead. In this case, missile speed is not nearly as important as warhead weight. We could adjust the parameters of our calculation for these different munition types (by increasing speed or payload), in which case the numbers in Table 3.2 would change, but not the main result: missile performance is better. This is why missiles have been used in warfare for as long as the technology has existed. Indeed, the needs of warfare have driven missile technology precisely because rocket-powered missiles outperform conventional artillery.
A number of assumptions lurk behind the results of Table 3.2 (see A12). We assume that the missile burn rate can be adjusted so that it runs out of propellant (and reaches maximum speed) at the desired range. This is a simplification/idealization. We assume a lower drag factor for the shell than for the missile (of the same diameter) because this seems likely to be true (shells generally have no protruding fins and are shorter). We assume a more-or-less straight trajectory to the target—no significant winding (in the case of the missile) to acquire the target or avoid obstacles, and a flat trajectory for the shell. The significance of the G-force acting on the projectiles is this: fancy onboard electronics can only resist a certain amount of G-force. Simple electronics within some shells (proximity fuzes, for example) are hardened to withstand very high G-force, up to G = 15,500, but more sophisticated electronics (terrain recognition, guidance systems, sensors) cannot, and here the low-G missiles win out. For this reason, artillery shells will always be the dumb cousins of rocket-powered missiles.
In Table 3.2 you can see that the shell hits its target at a speed that decreases with range. Of course this behavior arises because the shell reaches its maximum speed at the muzzle; thereafter it slows down due to aerodynamic drag. The G-force (note that here this refers to the force acting on the projectile components, not the launcher recoil) for the missile falls with range because the missile has more time to accelerate to maximum speed.
There is more to projectile utility than its performance. Thus, artillery shells cost a lot less than most missiles. Hence why, for example, missiles will likely always be used against high-value targets but will not replace shells for en-masse saturation of a large area (Katyushas notwithstanding). Missiles are more bulky for a given warhead size. They have a much smaller launcher, as we have seen, and the guided variety is smarter and more accurate.
Gently does it…
We have seen that vehicles carrying humans into space must have low-G, and so they must be rockets, so that the passengers can survive their ascent. We have also seen that Stinger missiles are equipped with an IR guidance system. We have just seen the connection between these two statements: the gentle thrust force that acts upon rockets (compared with artillery shells) permits more delicate payloads. Complex electronics, such as a guidance system and electronic sensor systems, can be carried aboard aircraft and rockets, including rocket-propelled munitions. The same level of electronic equipment cannot be part of an artillery shell, because the forces to which the shell is subjected during firing will destroy the equipment.34
A jet or a rocket can be launched with sophisticated onboard sensing and guidance equipment that survives the launch and enhances its capability, be it a cruise missile or an ICBM. Rocket-powered missiles can thus combine the speed of an artillery shell and the sophisticated guidance or sensing capability of an airplane. Think of the sensitive imaging systems aboard spacecraft that are orbiting our planet, sending back hi-res images to Earth for the purposes of meteorology, forestry, ecology, geology, military intelligence, disaster monitoring etc. Only a rocket could launch the sophisticated optical cameras, IR imagers, or microwave radar systems into space without destroying them. Once in orbit, the smooth trajectory offers scope for very clear and extensive images, for example from synthetic-aperture radar or thermal imagers. Only space-borne sensors could provide us with images covering a wide area, providing information that would be difficult to gather otherwise. See for example Fig. 3.20 for an image from one type of sensor (optical and near-infrared camera) and one type of application (disaster monitoring).[image: ../images/469943_1_En_3_Chapter/469943_1_En_3_Fig20_HTML.png]
Fig. 3.20Flooding near the city of Sendai due to a massive tsunami that followed a magnitude 9.0 earthquake off the coast of Japan. White patches without shadows are snowfields; dark areas on land are flooded. NASA image taken on March 18, 2011, from the EO-1 (Earth Observer 1) satellite
                      
                     by its Advanced Land Imager.


Thus, rocket-powered launch vehicles capable of lifting delicate equipment are a necessary prerequisite to the impressive capability with which we are able to view the surface of our planet from space.
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Footnotes
1We’re not entirely sure when the phrase was first used in this way. Some claim it dates from newspaper reports of American Football matches in the early 1980s. Others say it was coined by ex-NASA engineers at least a decade earlier. Previously, the demanding skill used in sarcastic comparisons was brain surgery.

 

2The question of whether math is the fundamental language of the Universe or just a tool constructed by humans to aid understanding of that Universe is one we leave for philosophers.

 

3We use the word propellant rather than the more everyday term fuel
                
              ; there is a difference, which we introduced in Chap. 2: propellant is partly fuel, and partly oxidizer. The two components may be physically distinct materials, or they may be mixed together intimately. Thus, a common liquid rocket propellant consists of liquid hydrogen fuel plus liquid oxygen
                
               oxidizer, kept well separated until ignition. Gunpowder is a solid rocket propellant with the fuel and oxidizer components thoroughly mixed together. Later we will have much more to say about propellants.

 

4But not completely because even interstellar space is not entirely empty. All drag is due to friction and gets worse as you go faster. That’s true even in the vast not-quite emptiness between the stars. You just have to be going very, very fast for it to have any effect.

 

5The early 1980’s arcade game Asteroids did a pretty decent job of simulating two-dimensional free space movement. Indeed, modern computer games frequently have much more realistic physics than modern movies do.

 

6Rocket propellant is converted into hot and high-pressure gas that is ejected from the nozzle at very high speed. We will investigate the nature of rocket propellants (and nozzles) in later chapters. In this one, we are more interested in the physics of rockets, and so all we need to know about the propellant is that it results in gas of known mass being ejected at known speed. In principle, other fluids may be used. Backyard rockets can be made by ejecting water via compressed air. (For more on water rockets see Sobey (2006), and the website http://​www.​sciencebits.​com/​RocketEqs where videos and calculations are both presented.) Different scale (both physical and financial), same principle.

 

7Again, an area where Hollywood lies to you: air-to-air missiles in movies are frequently shown as ‘turning and burning’ like fighter jets, with a permanent rocket plume providing continual thrust throughout their flight.

 

8See for example the section on energy in the useful Wikipedia article Rocket.

 

9Physicists use the Greek letter delta (Δ) to indicate a (small, usually) change in something, so Δv means a change in velocity v. We say velocity when referring to both the speed and direction of a moving body, and speed when referring only to how fast it moves (e.g. my car’s speed is 50 kph; my car’s velocity is 50 kph northward). We will use ‘Δ’ in mathematical expositions and ‘delta’ in text throughout the book.

 

10Of course, Newton’s theory of gravity is only approximately true. It breaks down near very large masses such as huge stars, where Einstein’s theory works better. Einstein’s theory is also an approximation—a better one—that breaks down near the center of black holes. We will not be traveling anywhere near a large star or black hole in this book, and so we do not need to deal with the general theory of relativity. Newton’s theory is a very good approximation to the way nature works at mass scales of planets and spacecraft.

 

11For a report on the original experiments see Stoll (1956). Interesting physiological effects precede blackout, with the experimental subjects reporting loss of color vision (gray-out) and then tunnel vision before losing consciousness. The centrifuge experiments were aimed at providing information on the maximum G-force that a fighter pilot could tolerate in a tight turn, while still maintaining control of his jet.

 

12We glide over a slight complication here. This value for G ignores the contribution due to Earth’s gravity, which can add up to 1 more point (i.e. increase G to 8.87). The amount added varies with altitude, however, because the rocket changes direction: it begins its ascent vertically but then pitches over (the maneuver is known as a gravity turn) so that by the time it gets to LEO altitude it is moving tangentially to the Earth’s surface. This change is necessary because the rocket needs to maintain a certain speed to stay in a stable orbit—for example, at 350 km altitude the orbital speed is 7.7 km s−1. The change in direction changes the value of G in a time-dependent way—to simplify, we ignore it. Another point that may have occurred to you: we have not mentioned the effect of aerodynamic drag on the delta-v required to reach orbit. In fact this has been included (Δv would be lower by a couple of kilometers per second if the Earth had no atmosphere).

 

13The exponential cost of propellant combined with a practical limit, due to propellant chemistry, of gas exhaust speed has led some experts to deplore the ‘tyranny
                  
                 of the rocket equation’. The ‘tyranny’ is the low payloads that are forced upon those who seek to go up into space because of the exponentiation. In fact, they say, we are only just able to do so. If planet Earth were just a little more massive, or if chemical propellants were just a little less energetic, then it would not be possible for humans to reach space—the necessary fraction of propellant would be 100%. See the interesting essay by NASA flight engineer Don Pettit, at https://​www.​nasa.​gov/​mission_​pages/​station/​expeditions/​expedition30/​tryanny.​html. He also presents a TED talk on the same subject https://​www.​youtube.​com/​watch?​v=​uWjdnvYok4I.

 

14Technically, a satellite is something that is in orbit around something else. Not all spacecraft are satellites, at least not all the time, and not all satellites are spacecraft. Natural satellites can include moons, asteroids and other space rocks but if it turns out to have an engine, or an airlock, it’s not a natural one. We will generally use ‘spacecraft’ for artificial objects unless they are actual Earth-orbiting satellites when, although the term would not be wrong, it may seem incongruous. A space probe orbiting Mars is also, correctly, a satellite, but we will probably just call it a spacecraft. Nomenclature is not always straightforward.

 

15For example, the Earth’s orbit about the sun is nearly circular, so that our planet orbits with a speed that is almost constant. Our minimum speed is 29.28 km s−1 and our maximum speed is 30.27 km s−1. Some terminology concerning elliptical orbits: the smallest distance between an orbiting spacecraft and a celestial body is generally called the 
                  periapsis
                  
                . If the celestial body is the sun, then the shortest distance is known as perihelion; if it is the Earth, it is known as the perigee.

 

16Technically, a LEO is a circular orbit about planet Earth at an altitude of between 160 km and 2000 km. A GSO is at an altitude of 35,786 km and orbits in the same plane as the equator. It has a period of 1 day, so that a satellite in such an orbit stays in the same place, as observed from the surface.

 

17The fact that planetary orbits are not exactly circular and that they are not in exactly the same plane complicates the Hohmann
                  
                 ellipse transfer calculations, but the results are very similar to those we get by assuming circular coplanar orbits. Another factor which is important is the alignment of the inner and outer planet for a given transfer time. The Hohmann ellipse transfer time is fixed for a given pair of orbits, and cannot be altered, so the planet positions must be just so. This fact limits the possibility of Hohmann ellipse transfer orbits to specific launch windows, which generally are no more than a couple of hours extent. For a detailed discussion of (Hohmann) transfer orbits between Earth and the Moon, see Biesbroek and Janin (2000).

 

18The Earth-Mars Hohmann transfer delta-vs are from Weast (1973). For the theory of Hohmann transfer orbits and bi-elliptical orbits, see e.g. Curtis (2010) or Roy (1988). The Wikipedia article Hohmann transfer orbit is a good place to start, and provides some numerical examples.

 

19The photos you take of Jupiter’s surface must be with a high-speed camera, in more senses than one.

 

20According to NASA, Voyager’s fly-by caused Jupiter to slow down by one foot every trillion years. See Johnson (2006).

 

21We saw in Chap. 2 that many of the early theoretical pioneers of space exploration are Russian. Yuri Kondratyuk (one of our A-list pioneers, you may recall) was born in modern Ukraine, and died at age 44 fighting for the Soviets against Nazi Germany. He led an interesting and turbulent life; see e.g. the Smithsonian’s Pioneers of Flight short article at http://​pioneersofflight​.​si.​edu/​content/​yuri-vasilievich-kondratyuk-0 or the New Mexico Museum of Space History biographical sketch at http://​www.​nmspacemuseum.​org/​halloffame/​detail.​php?​id=​2015. Friedrich Zander was born to Baltic Germans in the then Russian empire and died of typhus in 1933, aged 45. He made significant contributions to rocket flight theory and collaborated with other early pioneers such as Tsiolkovsky and Kondratyuk. Biographies of Zander are more readily available in English: see Freeman (2003) or the Wikipedia article Friedrich Zander.

 

22
                  Cassini-Huygens
                  
                 was named after an eminent Italian/French astronomer of the eighteenth century, and a brilliant Dutch physicist of the seventeenth (a rival to Newton). The NASA spacecraft was called Cassini and it carried a European Space Agency probe called Huygens, which was sent down to land on the surface of Titan, a moon of Saturn. Cassini-Huygens was launched on October 15 1997; after a near-seven year flight to Saturn, its mission was due to last four more years but was extended until September 2017. Space probes that don’t fail prematurely tend to last longer than planned, generally on account of their being so well built.

 

23See Johnson (2006). Another example of the saving in propellant due to gravitational fly-bys, quoted from NASA’s Cassini website https://​solarsyatem.​nasa.​gov/​missions/​cassini/​mission/​spacecraft/​navigation/​: “A single fly-by of Titan at an altitude of 620 miles (about 1000 kilometers) gave Cassini a change in velocity of about 1800 miles an hour (800 meters per second)—this is equivalent to one-third of Cassini’s total propellant at launch.”

 

24Other objects have attained higher speeds, usually through gravity assist, although few have maintained them over such a long period. For a slightly out-of-date summary see: https://​www.​jpl.​nasa.​gov/​infographics/​infographic.​view.​php?​id=​11489. For up-to-the-minute Voyager information see https://​voyager.​jpl.​nasa.​gov.

 

25We note incidentally that the sun cannot be used to gain energy via fly-bys, except for missions to distant stars. Within the solar system it has, by definition, no speed for a spacecraft to steal. The analysis of slingshot maneuvers is in e.g. Curtis (2010) and Roy (1988), and is fairly straightforward to derive, at least for the two-dimensional case in which we consider the spacecraft motion to be in the orbital plane of the planet. See da Silva and Lemos (2008), or the helpful online article by Johnson, at http://​maths.​dur.​ac.​uk/​~dma0rcj/​Psling/​sling.​pdf.

 

26Cosmologists would disagree, but would admit that everything is influenced by the gravitational field of everything else within billions of light years. For us puny Earthlings confined to our insignificantly tiny little solar system, however, it is almost the same thing.

 

27The three unstable Lagrange points L1, L2 and L3, were in fact discovered by the Swiss mathematical genius Leonard Euler around 1767. The two stable Lagrange points L4 and L5 were discovered by the French theoretical physics genius Joseph-Louis Lagrange in 1772. See e.g. Koon et al (2007). The stability of L4,5 is not obvious; in fact a spacecraft at L4 or L5 will move away from these points due to gravity, but as they pick up speed the 
                  Coriolis effect
                  
                 causes their trajectories to bend, forming stable closed orbits (stable if the mass ratio of the two large masses exceeds 25). For a mathematical proof, see Richard Fitzpatrick’s website at http://​farside.​ph.​utexas.​edu/​teaching/​336k/​Newton/​node126.​html

 

28There are a number of online articles about the superhighway, including NASA’s 
                  Interplanetary Superhighway
                  
                 Makes Space Travel Simpler, at https://​www.​nasa.​gov/​mission_​pages/​genesis/​media/​jpl-release-071702.​html, and Wikipedia’s 
                  Interplanetary
                  
                 Transport Network.

 

29In fact, as we saw in Chap. 2, rockets have a long history that predates WW2. However, they began to make a serious impact, as it were, only from this time.

 

30The bazooka was a novelty brass wind instrument popular in the 1930s, but rarely seen or heard today. See e.g. http://​www.​oxforddictionari​es.​com/​definition/​bazooka?​view=​uk. Continuing the musical theme, the Americans had a barrage rocket weapon analogous to the Katyusha which they called a xylophone, again due to a physical resemblance. Another version of this weapon was the Calliope.

 

31The panzerschreck was a shoulder-carried rocket launcher inspired by captured American bazookas. It seems to have been more effective than the original.

 

32For Stinger specs, see e.g. https://​www.​armyrecognition.​com/​united_​states_​american_​missile_​system_​vehicle_​uk/​Stinger_​fim-92_​fim-92a_​man_​portable_​air_​defense_​missile_​system_​manpads_​technical_​data_​sheet_​picture.​html.

 

33Presumably drag coefficient Cd is high because the missile is long and thin. We used the cross-sectional area of the Stinger in the equation for drag coefficient (see A12 in the Appendix), but this does not include the contribution to drag from the missile body or fins.

 

34This is not to say that modern artillery rounds contain no electronics—some components are mechanically robust enough to survive firing, as we have seen, but their capabilities are very limited. Thus a proximity fuze is a very crude radar system which detonates a warhead when it gets close enough to another object, without much caring what that object might be.
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          In this chapter we will be looking specifically at rockets intended to lift a payload
          
            
          
          into Space. Although some aspects of our account are relevant to any rocket, regardless of its purpose, we will primarily be concerned with the practicalities of how a rocket gets to orbit, how its payload stays in orbit and how at least some of it gets back intact.
        
Getting Up
We saw in Chap. 2 that the rocket, like gunpowder, was almost certainly invented in China, although it took quite a while to evolve from a gunpowder-stuffed bamboo tube that went “bang” when tossed in a fire to a bigger paper tube that flew off under its own power. In Chap. 6 we will be looking at ways of ensuring that a rocket goes, more or less, where you want it to go but here we will assume that steering is not an issue. Instead, we are more concerned with getting a rocket off the ground and, hopefully, into orbit. So we will be thinking about rockets as spacecraft although much of this also applies to the more Earth-bound type. Then, once we’ve got our spacecraft into orbit, we will take a look at the things we need to do to keep it there before considering how to get it back.1
Nozzles
The earliest gunpowder rockets were simple examples of chemical thermal rockets. In these, something is burned to produce a hot, expanding gas which is directed out of an opening to provide the thrust. There are other kinds of thermal rockets that don’t rely so directly on chemistry and we will take a look at some of those, as well as non-thermal rockets, in Chap. 7.
All chemical thermal rockets require a fuel source and an oxygen source (an oxidant) in which the fuel burns. The nature of the fuel gives us the three basic types of chemical thermal rocket engine: liquid fueled, solid fueled and hybrid. In a liquid fueled engine, fuel and oxidant are stored in a liquid state until needed, in a solid-fueled one they are pre-mixed in a solid state and in the hybrid kind one component is in solid form and the other is a liquid. Those early gunpowder rockets were, obviously, of the solid-fueled variety. For largely historical reasons, the liquid sorts are usually referred to as ‘engines’ and the solid ones as ‘motors’; we will use the words interchangeably for now.
We’ll be looking at the different types in more detail in Chap. 5, but for now we just need to consider that the two most important parts of a chemical thermal rocket engine are the combustion chamber and the nozzle. Figure 4.1 displays a rocket engine with all the extraneous detail removed, where ‘extraneous’ includes all the complex and sophisticated engineering that’s required to make the thing actually work. We can ignore that complexity here.[image: ../images/469943_1_En_4_Chapter/469943_1_En_4_Fig1_HTML.png]
Fig. 4.1The rocket motor stripped bare (all else is engineering). As propellant (light arrows) accelerates out through the nozzle, the internal pressure (dark arrows) is highest in the combustion chamber, then decreases steadily through the nozzle until it reaches the nozzle exit pressure. The external pressure is, in principle, uniform. It is what happens inside the combustion chamber and nozzle that drives things along.


Figure 4.1 shows that the nozzle has three defining features: a converging section where it connects to the combustion chamber, a throat where it is at its narrowest, and a diverging section where it connects with the external environment. The importance of nozzles becomes clear when we observe that the four regions that matter most in determining an engine’s performance are: combustion chamber, nozzle throat
                
              , nozzle exit and the external environment. For the first three regions we can define a local pressure, temperature, cross-sectional area and gas flow velocity. For the external environment we are only really concerned with its pressure, known as the ambient pressure. The other factor that matters is the precise internal shape of the nozzle.
In the combustion chamber, the fuel reacts with the oxidant (i.e. burns), gas is generated and thermal expansion of that gas occurs in accordance with the well-established laws of thermodynamics. In the context of a rocket, thrust is the force that pushes it forwards. This is entirely a consequence of things happening inside the rocket, where a constant force due to the expanding gas acts on the interiors of both the combustion chamber and the nozzle and accelerates the rocket forwards. Once the exhaust exits the nozzle, it plays no further part in providing propulsion.
If you’ve designed it right, the walls of the combustion chamber are robust enough to resist the heat and the pressure of the expanding gas and so the gas follows the line of least resistance and heads for the open exit. As it passes through the converging portion of the nozzle it is compressed and accelerated, just like water passing through a constriction in a hose-pipe. Ideally, at the nozzle throat you want it to reach the local speed of sound, meaning that the gas is moving at the same speed as the pressure wave its movement generates. On passing into the diverging portion, the faultless physics of fluid flow requires that it will now expand and accelerate to supersonic velocities.
With no other heat source present, energy conservation means that the heat energy acquired in the combustion chamber by gas particles must be equal to the kinetic energy they possess as they exit the nozzle. Also, the equally fundamental principle of momentum conservation means that the rate at which mass flows through the system is the same everywhere. The consequence of all this: thrust.
A bit of physics and a touch of algebra show that the thrust is composed of two parts. The first is 
                momentum thrust
                
              , which equals the amount of propellant mass that leaves through the exit every second multiplied by the velocity with which it leaves. In other words, it is the mass flow rate multiplied by the exhaust velocity. The second component is 
                pressure thrust
                
              , which equals the area of the exit multiplied by the difference between exhaust gas exit pressure and external, ambient pressure. If the exit pressure is less than the ambient pressure, this thrust is negative, which is not what you want. Accordingly, rocket nozzles are usually designed to give an exit pressure equal to or just slightly larger than the expected ambient pressure so the pressure thrust contribution should be small—as we saw in Chap. 3.
We can now apply some straightforward but rather wearisome thermodynamical calculations to arrive at an expression for the exhaust velocity, at the nozzle exit, in terms of the pressure and temperature in the combustion chamber as well as the nozzle exit pressure and some basic properties of the propellant gas. (Non-chemical thermal engines, which we shall look at later, use a separate heat source to energize a propellant but other than that they follow the same rules of thermodynamics.)
Figure 4.2 shows the idealized gas speed for a number of different propellants as a function of the ratio of local pressure to combustion chamber pressure. Here we have assumed the same combustion chamber pressure and temperature for all of the curves. For a chemical thermal rocket, the propellant is the combustion product, so a liquid-fueled engine that burns hydrogen in oxygen is essentially driven by very high temperature water vapor, i.e. steam. However, most engines use more stable compounds, and they rarely burn all the fuel, so other things will be mixed in. In general we do not recommend capturing, condensing and drinking any rocket exhaust.2 As expected, lighter propellants will achieve the highest exhaust velocities because the same energy is accelerating lighter particles. Note that the maximum velocity occurs when the exit pressure is zero. Since the gas pressure within the engine will be a maximum in the combustion chamber and a minimum at the nozzle exit, a longer nozzle will have a lower exit pressure and thus a higher exhaust velocity. On the down side, a longer nozzle will weigh more.[image: ../images/469943_1_En_4_Chapter/469943_1_En_4_Fig2_HTML.png]
Fig. 4.2Idealized exhaust velocities as a function of P/Pc, the ratio of local pressure to combustion chamber pressure, for different propellants. Lighter equals faster but gives less thrust. The only other relevant variable is combustion chamber temperature—hotter means faster—but for a chemical rocket, temperature is limited by the chemicals being burned. The hydrogen here is molecular, not atomic. Xenon is not a combustion product but is shown for comparison purposes: it is used in many non-chemical non-thermal engines, as we shall see in Chap. 7.


We can also calculate a related expression for the mass flow rate per unit cross-sectional area at any point in the engine, as a function of the ratio of the pressure at that point to the pressure in the combustion chamber. The resultant graphs for this flow density are shown in Fig. 4.3 for the same core conditions that were used to generate Fig. 4.2. You can see from this that heavier propellants will give more thrust while achieving lower exhaust velocities.[image: ../images/469943_1_En_4_Chapter/469943_1_En_4_Fig3_HTML.png]
Fig. 4.3Idealized Flow Density as a function of P/Pc, the ratio of local pressure to combustion chamber pressure, for different propellants. Flow density rises as pressure drops but when pressure reaches about 50–60% of the combustion chamber value the flow density starts to fall. Since mass flow rate stays constant, the cross-sectional area of the exhaust stream must decrease and then increase again. That fact requires a nozzle to converge to a throat and then diverge again, but it does not tell us the optimum nozzle shape. To determine the optimum shape, we need a more sophisticated study of exhaust flows.


This discussion shows that at the entrance to the converging nozzle (where the pressure equals the combustion chamber pressure), the mass flowing outwards per unit area of engine is at a minimum. Leaving the nozzle, the exit pressure is a minimum, and so the mass flow is also a minimum. Somewhere in between, it must therefore be a maximum. The point of maximum mass flow is the nozzle throat, and Fig. 4.3 shows that this occurs for a pressure ratio of somewhere between 0.5 and 0.6, with a slight dependence on the propellant. (For the technically inclined reader, we note that the precise value is found from the ratio of specific heat of exhaust gases at constant pressure to that at constant volume, which depends on the chemicals in the gases.)
We can adapt these theoretical ruminations to obtain the ideal cross-sectional area of the nozzle for any given pressure, but this procedure does not tell us its precise internal shape. Nozzle geometry could be as simple as two truncated cones joined at the throat, in which case the interaction of the gas stream with the sharp edges of the join would reduce efficiency. A smoother contour is better and more sophisticated calculations will find the best nozzle shape. The ideal has a smooth, asymmetric geometry in which the flow lines of the outgoing gas stay as parallel as possible to the axis of the nozzle thus ensuring that all the thrust is directed along the rocket’s axis. The top runner is the de Laval nozzle, originally developed in the late nineteenth century for use in steam turbines. An example is shown in Fig. 4.4.[image: ../images/469943_1_En_4_Chapter/469943_1_En_4_Fig4_HTML.png]
Fig. 4.4Idealized de Laval Nozzle. It is the precise shape of the smooth contours that makes it so effective. The flow lines are essentially axial over the whole cross-sectional area, meaning all the thrust is developed along the rocket’s axis. Unfortunately, real nozzles usually involve some pragmatic engineering compromise, such as not being infinitely long.


The shape of the nozzle can be characterized (although still not fully described) by the 
                expansion ratio
                
               which is just the area of the nozzle exit divided by the area of its throat. The expansion ratio thus depends on the combustion chamber pressure, the exit pressure and the propellant type. The engine thrust can be shown to depend on the expansion ratio, so engine design often starts with an idea of what that ratio should be and works outwards from there.
If the exit pressure is greater than the external, ambient pressure, then the exhaust plume will be diverging as it leaves the engine, which means some of its thrust will not be used to push the rocket forward. This is an under-expanded nozzle (i.e. the stream has not expanded to a low enough pressure within the nozzle). Similarly, if the exit pressure is less than the ambient pressure, the exhaust stream will be converging on exit and some of its thrust will again fail to be pushing things forward. This is an over-expanded nozzle. If the exit pressure equals the ambient pressure all the thrust acts to push the rocket forward. This is an ideally expanded nozzle as can be seen in Fig. 4.5.[image: ../images/469943_1_En_4_Chapter/469943_1_En_4_Fig5_HTML.png]
Fig. 4.5Stylized representations of expanding nozzles: (a) Under-expanded: – exit area too small so exit pressure higher than external pressure. Expansion only completed outside the nozzle causing loss of thrust. (b) Over-expanded: – exit area too large so exit pressure lower than external causing loss of thrust. (c) Optimum situation. Since real- world conditions are highly variable, this perfect situation rarely occurs.


With the best nozzle having an exit pressure close to the ambient pressure, it follows that one designed for the vacuum of space is not optimized for lift-off from the Earth’s surface. Since changing the nozzle shape in flight would be a severe engineering challenge, this is another reason for using multi-stage rockets: different nozzles can be matched to different regimes. Even then the theoretically optimum nozzle for use in a vacuum turns out to be infinitely long, so an engineering compromise has to be reached. Note also that any rocket engine optimized for the atmospheric pressure at lift-off will still lose thrust as it rises into the thinning air. There’s a practical limit to how many stages a multi-stage rocket can use so, once again, an engineering compromise is required, with some loss of thrust accepted.
Engines
Unless you’re a rocketry professional, the two most important characteristics of a rocket engine are its exhaust velocity and the corresponding mass flow rate. From those, you can work out a lot about its performance. Multiply them together and you get the thrust, which tells you how much weight it can lift. If its thrust is less than its weight, it’s not going to go anywhere, because it is too heavy to lift itself against gravity. If you know the total launch mass of the rocket and how much of that mass is propellant, combining those with the exhaust velocity and the Rocket Equation from the Appendix (section A1, ‘Tsiolkovsky equation
                
              ‘) tells you how fast it will be going once all the propellant is gone. You can also divide the propellant mass by the mass flow rate to find the maximum burn time for the engine. Knowing launch mass, propellant mass, mass flow rate and exhaust velocity, you can calculate how its mass decreases with time and so find the acceleration, velocity and distance covered at every point during the engine burn, as we have seen.
Rocketry professionals like to use 
                specific impulse
                
              
                
               in place of exhaust velocity. This is just the exhaust velocity divided by the gravitational acceleration at the Earth’s surface and can be thought of as a measure of propellant efficiency, being the momentum imparted to the rocket per unit weight of propellant expelled. Comparing two engines, the one with the higher specific impulse will produce more thrust for the same amount of propellant. Since it has units of seconds, it doesn’t matter if you measure your exhaust velocity in meters, feet or cubits per second—the specific impulse is the same. Given the wildly different measurement units used by different groups throughout the history of rocket development, this is not a bad thing, and we should at least be grateful that everyone measures time in seconds.
Other technical terms you may encounter when delving into rocket engines are:	The exhaust power of a rocket engine is the rate at which the ejected propellant carries off kinetic energy. It is dependent on both the mass flow rate and the exhaust velocity and, clearly, is related to the thrust.

	The power input to the rocket engine is just the theoretical maximum rate at which energy becomes available due to propellant being burned in the combustion chamber. It is determined by the mass flow rate and the particular properties of the chemicals used.

	The combustion efficiency of a chemical rocket measures the efficiency with which the energy stored in the propellant is converted into available energy. It is generally very high: 94–99%. Power input multiplied by combustion efficiency gives the chemical power available for conversion to kinetic power of the exhaust jet. For other kinds of rockets, such as those that rely on electrical propulsion, which we shall look at in Chap. 7, the equivalent of combustion efficiency is the power conversion efficiency, which can be surprisingly low. For example, solar cells achieve perhaps 10–20% efficiency in converting incoming solar energy to on-board electrical energy, which just serves to place chemical rocket engine efficiency in context.

	The vehicle power is just the product of the thrust and the vehicle velocity, and measures how much propulsive power is transmitted to the vehicle.

	The internal efficiency of the engine measures the effectiveness with which the energy supplied to the propulsion device is converted into kinetic energy of the ejected propellant mass. It is just the exhaust power divided by the available chemical power.

	The propulsive efficiency then measures how much of the available kinetic energy of the exhaust jet is actually used for propelling the rocket. We already met propulsive efficiency in Chap. 3, so we also know that it reaches its theoretical maximum when the vehicle’s final velocity equals its exhaust velocity. Under those circumstances, relative to the rocket, the exhaust gas is stationary and so is not removing any kinetic energy that could otherwise be used for propulsion. To achieve this state, the initial propellant mass has to be at least 63% of the total mass, as we have seen.




Building on the theory of Chap. 3, let us now consider a hypothetical design case where our rocket scientists have told our rocket engineers that they want to lift a payload of 4.7 tons into space on a 3-stage rocket with an initial mass of 286 tons and they want the payload to be doing at least 9 km s−1 by the time the propellant is gone. The first stage has to move the whole rocket and so its propellant must make up at least 63% of the total mass at launch. Once the first stage has been used up and discarded, the propellant of the second stage must make up at least 63% of the remaining rocket mass and once that is discarded the third stage’s propellant must be at least 63% of the final mass.
The only hard values known from the requirements are the payload mass (4.7 tn), the total mass (286 tn) and the 1st stage minimum propellant mass (63% of 286 or 180.18 tn). We also know the 2nd- and 3rd-stage propellant masses are a minimum of 63% of the total mass they have to lift. Armed with these numbers, we can optimize our design’s propellant mass ratios by making educated guesses at the unknown numbers and tweaking them until we get acceptable values for all the criteria. Proper engineers would use clever algorithms to get a near-perfect result but the values shown in Table 4.1, Column (a) are good enough for our purposes.3Table 4.1Idealized multi-stage rocket. (a) What basic theory suggests. (b) Why a single stage option won’t work. (c) A pragmatic design that actually achieved orbit.


[image: ../images/469943_1_En_4_Chapter/469943_1_En_4_Tab1_HTML.png]


Knowing what rocket engines we have available and how their performance varies with atmospheric pressure we can assign an exhaust velocity to each stage of the rocket and so work out what increment it adds to the rocket’s overall velocity.
As a comparison, to show how ‘good’ the design is, our hypothetical engineers also considered a single stage rocket with the same total mass, of which 63% was propellant, as shown in Table 4.1, Column (b). This uses the same engines as the 1st stage of Column (a). We can see immediately that the 3-stage rocket achieves over three times the final velocity of the 1-stage version and just meets our final velocity requirement.
From our theoretical considerations in Chap. 3, we know that for a circular orbit 500 km above the Earth we will need to reach a delta-v of about 7600 ms−1, so our 3-stage rocket design should easily put our payload into such an orbit, shouldn’t it?
Well, that depends on what you do with it.
Up in the air
It is (relatively) easy to build a rocket that, when launched vertically upwards, will climb straight out of the atmosphere into space and then simply fall back to Earth again. If we give that rocket a high enough vertical velocity that exceeds the Earth’s escape velocity of about 11 km s−1, then it will keep heading outwards into the void, but it still won’t be in orbit. As we saw in Chap. 3, getting into orbit is not about gaining enough height or vertical velocity but about having enough horizontal velocity to constantly fall towards the Earth whilst always missing the ground, as shown in Fig. 4.6.[image: ../images/469943_1_En_4_Chapter/469943_1_En_4_Fig6_HTML.png]
Fig. 4.6Orbital versus Sub-Orbital: (a) A sub-orbital rocket can go up but will not stay up. (b) A very fast one will escape the bounds of Earth’s gravity. (c) To be in orbit requires the right horizontal velocity for your height such that, as you fall to Earth, the Earth curves away from you. We have assumed a non-rotating Earth. Scales have been exaggerated.


In principle, an object a mere 1 m above the Earth’s surface would be in orbit if it could instantaneously be given a horizontal velocity of about 7.9 km s−1. Or at least, it would if the Earth was an absolutely featureless perfect sphere with no atmosphere, a uniform gravitational field and nothing else to perturb the obit. That’s theory for you.
A more practical approach would be to raise the rocket above any possible terrain features, natural or manmade, from buildings to mountains, and only then turn it towards the horizontal. The first thing to consider with such an approach is that during your initial vertical phase you are fighting gravity all the way. For every second of vertical climb, this gravity loss costs about 9.8 ms−1 of the vertical velocity that the Rocket Equation promised you. A vertical 100-second engine burn loses you almost 1000 ms−1, and that is a lot when you’re clawing your way to space. The second point of consideration is that all the time you are in the atmosphere, you are fighting atmospheric drag, which also costs you velocity. The third is that, as you move away from a vertical climb, you expose your rocket to unbalanced aerodynamic forces, which can put stresses and strains on the physical structure. And rockets, being designed to minimize non-payload mass, are not usually the most robust of vehicles. You really don’t want your rocket body buckling on the way up. On the other hand, outside of a vertical climb, you will benefit from some lift force which helps keep you in the air while straining your rocket’s structure.
The forces acting on a rocket launched upwards from the Earth’s surface are shown in Fig. 4.7. Some points to note: If the rocket’s path is completely vertical (i.e. a pitch angle of 90°), the lift force is zero; in contrast, gravity loss is least when the pitch angle is closest to zero. The center of gravity, cg, is the average position of all the particles in an object, weighted by their masses. It can be thought of as the central point where gravity will act on the object. Similarly, the center of pressure, cp, is the average position of all the things that make up the ‘outside’ of the object, weighted by their individual areas. Thus, it is the central point at which external pressure forces will act on the object as it moves through a fluid, like the air. Thus: gravity acts at the center of gravity but lift and drag act at the center of pressure. Note also that both drag and lift depend on the 
                dynamic pressure
                
              , defined in the appendix (section A2, ‘Drag’), which rises rapidly with rocket velocity but falls off as atmospheric density declines.[image: ../images/469943_1_En_4_Chapter/469943_1_En_4_Fig7_HTML.png]
Fig. 4.7Forces acting on a rocket in flight. Angle of attack is the angle between the rocket’s long axis and the flight direction. Pitch angle is the angle the thrust direction makes to the horizontal. To complicate matters, many modern rockets can steer by adjusting the thrust direction, so it is not along the rocket’s long axis.


A rocket heading up will inevitably experience perturbing forces due to a variety of things like thrust misalignments, wind gusts or other atmospheric variations. These will tend to rotate it around its cg and so push it away from its desired flight path. If uncorrected, this unwanted deviation from the desired flight direction could have serious consequences. However, so long as the rocket’s cp is below its cg, any wobble will tend to be self-correcting and the flight will stay stable. If cp is above cg, the flight will be unstable and the rocket could tumble end over end with unfortunate and terminal consequences.4
As the angle of attack between the rocket’s axis and its actual flight direction changes, the pressure at every point also changes, and so the center of pressure will vary. Equally, as propellant is depleted, the center of gravity will change. The launch profile needs to account for this and any serious rocket (as opposed to a model one) will need some active way of adjusting its flight path accordingly.
For a rocket launch from the surface, the sensible thing to do is to accept the initial fight with gravity and climb almost vertically until you are through the thickest part of the atmosphere before slowly tilting towards the horizontal. At some point during the initial climb, dynamic pressure will reach a maximum value because, even though your velocity may be increasing, the air density is falling off rapidly. In the technical literature, dynamic pressure is often represented by the letter Q and its peak value, Qmax, is the point where atmospheric effects are at their worst. Beyond this point, drag is minimal, and there is less chance of your rocket falling apart.
A common technique to minimize aerodynamic forces is to keep the angle of attack close to zero, so that the thrust and velocity vectors coincide and aerodynamic forces are minimized. With no additional upwards force due to lift, the nose of the rocket will gradually drop as the vehicle follows a curved path under the influence of gravity. This gravity turn is not the same as the curved ballistic trajectory of an unpowered projectile, like an artillery shell, precisely because there is a rocket engine driving things along. Speed is gained at the expense of altitude but that speed is itself tending to the horizontal, which is useful. Once Qmax has been passed, a more efficient flight path can be adopted to optimize both altitude and velocity gain and get the payload to orbit. Modern launchers use sophisticated computerized flight controls to optimize their flightpaths whilst minimizing aerodynamic stresses. One effect of this finer control is that the vertical segments have tended to get shorter. Whilst the net result is not strictly speaking a pure gravity turn, the effect is broadly similar: a short vertical segment is followed by a slow turn to reduce gravity losses, during which the rocket accelerates through Qmax. After that, it aims to minimize propellant usage whilst seeking both the altitude and the high horizontal velocity it needs to get to orbit.
Figure 4.8 shows the horizontal and vertical distances covered by the 
                Saturn V
                
               rocket of the 
                Apollo
                
               11 Moon mission during its initial route towards orbit. Qmax occurred at about 83 seconds after launch, at an altitude of just over 13 km and a down-range distance of around 5 km. First-stage separation occurs at 162 seconds, which is about 65 km altitude, 96 km down-range. The now-redundant first stage came down in the Atlantic Ocean where, more than 40 years later, it was re-discovered and its rather battered engines salvaged for museum display.[image: ../images/469943_1_En_4_Chapter/469943_1_En_4_Fig8_HTML.png]
Fig. 4.8(a) Reported Altitude versus Down-Range distance for the first four minutes of the Apollo 11 launch. The rocket goes up and then turns to head for orbit. Note that the coordinate system is fixed with regard to the launch point: as the rocket disappears over the horizon its apparent altitude will be less than its true altitude. (b) For a later Space Shuttle launch this is what it looks like from the ground. 
                        NASA
                        
                       Image.


Look again at the basic design in Table 4.1, Column (a). A few minutes with a spreadsheet demonstrates that we can improve on the final velocity by tinkering with the engineering. For example, make the 1st stage slightly smaller, shave a few more tons off the structural mass by using lighter components in areas where that won’t compromise safety and, by adding that mass back as 2nd stage propellant, we can squeeze more velocity out of the system.
We can keep doing this, subject to practical engineering constraints, and come up with the rocket shown in Table 4.1, Column (c). This rocket shares many similarities with the design of Column (a) but, using exactly the same engines, will achieve a much higher final velocity. Could that design actually put the payload into orbit, if it followed an initial climb with a turn towards the horizontal, shedding dead weight as it went? Well yes, it could, and in 1961 it did, because Column (c) is essentially the system that put Gagarin into orbit.
There are other complications involved in getting to orbit. Consider this: the plane of an orbit must pass through the center of the Earth. The 
                orbital inclination
                
               is the angle the orbital plane makes with the Earth’s equatorial plane and is always between 0° and 180°. To find it, draw a line from due east on the equator to the orbital plane on the side of the equator in which the object is moving after it crossed the equator. A 
                prograde
                
               orbit has an inclination between 0° and 90°: it is moving in the direction of the Earth’s rotation. One between 90° and 180° is moving against the Earth’s rotation and is thus 
                retrograde
                
              . If the inclination is close to 90° the orbit is polar.
Whether or not you can achieve your desired inclination depends on two key parameters: the latitude of the launch site and the launch azimuth. The latter is just the angle between north and the orbit plane’s projection onto the launch site, i.e. the compass direction into which you launch. Some ‘simple’ spherical trigonometry establishes that the latitude of the launch point has to be inside the plane of the desired orbit, so not all launch locations can directly reach all possible orbit inclinations. In fact, the lowest reachable inclination will always be higher than the launch latitude. If you want to attain anything lower, you first have to achieve the permitted orbit and then expend propellant to get where you want to be.
Figure 4.9 shows possible orbital inclinations as a function of launch latitude for a range of launch azimuths. There are usually two possible azimuth options—one northwards and one southwards. However, when inclination equals latitude the only option is eastward; similarly if inclination plus latitude equals 180° you must launch westward. In reality, any given launch site will have limited launch azimuths, largely because launching rockets, especially multi-stage ones, over densely populated regions is generally frowned upon. Most people launch over the ocean, if they have access to one. Russia doesn’t and so chooses to launch over an especially empty stretch of the Asiatic steppes. One noteworthy benefit to launching in a generally Eastward direction is that you get a bit of a boost from the Earth’s rotational velocity, which helps achieve that all-important delta-v.[image: ../images/469943_1_En_4_Chapter/469943_1_En_4_Fig9_HTML.png]
Fig. 4.9Achievable orbital inclinations plotted against launch azimuth for a series of possible launch site latitudes. Launch from either Pole and you are limited to polar orbits; launch from the eEquator and you can go anywhere. We have ignored the slight effect of the Earth’s rotation on the azimuth required for a specific orbital inclination—rest assured that space agencies do not.


Are there options other than an enormous rocket to get things into orbit? Of course there are. There is no theoretical reason why you can’t take off like an airplane, fly to a height above the worst of the atmosphere, ignite your rocket engine and get to orbit. There are practical reasons why not, mostly to do with mass and money, as you might have expected. The 
                Pegasus
                
               launch vehicle has been doing this since 1990. It is a modestly sized, 3-stage rocket that is carried to its launch altitude of around 12 km by a specially modified carrier plane. Once it has been dropped, the rocket engine fires and off it goes. It is cheap, quite reliable and can get a half-ton payload into a low Earth orbit. Good for low-mass, low-cost satellites, but not intended for heavy lifting.
In a similar vein, the Virgin Galactic Spaceship, which is designed for sub-orbital tourist flights, is a reusable winged craft carried aloft to 15 km by a specialist White Knight aircraft before flying itself to the edge of space and gliding back to the original take-off point. At the time of writing it is yet to make a commercial flight, but there is no fundamental reason why the White Knight aircraft could not be used to launch a more useful rocket similar in concept to the 
                Pegasus
                
              . Indeed, the conceptually similar but much larger Stratolaunch (currently the largest aircraft in existence) is being developed to carry three Pegasus-type rockets at a time up to a launch altitude.
For even smaller rockets, it is possible to give them their initial lift using high altitude balloons. Initially used for sub-orbital atmospheric testing sounding rockets in the 1950s, the idea is now being developed as a semi-reusable system for launching extremely small microsatellites5.
However, alternatives are only truly viable if they are both better and cheaper. Humanity isn’t short of ideas for how to get to space and yet, more than six decades after the first orbital satellite, we’re still pretty much doing it the same way we were back then.
Staying Up
Newton’s Third Law tells us that, once an object is in orbit around another object, it will stay that way forever,6 unless another force acts upon it. And in the real Universe, there is almost always some other force muscling in to mess things up.7
Forces in space
Let’s start with the Earth and that pesky atmosphere. We can draw an arbitrary line 100 kilometers up and call it the ‘edge of space’ but there’s still air up there. Not much, obviously. As far as your body is concerned, it might as well be a vacuum, but try moving through it at several thousand meters per second and it quickly becomes a real drag. This atmospheric drag is another force acting to slow you down which means that your orbit will decay. The lower you are and the bigger you are, the greater the drag and the sooner you’re coming down.8
To make matters worse, the atmosphere is affected by the amount of electromagnetic energy coming from the Sun (the solar flux). When the solar flux increases, which is hard to predict accurately, the atmosphere warms up and expands outwards increasing the drag at a given altitude. Consequently, anything in low Earth orbit (i.e. with a perigee below about 2000 km) will be affected by drag to some extent. Anything passing below this point needs some way of compensating for drag, usually with a speed injection from some kind of rocket engine. This includes both the Hubble Space Telescope (altitude around 570 km) and the International Space Station, ISS (about 400 km), both of which need to give themselves a periodic boost just to keep up, as it were.
Added uncertainties are caused by the even less-predictable solar wind—charged particles streaming off the sun that interact with the Earth’s magnetic field to cause additional atmospheric heating. The spacecraft’s orientation will affect how streamlined it appears to the atmosphere through which it passes. The net effect of all these things is to make it quite difficult to predict exactly how fast an orbit will decay; the further ahead you try to predict, the greater the error margins in your time and date. Rather annoyingly for most satellites, it is at the end of life (when reaction mass for attitude adjustment is exhausted and the satellite starts to tumble) that accurate prediction of re-entry time is the hardest. Particularly in the case of a large craft, this is generally the time when you would want the best estimate of when and where it might come down.
The orbit of China’s first space station, 
                TianGong-1
                
              , was allowed to decay prior to a destructive re-entry in April 2018. Figure 4.10 compares actual orbital data with the prediction from a fairly basic orbital decay model. The agreement is good but note that the horizontal scale covers several hundred days: an uncertainty of just ten minutes in timing means you miss Los Angeles and hit New York. Unsurprisingly, a similar calculation for the larger, heavier ISS shows that it would come down even sooner without an occasional boost.[image: ../images/469943_1_En_4_Chapter/469943_1_En_4_Fig10_HTML.png]
Fig. 4.10Orbital decay: Observed altitude (diamonds) versus predictions (solid line) from basic theory for the planned orbital decay of China’s TianGong-1 space station. There’s still a lot of room for uncertainty here.



So, if you’re orbiting something with no atmosphere, like the Moon, you’ll stay up forever, right? Well, no. First of all our perfect, eternal orbits assume a uniformly distributed gravitational field around a spherical body, which can be treated like a point mass at the field center. If the thing you are orbiting is not perfectly spherical—and the Earth certainly isn’t—the gravitational field will vary slightly as you orbit it, which means extra forces are applied to your orbiting craft. Those will modify (in science-speak, perturb) the orbit. Areas of higher or lower density within the body mean local mass and thus gravitational fluctuations, which also cause perturbations. Even the existence of other celestial bodies, and most significantly for us, the Sun, will exert an extra gravitational force. All of these effects, no matter how small, perturb the orbit such that if, you want to keep things perfect, you have to counteract with an extra force and so expend propellant.
A more subtle perturbing force is the electromagnetic radiation
                
               from the Sun itself. All electromagnetic photons, from radio waves through to X-rays, have a tiny momentum, which means they exert a radiation pressure that pushes against the objects they encounter. Tiny it may be, but it is persistent and over time can alter an object’s direction of movement. (We will return to this photon pressure in Chap. 7.) If you’re constantly passing from the sunlit to the dark side of a celestial body the effects might be minor, but an object exposed over long periods of time to the solar glare may need to compensate for the effects of radiation pressure. The more area the spacecraft presents to the radiation, the greater the effect.
An increasing threat to any spacecraft orbiting the Earth is the possibility of a collision with something else. Anything in orbit, whether natural or manmade, is moving very fast, and even flecks of paint can cause minor damage on impact. All you can do is protect the most sensitive bits (and protection means more mass!), and build in some systems redundancy, if you can afford it. Larger debris is equally fast but much more dangerous. Fortunately, most things larger than 10 cm across are accurately tracked by ground-based radar, allowing spacecraft to be moved out of their way. Most of this material originates in human activity, being bits of old spacecraft. On a very few occasions, satellites have been deliberately destroyed during weapons testing, rather irresponsibly adding to the mess.
Actual collisions between orbiting spacecraft are extremely rare although some orbital regions, such as LEOs and geostationary orbits (GSOs
                
              ) are getting very crowded. Given the threat to future operations from all this rubbish, including the fear that we may eventually fill LEO with so much junk that we can’t get through it, experimental satellites are being developed that will hunt down the larger scrap and push or pull it onto a re-entry path. Even with such resources, a proper clean-up will take a long time. Meanwhile, deep-space spacecraft heading far beyond Earth’s orbit generally have to trust to luck, good design and the sheer immensity of space to avoid running into anything too dangerous.
Spacecraft can also be damaged by the charged particles in the solar wind. When multitudes of these particles collide with a spacecraft, they can build up an electrical charge on the surface of the craft. In the same way that shuffling across a nylon office carpet in your shoes allows you to zap a colleague with a static electricity discharge, so the charge on the spacecraft may end up arcing towards other parts of the craft, especially those where an opposite charge has built up. These arcs can cause physical damage to the craft, generating unwanted electrical currents that flow around it and even burn out computer chips. They can even sneakily change the charges held on computer chips and, since those charges form the computer’s memory, data losses may occur. More rarely, the changes can be interpreted as spurious commands which could, for example, trigger an unwanted attitude adjustment. Or worse.
This is less of a problem these days, simply because it is now better understood. Protecting against these threats is part of the ‘space hardening’ process, which can involve improved physical design and smarter, self-checking software. (The chances of two copies of the data being identically corrupted are really very small.) Testing that the hardening works is a crucial pre-launch activity carried out in specialized test chambers that can simulate the hostile space environment.
Much of this radiation becomes trapped in the two Van Allen belts, lying roughly between 1000–6000 km and then 13,000–60,000 km above the Earth’s surface. Any spacecraft intending to pass through or, worse still, operate within these belts must be especially well hardened.
Heat and power
For any object in space, another problem is one of heat transfer. We’ll need a quick detour to explain this. Heat energy can be transferred between objects in some combination of three ways: conduction, convection and radiation. Conduction means that the objects are in physical contact and heat flows from hot to cold. Put your bare hand on a red-hot stovetop, and conduction moves heat from it to you9. Convection is the transfer of heat by bulk motions of hot and cold gases or fluids. Put a pan of cold water on your red-hot stovetop, and conduction heats the bottom of the pan, which then heats the water in direct contact with it. But convection transfers that heat throughout the pan by physically moving the hot water through the cold water until the temperature is more or less equalized. 
                Radiation
                
               means the emission of electromagnetic radiation, which carries energy away from an object in the form of photons. If these are then absorbed by another object, heat energy has been transferred. Thus, a red-hot stovetop warms your face via radiation.
Space is very, very cold. But it is also a vacuum, and a vacuum is an extremely good insulator. You cannot transfer heat through a vacuum using conductive or convective mechanisms because there is literally nothing there to do it. All you’ve got is radiation. That’s why we use vacuum flasks to keep drinks hot.
Any spacecraft exposed to the Sun will get very hot on the sunward side and very cold, via radiation, on the opposite side. To equalize these temperatures, the spacecraft may be rotated or it may be provided with insulation to minimize both heat gain and loss. A bigger problem, especially for a manned spacecraft, is that everything on it that uses power, from rocket engines through computers to people, generates waste heat. And that heat quickly accumulates. To avoid cooking everyone and everything, you have to lose it somehow10.
You have two basic options. The first is to transfer heat into some material that you can then release into space. For example, heat water (or even better, ice), which then boils off into the vacuum. That will work in the short term but, eventually, your water will run out…
The second is to transfer the heat into a fluid, which you then run through large panels that radiate it away into space. Commonly referred to as 
                heat sinks
                
              , these radiators will work almost indefinitely so long as they can keep losing the energy they have absorbed. The problem becomes one of scale. As a spacecraft gets bigger, the heat it generates increases with its volume, which scales as the cube of its length, but the available surface area for radiating it away increases as the square of its length. Big spacecraft, like elephants, have heat management problems. Just as elephants use their huge ears to transfer excess heat to the environment, large spacecraft use huge radiators to do the same. Just make sure your radiating panels are edge-on to the Sun (and also the Earth, for orbital craft) to minimize the heat they absorb from those sources. However, if something goes wrong, and you have to shut down your power-hungry systems, internal heat generation stops and, even with insulation, your spacecraft can get very cold, very quickly.
Figure 4.11 shows one way to position your heat sinks.[image: ../images/469943_1_En_4_Chapter/469943_1_En_4_Fig11_HTML.jpg]
Fig. 4.11In orbit, the 
                        Space Shuttle
                        
                       kept its cargo bay doors open and pointing out to space, away from the Earth, because their inner linings were its radiators. NASA image.



A different problem arises for really deep-space spacecraft. To achieve a maximum operational lifetime, these will use very little power whilst operating far from the Sun’s warmth, yet have electronics that must be protected from cold. To complicate things, they start off at the Earth where excess heat is a problem, and then move on to deep space where they need protection from the cold. One solution is to have heat sinks that, as the craft moves outwards, are covered by shutters or louvres, keeping the heat inside the craft.
A final problem to consider is how to actually power your spacecraft’s internal electronic functions. You either have to carry some form of stored energy with you all the way from launch, or you have to generate it as you go. The basic option for stored energy is batteries, which store electricity until it is needed. Conceptually, these do the same job as the batteries in your mobile phone—they just last a lot longer. Indeed, domestic battery technology benefits from the research into powering spacecraft for long, long periods. Without some means of recharging them, when they run out, they are dead along with your spacecraft. The very earliest experimental satellites used short-lived batteries, but these were never intended to last.
Fuel cells are another possible power source. In these devices, hydrogen and oxygen combine to create electricity and heat. Since the power is generated by chemical means rather than combustion, fuel cells are quite efficient. Like a battery, a fuel cell has two electrodes—the anode and the cathode. The oxygen and hydrogen sources are separated by a special electrolytic barrier, which only permits certain ions to pass from one electrode to the other. At the anode, incoming hydrogen is stripped of its electrons to form positively charged hydrogen ions. Those electrons are then routed to the cathode. What happens next depends on the specific type of fuel cell but, ultimately, either hydrogen ions are drawn through the one-way electrolytic barrier to combine with the oxygen or vice-versa. Either way, the principle outputs are electricity, water and heat—all of which can be used on the spacecraft. In some cell types, that water is pure enough to use as drinking water.
Basic fuel cells have been around since the mid-nineteenth century, but research continues to make them cheaper, safer and more efficient to build and use. Unlike batteries, the electrodes do not deteriorate over time so a fuel cell will keep working for as long as it has hydrogen-based fuel and an oxidizer. If you have another, perhaps less efficient, way of generating electricity, you can use that to convert the water back into hydrogen and oxygen and repeat the process.
One obvious source for that electricity would be photovoltaic solar panels. Essentially the same things as the ones found on Earth, these convert sunlight into electricity. Space-based solar panels have the advantage that there is a lot more solar power outside the atmosphere, but the disadvantage that there might be so much of it that the panels will actually be damaged. As a result they may under more extreme conditions have to be angled away from the Sun. The solar panels used on spacecraft are generally rather large and quite fragile, so don’t pull any high-G maneuvers if you want to keep them on. Since they have to be folded away during launch, all manner of ingenious folding mechanisms have been developed to unfurl the panels once they are needed. Bigger spacecraft with greater energy needs tend to have bigger panels that require even more intricate folding. (And, yes, space agencies do consult origami experts about where to put the folds.)
Although solar panels have been in use since the early 1960’s they, too, are subject to almost continuous research and development to reduce mass and costs and improve efficiency11. After all, they will provide you with essentially free electricity. Well, so long as you are not in shadow—which is where your rechargeable batteries or fuel cells come into their own. Figure 4.12 shows just how large and fragile a big spacecraft’s solar panels can be.[image: ../images/469943_1_En_4_Chapter/469943_1_En_4_Fig12_HTML.jpg]
Fig. 4.12The ISS has 2500 m2 of solar panels. The other flat, white things, turned away from the Sun, are the heat sink radiators. One generates power while the other dumps heat. Both generate drag, even at 400 km altitude. NASA image.


Which leads us neatly to the next problem: if you plan on going out into deep space, far away from the Sun, solar panels will not be very useful because there will be less energy to collect. The radiant energy from the sun falls off as the square of the distance, so when you’re twice as far from the Sun, you’re receiving a quarter of the energy per square meter of solar panel. How do you power (and heat) your spacecraft then? Long-life batteries will eventually die and, without another energy source, fuel cells will soon be unable to recycle their water into hydrogen and oxygen.
When all else fails, you are going to need nuclear power. The acceptable face of this is the Radioisotope Thermoelectric Generator, or RTG, first used in 1961. Heat from the natural decay of radioactive isotopes is passed through thermocouples which generate electricity when one end is hotter than the other. Connect one end to the heat source and the other to an external heat sink, radiating into space, and the juice will flow. The greater the temperature difference, the more electricity is generated. With no moving parts to fail they are limited only by the amount of radioactive material carried. The favored isotope is Plutonium-238, which not only produces a lot of heat per unit mass but requires very little shielding to protect other systems (or people) from its radioactive effects.
Although they only converted about 6% of the thermal energy into electrical energy RTGs are still powering the Voyager spacecraft. These spacecraft, the farthest-travelled human-made objects, were launched in 1977 and are expected to maintain power until at least 2025.
More recent designs offer higher efficiencies by employing a Stirling heat engine. In this adaptation of a 200-year-old concept, a closed reservoir of gas is repeatedly heated (by the radioisotope) and then cooled (by the heat-sinks) to drive a piston, which generates electricity. Experimental models are about four times as efficient as older thermocouple-based designs but since they contain moving parts, will have a higher likelihood of failure and thus shorter useful lifespans.
There is always some controversy over launching radioactive material into space, lest a launch accident contaminate the Earth. The radioactive heat source is contained in a vessel designed to prevent the release of any of the radioactive material in the event of a worst-case launch or re-entry disaster.
If you want a higher-power output than an RTG can offer, and you want it with a decent power-to-mass ratio, you’re going to need a nuclear reactor. A small fission reactor, including radiation shielding, can be fitted into a package that weighs only a few hundred kilograms. As with RTGs, there are various options for converting the heat into electricity, and you will need very big radiators to act as heat sinks. The reactor fuel has negligible radioactivity before fission starts, so it can be safely launched into space using a chemical rocket. You will still need to construct the reactor such that it can contain its radioactive material in the event of the worst imaginable mishap.
The Soviets were particularly fond of using fission reactors in secret military satellites. Although none seem to have been launched since the late 1980s, development continues in both Russia and the USA. One has to assume that other powerful countries with long-term space ambitions are also tinkering with the technology.
A used fission reactor cannot just be discarded to fall back to Earth like a highly radioactive meteor. The sensible thing is to send it on a long, lonely loop through the Solar System while the radioactivity slowly decays away. In reality, most of them have been simply parked in stable high orbits around the Earth, where we will need to monitor them for the next few thousand years...
In principle, if we ever managed to build a small nuclear fusion reactor, we could get even more power but without that issue of long-term radioactive nuclear waste. Unfortunately we can’t yet build a large fusion reactor on Earth, so small space-based ones are not yet on the horizon.
Offering a better return per unit mass than solar panels, nuclear power sources (whether fission or thermoelectric) also take up less volume and don’t constrain your maneuverability. Expect to see more of them in the future but don’t expect the nuclear controversy to go away anytime soon.
Coming Back
Getting down from orbit is remarkably simple. All you have to do is slow down enough to move your spaceship onto a new orbit which, at some point, intersects the ground. Firing a rocket engine along the direction of your orbit will decelerate your craft and do the job nicely. If you orient yourself properly and fire the rocket at just the right time, you can even be fairly confident about where you will land. Or at least, you can draw an elliptical area on the ground whose down-range and cross-range extent are determined by various operational and environmental uncertainties, and you can be pretty sure you ought to land somewhere within that.12
However, using what we’ve learned about transfer orbits you can calculate that, for a return from Earth orbit, you will be travelling at several thousand meters per second when your new orbital path finally meets the ground. You’re probably going to want some kind of braking mechanism if you hope to preserve any part of your spacecraft, like its astronaut crew.
So, is the biggest problem in getting back from orbit one of reducing your speed? Well, almost. Speed is one way it manifests but the real issue is one of energy.
An object orbiting the Earth has two kinds of energy. It has kinetic energy—energy of movement—that depends on its mass multiplied by the square of its velocity. But it also has gravitational potential energy—energy determined by its position in a gravitational field—that depends on its mass, its altitude and the Earth’s mass. As we saw in Chap. 3, to get your spacecraft into orbit, you have had to supply it with that energy by burning propellant in your rocket engines.
In nature, energy is always conserved: it is neither created nor destroyed, merely transformed and transferred. So for the orbiting object to end up back on the ground with zero velocity, all its energy has to go somewhere.
It follows that, to descend using rockets, you must expend the same energy to get you down that you used to get into orbit in the first place13. Thus, you need about as much propellant to get down as you did to get up and, given that you have probably had to discard parts of your rocket to get into orbit in the first place, you can see that carrying enough propellant for a gentle, powered return just won’t work.
What if, instead of returning, you go somewhere else where landing seems less demanding? Drop your spacecraft onto the airless Moon and, as it falls, its potential energy is converted to extra kinetic energy, increasing its velocity and, when it hits the surface, all that energy will be dissipated through the structure of the Moon and the structure of the spacecraft. The Moon can probably take that hit, but the spacecraft almost certainly can’t. If you want to land on the Moon, you are going to need some propellant.
Fortunately the Moon is lot less massive than the Earth, so the energies, and hence the velocities, involved in descent from orbit are a lot smaller too. So, is it theoretically possible to land a spacecraft on the Moon with enough propellant to get its human crew down safely and then (and this is quite important) get them back again? Well, we know it is, because it has been done six times so far.
And that is why the 
              Apollo
              
             program’s lunar landers left their bottom halves behind on the Moon’s surface, as you can see in Fig. 4.13. The lower descent stage got the crew down, and after that it was just dead mass that they didn’t need to carry back to orbit14. It’s really just another example of a multi-stage rocket.[image: ../images/469943_1_En_4_Chapter/469943_1_En_4_Fig13_HTML.jpg]
Fig. 4.13This blurry image from the Apollo 17 mission is the best picture ever taken of humans leaving the Moon. The ascent stage goes up; the descent stage stays put. Just another example of a multi-stage rocket and for all the usual reasons: you can’t afford to haul dead mass around. NASA image.


Returning from Earth orbit is different, not just because the energies are greater but because the Earth has that inconvenient atmosphere. Any spacecraft descending from orbit will be moving fast and one coming from beyond Earth orbit will be going even faster. But, even in the thinnest regions of the atmosphere, moving at enormous speed generates heat. A lot of heat. And the faster you go, the more heat there is.
Re-entry
We usually attribute this heat to friction between the spacecraft and the air flowing past it but, at the hypersonic speeds of re-entry vehicles, it is not quite so simple.
As the hypersonic vehicle starts to encounter the still-insubstantial atmosphere, the air molecules in front of it cannot get out of the way fast enough, and so a shock wave is formed. The compression of the air in this shock wave causes a very high temperature region to form between the vehicle body and the shock front. The air flow around the object then forms two distinct components, separated by a boundary layer. The inner part is dominated by viscosity, which creates most of the drag, while in the outer part viscosity is negligible.
Outside the boundary layer, the heat does not contact the vehicle and will simply dissipate into the surrounding environment. But within the boundary layer, convection processes act to move heat energy from the air to the vehicle. At the same time, radiative processes transfer additional energy from the hot air to the vehicle structure whilst also moving it away from the hot surface of the vehicle to cooler areas of its surroundings. The highest temperatures are achieved at the 
                stagnation point
                
               in front of the vehicle, where the local velocity of the air is zero.
In principle this is good news, because most of the spacecraft’s energy is being dissipated in the form of heat and that loss of energy is slowing it down. But it’s also bad news, because all that heat energy now has to go somewhere, and if it is transferred into the body of your spacecraft and heats its materials beyond their tolerance, then your space-going marvel will come apart or possibly just evaporate.
On the other hand, since moving through the thickening atmosphere slows things down enormously, it actually helps you reach the speed where, with a bit of assistance, a survivable landing might be possible. So it’s not all bad—if you can survive the heat.
But on the other, other hand, the atmosphere causes an additional problem. The steeper your re-entry angle from orbit, the faster you will be descending through the rapidly thickening atmosphere, and so your spacecraft will get hotter faster than it would if you came in at a shallower angle. But if you get things wrong and your angle is too shallow, you could be in a different kind of trouble. At the speeds involved the diffuse, wispy upper atmosphere of the Earth can seem as solid to your descending craft as the liquid surface of a still pond does to a flat-bottomed pebble expertly skimmed towards it at a similarly shallow angle.
Like the pebble, your spacecraft may skip when it encounters the denser medium below it. Unlike the pebble (which, skillfully thrown, will skip a few times, losing momentum as it does so, before finally vanishing below the water) if your craft is going fast enough it may simply bounce off the atmosphere and head off into space. If your spacecraft is low on propellant (and at the time of re-entry they generally are) you may have no way of recovering the situation as you drift off into the cold, silent void.
So the designer of a returnable spacecraft has two core problems to solve: how to survive the heat of atmospheric re-entry and, once a lower altitude and a slower speed have been reached, how to land gently. (The problem of re-entry angle is more one of mission planning and spacecraft control, so we won’t worry too much about that here.)
Long before there were practical space rockets, much of the early theoretical work on returning spacecraft to Earth assumed some kind of reusable winged vehicle that could execute fully controlled flybacks to a desired location, where it would then perform a perfect aircraft-like landing. Rather than having conventional wings, some of these spacecraft might be ‘lifting bodies’ in which the vehicle’s curved shape provides the required lift within the atmosphere. Some of them might be launched vertically like rockets and some might fly out to the upper atmosphere like an airplane before making the transition to orbit, as we saw earlier in this chapter.
However the same problem remained: all of the energy used to get the craft into orbit would have to be dissipated in order to get it back to Earth. And most of that energy was going to manifest as heat. Which meant all that heat had to be handled somehow. You either had to endure it or get rid of it.
Many of these early studies were really concerned with suborbital aircraft rather than true spacecraft: vehicles which could climb to the edge of space without quite enough velocity to actually achieve orbit before flying back down through the atmosphere to a landing halfway round the world. Despite not making it into orbit, these craft would have much the same problem with re-entry heat as a true spacecraft, albeit reduced by their much lower velocities at peak altitude.
One such design, Eugen Sänger’s Silverbird, first proposed in 1929, anticipated that the craft’s trajectory after peak altitude would include a series of carefully controlled skips off the upper atmosphere, just like that pebble skimming across the pond but with the emphasis on ‘controlled’. Each skip would slow the craft and bring it lower into the atmosphere while, in principle, extending its total range. Equally importantly, as it ascended between skips, it would radiate heat back into space. Sänger called this 
                dynamic soaring
                
              , but the term skip gliding is preferred today15.
Unfortunately, by the early 1950s, more detailed calculations showed that skip gliding alone would not protect a craft from the heat of re-entry. It might produce lower peak temperatures than a direct fall from space, but it produced them over a much longer duration. The issue for any re-entry vehicle was not just the total amount of energy involved or the rate at which heat was absorbed, but it was also the length of time over which all of this happened. For some structural materials, a long, slow accumulation of heat might be worse than a brief, intense pulse. But however you chose to come back, some sort of thermal protection system (TPS in rocket jargon) would still be required. So what were the options?
According to NASA there are three basic kinds of TPS’s. These are: passive systems (with no moving parts), active systems (with some moving parts) and semi-passive systems (where things move by themselves).
Passive systems are further split into three types: heat sinks, hot structures and insulated structures. A heat sink is just a solid mass of something, usually metal, which will simply absorb the heat energy then dump it later. Basically, it heats up when needed and cools down later. To absorb more heat, just add more mass, which is always a bad idea in rocketry. Heat sinks tend to do best when the heat comes in short, intense pulses.
A hot structure uses a material whose temperature will rise to the point where it is in equilibrium with the environment, i.e. the heat being radiated out of the structure is the same as that being absorbed in to it. The duration of the heat pulse is less of a problem here but you do need a material, like rare and expensive metal super-alloys, that can cope with the temperatures involved.
Insulated structures use a two-layer approach. The outer layer radiates the incident heat away from the inner structure, which is protected by a layer of insulating material. Although the size and duration of the heat pulses with which it can cope are quite limited, it does allow you to use materials with a generally lower tolerance of temperature.
Active cooling systems include two related techniques in which a liquid coolant is pumped from a reservoir and out onto the surface of the vehicle. In one system, the coolant emerges from slots and flows over the vehicle parallel to the airflow. In the other, known as transpiration, it is forced out through a porous surface. In either case, the coolant blocks heat from reaching the surface and then carries it away as it evaporates. Thus, the vehicle stays cool by sweating.
The third kind of active system, first suggested by Wernher von Braun for a potential manned craft, is essentially a refrigeration system in which a liquid coolant is pumped through the vehicle’s skin to absorb the heat and then passed back to a heat exchanger. In principle, this allowed almost any heat load to be handled. In practice, like the other two active systems, it would have added a lot of weight and complexity to any vehicle.
For semi-passive systems there are two basic concepts: heat pipes and ablation. Heat pipes are simply a network of subsurface tubes that connect a localized area of high heating, like the front of a re-entry vehicle, with other, cooler, parts of the structure, like its back. The pipes contain a fluid that is vaporized by the heat and thus moves naturally towards the cooler regions, where it condenses as the heat is dissipated. Once the fluid has condensed, normal capillary action draws it back to the high heat region. The coolant moves, but you don’t have to pump it.
Ablation uses some sort of expendable coating on the outside of the vehicle, something that will absorb the heat, rather like a heat sink, but then evaporate off the vehicle, carrying the energy away like a sacrificial coolant. As it flows away, it can even provide an insulating effect, blocking further heat transfer onto the vehicle. Meanwhile, what is left on the surface forms an insulating, charcoal-like char. The beauty of an ablative system is that, upon re-entry, it all happens automatically. The disadvantage is that, since the material is lost in use, it has a limited duration and is one-use only. These systems also tend to be heavy, and you have to find a material with the right properties. Vast amounts of money, effort and (most importantly) testing have gone in to the development of ablative heat shields, and research continues today. Because it works so well, NASA has been using much the same ablative coating since the 
                Apollo
                
               missions, with only occasional improvements. Having said that, in the early stages of their space programs both the Chinese and the Soviets had some success with ablative heat shields made of oak wood16.
In case you’re wondering, going up through the atmosphere fast enough to reach orbit also generates a lot of heat, so some thermal protection may be required at the front end of the rocket. But not as much as you need coming down, because the problem is reversed: even as you are gaining speed going up, the atmosphere is thinning dramatically. For satellite launches, this protection is generally provided by an external aerodynamic shroud that is discarded once it has served its purpose.
Although the spaceplane concept was the early favorite for getting humans into space and back alive, by the early 1950s other engineers were considering how to bring a different type of high speed object back from orbital altitudes. For them, the things most likely to be coming back from hundreds of miles up were not astronauts or space probes—they were nuclear warheads.
With the Cold War ramping up, ballistic missiles were being developed that would reach heights of over 600 kilometers and speeds of fifteen times the speed of sound. The steeper the re-entry angle, the shorter the time spent transiting the atmosphere and, thus, the less uncertainty in the final trajectory, or in layman’s terms the more likely you were to hit your target. For a nuclear warhead coming down from space, terminal accuracy was more important than final velocity, and so the preferred re-entry trajectory was steep, fast and hot.
Conventional aerodynamics suggested that, to minimize drag and thus atmospheric heating, the warhead re-entry vehicle should have a slender shape with a pointed nose. Unfortunately, actual practical tests of dummy vehicles showed quite conclusively that such a vehicle absorbed so much heat through its nose that it simply vaporized upon re-entry.
The solution, counterintuitively, was to use a round-bottomed, blunt-bodied re-entry vehicle and not a sharp-nosed one. Entering the atmosphere bottom-first generated a strong but detached shock wave at the blunt face. This created an airflow around, but disconnected from, the vehicle into which most of the heat was drawn, thus carrying it harmlessly away. With a good design, only a tiny fraction of the heat energy would be transferred to the vehicle itself. Of course, a tiny fraction of a huge number can still be quite large in absolute terms. The re-entry vehicle was still going to have to cope with a lot of heat.
For the first ballistic missile warheads the answer was obvious: they were single-use, expendable items with short-duration re-entries whose heat load could be handled by an easily manufactured copper or beryllium heat sink combined with a blunt-body shape17. Problem solved—for a while.
Unfortunately, there was a major issue with the blunt body approach. The vehicle slowed down rapidly in the upper atmosphere, which meant it spent most of its time at higher altitudes, trailing a radar-detectable plume of evaporated heat sink metal behind it. This made warheads vulnerable to interception. And by the time the warhead reached lower altitudes, it was going slowly enough that crosswinds could seriously affect its accuracy.
In contrast, the originally rejected, but more streamlined aerodynamic vehicles fell rapidly through the upper atmosphere and achieved most of their deceleration much lower down, where the atmosphere was thicker. This feature would make them more accurate and less vulnerable but, annoyingly, the same low-altitude deceleration gave rise to extreme heat and caused their destruction. At the time, no practical heat sink could cope with the temperatures involved, and so it was in order to protect the nukes that the first ablative heat shields were developed.
There was an immediate spin-off from this work. Even before the 1957 launch of Sputnik I
                
               (the first artificial Earth satellite), designs were being produced for spy satellites such as the US CORONA system, first orbited in 1960, which would use film cameras to photograph areas of interest below their orbit. With its mission complete, the film canister would be ejected to return to Earth in a small, blunt-body capsule protected by an ablative heat shield. Properly orienting the capsule as it de-orbited ensured that the shielded face took the heat. Once the capsule was low and slow enough, the heat shield would be ejected and a parachute deployed to slow the descent even more. Due to the highly sensitive nature of the capsule’s contents, it wasn’t even allowed to land but was usually snatched from the air by a specially modified aircraft.
Blunt body, ablative heat shield, parachute…could this combination be used to bring a living human back from orbit? Possibly, but there were still problems to be solved. Re-entry doesn’t just bring heat. It also brings strong deceleration forces (G-forces). Using a blunt body, with its slower, longer upper atmosphere deceleration would help but any re-entry trajectory still has to provide a delicate balance between the competing limits of acceptable deceleration forces, thermal loading and terminal accuracy. What was acceptable depended on what you were trying to do. Nuclear warheads and film capsules can tolerate forces—and, at least in the case of warheads, temperatures—that will kill a human, and that includes the deceleration experienced on impact with the surface. Living creatures would have to be brought back a little more gently.
By this stage, both NASA and its Soviet counterparts were experimenting—often successfully, as we have seen—with bringing animals back alive from sub-orbital and then orbital flights in one-shot capsules that used shallow atmospheric re-entry angles to reduce the Gs far below those that a warhead would tolerate. The proven combination of blunt body, ablative heat shield and final parachutes dealt effectively with the heat and terminal velocity issues. Having any crew re-enter with their backs to the direction of travel and semi-prone in contoured crash-couches would also help to handle the G forces. Being first to put a man into orbit was now a matter of national prestige and, as a fast route to getting him back alive, this was clearly the way to go.
As we all know, and as we described in Chap. 2, the Soviets got there first.
In April 1961, Yuri Gagarin completed a single orbit before returning to Earth in a blunt-bodied re-entry capsule equipped with an ablative heat shield and a parachute system. It didn’t matter that, because it lacked any way of controlling its orientation as it left orbit, the capsule had to be spherical and entirely covered by the heavy ablative heat shield or that, to ensure the survival of the world’s first astronaut, he was automatically ejected from the capsule seven kilometers up. Seven kilometers altitude was long before the actual capsule’s final descent parachute was deployed; Gagarin drifted gently down on his own parachute whilst the capsule went on to hit the ground so fast that it bounced—the re-entry capsule was very much a one-use deal. Both astronaut and capsule landed nearly 300 km away from their target point. Accuracy, impact velocity and reusability were just more technical challenges for the future to overcome18.
Even then, many NASA engineers still believed that, with a long-term space program in mind, the long, gentle gliding entry of a reusable spaceplane with permanent thermal protection system was the proper way to go. But, once committed to a manned Moon landing before the end of the decade, they had to put the clever ideas on the backburner and stick to the simplest way to get down: strap in, say your prayers and just fall to Earth.
Early re-entries were essentially ballistic—that is, the only forces involved were gravity and air resistance, and the capsule experienced extreme decelerations, survivable but not at all pleasant. Progress was made by offsetting a vehicle’s center of gravity from its geometrical center, meaning the heat shield was now slightly angled to the airstream and would generate a small amount of lift force. Adjusting that angle gave some control over the horizontal distance travelled over the Earth and rolling the vehicle about its velocity axis allowed for some cross-range steering as well. This meant not only that the descent could be shallower, slower and marginally cooler with less extreme deceleration but, at least to some extent, the capsule could be steered towards its desired landing point. Thus, the uncertainty ellipse of the landing zone could be dramatically reduced. This feature did require a more complex design for the heat shield since the re-entry lasted longer, albeit at lower peak temperatures, and the heating was no longer symmetrical over the bottom of the craft.
Hitting the surface
So, having survived the searing heat and bruising forces of re-entry, what was the best way to survive the actual landing? It was obvious that parachutes were going to be needed, which generally involved one or more initial drogue parachutes to slow things down and stabilize the craft as it reached the lower atmosphere. After that a main parachute system would reduce the speed as much as possible and then some way had to be found to cushion the final touchdown. How you did that depended on more geopolitical considerations.
The USA had a very large navy that could be willingly coopted for recovery operations, and so NASA favored landings in the Pacific Ocean where there were few things to hit and they could limit access by prying eyes. With open ocean splashdowns in mind, capsules were eventually configured to hang from their parachutes at a slight angle, the idea being that they would slice into the waves, like a diver, rather than belly-flop, thus helping to reduce that final landing shock. Although an excellent idea for a calm sea, the significant surface swell often found in the open Pacific could render it less effective.
Assisted by inflatable collars, the capsules were designed to float, at least for a while, until the crew could be retrieved by helicopters and the now-empty capsule winched aboard a ship. If all went well and the landing was on target, recovery could be surprisingly fast. If not, the crew would just have to bob about, waiting for someone to knock on the hatch. (Early in the 
                Apollo
                
               program the empty shell of a dummy capsule being used to test re-entry systems went so far off course that it was thought lost to the ocean deep. Its true fate was only learned when, years later, the Soviets handed it back…)
The Soviet Union was less well-endowed in the naval department but did possess the largest contiguous land territories on Earth. Consequently, its space program favored landings on dry ground, in the vast and nominally empty spaces of Soviet Asia from which it launched its rockets and where it could limit access by prying eyes. To reduce the shock of impact, the heat shield was jettisoned just before touchdown to reveal retro-rockets that fired straight downwards, further slowing the capsule. Like the Americans, the Soviet crew would then sit back and wait for the recovery helicopters. If they went too far off course that might take days, so the pragmatic Soviets equipped their crews for a spot of camping, even supplying pistols to fend off wolves and bears.
On film, Soviet-style landings look more brutal, partially because the rockets kick up so much dirt and partially because, psychologically, we know they are hitting solid ground! In reality, if you hit water at a good few meters per second, it feels pretty solid too. However, the ground landings do seem rougher on the crew, often being described as being like “a minor car crash”19.
Initially, NASA had thought of the parachute-borne ocean splashdown as an interim measure only to be used with their first manned system, the Mercury capsule
                
              . The follow-on programs would use a more elegant (i.e. clever but complicated) system that would deploy a folding fabric wing to turn the capsule into a giant hang-glider. This would both slow the descent and allow the crews to actually fly it to the landing point. It wasn’t a spaceplane. but it was the next best thing. With ground landings in mind, the two-man Gemini craft of the mid-1960s was even designed with a triangular arrangement of landing skids so it could land horizontally like some incredibly ungainly aircraft.
Despite great enthusiasm and enormous effort, this para-glider was never quite made to work reliably and was abandoned in favor of the simpler parachute system with an ocean splashdown. Regardless of the complexity, or even the potential advantages, as ever, it all came down to mass. If something could be achieved with a simpler, lighter system, then that was the way to go. To date, all manned space capsules actually flown have relied on parachutes, not para-gliders. All US capsules have come down in the ocean and all Soviet and, later, Russian ones have come down on land, usually with rockets to minimize the final impact. The only other nation to have flown a manned space capsule is China. Its Shenzhou craft was developed from the Russian 
                Soyuz
                
               design and lands in much the same way.
As NASA transferred its vision of manned space flight to the reusable 
                Space Shuttle
                
               orbiter, a different set of re-entry problems had to be solved. Compared to a capsule, such a spaceplane’s much longer entry time exposed it to a higher total heat load, with the large surface area of its delta wing making things worse. It would also need to maintain a smooth aerodynamic surface at all times. Studies showed that, because it converted the energy over a longer period, it was possible to radiate much of the heat back into the atmosphere while maintaining achievably low structural temperatures. Larger wings helped with the radiation equilibrium temperature but meant more thermal protection was needed. Hot spots, such as the nose and wing leading edges, would need special attention. Complicating matters was the requirement to be reusable.
As finally configured, the Shuttle performed essentially as a blunt-body, although it re-entered at a much shallower angle than manned capsules. In addition to reducing the heat exposure, this also reduced the maximum Gs it experienced. The craft’s underside presented to the atmosphere was shielded by thousands of individually placed, specially developed and rather fragile heat-resistant ceramic tiles. In the early days of Shuttle operation, checking and replacing these tiles between flights was a major source of concern, cost and time lost. The nose and wing leading edges, which would get hottest, were also protected by a reinforced carbon-carbon material backed by a highly effective insulator20. Less critical parts of the craft, where heat exposure would be lower, were covered by flexible thermal blankets that were designed to keep heat out rather than in.
Whilst the Shuttle’s TPS clearly worked, it was complicated and expensive to produce and maintain. Most manned systems currently in development will use some variant on ablative heat-shields or reusable reinforced carbon-carbon shields, although research into all the other types continues.
The same basic mechanisms we use to survive a return to Earth are adaptable to any celestial body with an atmosphere. You just need to modify them based on its gravity, the density of its atmosphere, how fast your craft will be traveling21 and how lethal the local environment will be to your machinery. For Mars, with a cold, wispy atmosphere and one-third Earth’s gravity, atmospheric braking is the first step, which requires a blunt-body and heat shield. After that, the heat shield is usually ejected, to reduce the weight, before parachutes slow things further. Compared to Earth, the reduced drag from the thin atmosphere is offset somewhat by the reduced downward force from the weaker gravity, but achieving a soft-landing is still problematic.
Dropping the heat shield to reveal retro-rockets is a common choice, although some landers have instead deployed inflatable airbags to cushion the final impact. The disadvantage is that your craft will bounce and roll, so you need a lander design and a mission profile that can cope with that uncertainty. (Can it self-right if it ends up against a boulder? Might it bounce over a cliff? And so on.) Famously, the lander which deposited the Curiosity rover on Mars used a novel ‘Sky-Crane’ system, in which the upper stage of the lander hovered on rockets as it lowered the rover component on cables. The upper part then flew off to crash harmlessly over the horizon.
Venus has roughly the same gravity as the Earth and its thick, dense atmosphere is a prime target for atmospheric braking and parachutes, so long as the systems on your craft can avoid being crushed, cooked or dissolved in the searing, corrosive, high-pressure environment near the surface. The few craft that have landed on Venus were all Soviet missions, with the most durable surviving for about 110 minutes after touchdown. Some success was achieved in the 1980s by two Vega missions, which, in addition to very short-lived landers, deployed probes attached to helium balloons. Surviving for up to 60 hours these floated almost 1/3 of the way around the planet, providing valuable data on upper atmospheric conditions but, obviously, none about the surface. Since then, nobody has even attempted a landing on Venus.
Probably the most demanding atmospheric entry yet was that of the Galileo probe to Jupiter which, protected by an ablative heat shield, entered the gas giant’s outer atmosphere at a speed of about 47,000 ms−1 in December 1995. Slowed enough to deploy a parachute system it then drifted further down, managing to survive for almost an hour before succumbing to the immense pressure.
In a variation on skip-gliding, even non-landing probes can take advantage of atmospheric braking in the thinnest outer layers of a planet’s atmosphere to reduce their speed from interplanetary velocities to near-orbital ones. This technique avoids the need to carry huge amounts of propellant for braking.
If your target body lacks any atmosphere then you’re stuck with only rockets for landing. The need to carry enough propellant to descend will limit what objects you can go for. For missions to small bodies like asteroids and comets, the lack of local gravity presents its own issues in terms of achieving a stable orbit.
On the face of it, the problem of getting into space is one of mass, and that of getting back is one of heat but, in reality, both are about energy. Over the decades, the engineering solutions developed to overcome those problems have been innovative and ingenious, even though the route to those solutions was often a tortuous one, littered with failed experiments and occasional tragedies. Unfortunately, although the science is in many ways quite straightforward it is also very, very unforgiving of inadequate engineering. The laws of physics take no prisoners.
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Footnotes
1There are many, many books which cover the material we address here. Ones we have actually read, in order of increasing technical detail, include Rogers (2008), Travis (2009), Turner (2009) and Sutton & Biblarz (2010).

 

2See Voight et al. (2013) for an idea of what really comes out of the back of a rocket. Solid-fuelld motors can be especially nasty.

 

3There is an important engineering lesson here: with multiple criteria (which, in reality, will include things like safety and cost) ‘good enough’ is often better than ‘optimally efficient’.

 

4In the language of this section, the stick of a firework rocket leads to stable flight because it causes the cp to be below the cg.

 

5See https://​www.​leoaerospace.​com/​ for an example.

 

6Einstein’s
                  
                 General Relativity tells us that it will eventually come down, where ‘eventually’ is a very, very long time.

 

7A good introduction to what messes things up, along with a survey of what you can do about it, can be found at the longest link in this book: https://​www.​faa.​gov/​about/​office_​org/​headquarters_​offices/​avs/​offices/​aam/​cami/​library/​online_​libraries/​aerospace_​medicine/​tutorial/​media/​III.​4.​3.​1_​Space_​Vehicle_​Control_​Systems.​pdf

 

8The edge of space is known as the Kármán line and is nominally the point at which speed, rather than aerodynamic lift, is what’s keeping you up. Below the line the science is aeronautics; above it, astronautics. The original calculations by physicist Theodore von Kármán produced a figure of 83 km but 100 km was generally adopted as more memorable. The US Air Force and NASA prefer to use 80 km so if you travel with them you don’t need to get quite so high to become an astronaut.

 

9This is just a thought experiment. Don’t really do it—not even for Science.

 

10As many spacecraft designers will complain, you almost never hear about this problem in science fiction movies.

 

11All of which benefits their equivalents back on Earth.

 

12An accessible introduction to return from Space, both in terms of readability and the ease of getting a (digital) copy, is Launius & Jenkins (2011).

 

13More or less. Some energy is always transformed into other kinds, like the vibrational energies of the sound waves that rattle windows miles away. As we shall soon see, you can use other techniques to transfer energy, such as aerobraking— dipping into the planetary atmosphere and letting drag slow things down— but that’s not “coming back using rockets” and it brings its own set of challenges, mainly in the form of heat.

 

14Later Soviet ‘Moon robots’ employed a similar 2-stage lander concept to return samples to Earth.

 

15Although Sänger and his mathematician wife, Irene Bredt, worked on this concept until his death in 1964, to date the people who have shown the most interest in building it, such as the Nazis, have been more focused on its use as an intercontinental bomber. Today, the term 
                    dynamic soaring
                    
                   has a different meaning: the means by which a glider (or albatross) gains energy from the wind by carefully choosing a flight trajectory in a location with significant wind shear.

 

16But not, so far as we can tell, for manned systems. Apparently, with the grain layers facing outwards they will char and ablate quite nicely.

 

17Bryllium was lighter and absorbed more energy per unit mass than copper but was harder to work. Since launch mass is always an issue, you can see why it was preferred.

 

18Up until 1971, the Soviets concealed the fact that Gagarin had parachuted down separately from the capsule to avoid claims that they had not actually returned a man from orbit in a spacecraft. Chertok and Siddiqi (2011) gives an eye-wtness account of the lead up to, and aftermath of, Gagarin’s historic flight, including the many other things that went wrong.

 

19This is a common description by NASA and ESA astronauts who have experienced both. For discussion see https://​www.​nasa.​gov/​mission_​pages/​station/​research/​experiments/​explorer/​Investigation.​html?​#id=​7539..

 

20In essence, a graphite (i.e. carbon) fabric impregnated with a phenolic resin is cured, trimmed to shape and the resin itself converted to carbon by multiple applications of extreme heat (a process known as pyrolysis). Specific recipes vary but this is the basis of many nominally re-usable heat shield materials.

 

21The velocities of interplanetary travel are a lot higher than those of Earth orbit, so either you first do some fancy decelerating fly-bys, expend propellant to enter orbit or just accept the consequences of your speed.
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          The technology of how a rocket moves, how it knows its orientation
          
            
          
          and how it controls the orientation are the subjects of this chapter. We will then take a slight diversion to consider the application of that control to the fine art of
          
            docking
            
          
          a spacecraft.
        
An engine, according to the Oxford English Dictionary, is a machine with moving parts that converts power into motion. Today it is pretty much synonymous with motor, though back in the mists of time the two words had very different meanings. Some people still consider there to be a difference: a motor is an engine that does not have moving parts. We are engineers (and motorists) but not linguists, and so have no informed opinions on the matter—in earlier chapters of this book we have used the two words synonymously, while noting some historical differences. However, we will go with motor in this chapter, if only to emphasize that many modern rockets are powered by machines with no moving parts—a solid-propellant
            
           rocket such as a firework or a bazooka projectile
            
          , for example. (The exhaust gases move, and move fast, but they are not considered to be part of the engine. Or motor.)
Here we will confine ourselves to chemical rocket motors and will save the more esoteric, futuristic types such as nuclear motors and ion drives
            
           for the last chapter of our book. For chemical motors the propellant type, solid or liquid, determines the motor design, so we begin with propellants and then move on to an overview of the motors that they power.
There is no point in having a motor if we don’t know which direction our rocket is pointing. Determining orientation (a.k.a. attitude) and how to get it to point in a different direction is the task of guidance systems, which form the subject of the second part of this chapter.
Propellants
A chemical rocket (one with a motor that is powered by chemical reaction) is mostly rocket propellant, as we have seen, and so it seems very appropriate to spill some ink in describing the different types of propellant that have been invented since the days of black powder, and examining how their varying characteristics influence the rockets they drive.
Fundamentally there are three types: solid, liquid and gas. All propellants result in a gaseous (or plasma) phase when deflagrated, but here the state of matter refers to the propellant before deflagration. An example of a rocket being propelled by a gaseous propellant is a balloon that is filled up with air and released. It doesn’t take too much thought to realize why such an approach to rocket design has not taken off, as it were—why the V2 or 
              Saturn V
              
             were not simply giant balloons. The serious contenders are solid and liquid, and we will devote this section to elucidating them.
It is interesting to note an observation made in one of the few available histories of this subject. Hunley1 records the difficulty in ascertaining a reliable propellant history, which he attributes to two causes. First, the usual reason that arises in scientific histories is that of technical complexity: there are hundreds of fuels and oxidizer combinations that have been developed over the past century or so to form rocket propellant, so their history is very extensive. Second and more specific to our subject: different propellants were developed by different government agencies and corporations, and these groups have differing views on the sequence of events that lead to, say, a new propellant and on its relative significance. We note this observation to emphasize the complexity of the field and the effort that has been invested in it; in no way will we be getting into the nitty-gritty of the chemistry of propellants in this book. We instead will provide an overview of the engineering implications of the different propellant types.
Solid start
There are two categories of modern solid rocket propellant: double-base and composite. The first of these is the elder; it is less common and today has niche applications. Double-base propellants consist of a homogeneous grain (that is to say, all the grains that form the solid are made of the same ingredient, unlike black powder). These ingredients are usually nitrocellulose dissolved in nitroglycerin. Both these components are explosives; they act as fuel, oxidizer and binder (we describe binders in the next paragraph). Such propellant burns with little smoke, and for some rocketry applications this characteristic is important. For example, a military unit may not want to give away its position to an enemy on a battlefield. Double-base propellants are older than composites, and today tend to be used for powering small rockets.
We saw back in Chap. 3 that a propellant is defined by the presence of an oxidizer as well as a fuel—this is why they work in space, you may recall. But what is a binder? We have not encountered binders before because black powder does not have one—it is simply a mixture of fuel grains and oxidizer grains. Binders are what define modern propellants, separating them from black powder. They provide solidity to the propellant, which looks like a rubbery mass with the texture of a car tire, rather than a mass of packed grain. Binders reduce cracking of the solid as it burns; such cracks can result in catastrophic failure, as we will soon see. Cracking arises due to mechanical or thermal stress during rocket take-off or flight.
Most solid rocket propellants are of the composite type. These are heterogeneous, like black powder. They consist of oxidizer crystals mixed with powdered fuel, both of which are held in a matrix of synthetic rubber—the binder. Typically, the fuel will be powdered aluminum (other metals such as magnesium may be substituted or added) and will form 5–22% of the propellant mass. Ammonium perchlorate is a typical oxidizer and constitutes 65–70% of the mass. The binder might be HTPB (hydroxyl-terminated polybutadiene, for those readers who like chemistry or long names), which forms 8–14% of the composite propellant mass. In addition to these three basic components—fuel, oxidizer and binder—there may be present small amounts of additives such as catalysts, plasticizers, curing agents and opacifiers, for tweaking propellant performance.2
A major characteristic of solid propellants is the physical fact that they all burn at the surface. Thus, a solid propellant that is confined to a cylinder and ignited at one end will burn like a cigarette; it will burn steadily at the same rate from one end of the tube to the other. The volume of propellant that is burning at any given instant is a thin layer at the surface—the flames do not spread to the propellant interior. This characteristic has important implications, here described.
Because solid propellants burn at the surface, the rate at which exhaust gases are generated, and hence the thrust of the rocket, is proportional to the surface area that is burning. Consider Fig. 5.1. In Fig. 5.1a, b we have the ‘cigarette burning’, described above. For a cylindrical rocket shape the burn area doesn’t change with time, and so the rocket thrust will be about constant until the propellant is entirely consumed. Such a (desirable, frequently) burn characteristic is called neutral. Now look at the propellant geometry depicted in Fig. 5.1c: this propellant may be inside the combustion chamber of the same size and shape as before, but now the burn rate is different because of the different propellant shape. Here we have a geometry in which the propellant is a hollow cylinder, ignited on the inside. The initial surface area that is ignited may be much greater than for the cigarette geometry of Fig. 5.1a, b and so the thrust of this rocket motor will be greater. Also, the surface area that is burning increases with time as propellant is consumed, so that thrust increases with time throughout the burn period—this is called a progressive burn. If a cylindrical solid propellant is ignited on the outside, as in Fig. 5.1d, then the burn will start out like a house on fire, as it were, but then slow down as the propellant is consumed. This is a regressive burn. The thrust of this rocket will start out big but then will reduce. Often a neutral burn is what is wanted—providing constant thrust, so here are two more options: in Fig. 5.1e a hollow cylinder of solid propellant is burned from both the inside and outside. Given that the rate at which the inside and outside radii change during the burn is the same (i.e. inside radius plus outside radius equals a constant), we can see that the total surface area being burned at any given instant is the same as at the start, so this geometry leads to a neutral burn and a constant thrust. The thrust will be greater than that of Fig. 5.1a, b because the surface area is greater, but for this reason it will burn for a shorter interval of time. For some applications solid rocket motors need maximum thrust for as long as propellant lasts; in such cases the star formation of Fig. 5.1f is widely employed. This configuration has a large initial surface area which persists almost to the end of the burn. We are willing to bet (but cannot prove) that dozens of technical papers have been written in the propulsion literature, espousing a seven-point or a 10-point star, of this or that shape and size, as the best way to maximize thrust for a given rocket motor.[image: ../images/469943_1_En_5_Chapter/469943_1_En_5_Fig1_HTML.png]
Fig. 5.1Solid propellant burn rates. (a) If the solid propellant (shaded area) is ignited at the nozzle end, it will burn in the direction indicated (gas will be ejected from the nozzle, driving the rocket). (b) The area being burned, and so the thrust, does not vary with time. (c) Rocket cross section viewed from the rear. In this case the propellant forms a hollow cylinder that is ignited on the inside surface. As it burns, the surface area (and so rocket thrust) increases; this is a progressive burn. (d) If the outer surface is ignited, the result is a regressive burn. (e) If both surfaces are ignited, the resulting burn is neutral. (f) A star-shaped surface is commonly employed; this yields a neutral burn with a large thrust.


You see from Fig. 5.1 why tailoring the shape of a mass of solid propellant changes the rocket motor thrust and thrust duration. This geometrical characteristic tells us why the propellant must be very homogeneous, and why any cracks that develop in the solid mass might be catastrophic. A crack will increase the burning surface area and so will increase the burn rate in an unpredictable and unintended manner. Such a process can become a runaway event (heat from burning causes cracks that increase burn rate, which increases the heat further, which causes more cracks...) and result in an explosion—this has happened many times.
A neutral burn means a constant rate of gas being generated, constant thrust and constant stress upon the structure of the rocket. A progressive or regressive burn will have increased stress at the beginning or the end, so that the rocket structure will have to be engineered to cope with this increased stress. This fact means that the rocket is over-engineered for most of its burn, which is inefficient.
Here is another consequence of the fact that solid propellant burn rate depends on its shape, its geometry: once it starts, it goes on until there is no more propellant to burn. It is hard to stop a solid propellant from deflagrating once it has been ignited. Thus, solid propellants are hard to control. They are used in cases where we know in advance that we want the motor to burn all its fuel in 15 seconds, or 250 seconds, or whatever the solid propellant shape and size dictate.
Are there circumstances where we might want a progressive or regressive burn, despite the inefficiency? Yes there are. Consider, for example, a rocket that has blasted off from the Earth’s surface and is heading vertically up and out of our atmosphere. As it burns propellant, its weight drops sharply and its speed increases rapidly. The rocket has been engineered to cope with a certain maximum heat load brought about by aerodynamic drag; if it accelerates too fast then the rocket might burn up in the atmosphere. In this case a regressive propellant burn would reduce thrust in the latter stages, so capping the rocket speed and thus the thermal stress. From this simple illustration you can perhaps envisage the many interacting variables and multifaceted nature of space rocketry, balancing A against B, and taking A and B (and don’t forget Q) into account when considering solid propellant geometry
                
              .
Solid rocket propellant chemistry, and the explosion (an appropriate term) in the variety and power of available propellants, peaked during the Cold War. We encapsulate this progress in Fig. 5.2, which shows how the 
                specific impulse
                
              
                
               of the best available solid rocket propellant increased over the decades. Specific impulse is a measure of propellant effectiveness; we have encountered it before, but let’s recap. The impulse of a rocket is the average thrust generated by its motor multiplied by the time that the motor can operate before it runs out of propellant. Thus impulse measures how fast a given rocket can get from a standing start. Specific impulse is the impulse per unit weight of propellant. It can be shown that, for a neutral burn, specific impulse equals the exhaust gas ejection speed divided by g, the acceleration due to gravity at the Earth’s surface (so that specific impulse has units of time—seconds). Roughly speaking, multiplying the specific impulse by ten gives gas ejection speed in meters per second. We saw from the rocket equation that faster exhaust speed means faster rocket acceleration, so the graph of Fig. 5.2 indicate significant improvements over the decades in solid propellant effectiveness. The properties that a propellant must have for it to produce a high specific impulse when ignited are (1) that it burns at a high temperature and (2) the products of combustion have a low molecular weight. It also helps if the propellant has a high energy density (so it occupies as small a space as possible).3[image: ../images/469943_1_En_5_Chapter/469943_1_En_5_Fig2_HTML.png]
Fig. 5.2Solid propellant specific impulse
                        
                       versus time. Note that the most rapid increase occurred during World War Two (WW2) and the Cold War period. Based on a graphic by Aerojet.



We don’t need to delve too deeply into the chemistry of solid propellants, implied in the labels shown in Fig. 5.2. Suffice it to say that modern solid propellants are about three times as effective per unit weight as old-fashioned black powder. They are also more reliable. Though explosive and/or corrosive and/or toxic they are manufactured and handled with far fewer casualties and accidents than used to be the case, due to improved methods of manufacturing such as automation.4
Given the characteristics of solid propellants, we can readily understand the applications they find in rocketry. Thus, many heavy-lift, multistage rockets have solid-propellant boosters (first-stage motors, possibly strap-on). Such motors need to work at full blast from ignition until propellant runs out, at which time they are separated from the upper stages. Little in the way of control is necessary and solid-fuel propellants work just fine in this case. (Titan IV
                
               and the 
                Space Shuttle
                
               used solid-propellant boosters.) Military rockets often use solid propellant because it is storable and so is rapidly deployable. Liquid propellants are not so easy to store, and they need to be pumped from storage tanks immediately prior to launch, which reduces response time of, say, ICBMs and complicates tactical missile deployment. Sounding rockets and satellite launches (Voyager 1
                
               and 2, Galileo, New Horizons) employ solid propellants. The other main application, developed in WW2 and widely used ever since, is for aircraft assisted take-offs from short platforms such as aircraft carriers.
Compared to their liquid-propellant brethren, solid-propellant rockets are more easily spin-stabilized. They cost less to develop and to manufacture. The rocket motors are simpler and easier to construct than those powered by liquid propellants (which need separate fuel and oxidizer tanks, plus pipes and an injection system into the combustion chamber). Consequently, solid-propellant rocket motors tend to be more reliable.
Given these advantages, you may well ask why rocketeers bother with liquid propellant. There are several reasons, and the main one takes us back to specific impulse. Liquid propellants usually have a higher specific impulse than solid propellants. The reason is readily understood: fuel and oxidizer are highly reactive, extremely so for those propellants with high specific impulse. Sometimes the fuel and oxidizer are too reactive for them to be stable when mixed together in a solid, so they must be kept apart. Indeed, sometimes the fuel and oxidizer ignite spontaneously when they come into contact. Such a combination is called 
                hypergolic
                
              ; rocket motors that are powered by hypergolic propellants do not need ignition systems. Another advantage of liquid propellants is that the resulting burn is more controllable. We have seen that, with solid propellants, once they are ignited they continue to burn until there is no more propellant—light blue touch paper and retire. With liquid propellants, fuel and oxidizer are pumped into the combustion chamber and both pump rates can be controlled. The burn can be reduced, or stopped and restarted. This is valuable for finesse maneuvers or for complex rocket trajectories. Further advantages: liquid propellant motors are easier to cool; the rocket nozzle structure is simpler than that required for solid propellant motors; rockets with liquid propellant are easier to transport prior to launch. So let’s have a look at liquid propellants.
Liquid assets
Robert Goddard is famous for his early development of liquid rocket propellant. Not so well known is the fact that he started out investigating solid propellants, but his secrecy meant that most of his findings went unreported and later had to be rediscovered by others. Many of the early pioneers, including Tsiolkovsky and Oberth, considered that only liquid propellants would have the capability of getting humans into space. They were looking at the energy density of liquids, and comparing it with black powder (or smokeless powder, its nineteenth-century upgrade) and saw the future.5
Typical liquid fuels in modern rockets include kerosene, alcohol, hydrazine, and liquid hydrogen
                
               (LH2). Typical oxidizers include liquid oxygen (LOX) and liquid fluorine. There are differences between the different combinations of these liquid fuels and oxidizers, and so they have found different applications. The kerosene/LOX combination (very similar to Goddard’s liquid propellant formulation) was used in the lower stages of the 
                Soyuz
                
               boosters, widely employed in the former Soviet rocket program, and in the first stage of the 
                Saturn V
                
              . Today’s 
                Falcon 9
                
               rocket burns this propellant. Another combination, UDMH/ dinitrogen tetroxide6, is currently used in the Russian Proton boosters, in most Chinese boosters, and in military and deep-space rockets. The combo is hypergolic and is storable for longer periods than most liquid propellants.
Here are two numbers to compare, which go a long way to explaining the desire for liquid propellants, despite their drawbacks: the 
                Space Shuttle
                
               solid propellant APCP has a specific impulse
                
               of 268 s whereas the common liquid propellant combo LH2/LOX has a specific impulse of 453 s. In 2012 SpaceX announced that it was intending to develop a liquid methane/LOX propellant (called 
                methalox
                
              ) for a future super-heavy launch rocket. Other commercial players later made similar announcements concerning the development of methane rocket fuel. Perhaps a complication that arises with all these fuels and oxidizers—so far not mentioned—may have occurred to you, given their gaseous nature. Methane is a gas at room temperature and atmospheric pressure
                
              ; it turns to a liquid when the temperature is reduced to -182 °C (-296 °F). Oxygen liquefies at -219 °C (-362 °F). Hydrogen becomes a liquid at -259.2 °C (-435 °F)—just 14 °C above absolute zero. As components of liquid propellant methane, oxygen and hydrogen need to be kept at very low temperature, which greatly complicates their use in rocketry.
Liquid hydrogen is particularly difficult to work with. NASA considers it to be the signature fuel of the American space program and have used it for, among other rocket motors, the Atlas, Delta III and Delta IV upper stages, and for the 
                Space Shuttle
                
               main engine. Taming LH2
                
               is proudly considered to be one of the organization’s most significant technical accomplishments—one that took a decade to solve. The low temperature is a nightmare. LH2 needs to be handled with extreme care; it must be carefully insulated from heat sources such as motor exhaust (which, you may recall, is designed to be very hot) and frictional heating due to atmospheric drag. In space, the rocket structure is subjected to radiant heat from the Sun—the LH2 must be shielded from this, too. Metals that are exposed to very low temperatures become brittle. The problems that had to be solved in order to adopt LH2 as a fuel extend beyond those imposed by low temperature. Liquid hydrogen can leak through microscopic pores in welded seams, because of the very small molecule size. It is not a dense material, and so the tanks and rocket structure must be larger than for other fuels, despite its impressive specific impulse
                
              .
Clearly, NASA made a decision to persist with the engineering of LH2 as a rocket fuel, and this decision has in the long term paid off for them. They claim that the lack of LH2 technology in the Soviet Union proved to be a serious handicap for them during the race to the Moon.7
We have seen in Chap. 3 why large space rockets are multistage. Given this fact, extra benefit can be derived by using different combinations of propellant for the different stages. Thus 
                Ariane
                
               5 and the 
                Space Shuttle
                
               both have high-thrust (though low specific impulse) solid-propellant boosters for use at low altitudes—to blast the rocket off the surface and quickly get it to high speed—and then lower-thrust (but higher specific impulse) LH2/LOX
                
              
                
               propellant motors at higher altitudes and in space. The largest rocket ever flown beyond the trial stage of development is of course the 
                Saturn V
                
              , which used two different liquid propellant formulations for its lower and upper stage motors (kerosene/LOX below and LH2/LOX above).
Rocket motors
The schematic of solid and liquid propellant rocket motors in Fig. 5.3 shows the key difference: simplicity for the solid propellant motor (there may be no moving parts) versus complexity for the liquid propellant motor, usually compounded by the need for insulating cryogenic fuel and/or oxidizer.[image: ../images/469943_1_En_5_Chapter/469943_1_En_5_Fig3_HTML.png]
Fig. 5.3Rocket motors. (a) Solid propellant motor. At its simplest, this consists of a tube with a hollow filling of solid fuel, with a nozzle—no moving parts. (b) Liquid-propellant motor. The fuel and oxidizer need to be kept separate until ignition, and so they have separate tanks, with pipes and pumps to move them to the combustion chamber. In practice, there may also need to be a lot of heat insulation because both fuel and oxidizer are usually cryogenic liquids. Adapted from a NASA image.



Rocket engines are an extreme type of jet engine, with lighter weight than any other type and with much greater thrust. They are the least efficient type, as we saw in Chap. 3 and the Appendix, with efficiency improving as speed increases. Also in Chap. 3, we analyzed the general principles of rocket motor operation: thrust depends on mass flow rate through the motor, the exit speed of exhaust gases, and the pressure at the nozzle throat. In Chap. 4 we discussed the need for nozzles and their importance in optimizing the rocket motor. Gas flow speed accelerates through the nozzle, which also affects the gas temperature and pressure. Temperatures at the nozzle and in the combustion chamber can greatly exceed the melting point of the materials that form these structures—hence these components must be very effectively cooled during motor operation. The thrust of a rocket motor can be vectored to direct the rocket via gimbaled nozzles. Another way of altering rocket direction of motion in a planetary atmosphere is through the use of fins and other control surfaces, of which more later.
So much for the general principles of rocket motor operation. A few other comments apply specifically to solid-propellant motors and to liquid-propellant motors. We have seen that the hole in solid propellant acts as a combustion chamber, and so this chamber changes size and perhaps shape as propellant burns. Propellant burns only at its surface (the 
              flame front
              
            ). The shape of the hole influences propellant burn rate, exhaust gas temperature and pressure, and the manner in which thrust changes with time (progressive, neutral or regressive burn). Thrust can be controlled, and the motor switched off and back on again for liquid-propellant motors. Such motors require pumping fuel and oxidizer components from separate tanks to a dedicated combustion chamber; the engineering details to ensure correct flow rates and the correct method for mixing and burning without blowing out the flame are many, various and complicated. There are many complications connected to resonance or forced oscillations that can arise in liquid motors due to feedback effects. One such is called 
              combustion instability
              
            —it is a high-amplitude pressure oscillation inside the motor. For example, variations in pressure of as much as 1.4 MPa (or about 200 psi, roughly fourteen time atmospheric pressure at sea level) oscillating at 25 kHz caused the failure of early versions of the Titan II ICBM
              
             missile second-stage motor in the 1960s. A related acoustic oscillation problem, screeching, in the combustion chamber can lead to prompt and catastrophic motor failure.
Here are some thrust numbers of heavy-lift rockets from the past, present and future. The first stage of the 
              Saturn V
              
             rocket consisted of five Rocketdyne F-1 motors that between them delivered a thrust of 7.89 million pounds force (about 3,600 metric tons) at sea level, and more at higher altitudes. A modern example: the Falcon 9 first stage consists of nine Merlin 1 D motors that together produce 1.71 million pounds force of thrust (775 tons). A future rocket, NASAs SLS (Space Launch System), is planned in several versions, one of which is intended to take a crewed mission to Mars. An early version—its motor was tested successfully operating at full tilt in 2018—will deliver a total thrust at lift-off (from four RS-25 motors plus two boosters) that exceeds that of Saturn V by 10%. On the SLS website, it is clear that NASA engineers had some fun playing with the numbers: this thrust is equivalent to that of 160,000 Corvette car engines. One RS-25 motor has the power of four Hoover Dams.8
Guidance systems
A rocket consists of four major components: frame, payload, propulsion system and guidance system. In this section we outline guidance systems—their necessity, function and operating principles.
The purpose of a rocket is to deliver its payload from A to B (we hope that this statement does not come as a surprise to readers). How does the rocket know where to go? However it makes the decision (this subject is the stuff of rocket control
              
             and is discussed in Chap. 6), it first needs to know its own orientation
              
            , i.e., which way is it pointing? After all, if the rocket is a missile that is supposed to take out Santa’s Grotto and it doesn’t know that it is currently heading east, then it will not know which way to turn, or how much to turn, so that it is heading north. The subject of rocket orientation is the stuff of guidance, here discussed.9
The guidance system of a bottle rocket is the stick. We have already seen how this works, but let us restate it from the perspective of 
              control engineering
              
            . This branch of engineering is concerned with feedback mechanisms that keep a moving machine on track, or on course, or spinning at the right speed. The discipline of control engineering began in the early nineteenth century in Britain, as the First Industrial Revolution was gearing up. The first machine that required feedback control was the windmill, and the second was the steam engine. For steam engines driving production machines in early factories, it was essential that the factory wheels spin at a fixed rate. For several reasons, a steam engine’s power output varies, and so feedback control was necessary to ensure that any variation in wheel spin rate due to variability in engine power was quickly corrected. The mechanical feedback mechanism for performing this task in steam engines was called the governor. Similarly in rockets, control is necessary to keep the rocket pointing in the right direction even while it is subjected to forces that would cause it to deviate if not corrected.
A stick controls the orientation of a bottle rocket through gravity and aerodynamic drag force. The aim is to keep the rocket heading vertically upward. Cross-winds may push it sideways. The stick pulls down the back end of the rocket due to gravity, aided by aerodynamic drag acting on the stick as soon as it moves sideways, as we have seen. The same idea in more sophisticated form occurs with model rockets, except that fins replace the stick. Initially a model rocket is held in a frame that points the rocket vertically up. When the motor starts, it is essential that it accelerates the rocket very rapidly so that it is moving fast by the time it clears the frame. This matters because a fast-moving rocket experiences significant drag force, and the fins ensure that this drag will pull the rocket back to vertical if it keels over due to cross-winds. A slow-moving model rocket would not feel enough aerodynamic drag to keep it vertical.
So what about big rockets, such as a V2 or ICBM or 
              Saturn V
              
            ? Footage of these machines taking off show an agonizingly slow initial climb off the launch gantry. How are such rockets guided so that they don’t fall over? This is where modern control engineering comes in.
You will have noticed that the Moonshot rockets, the V2, ICBMs etc., were not stick rockets. In fact they do use aerodynamic drag as a control force via the fins, but these only work at high speed and within the atmosphere—fins are useless in space. The orientation of rockets like the V2 was achieved via gyros hooked up to the nozzle of the rocket (and to the fins). Here is how a gyro works. It is a spinning disk, just like the toy gyroscope except that it is kept spinning at very high speed by an electric motor. The physical characteristic of relevance here is that the gyro axle, about which the disk rotates, has a strong preference to stay orientated in the same direction. Physicists will tell you that this is because of the conservation of 
              angular momentum
              
            
              
            , a law that is as profound as the conservation of energy. More on this later in the chapter. Here we just consider how this characteristic is exploited to keep rockets pointing in the desired direction.
A gyro is placed on board the rocket, say the V2. (In fact the V2 had two gyros pointing at right angles, defining horizontal axes of a coordinate system or reference frame.) The gyro is placed inside a set of low-friction gimbals that are free to rotate, within a frame fixed to the rocket frame. What this means is that if the rocket orientation with respect to the gyros changes, then this change can be measured. So, for example, if the rocket is initially pointing vertically up, and then the angle between the rocket frame and the gyro changes, this change is measured. The measured change is fed into a potentiometer that generates an electric current, the strength of which depends on the measured change. The electric current causes special heat-resistant fins positioned near the nozzle of the V2 to redirect the exhaust plume so that the redirected thrust pulls the rocket frame back to vertical. Control engineers describe this type of guidance mechanism as negative 
              feedback
              
            —changes are resisted and reversed. (Positive feedback is where changes are reinforced. This is usually but not always undesirable.)
A V2 was meant to hit London from, say, a mobile launch base in Holland, so at some point the rocket direction had to be changed from its initial vertical rise. This was achieved by a timer, which set off preprogrammed changes in direction that were again achieved via the special fins near the nozzle. In addition, electric motors would adjust the large tail fins (the ones you can see in pictures) to finely tune the changes in direction. These fins only work when the rocket is moving fast, you may recall—they react more slowly than the special fins in the exhaust plume, but exert a finer control.
The guidance system just described, based on gyros hooked up to control surfaces, applied to all the early rockets from the V2 to Cold War missiles. Other methods of measuring rocket orientation were introduced with advancing technology, as were other methods of controlling orientation. For example, for ICBMs at high altitude or for space rockets in the upper atmosphere or in orbit, star trackers kept note of rocket orientation. Cameras on board a rocket measured star fields and from their position in the sky estimated rocket orientation. (This estimation is not straightforward because a star-field position depends on time of day and time of year.10) Sun sensors, Earth horizon sensors and geomagnetic field sensors have also been employed to determine a spacecraft’s overall attitude. In recent years, the digital age has produced many more capable methods of both guidance and control of rockets—the Global Positioning System (GPS
              
            ), let us not forget, was originally developed in the 1970s by the United States Air Force as a navigation system for military use.
For changing rocket orientation, gimbaled nozzles
              
             were developed. Thus, instead of placing special fins into the exhaust plume and so redirecting thrust (the V2 design), the nozzle itself was redirected, which is more efficient as it leaves the plume undisturbed. Also, vernier thrusters were added to large rockets. These are small rocket motors independent of the main motor that direct their thrust sideways, so controlling the rocket frame orientation. Such thrusters were used both for maintaining the vertical direction just after launch, and later for fine maneuvers in space, as when docking with another spacecraft. The 
              Space Shuttle
              
             was equipped with six vernier thrusters, and with gimbaled nozzles on its main motor.
Model rockets are usually too small and inexpensive to merit the sophisticated attitude control systems described here, so how do they manage to keep on the straight and narrow? We noted that they set off very fast so that fins can maintain a vertical orientation through aerodynamic drag forces, but there is another very common method that is widely used. The attitude stabilization action of a gyro can be attained directly by using the fins to cause the model rocket to spin. Thus, a rocket heading vertically up will tend to keep with that orientation if it is spinning—the desired result with no need for expensive gyros or feedback control. The action of spinning of a model rocket can be seen in videos from onboard cameras.11 Spin-stabilization has also been used in major space missions as well as for model rocketry—both Pioneer
              
             10 and Pioneer 11 space probes in the outer Solar System adopted it. In these cases, the spin was initiated and controlled by thrusters.
Even though there is still some debate over where exactly the Karman line should be drawn, it is generally accepted that it marks the demarcation between a lower region where aircraft-type control surfaces will work and the region beyond that where they won’t. Aircraft control surfaces consist of ailerons, elevators and rudders that can adjust and control the vehicle’s attitude, defined by its roll, pitch and yaw, as shown in Fig. 5.4. They work by digging in to the airstream like the rudder of a boat in water, but if the air becomes too thin or is completely absent, then they obviously won’t work anymore. Thus, by definition, above the Karman line you cannot use them to control your craft’s attitude. So how can you point a spacecraft, other than by using a gimballed
              
              
             rocket motor?[image: ../images/469943_1_En_5_Chapter/469943_1_En_5_Fig4_HTML.png]
Fig. 5.4A question of attitude: the intrepid spaceship RoPiYa demonstrates the axes around which it can roll, pitch and yaw. Simultaneous uncontrolled movement around all three axes is called ‘tumbling’ and is highly undesirable.



The Right Attitude
To control the roll, pitch and yaw of a spacecraft, you need to control its angular momentum
              
            . We dangled this term earlier in the chapter, but now it merits a little more meat. Don’t worry: there will be no math, just a diagram (Fig. 5.5).[image: ../images/469943_1_En_5_Chapter/469943_1_En_5_Fig5_HTML.png]
Fig. 5.5The parameters of interest for rotational physics shown here are distance from rotation axis, r; force, F; mass, m; velocity, v; angular velocity, ω, torque, Τ. Other parameters of interest, not shown, are: momentum, moment of inertia, and angular momentum
                      
                    .


In the same way that an object’s linear momentum is its mass multiplied by its velocity, its angular momentum is its moment of inertia multiplied by its angular velocity, which might need a bit more explanation12. The moment of inertia is a property related to the object’s mass and is defined with respect to a specific axis of rotation. The angular velocity is how fast it rotates around that axis, expressed in degrees per second or, more scientifically, radians per second. (The relation between the two is that a full circle of 360o equals 2π radians, π being a universal constant and not a typo.) For a point mass a fixed distance from the axis around which it is rotating, the moment of inertia is just given by its mass times its distance from the axis. In principle, the moment of inertia of a more extended object, like a spinning spacecraft, can be found by treating it as a collection of spinning point masses.
Just as the rate of change of velocity is acceleration, so the rate of change of angular velocity is angular acceleration. And just like the rate of change of momentum defines a force, which acts to change an object’s motion, so the rate of change of angular momentum defines the angular equivalent, a torque, which acts to change the object‘s rotational motion. So torque is to force as angular acceleration is to linear acceleration. This explanation cries out for a diagram: Fig. 5.5.
When you’re trying to change out the wheel of your car and you can’t budge the bolts that hold it on, that’s because you’re not applying enough torque. If pushing down on the tire wrench doesn’t get things moving, then standing on its end will apply greater force (your mass times gravitational acceleration). Jumping on the end increases the instantaneous acceleration, producing a pulse of even greater force. If that fails, try a longer tire wrench which extends the lever arm. (If you can’t budge it at all that’s because the auto shop used a powered lug wrench to fit the bolts and you cannot compete with the torque it applied to get them really, really tight.)
Angular velocity is a vector quantity, which means it is defined by both its size (magnitude in science speak) and the direction in which it acts (i.e. around the rotational axis). It follows that angular acceleration and torque are also vector quantities that all point in the same direction. Torque depends on both the lever arm and the direction of the applied force, so its vector lies at right angles to both of those quantities according to what is known as a ‘Right Hand Rule‘. With your right hand, extend the thumb and first two fingers such that they are more or less at right angles to each other (try not to strain anything). Your index finger is the direction of the lever arm, the other finger is the direction in which the linear force is applied and your thumb indicates the direction in which the torque will act. Thus, when you stand on the end of the tire wrench, the torque, like the angular velocity and angular momentum, has a vector directed into the bolt, along its long axis. This is an important point—the direction of the vector of angular velocity, momentum or torque is always at right angles to what you might describe as the direction of rotation. The hands of a wristwatch, moving clockwise, have an angular velocity vector directed straight into the wrist.
A fundamental property of angular momentum is that, in an isolated system, it is always conserved in terms of both magnitude and direction. If one component of the system has its angular momentum changed by a certain amount in a certain direction, then one or more other components of the system must have their combined angular momentum changed by the same amount in the opposite direction. By an isolated system, we mean some collection of matter that does not interact in any way with the rest of the Universe. In truth, since everything is connected by gravity, a truly isolated system cannot actually exist, but on a local scale, we can come close enough for practical purposes.
If we apply a torque to an object, then its angular momentum and thus its angular velocity will change. An object with no angular velocity is not spinning. Apply a torque and it will start spinning in a direction defined by the Right Hand Rule. Keep applying torque with the torque vector parallel to the angular velocity vector, and it will spin faster. Now apply a torque in the exact opposite direction, and the spin will slow; if you keep going, it will stop and start to spin the other way.
But apply torque to a spinning object where the torque vector is not parallel to the current angular velocity vector, and things get weird. Consider a wheel spinning about an axis as shown in Fig. 5.6a. Now apply a force as shown by the arrow in Fig. 5.6b, which will try to rotate that spin axis about the point marked ‘p’. You probably expect to get the situation shown in Fig. 5.6c, but that would only happen if the wheel wasn’t spinning. Instead, it will try to rotate about an axis at right angles to your force axis as in Fig. 5.6d. But why is this?[image: ../images/469943_1_En_5_Chapter/469943_1_En_5_Fig6_HTML.png]
Fig. 5.6Precession. (a) A spinning wheel, fixed to pivot point p, but free to rotate about this point. (b) A force applied to rotate its spin axis. (c) What would happen to a non-spinning wheel. (d) What actually happens with a spinning wheel. It might not be intuitive but it is physics, not magic.


Look again at (b). The two diamond-shaped spots ‘want’ to move in the directions shown by the dotted arrows, but they themselves are moving as the wheel rotates. By the time the wheel’s rotation has taken them to the positions shown in (d) each still wants to move as shown by the dotted arrows, which no longer matches the direction in (b). The net effect is that the wheel rotates as shown in (d). This is 
              precession
              
            .
So what does all this angular motion physics have to do with steering a spacecraft? Well, to point your spacecraft in a different direction you have to change its attitude. To do that, simply apply a suitable torque to provide an angular acceleration around the desired axis (roll, pitch or yaw), which produces a corresponding angular velocity known as the 
              slew rate
              
            . Let the craft rotate for a while, and then cancel that angular velocity with an opposite torque. Getting that right can be quite complicated because you’re in space, with no friction, so you’re still only working with Newton’s Third Law to slow things down. The size and duration of both the torque and the counter-torque have to be precisely judged, but that’s the sort of thing computers do well.
Bad Influences
Maybe you don’t want to change your attitude because, for example, you are a geostationary communications satellite trying to stare at a fixed point on the Earth’s surface. Unfortunately, with space being the hostile environment that it is, there are external forces that will change your attitude for you. Most of these apply a miniscule torque to a craft, but they do it constantly. Over time, even a tiny torque can produce a significant attitude change.13
The first of these influences is that old enemy: the atmosphere. If an orbital spacecraft is low enough to be significantly affected by atmospheric drag (so pretty much anything in LEO, or low Earth orbit, remember) and especially those below about 500 km) then different parts of it may experience different degrees of drag. Thus, a streamlined body pointing in the direction of motion suffers less drag than huge solar panels projecting at right angles to it. The equivalent lever arm depends on the distance between the point at which drag acts (the 
              center of pressure
              
            , you will recall) and the craft’s center of mass (the center of gravity)
              
            . Uncorrected, the resultant drag torque will cause attitude drift.
Another threat is the gravitational gradient in which the craft orbits: the parts closest to the gravitational center will feel a slightly greater force, and your craft will try to align itself along the gravitational field. If the craft was just two masses joined by a pole and hanging vertically, the lower mass would experience a stronger gravitational pull than the upper one. Move it out of vertical alignment and the difference in forces produces a gravity gradient torque that draws it back to the vertical. If you don’t want it aligned like that, you’re going to have to keep adjusting its attitude.
We mentioned the perils of solar radiation pressure in Chap. 4 as a mechanism for orbital decay, but it can have other consequences. Over time this force, acting differently on different parts of a spacecraft (especially on large areas such as solar panels), can produce an attitude-changing torque that may need to be corrected.
Finally, recall that a spacecraft can become electrically charged due to interactions with charged particles, like those streaming off the Sun. The charged craft can then act as a magnetic dipole, with North and South magnetic poles. If the spacecraft orbits the Earth, then this dipole will tend to align itself with the Earth’s magnetic field, producing a magnetic torque leading to attitude drift. This effect is especially large for small spacecraft in low, polar orbits, since the magnetic field is strongest near the poles.
Changing Attitude
We will want to change attitude in order to point our spacecraft in different directions for various reasons and we will need to do so in order to keep it pointing where we want it to point. But how do we actually achieve this? Changing the attitude requires the use of 
              actuators
              
            , which come in two types: Passive and Active. Most spacecraft will use a combination of different types.14
Passive actuators work to keep the craft pointing in a set direction but do so without requiring the spacecraft to put in any effort. They are most useful for maintaining the vehicle’s desired attitude rather than changing it to a new one. The three key mechanisms are spin-stabilization, gravitational stabilization and momentum dampers.
Spin stabilization exploits the conservation of angular momentum to keep the angular momentum vector fixed in 
              inertial space
              
            15. A spacecraft will be stable in a spin around either its major or minor axis but not around any other. Spin your spacecraft around one of those axes and it will tend to keep that axis pointing in the same inertial direction. This makes it less useful for, say, Earth observation satellites, because the spin points the axis at a fixed spot in the distant Universe and not at the planet around which the satellite is orbiting. One way around this is to use a dual spin system in which a fast-spinning outer cylinder maintains overall stability while a nominally ‘de-spun’ inner section moves at a much slower rate, which is just sufficient to keep objects of interest in the field of view of its sensors.
Gravitational stabilization exploits the gravity gradient torque to keep a spacecraft pointing straight downwards in the gravitational field. All you have to do is hang a suitable mass on a tether below your main craft and gravity will keep you pointing downwards. It’s not super accurate and it works best in LEO since gravity weakens as you go further out, but once deployed, it has no moving parts to fail and will work for as long as your craft stays up.
Momentum dampers are simple mechanisms that resist changes to the craft’s angular momentum by absorbing the associated energy and converting it to heat, which can then be slowly dissipated into space. A simple example is a ball in a circular tube filled with a thick, viscous fluid. As the spacecraft rotates around the axis passing through the center of the circle, the ball moves through the fluid, frictional forces convert some of the rotational energy into heat, and the rotation about that axis is reduced. In spacecraft that are meant to spin around one axis, these dampers are often used to minimize wobbles due to undesirable movements around the other axes.
Active 
              actuators
              
             also come in three main types. The most commonly known are thrusters. These are simply rockets, in the most basic sense that they produce acceleration by expelling some form of reaction mass. They may be thermal rockets or something more exotic, as discussed in Chap. 7, or they may just use stored high-pressure gas; the effect is the same. By using them in pairs on opposite sides of the spacecraft’s center of mass, we can produce a torque that rotates the craft. The further they are from the center of mass, the longer the lever arm and so the greater the torque for a given applied force. Clusters of thrusters can give fine control over each of the yaw, pitch and roll axes, allowing fast slewing of a spacecraft. You do have to remember to cancel the rotation by firing thrusters in the opposite direction and be wary of the effect of precession if you apply a torque in a direction other than the current spin axis. The most obvious limitation of most thrusters is that they require propellant of some form. Once that runs out they are useless, which severely limits their applications.
Magnetic torquers work by intentionally turning the spacecraft into a magnetic dipole, thus producing a magnetic torque that tries to align the craft with the Earth’s magnetic field. It’s basically the same effect as the one that can cause the attitude to drift, only this time you are controlling it. For a permanent solution you can magnetize parts of the craft. Alternatively, running electric currents through wire loops on the spacecraft will generate a temporary magnetic field. By switching the current on and off, the craft can be rotated as needed. Unlike thrusters, there is no propellant to exhaust, so long as you have electrical power. The effect is small and it does depend on the strength of the Earth’s magnetic field, which makes it most useful where that is strongest.

              Momentum
              
             control devices use the angular momentum of small, rotating masses within a spacecraft in order to control its attitude. They rely on the conservation of angular momentum within the entire system and are probably the most commonly used actuator of all even though most people have never heard of them. A large mass spinning slowly can have the same angular momentum as a small mass spinning quickly. Since a spacecraft can be thought of as a single system, we can change where it is pointing by altering the angular momentum of a small, fast-spinning mass inside the spacecraft. The most common types in use are biased momentum systems, reaction wheels and control-moment gyroscopes.
Biased momentum systems use permanently spinning wheels with a large fixed (‘biased’) momentum to give the entire spacecraft a large angular momentum vector, fixed in inertial space. The effect is like that of spin stabilizing the whole craft except only the small, internal wheel is actually spun. The spinning wheel then absorbs any disturbance torques by gradually spinning faster.

              Reaction wheels
              
             take an opposite approach since their normal momentum is zero. They are typically employed as a system of three wheels, oriented at right angles to each other. By spinning up one of more of the wheels, the principle of conservation of the overall angular momentum of the system means that the spacecraft can absorb disturbance torques or even change attitude as desired. There is often a ‘spare’ fourth wheel, offset relative to the main three, for redundancy in case one of the others fails. As an example, reaction wheels have been used for decades to provide the phenomenally fine control and pointing accuracy of the Hubble Space Telescope.
Control moment gyroscopes (CMGs) take the reaction wheel concept further by mounting their spinning wheels on gimbals, which allow them to rotate freely in any direction. They can therefore change both the magnitude and the direction of their angular momentum vector. Again, conservation of angular momentum means that whatever the CMG does has a direct effect on the attitude of the whole craft. Compared to reaction wheels CMGs offer similar accuracy but much faster slew rates, making them especially useful for attitude control of large objects, like space stations.
All momentum control devices absorb disturbance torques by letting their wheels spin faster, but there is a limit to how fast they can spin. Before that point is reached, another controlled torque must be applied to the system in such a way that the wheel absorbs the torque by reducing its spin rate. Known as 
              momentum dumping
              
             this obviously requires the spacecraft to have some other mechanism for applying torque, such as thrusters. The benefit is that the propellant-limited thrusters are only rarely required.
Given a way of determining the spacecraft’s attitude and a mechanism for changing it, all that is missing from the system is an attitude controller. The controller will keep track of where the craft is currently pointing, where it should be pointing and how fast it is slewing towards the desired attitude. The smartest controllers will use built-in knowledge of the craft’s rotational properties to try and compensate for expected disturbance torques that will manifest as it moves. These days, computers handle most of this control.
Parking
Pointing a spacecraft in a precise direction and keeping it pointing there is especially important if you are trying to dock that spacecraft with another one. In this case, it’s not only the relative positions and attitudes that matter, but also the relative velocities. Remember that if you have two craft on exactly the same orbit, then they will have exactly the same speed, which means you can’t catch up with the one in front. If you have different orbits that pass through more or less the same point at the same time, then you will have different speeds. Making contact with another spacecraft at a few hundred meters per second would generally not be advisable. Similarly, if one spacecraft is rotating, the other must either match that rotation or somehow cancel it. (In the extreme case of a defective craft tumbling around more than one axis, the tumbling will have to somehow be reduced to, at worst, a single axis rotation before docking is possible.) 16
The process of matching orbits uses the techniques described in Chap. 3. This does not mean that making such a space rendezvous is easy, just that the requirements and techniques are well understood. Here we are going to be concerned with what happens when two spacecraft end up in more or less the same place at more or less the same speed at the same time and want to actually physically connect to each other. That is what we mean by docking.
First, the craft must be aligned and brought into gentle contact, which is ‘simply’ a question of using fine control of various actuators, primarily thrusters since these give the most instantaneous response. To do this you can either rely on automated techniques or have the craft under the control of a human pilot. For simplicity, one craft usually does most of the maneuvering whilst the other waits passively. The basic techniques were perfected by US and Soviet crews in the mid-1960’s, with the US preferring the hands-on approach whilst the Soviets initially used automated systems.17 These early systems proved the concept and provided experience in docking maneuvers but did not allow the passage of crew between two vehicles. However, that capability was soon added, allowing free movement between the craft.
Initial contact usually involves one or more probes making contact with a drogue, which is just an open-ended funnel designed to receive the probe. The probe is ‘flown’ into the drogue with the aid of various targets and guides marked on the docking mechanisms, which provide aiming cues for both human-operators and automated systems.
Once the probe and drogue are attached, the two spacecraft are said to be in 
              soft dock
              
            . Any residual relative motion is then canceled and the two craft are drawn closer to produce a 
              hard dock
              
             where they are physically latched together, forming a single structure. At this point, if required, airtight seals are established. This final connection links up the ‘docking rings’ surrounding the probe/drogue mechanisms (circles being easier to align than, say, squares or triangles). If passage between the two craft is required, the probe and drogue mechanisms can then be moved aside, forming part of the crafts’ hatches, although your design does need to provide the spaces into which they move!
Early docking mechanisms were non-androgynous, meaning that they were either ‘male’ or ‘female’ (i.e. had a probe or a drogue) so two mechanisms of the same type could not dock. Clearly this limited their utility and, unsurprisingly, the original US and Soviet systems were also incompatible. To allow spacecraft from different nations to dock required docking adapters, first used on the joint 
              Apollo
              
            -Soyuz mission of 1975. Those adapters were fully androgynous, supposedly to prevent either nation’s craft being seen as dominant (that’s Cold War geopolitics for you!) These evolved into the most common docking mechanisms in use today, and there is now an agreed international standard for such things. Systems that conform to this standard may differ in detail but should still be interoperable. Probably—it’s not clear if current Chinese systems are fully compatible, although, being based on later Russian designs, they probably aren’t too different. 18

              Berthing
              
             is a related process in which one spacecraft uses a maneuverable robotic arm to grapple the other, then maneuver it to achieve soft dock. The arm is then withdrawn and the normal hard dock process occurs. The essential difference between docking and berthing is that when a craft docks, it is the active participant doing the maneuvering, whereas when it is berthed it is passive (see Fig. 5.7). Robotic arms are used on the ISS both to receive unmanned cargo craft and, during construction, to move and place the various modules that comprise the station. The process can be reversed to remove an attached craft and send it on its way. Indeed, robotic arms were first used on the now-retired 
              Space Shuttle
              
            , where they were employed both to launch and recover satellites.[image: ../images/469943_1_En_5_Chapter/469943_1_En_5_Fig7_HTML.jpg]
Fig. 5.7Berthing, not docking: The International Space Station’s Canadarm2 robotic arm about to capture Japan’s Kounotori Transfer Vehicle in December 2016. NASA Image.



Automated docking systems normally require knowledge of the behavior of the spacecraft involved, usually in the form of a computer simulation that implements a mathematical model. If such a model is unavailable, or if one of the craft is no longer obeying its expected model due to some defect, docking becomes tricky. During the future recovery or de-orbiting of defunct satellites, this ‘non-cooperative’ scenario may become quite common. Accordingly, Artificial Intelligence (AI) techniques are being developed to allow the active craft to observe and learn the behavior of the target, thus permitting it to be more safely captured.
We have looked at what makes a chemical rocket go where you want it to go, how to figure out which way a spacecraft is pointing and how to make it point somewhere else. In the next chapter we will give some thought to how we can use all this information to directly control a spacecraft.
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Footnotes
1Hunley (1999), Chapter 1.

 

2Thus, for example, an opacifier reduces the thermal conductivity of a propellant, which can be important to control during the furious burning of a propellant in the combustion chamber of a rocket motor.

 

3The math of specific impulse, showing how it is related to exhaust gas speed and to rocket motor efficiency, is outlined in the NASA website Specific impulse, at www.​grc.​nasa.​gov/​www/​BGH/​specimp.​html.

 

4Readers interested in solid propellant chemistry can find a summary of the historical development on the website Solid at www.​astronautix.​com/​s/​solid.​html. For rocket propellants in general see Hunley (1999), Williams et al. (1989), and the Wiley Encyclopedia of Composites entry Composite Rocket Propellants by M. Shusser at https://​doi.​org/​10.​1002/​9781118097298.​weoc049. The Wikipedia article Rocket propellant is a good place to start, as is the popular article by Pappalardo (2018).

 

5One complication of the energy density comparison between solid and liquid propellants is this: though liquids tend to have a higher specific impulse, sometimes solid-propellant rocket motors have a higher thrust. How so? Some space inside a liquid-propellant motor is taken up by stuff that isn’t propellant—pipes, pumps, ignition systems, whereas the combustion chamber of solid-propellant motors is almost entirely filled with propellant. Thus for solid and liquid propellant tanks of the same volume, although the solid propellant energy density is lower, the total energy stored in the tank can be greater. For more detailed accounts of liquid propellants, see Clark (2017), Sutton (2006), Sutton and Billarz (2010), and Turner (2009).

 

6UDMH stands for Unsymmetrical DiMethylHydrazine. Sexy, huh?

 

7The interesting NASA website Liquid Hydrogen—the Fuel of Choice for Space Flight makes the claim for LH2
                    
                   as a rocket fuel, and outlines the technical problems that needed to be solved to make it happen.

 

8Apart from the websites associated with specific rocket motors mentioned in this section, for more information on rocket motors see French (2017), Noordung (1995), Salazar (2018), Stumph (2002), and Young (2009).

 

9The subject areas of guidance and control overlap, varying with which book you read, causing confusion. Here we are choosing rocket control to mean directing a rocket along a path (some would say guiding it along a path), and rocket guidance to mean establishing—and if necessary correcting—its orientation (some would say controlling its orientation).

 

10Birds that migrate at night use star maps they memorized as nest-bound juveniles, staring up at the night sky. These birds have internal clocks that compensate for the motion of star fields across the sky as the Earth rotates. Star fields, rather than individual stars, are preferred because often the night sky is partially obscured by clouds. See Denny (2016).

 

11For rocket control mechanisms see the NASA websites Examples of Controls and Guidance System, and the Wikipedia article Attitude control. For spin-stabilization of a model rocket see the Youtube video GoPro Awards: On a Rocket Launch to Space. Would the modern use of spin for stabilizing a rocket have pleased William Hale, or would it have made him turn in his grave?

 

12Any good physics textbook will cover this in sufficient detail, where we define ‘good’ as one that covers this in sufficient detail. Failing that, as ever, the Internet is filled with explanations, some better than others. The inevitable Wikipedia entry gives as good a start as any.

 

13There are dozens of engineering textbooks that cover this to various levels of detail, including Larson and Wertz (1999). Once again the US FAA provides a good overview, found here: https://​www.​faa.​gov/​about/​office_​org/​headquarters_​offices/​avs/​offices/​aam/​cami/​library/​online_​libraries/​aerospace_​medicine/​tutorial/​media/​III.​4.​3.​1_​Space_​Vehicle_​Control_​Systems.​pdf.

 

14The references in the previous note also apply here or you can just check Wikipedia: https://​en.​wikipedia.​org/​wiki/​Attitude_​control

 

15Merriam-Webster defines inertial space as: “a part of space away from the Earth assumed to have fixed coordinates so that the trajectory of an object (as a spacecraft or missile) may be calculated in relation to it”, which is good enough for our purposes.

 

16For general background see https://​en.​wikipedia.​org/​wiki/​Docking_​and_​berthing_​of_​spacecraft. For the development of modern docking systems see Cook et al. (2011).

 

17A persistent Soviet claim in the early years was that NASA couldn’t develop automatic systems as effective as Soviet ones and so had to rely far more on the human occupant. Make of that what you will.

 

18The standard is defined in “International Docking System Standard Interface Definition Document” (2016), available here: http://​www.​internationaldoc​kingstandard.​com/​,
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          The mechanisms of spacecraft control and communication
          
            
          
          and the processes of spacecraft engineering are outlined in this chapter. We then consider the advantages of putting
          
            humans in space
            
          
          , before considering what is involved in getting them there and keeping them alive.
        
The catch-all term 
            Guidance
            
            
          , Navigation and Control, or GNC for short, is used to cover everything involved in the design and development of the various interlinked systems used to control the movement of spacecraft. What this actually means will depend on the nature of the spacecraft and its mission, but in general, we are talking about everything involved in launch, orbit, docking and re-entry, as well as the flight through space and any subsequent precision landing of planetary probes. We examined the basics of Guidance and Navigation in Chap. 5; here we are concerned with providing the Control. Since this will almost always involve communications, and sometimes human crews, we will consider those as well.
Taking Back Control
In three-dimensional space, any object can be thought of as having a 
              state vector
              
            , which defines its position (where it is) and its attitude (what direction it is pointing). There will also be velocities and accelerations associated with these, which describe how the position and attitude are changing with time. Anyone who has ever experienced a car skidding on an icy road will appreciate that the change in your vehicle’s position (where it is currently going) might not align with the way its orientation is changing (where it is currently pointing).1 If a spacecraft is ‘on-course’, that means it is following the desired path required for its mission and is where it is meant to be at the time it is meant to be there. However, it can still have the wrong attitude, meaning it is facing the wrong direction, so its cameras are not looking at Pluto as it flies by, or its antenna is not pointing towards Earth so it can’t send the data home. Both of those would be very unfortunate results!
In general terms, 
              Guidance
              
              
             covers everything used to establish the state vector we want the craft to have, both now and in the future. 
              Navigation
              
             is everything done to work out what the state vector actually is right now and what it’s going to be in the immediate future. Control is all the actions taken to try and match the current state vector, as revealed by Navigation, with those demanded by Guidance, as well as actions taken now to ensure that they will still match in the future.
We can represent this schematically, as shown in Fig. 6.1. In Chap. 5 we covered the basics of Guidance and Navigation so we know that we can use various different types of sensor to establish the state vector. Internal gyros and accelerometers can provide raw data on the rate of change of orientation, which can be integrated over time to give current position and attitude, albeit with variable accuracy. Monitoring of the external environment by Sun and Earth sensors, as well as magnetometers in low Earth orbit (LEO
              
            )
              
            , can provide the same basic information. For orbiting spacecraft, simple gravity sensors can tell it which way is down. Star trackers, which determine position and attitude relative to the essentially unchanging positions of known stars, have the advantages of being independent of the spacecraft’s internal gyros and of not requiring the presence of any local Solar System bodies to work out the state vector. These are clearly going to be the best choice for deep space missions.[image: ../images/469943_1_En_6_Chapter/469943_1_En_6_Fig1_HTML.png]
Fig. 6.1Fundamentals of Guidance, Navigation & Control. Sensor data is fed to the Navigation system, which works out where things currently stand. Guidance considers Mission Requirements to decide what they should be next and then Control takes into account known vehicle characteristics to make it so. A well-designed spacecraft will allow both software and vehicle parameters to be updated by ground control.


Every sensor has its advantages and disadvantages and each will have an associated uncertainty, usually characterized as a combination of 
              accuracy
              
            —how close its measurements are to reality—and 
              precision
              
            —how close two or more subsequent measurements of the same thing will be to each other.2 (The difference is attributed to random errors in the measurement system.) Accuracy and precision are illustrated in Fig. 6.2.[image: ../images/469943_1_En_6_Chapter/469943_1_En_6_Fig2_HTML.png]
Fig. 6.2The simplest explanation of Precision versus Accuracy. The goal is a tight grouping in the center: (a) is accurate and precise; (b) is accurate but not precise; (c) is precise but not accurate; (d) is neither accurate nor precise”.


Combining data from different sensors allows for greater certainty in the assessment. Obviously, the more accurate and precise the individual sensors, the better each result will be. Similarly, the more different types of sensors you employ, the better your overall results will generally be. The lower your budget, the fewer and cheaper sensors your spacecraft will have, but you might be able to compensate by combining their data in a smarter way using 
              sensor fusion
              
            
              
             algorithms in the spacecraft’s software. Well-established algorithms are also used to predict the future state vector based on the current one. When designing your spacecraft, you should select the overall sensor suite to produce the accuracy and precision required by the mission and develop your Navigation system accordingly.
The Guidance system not only needs to consider the difference between the desired and the actual state vectors but must also worry about the current best estimates for the future state vector whilst factoring the spacecraft’s capabilities and limitations into its calculations. It’s one thing to determine that, say, the spacecraft is pointing 5° away from its mission-required direction, but before you command it to slew to that position you have to also know how fast it can slew, how much propellant that will require and with what uncertainty it will report both slew rate and propellant use. In any situation, working out the optimum course of action is not just a question of “we are here but want to be there”; it must also take into account multiple other internal and external factors, such as the structural limitations of the craft (will something bend or break?), the heat load that will be generated (can it be dissipated quickly enough?), the location of ground stations (will we lose communications?), the presence of other celestial bodies (will I wreck my hypersensitive infrared telescope by pointing it straight at the Sun?) and so on.
The Control part of the triad plans and executes the detailed changes required to get things back on track. Much like with the sensors, there are multiple mechanisms for doing so, with each having its own strengths and weaknesses and different systems being used in combination. In Chap. 5 we considered most of those used to physically control attitude but, for example, the control system will also be deciding when, and for how long, to fire rocket engines. It will also be monitoring the data feeding back from the sensors in order to determine when the desired state vector has been achieved and everything can be shut down again.
This process of ‘sensor data in, control commands out’ will repeat throughout a mission, although the rate at which it does so may depend on the details of the mission. Thus, during a prolonged and moderately stable flight phase, a deep space probe may save energy by only checking and adjusting its state vector
              
             very occasionally, whereas a vital communications satellite may be doing so more or less continuously. Planning all this is a very complex business and the process of comparing mission-demanded and navigation-reported state vectors starts before the spacecraft is even launched.
The simplest control system is one in which events are controlled mechanically and occur according to a predefined script. There is no requirement for calculation or comparison, but the occurrence of a certain situation, or even just the passage of a certain amount of time, automatically triggers an action that should achieve the desired consequence. Consider for example those German V2 rockets, the great-grandparents of all contemporary liquid-fueled rockets, as used to bombard the cities of London and Antwerp in the last months of World War Two. As we saw earlier, these used gyroscopes linked to both vanes in the rocket exhaust and movable external fins to provide course corrections. To achieve the target range, they mechanically ratcheted up the outputs from a simple accelerometer to determine their velocity, cutting off the fuel flow when a preset value was reached. No algorithms, no calculations: just a simple mechanical linkage of sensors to switches and the now-unpowered rocket followed a ballistic and really quite uncertain parabolic path towards its target, with fins and gyros doing the steering. Since that target was an entire sprawling city, high accuracy was not really required. Despite the large target, many of them still managed to miss.3
Similarly, one could use a simple pressure sensor to trigger deployment of the parachutes of a capsule or probe returning to Earth (or, indeed, landing on Mars, although you’d better make sure you’ve set your sensor to Martian atmospheric pressure!). Here, prior knowledge of the atmospheric pressure variation with height is used to determine the nominal pressure corresponding to the best altitude at which to release the parachutes. When that pressure is detected, the event is triggered and the payload floats sedately down to the ground.
The key benefit of these systems lies in their simplicity. There is nothing involved that can make a wrong decision although, obviously, they can still fail for mechanical reasons. The clear disadvantage is their total lack of flexibility. Thus a lower-than-anticipated pressure might mean your parachute opens just a little too late. You can reduce the risks by including a second system, such as a radar altimeter, which automatically triggers release when the height gets uncomfortably low.
Greater flexibility and an actual, evidence-based decision-making process can be achieved by putting a human in the loop. The most common way of doing this is by having the spacecraft controlled from a ground station. Controllers on the ground monitor telemetry data from the craft, weigh up the options, and then send it appropriate commands. This gives us one of the most familiar images of the ground-based side of any space program—the vast Mission Control chamber, filled with people and monitors and with one wall mostly taken up by a huge screen showing some highly pertinent mission-related data. Those rooms were developed for complex, large-scale missions where a lot of people are needed in order to monitor and communicate a lot of information. In reality, for some small spacecraft with relatively simple missions, the control center might just be a back room with a couple of laptops connected to a small radio telescope. As computing power and software capabilities have developed (both in space and on the ground), so long as you can do the math, see all essential data and communicate with your spacecraft, you can scale your installation to your needs.
Ground control does mean that you need reliable two-way communication, and you need sensors on the spacecraft to tell you what’s happening up there. (We will be looking at communications later in this chapter.) You also need to worry about communications security. These issues all introduce more complexity, which means more chances of things going wrong. If the necessary data aren’t received from the craft, or the vital ground signal isn’t received by the craft or the final electronic linkage on the spacecraft between a received command and the change in the state of some important component fails to function, then you have a problem, and there might be very little you can do about it from the ground. As ever, good design and systems redundancy can compensate for all these issues, as can comprehensive mission planning, but the more things you have to add, the more expensive it becomes.
In reality, almost all space missions will involve some degree of ground control and certainly a great deal of ground-based monitoring. There are well-established protocols governing these processes. For example, before a command is sent, a check will be made to ensure that the command is currently permitted (don’t open the hatch during launch, for example). When the command is received, a handshake signal is returned to acknowledge it arrived and, once the command has been executed, a verification signal is sent back to confirm this execution.
To maintain permanent contact with an object in LEO, where orbital periods are short, you will need a network of communication stations around the world, as your object will only be up above the horizon from any one of them for a few minutes at a time. As you go further out into interplanetary space, objects might be ‘up’ for longer, but now you have to worry about the signals getting weaker as they are attenuated by the distances involved. For these missions you need large and sensitive radio antennas, like those of NASA’s Deep Space Network (DSN; discussed below), to maintain the contact.
One great disadvantage of ground control—also related to distance—is that, despite the signals moving at the Universe’s speed limit (the speed of light), they still take time to reach their destination. For Earth orbit that time is negligible, but at the distance of the Moon, the two-way delay between sending a signal and getting a response is about 2.5 seconds. You can hear it on the archived communications between NASA Mission Control and 
              Apollo
              
             astronauts on the Moon: when Mission Control asks a question, there is a loooong gap before the reply. That gap isn’t due to thinking time for the astronauts, but transmission time for the signals.
The further out you go, the longer the delay and the harder it is to directly control a mission in anything like real time. Depending on where they are in their respective orbits, signals between Earth and Mars can take from 3 to 23 minutes each way. So even in the best possible case, if you receive a picture from your Mars rover showing it’s about to drive off a cliff and you immediately send a signal telling it to stop, by the time that signal arrives, it will already have been at the bottom of the cliff for about six minutes. That’s one reason why exploratory robots on Mars cover so little ground despite mission durations measured in years: every move has to be based on the latest available imagery and then meticulously planned well in advance, both on the ground and, perhaps to a lesser extent, by the rover’s own computer. Figure 6.3 shows how long it can take to get a message to some of the better known objects in our Solar System.[image: ../images/469943_1_En_6_Chapter/469943_1_En_6_Fig3_HTML.png]
Fig. 6.3One-way communications time delays between Earth and important Solar System bodies. Since the distance to each body depends on where both it and the Earth are in their orbits, each body has a spread of possible time delays. Note that the smallest variation is for Mercury which, because of its orbital period and distance, actually spends more time closer to the Earth than any other planet. Ultima Thule is a remote asteroid visited by NASA’s New Horizons probe. The current situation for New Horizons is also shown. The 
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                     probes are more than three times further away than this.


Signals from the most remote human-built object, the Voyager 1 spacecraft, now take over 20 hours to reach Earth. While its power source lasts it can still be controlled, but you would have to be very patient.
One way around the limitations of ground-controlled spacecraft is to keep the human in the loop by putting the human in the spacecraft. That way there are no significant time lags other than the human’s reaction time or, for tougher calls, thinking time. Rather ironically, however, the first manned space capsule wasn’t intended to be piloted from within. When the USSR fired Yuri Gagarin into orbit in 1961, his short flight was planned to be controlled mainly by automated processes backed up by signals from the ground. The manual override for the pilot was only there as a last resort. To activate it Gagarin would have to punch in a numerical code, because the Soviet experts weren’t entirely sure if a human in orbit would stay fit or sane enough to operate any controls.4 As it turned out, he didn’t need to. On his return, Gagarin’s ejection from the capsule before it hit the ground was also an entirely automated process, triggered at a predefined altitude. For that, there was no manual override.
Initially, the first US 
              Mercury
              
             flights were also going to be a mixture of automated and ground controlled, leading to the original seven US astronauts describing themselves as “Spam in a can”. In response to their protests, and to maintain morale, they were eventually given a manual control option and were able to switch at will between manual, automatic and ground-control.5 Without those manual controls, when the other systems failed on the last Mercury mission, the capsule would never have made it back to Earth.
The main advantage to having an on-board human pilot is flexibility and their general awareness of all that is happening. Humans often (though not always!) notice things that machines might miss, and they can react to things in ways a machine might not. They are also useful for keeping your taxpayers engaged with your space program. There are several disadvantages. One is that humans make mistakes. Even superbly trained ones can mess up, especially in high-stress situations, but larger teams of ground-based personnel are less likely to collectively make that fatal error than a lone pilot struggling with a misbehaving craft. (In decision making there is an effect known as ‘the wisdom of crowds’. Unfortunately, there is also one that we might call ‘the stupidity of committees’, so as ever, whether relying on a solo astronaut or a group of experts, the trick is to have picked the right people in the first place.) Another problem with astronauts is that humans require sophisticated life-support systems to keep them alive. That not only increases the complexity and cost of the spacecraft but also eats into the available mass. Your mission lengths are now limited by human endurance and the amount of supplies you can carry unless you arrange for re-supply flights, which itself adds to both the costs and the risks.
With human crews you have to bring them back alive and indeed not kill them on the way up, which not only means even more safety systems, but also restricts the manoeuvers to which you can subject your craft (recall those G-force restrictions of Chap. 3). Even the most hard-nosed and cynical project manager will recognize that losing an astronaut is both bad for national morale and the prospects of future funding.
Throughout the 1960s, both the US and the Soviets developed and improved their techniques and systems for manual piloting. At the same time they worked on smarter automated systems, greatly assisted by the growth in both the power and capabilities of electronic computers. By the end of the decade, the triple mechanisms of automated, ground-based and piloted control had become well established. Both on-board and ground-based computer software programs were used to analyze data, aid decision making and allow a spacecraft to perform certain limited operations fully under computer control, albeit with a human standing by, just in case.
This process led to the development of what we might call ‘semi-autonomous‘craft in which increasingly sophisticated computer software constantly assessed the outputs of various sensors and, based on rather rigid mission-related programing, selected the necessary commands. Computers could process vast streams of simultaneous data, factor in both past history and predicted future states and then pick an option from a predefined list much faster than any human, whether on-board or on the ground.
What they couldn’t do was deal with situations for which they hadn’t been programmed. Contradictory readings from different sensors would confuse them, and undiscovered software bugs could cripple them. The more the craft was expected to do, the more software it needed and, as the number of lines of computer code grew, so did the chances of human coding error creeping in. So too did the chances of different parts of the code inadvertently conflicting with each other. As ever, all of these problems could be minimized by good design, careful implementation and rigorous pre-flight testing. Software engineers became as important as rocket scientists, if not as impressive in the public’s’ eyes.
The problem with software is that you tend to design it only for situations you can imagine and then test it only for the situations for which you designed it. However, as systems evolved, it became possible to upload software updates during missions, allowing bugs to be fixed and even new missions to be programmed—so long as the on-board computers had the capacity, that is. And, in the case of those plucky 
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             spacecraft, you needed to find a software engineer comfortable with working on an early 1970’s design with about 64 KB of memory. (Yes, that’s kilobytes.)
Depending on its mission (and cost), control of a spacecraft can thus be achieved using simple mechanical automation or through human control, whether on-board or from the ground or via computer control, again either on-board or ground-based. All of these systems have their advantages and disadvantages, and most spacecraft will be controlled using a combination of them with the obvious caveat that on-board pilots are still quite rare.
The logical next step is to aim for all (or at least most) of the flexibility of an on-board pilot with none of the disadvantages—keep the pilot but lose the human. And that means turning to artificial intelligence
              
             (AI). However, this does not mean having your spacecraft run by a hyper-intelligent, self-aware computer that will murder its human crew before returning to Earth, bent on the extermination of all humanity. We’re still a long way from that scenario.
In the contemporary world, the term AI is both misused and misunderstood, partially because there is no agreed rigorous academic definition of its meaning. This shouldn’t be a surprise, since we can’t actually agree on what we mean by animal intelligence or even life. Like nuclear fusion power-plants generating electricity too cheap to meter, human-level artificial intelligence has been “just around the corner” since the 1950s. And, as with fusion, we’re still waiting. Much of what we mistake for artificial intelligence is just the result of layered computer algorithms plucking an option from a vast preprogrammed list. We’ve had those since the 1960s, although we’ve piled on more and better sensors and options and made the machines faster. That’s all good, but it’s not intelligent.
What we really want is a machine that is characterized by three major traits: it has goals, it can learn from experience and it can adapt to changing circumstances. It doesn’t have to be human-smart to meet those criteria. In fact, in some areas, even cockroach-smart might be more than it needs—after all, even a cockroach has life goals.6
The cockroach has a series of sensors, mainly chemical, optical and pressure ones, some of which allow it to build a picture of the world around it whilst others monitor its internal state. It has a certain limited amount of preprogrammed (i.e. instinctive) knowledge of the world, which may affect its pursuit of its goals. Thus, it may recognize specific scents that mean food or a mate; it may know that certain patterns of ground vibration can signal the approach of a predator and it may sense that staying away from bright lights enhances its survival prospects. It can even communicate with its fellow ‘roaches, although it is not clear what they talk about, other than their willingness to mate. Over time, it may even consolidate some of its experiences to learn new things, like the smell of a new ‘roach powder that is best avoided. Based on what it knows, what it senses and what it wants, it can make limited plans. If it knows that the strong smell of lovely food is coming from a specific direction but there is an obstacle blocking its route, it can try to find an alternative path, often by trial and error, whilst avoiding all those sensory inputs that signify danger.
An artificially intelligent spacecraft would know more about the Universe than a cockroach and would have a different and much more intricate set of goals, but in principle, it wouldn’t have to be much smarter. It would be able to sense both the external environment and its internal state. It would be able to recognize objects and categories of objects and know their different properties and the relations between them. Knowing where it is and where it wants to be it would classify obstacles and threats and be able to plan routes to avoid them while minimizing its energy usage. Its biggest advantage over the cockroach would be in both the size of its knowledge base and the extent of its ability to learn and add to that knowledge. Unlike the poor cockroach, it would also be able to learn directly from the knowledge and experience of others both during its pre-flight training and in flight, via its communication systems.
Supplied with data on a given situation, an intelligent spacecraft will in essence form multiple theories on what those data could mean. It will prefer the simplest theory that best fits the data and, based on that, it will decide how to proceed. Before it is ever allowed loose on a hugely expensive autonomous spacecraft, the AI software will have been tested, modified, retested and tested again on Earth-based simulations. The specific flavors of AI that are employed and how they all mesh together are really questions for the computer scientists to worry about. (They’ve been studying this stuff for more than six decades and have a lot of ideas on how to achieve it.) We are more concerned with what the system can decide rather than how it does it, just as we are concerned with what human pilots do rather than with the neurological details of how physical processes in their brains result in those decisions.
Compared to a human, a machine will have a different understanding of the Universe and so will lack abilities that we might find so obvious we label them as common sense. For example, humans are so good at visual pattern recognition that we see familiar patterns that aren’t actually there, like faces in the clouds. Machines can extract patterns from data, but making sense of anomalies can be problematical. (A human can spot the cat sleeping on the car roof; the machine just knows it can’t match the pattern with known cars, for example.) They are also currently very poor at predicting things like human behavior, which is why self-driving cars can be flummoxed by the illogical behavior of human road-users.
A workable artificial intelligence for autonomous control of a spacecraft will never be perfect and it will make mistakes, just like a human does. Only, they will be different mistakes, probably ones that a human wouldn’t make, and we will roll our eyes and complain about how dumb the machine is whilst forgetting the hundreds of previous occasions when it dealt with a complex situation much faster and more efficiently than any human ever could.
A little paradoxically, although an AI-controlled spacecraft might seem most useful on a distant, long-duration interplanetary mission, in the short term we are probably more likely to see such systems on LEO satellites. AI-control is a new technology and, until it is proven, there is less risk in testing it near the Earth where ground-based intervention is easier and the launch costs of an experimental craft are comparatively less.7
Staying In Touch
The primary means of communication between spacecraft and the ground, or spacecraft and each other, is via radio, using well-established and well understood mechanisms and protocols. Specific areas of the radio spectrum (between about 2 GHz and 30 GHz) are preferred for spacecraft communications. Just like terrestrial AM / FM radio, various modulations of the signal are used to encode information within it. Increasingly signals, especially those used to control spacecraft, may also be encrypted to guard against external interference, accidental or otherwise.8
As a minimum, radio communication involves a transmitter at one end and a receiver at the other, both of which will be connected to an antenna of some sort. In general, both participants are capable of transmitting and receiving, thus permitting proper two-way communication.
Radio antennas are classed as high or low gain. The high-gain antenna is more directional; that is, whether transmitting or receiving, it focuses its attention into a narrow beam, whereas a low-gain antenna has less sensitivity but over a much larger range of directions. The classic parabolic reflector gives a narrow beam, high gain antenna, whereas a car radio’s whip antenna is an omnidirectional low-gain example, as is illustrated in Fig. 6.4.[image: ../images/469943_1_En_6_Chapter/469943_1_En_6_Fig4_HTML.png]
Fig. 6.4High-gain versus Low-gain antennas. High-gain is looking through a telescope; low gain is using the naked eye and exploiting peripheral vision. Simple whip antennas have low gain but are almost omni-directional, making them very useful backups for contacting spacecraft with failed attitude control.


Thus, a high gain antenna has to be pointed at the target system but allows a much stronger signal to be sent and weaker signal to be received. A spacecraft’s primary antenna will usually be a high-gain type, with one or more low-gain antennas as backups. These don’t need to be so precisely pointed, which is useful if, say, your spacecraft fails to aim its high-gain antenna at the Earth. On the downside, being less sensitive, low-gain antennas have poorer overall performance in both transmit and receive.
The strength of a transmitted radio signal depends on the power of the transmitter as well as the gain of the antenna. It falls off rapidly as the square of the distance to the receiver. Transmission through the atmosphere also affects the signal, as do many other natural sources of interference, some of which arise within the equipment itself, with different radio frequencies suffering in different ways. The important factor is the ratio of the strength of the signal to that of all the interfering background noise within which it sits. Think of the noise as an unkempt, unmown lawn and the signal as a flower. A tall daffodil stands out among the grass; a tiny daisy does not. A signal is transmitted with a certain signal-to-noise ratio; it is attenuated by atmosphere, distance and various other effects, some of which reduce the signal and increase the noise, and arrives at the receiving system with a much smaller signal-to-noise ratio. From that weak received signal, all the transmitted information must be extracted.
For directional antennas, the larger they are, the greater their gain and the more directional they are (i.e. the narrower their beam). Thus, a bigger antenna is more sensitive at the cost of being physically larger and heavier and needing to be more accurately aimed. It’s easier to make large ground-based antennas than space-based ones, although folding or even inflatable antennas can help fit them into the launch system. (And if they fail to deploy? That’s why you have the backup low-gain antenna.) Transmitters based on the ground can also have higher power throughputs than those on spacecraft: being stuck with on-board power severely limits the latter’s options. We can use big, powerful transmitters to send strong, highly directional signals out into space aimed very precisely at the known positions of distant spacecraft, but the return signals are so feeble that we must rely on the high gain of the Earth-bound antenna to ensure they are detected.
Like all communications, spacecraft ones are limited by bandwidth. Spectral 
              bandwidth
              
             is how much of the radio spectrum our signal will use, whereas digital bandwidth defines the rate at which individual bits of data can be sent. (When Internet providers boast about bandwidth, this data rate is what they mean.) The 
              Shannon-Hartley theorem
              
             relates the maximum bit rate to the spectral bandwidth and the received signal-to-noise ratio: higher spectral bandwidth and higher signal-to-noise ratio mean a faster data transfer is possible. You can see this in Fig. 6.5. A simple signal, like basic Morse code, contains a bare minimum of data bits, voice communications have substantially more and a high-resolution multicolor picture contains a huge amount. That’s why getting pictures back from really distant probes can take so long. Weak signals mean low data rates so you have to store your data on-board before sending packets home on the slow train.[image: ../images/469943_1_En_6_Chapter/469943_1_En_6_Fig5_HTML.png]
Fig. 6.5Communications Data Rates: Theoretical maximum data rate versus spectral bandwidths for various signal-to-noise ratios (brackets). Weaker signals mean slower data rates. Add in error checking and other real-world effects, and things get even slower. 
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                     1 currently manages about 150–160 bits per second. At such a rate, downloading a basic image from a low-end smartphone camera would take over 6 hours.


There are some ways around this comms impasse. Using a higher frequency allows you to utilize more spectral bandwidth, thus increasing the bit rate. The downside is that the directional antennas are harder to make, because tiny defects in the signal-collecting surface have a greater effect at higher signal frequencies. (Higher frequency means shorter wavelength radio waves, and problems appear when the size of the defect becomes a significant percentage of the signal wavelength.) Even so, there are ways around that too, and the frequency range of choice has been slowly increasing, driven to a large extent by the need to retrieve bigger and bigger datasets from distant probes.
More recently, lasers operating at near-infrared frequencies have been used. These frequencies are higher, the spectral bandwidths greater and the equipment generally lighter. The higher frequencies produce much smaller beamwidths that both increase the highly directional sensitivity and make the communications more secure (at the cost of needing to be aimed more accurately). The net effect is that much higher data rates are possible. Laser communications looks like being the future, at least for high data-rate systems although. One downside is that in general, they suffer more from passage through the atmosphere than radio signals. For really weak signals, we may need to intercept them with satellites first and then re-transmit to Earth.
The closer a spacecraft is to the Earth, the easier communications will be. However, you can’t talk to it if it is below the horizon, so you either need a series of ground stations around the globe or you use relay satellites to pass the messages on, or failing that, you live with limited communications opportunities. If you lack a complete network, commands will have to be uploaded to the craft for execution later in its orbit, and it will have to be able to store any data until a ground station comes back into view. The further out your spacecraft is, the longer it will be visible. Satellites in geostationary orbits (GSOs) will of course be fixed relative to the Earth in any case.
Distant probes rely on things like NASA’s Deep Space Network, which consists of three ground stations, each with multiple large antennas, located roughly 120° apart in the USA, Spain and Australia. Their spacing means that anything more than 30,000 km from the Earth should always be up for at least one of them. The European Space Agency has a similar facility (in Argentina, Spain and Australia), while other nations operate systems with less complete coverage.9
And, of course, for more distant craft you have to cope with that round-trip communications delay discussed earlier in this chapter.
Finally, as we saw in Chap. 4, high speed entry into an atmosphere can generate a lot of heat. One consequence of this can be the creation of an envelope of ionized atmospheric gases around the craft, which interferes with or even totally blocks radio communications. Spacecraft returning to Earth will experience this comms blackout, as will probes landing on any other celestial body with enough of an atmosphere. The result is always several very tense minutes during which ground controllers have no idea what is happening to their craft.
Engineering Success
Regardless of how it is controlled, when you delve into the details of almost any space-based mission, at first it may seem rather astonishing how often something goes wrong at some point. When you pause and reflect, you may change that view. Given the size, complexity, duration and sheer difficulty of doing anything in space, it is not at all surprising that things frequently go wrong. What is surprising is how often and how quickly the mission recovers. In most cases this is not just down to luck.
An aspect of unmanned space missions that has certainly ceased to be surprising (indeed is now almost expected by those of us on the outside) is the way in which they will so often greatly exceed their planned lifetimes. This is not a consequence of rocket science, but of rocket engineering. And so for the next few pages, we’re going to take a look at the engineering, not in terms of nuts and bolts and pumps and metal bending, but something much less glamorous and arguably more important: the engineering process. How do you go about building these things?
Whether it’s a gunpowder-driven bottle rocket or a crewed, nuclear-powered mission to Mars, the devices with which this book is concerned are all examples of systems. A system is something composed of a series of smaller elements in which the whole is greater than the sum of the parts. Every system is designed, developed and employed to achieve some defined goal, and all of its elements must work properly if the system as a whole is to meet that goal.
While the bottle rocket is a comparatively simple system—just a tube, stuffed with gunpowder, ideally fitted with a simple nozzle, a fuse to light it and a stick to steer it straight—most of the equipment covered by rocket science is enormously complex. We have to be careful with the words here: a complex system is one that has many parts, but the parts themselves need not be complicated. That is, individual elements may be well understood and relatively simple to build, but the sheer number of them that must all work together flawlessly makes the overall system a complex one with many possible sources of failure. Conversely, a few components that are individually very difficult to produce (i.e. complicated) may be combined into a rather simple system that is therefore not inherently complex.
We have already seen that much of the core theory of rocket science is very well understood, even if some of the math, physics and chemistry can be a challenge to the uninitiated. Yet rocket launches still go wrong and spacecraft still malfunction because successful, reliable rocket engineering is still very hard to do. Statistically, averaged over the whole planet, we saw in Fig. 2.​9 that about 1 in 20 spacecraft launches experience a serious fault. (For manned missions the figure is, happily, much lower.) That seems quite high but, in truth, the remarkable thing is how rarely things go catastrophically wrong. Starting over a hundred years ago, early modern (i.e. post-gunpowder) rocket engineering involved a lot of trial and error: build something, try it, figure out why it failed, fix that issue, try it again, figure out why it failed this time and so on. Clearly, as rockets got bigger, more complex, more complicated and, crucially, more expensive, this was not going to be a sustainable methodology. And once you started planning to put people on top of rockets, this old-school ‘learning through persistent failure’ approach was certainly not going to be acceptable.
To minimize the chances of failure or, if you prefer, maximize the chances of success, you need to adopt a methodical, systematic approach to the design, construction and use of the overall system. This starts with deciding what you want it for. What are your goals? What is its purpose or, in engineering terms, what are the system’s requirements?
We begin with the very highest level requirement. Examples might be: “Climb 20 meters into the air, then explode in a radiant burst of colored embers”, or “Deliver living humans to the surface of Mars, then return them to Earth in a viable state.” While the scale may be different, these are both high-level requirements that define clear goals that the resultant system must meet. The engineer’s job is to make these a reality. So, no pressure then…
As a general; rule, we can break a project down into three core stages: Concept, Design and Implementation.10
The Concept phase is where everyone involved figures out what it is that they are really trying to do. One way of doing this is to define a whole series of scenarios in which the system is expected to operate, and then define the hoped-for levels of performance it must achieve in those scenarios. Ideally these scenarios not only cover what you want to do, but also what you are afraid might happen. To minimize the chances of failure you have to consider how things might fail so you can take steps to either avoid that situation or, at the very least, recover from it.
All of this high-level work leads to the Concept of Operations, or CONOPS, which in turn allows the engineers to break down the very high-level requirements into a series of lower level ones. These are still fairly abstract and ideally do not make any hard assumptions about how you are going to meet them. Thus, we look at plausible Mars mission scenarios and identify the kind of things our system will be expected to do during those scenarios, but we are not explicitly mandating a nuclear thermal rocket or even a specific launch mass or crew size. We’re still looking at our overall goals, but we are now breaking them down into a series of smaller steps, each of which reveals its own subset of lower level requirements. In essence, we are still defining problems, not solutions. That comes next.
Armed with a better of idea of what is wanted, we can now move on to consider how it can be achieved. We’re still not committed to a definite solution, so ideally we will consider a broad swathe of ideas and alternatives—the wider the better. Here the possible technology starts to be addressed as we begin to apply a little reality by looking at the feasibility of every option. Is it technically possible? Can it be done in time? Can we afford it? We’re still thrashing out requirements, not designing a system, but the requirements are now rooted in a plausible reality and so some of the wilder, harder or just more expensive ideas are falling by the wayside.
By the end of this stage we will have a much firmer idea of what is feasible, and a fairly good idea of how we might achieve it, backed up by evidence in the form of well-documented previous experience, scientific analysis, mathematical models, computer simulations, budget and resource estimates and possibly even some hardware mock-ups. Everyone involved has argued and fought and haggled and eventually agreed to a pretty detailed set of requirements that, by this stage, is almost certainly a compromise compared to the original heady concept with which we started. So you’ve finally got a set of baseline requirements. Now it’s time to Design the thing.
What? You thought we just did that? Afraid not. Requirements are not design, although they do constrain it. Now we need to thrash out a preliminary technical design that establishes exactly how all those requirements will be met by an achievable system. We break down the overall system into subsystems and sub-subsystems, and start to hive those off to specialist teams who figure out exactly how their sub-subsystem can be built to meet its own exacting specifications without compromising the performance or safety of any of the other components. Meanwhile, other teams work out how all these components will interface and interact with each other, physically, electronically and through software. Inevitably, even more compromises will be reached as the extent to which the reach exceeds the grasp becomes clear. (You can imagine the debate that ended with: “A space capsule that deploys a hang glider and flies back to land on a normal airfield? That’s a great idea! But wouldn’t a few parachutes and an ocean splashdown be cheaper? And we already know that works. So… parachutes and splashdown it is. We’ll do your hang-glider thing next time. Promise.”)
By the end of this stage, all the requirements have been defined; technical solutions have been sketched out; the overall structure and substructure of the system has been decided and all of this is backed up by even more analyses, simulations, mock-ups and even working prototypes of some of the hardware and software subsystems. You’ve also started to sketch out exactly how you’re going to test the final system in order to prove that all those requirements have been met.
The next stage is to complete a fully detailed Design, right down to the last nut and bolt of the least important component, along with a full description of how it will all work together and exactly how it will be used to achieve the original goals. As you do so you will be preparing exhaustive plans for precisely how each component and the overall system will be tested in order to demonstrate that all the previously defined requirements really are going to be met. (Well, more or less. There are always compromises at every stage.) Along the way, more analysis, more simulation and more prototypes will be used to demonstrate that this is all going to end well for everybody.
And then you move on to Implementation, where you build it in accordance with the detailed design you just developed that you have predicted should satisfy all the requirements. While doing so, you thoroughly test individual subcomponents and groupings of interacting subcomponents before finally integrating everything together to produce the final product. And then that gets tested as a whole. This will inevitably involve a complex mixture of further analysis, yet more computer simulations, lab tests in which real subsystems interact with even more sophisticated simulations, near-destructive hardware tests under a variety of challenging conditions and, if you have the budget, test flights of the final system. By the end, your system is now ready for use and, if it is not a unique one-off mission, it is also ready for production.
Now you can use it in the manner you have laid down in your mission operations plan, which also details all the support and maintenance it might need throughout its planned lifetime. Finally, when the mission is truly over, you can initiate your decommissioning and disposal plan and wind the whole thing down, analyzing and publishing all pertinent data and disposing of any surplus material in a responsible way.
Ah, if only it was that simple!
In principle, most space-related projects will endeavor to follow a project lifecycle more or less as described above, as indeed will most engineering projects of any kind. The reality will be somewhat different. Close for the most successful projects, but still different.
Most space agencies solicit proposals, whether they be for full-blown launch systems (i.e. rockets) or for things to launch with those rockets (satellites or probes or, occasionally, manned capsules). Proposals lead to CONOPS, which lead to feasibility reports, which lead to preliminary design studies, and most of those lead straight to cancellation. No-one can afford to do everything, so proposals have to compete for funding and resources and most of them simply don’t make it. Sometimes different proposals are merged to create a new, hybrid one with more chance of survival.11 Sometimes the new one even gets built. Often parts of scrubbed proposals are recycled, sometimes years later, frequently being spun-off into new and quite unrelated ones.
Requirements change as budgets shrink or science progresses, requiring a rethink and a redesign. Sometimes new and often international partners are brought into the project partway through. That creates a whole new level of complexity, not just in terms of engineering, but of project management. The bigger and more international the project, the more likely it is to overrun in terms of both budget and timescales. The end result may be enormously impressive and the scientific output may even excite and engage the taxpaying public who ultimately paid for it, but government oversight committees tend to focus on the cost overruns and schedule delays, making them even more skeptical about funding the inevitable ‘essential’ replacement.
Building things to send into space is expensive and difficult, because it is not like churning out a new model of cell phone. First of all, the environment is unbelievably hostile, from the rigors of launch through to the extremes of temperature and radiation. Building things to survive in that environment is inherently expensive. Second, if things go wrong, you almost certainly can’t send out a technician to fix it. Building things to be as reliable and low-maintenance as possible, with multiple redundant systems, adds to the expense and the timescales. So does all the exhaustive testing and retesting you have to do before you literally send them out into the void. Third, if things do go wrong, you need to be able to attempt a fix using just the resources to hand. Building things that can be fixed using radio signals sent from hundreds or thousands or millions of kilometers away requires exquisite design, detailed analysis of possible failure modes and the building-in of cunning workaround routes. If your budget will stretch to it, it is incredibly useful to build an exact copy of your spacecraft and keep it on Earth, where it can be used to troubleshoot solutions to problems that arise with its distant twin. Unsurprisingly, all of this adds even more to the expense and the timescales.
Even when things do go wrong, they rarely go wrong catastrophically. We remember the rare disasters, the failed launches, the lost satellites, the crashed probes but a truly flawless mission is a rarity. We don’t remember the myriad little glitches that led to narrowly avoided failures precisely because they were avoided. They can be written up in a breathless tabloid style to suggest disaster was avoided by sheer luck but, in most cases, it was avoided because its possibility had been anticipated years earlier and systems, mechanisms and workarounds were built in to deal with it. Sometimes, when engineering works best, nobody except the engineers even knows.
In the end, what we get are some of the most complicated, most complex, most sophisticated and most reliable machines every built by human beings. The least reliable parts are actually the Earth-to-orbit launch systems. (Arguably these have the most demanding requirements of all, and thankfully, the most reliable of them are the human-rated ones.) Meanwhile, well into their fifth decade, the 
              Voyager
              
             probes are now sending back data from interstellar space. They will only stop doing so when their power runs out. The Opportunity rover on Mars—designed, built and launched in less than 36 months, with a target lifetime of three months on the Martian surface—operated for 14 years before a Martian dust storm shut it down by covering up the solar panels from which it drew power. If we could have sent an astronaut out with a dust-cloth, a quick wipe would have fixed it.
Every engineering project represents a balance between the Performance a system achieves, the Cost of providing that performance and the Risk associated with doing so. Cost is more than just dollars spent, and Risk is anything that jeopardizes success. These are abstract representations of reality, but Fig. 6.6 gives an idea of how they must be balanced. The engineer’s job is to get the best possible result, not the best theoretical one.[image: ../images/469943_1_En_6_Chapter/469943_1_En_6_Fig6_HTML.png]
Fig. 6.6Engineering only has to be ‘good enough’ to achieve its purpose. Every project must strike a balance between Performance (P), Cost (C) and Risk (R). In any design these three will be in a state of tension. We want to be close to point P, the best possible Performance, while minimizing the Cost and the Risk, represented by the lengths of the lines O-C and O-R. Moving along the dotted curve keeps Cost constant; moving along the dashed curve keeps Risk constant; moving along the solid curve keeps Performance constant. To get better Performance at constant Cost, we must stretch O-R thus accepting higher Risk, and so on. There is no achievable perfect solution, just a ‘most acceptable’ one.


With firm foundations in well-understood mathematics and physics, rocket science teaches us how we can do things beyond the limits of the Earth, but it is rocket 
              engineering
              
              
             that makes it happen.
Humans in Space
In principle, the most flexible control system that is least affected by transmission delays is a living human at the wheel. It is also a rather expensive solution to the control problem and a somewhat risky one—at least for that lucky human—sealed in a tin can, breathing recycled air. In the rest of this chapter, we will examine some of the factors involved in putting people into space.
Life Support
First, the good news: should you ever find yourself unexpectedly exposed to the cold vacuum of space while wearing only your pajamas, you may be happy to know that your head won’t immediately explode, nor will you instantly be transformed into an icy corpse so deeply frozen that it shatters
                
               like glass at the slightest impact. You won’t even have to suffer an excruciating death as your blood literally boils in your veins. Actually, your most probable cause of death will be hypoxia as your body runs out of the oxygen it needs to keep things working. This does not mean that you will survive for as long as you can hold your breath, because holding your breath would be a very bad idea. It does mean that you could survive mostly unharmed for anything up to a couple of minutes, although you would probably be unconscious within ten to fifteen seconds. To get through the experience, you’re probably going to need someone else to rescue you, and fast.12
With the mythology and misconceptions out of the way, what exactly are the effects of exposing a human body to space? The two most obvious dangers are the lack of oxygen and the lack of pressure. Lack of oxygen under any circumstances means you eventually die regardless of any other considerations, so we don’t need to dwell any more on that. Regarding pressure, the human body has evolved to operate more or less at sea level, where the average atmospheric pressure is 101 kP (kiloPascals), or for those readers living in the nineteenth century, about 14.7 pounds per square inch. For simplicity, this is usually defined as being one 
                atmosphere
                
              . We’re born under that pressure and so we don’t really notice it, but take it away and horrible things start to happen.
At lower pressures, liquids boil at lower temperatures, so the water in your body—and your body is mostly water—starts turning to water vapor, adding to the gases you already contain. As the external pressure drops, things start to expand. That would include any gas in your lungs, which is why you really want to empty them beforehand. If you don’t, your lungs may rupture, which would definitely kill you even if you got back to an oxygen-rich environment. Even if your lungs don’t rupture, oxygen will now diffuse out of your blood, which itself will stop circulating as the pressure in your veins and arteries equalizes. Within ten to fifteen seconds your brain will run out of oxygen and render you unconscious. Gases in your digestive system will also expand and seek to escape your body by any means possible, which would be unpleasant but not necessarily fatal as they take the contents of stomach, bowels and bladder with them.
A related, but bigger problem is an extreme form of the decompression sickness, or bends, familiar to deep-sea divers. Falling pressure causes the gases dissolved in your bloodstream to form bubbles, which may block blood vessels or even cause cardiac arrest. Simultaneously, as water in your body tissues turns to vapor and expands, your body will swell, which will look and feel unpleasant. But your skin is both strong and remarkably elastic, so there will be no gory explosions. Your eyeballs will also expand but not explode, which is a small mercy. Your blood will not immediately boil in your veins because the elastic pressure of the blood vessels keeps the circulatory system at a sufficient pressure that its boiling point is still higher than your body temperature. (It will boil eventually but you’ll be dead long before that happens.) Anecdotal evidence from people who have survived accidental near-vacuum exposure suggests that the last thing you will notice before unconsciousness is your tongue tingling as your saliva evaporates.
You won’t freeze to death because, as we saw in Chap. 4, a vacuum is an incredibly good insulator. With no external medium to carry away heat through convection or conduction, your main mechanism for heat loss is the much slower one of radiation. You’ll be long dead from hypoxia before that starts to matter. You will lose some heat via escaping gases, which may lead to a touch of frost, especially around the nose and mouth. Your skin will also feel cool (but not really cold) due to water vapor evaporating from it. You might not want to touch any external metal parts on the shaded side of your spacecraft because they will be a lot colder than you are.
Without the protective blanket of the Earth’s atmosphere
                
              , unless you are in the shadow of, say, your spacecraft, you will be exposed to the full blast of the sun’s output, in the form of both electromagnetic and high-velocity particle radiation, as well as to particle radiation from other cosmic sources. The unfiltered ultraviolet light could give you a very bad case of sunburn whilst the gamma rays, X-rays and high-energy particles can all mess with your DNA and might lead to cancer somewhere down the line.
On the positive side, if you get rescued within about ninety seconds, you should make a full recovery.13 Unless your heart simply gives out with the shock.
Assuming we want to keep people alive in space, as a minimum we have to provide them with a suitably pressurized environment, maintained at a tolerable temperature and supplied with the right amount of oxygen. Too much oxygen will kill you, so it must be mixed in with other inert gases, such as the nitrogen we breathe here on Earth. The carbon-dioxide-rich gases you breathe out will also need to be removed and should be kept for recycling back into oxygen. There are two basic ways of supplying such an environment: a sealed box, within which you can wear what you like, or a pressure suit.
We’ll start by looking at how we can keep you alive in a sealed box.
All manned spacecraft, including space stations, are examples of sealed boxes. At first glance it seems reasonable to think that, if we can build a watertight submarine, we can build an airtight spacecraft. However, there are some important differences: the submarine’s pressure vessel is filled with air at about one atmosphere pressure and has to keep out water at a much, much higher pressure. The pressure difference between inside and outside is about one atmosphere for every ten meters of depth. The spacecraft’s pressure vessel also holds air at about one atmosphere but has to hold that in, against an external pressure of zero. Thus the pressure change going from inside to outside equals that going from 10 m deep in the ocean to the surface. The submarine must resist compression by external pressure; the spacecraft must resist expansion due to its internal pressure. The forces at play are thus acting in the opposite directions and that affects the structural design. The good news is that spacecraft have the easier job and so can be a lot lighter than a similarly sized submarine.14
In general the external hatches on a submarine open outwards, so external pressure forces them closed, while, for similar reasons, those on modern spacecraft usually open inwards (although some escape hatches do open outwards—keeping a hatch locked against a one atmosphere pressure difference is not too demanding). However, sealing higher pressure air in at the openings is harder than sealing high-pressure water out, because oxygen and nitrogen molecules can leak out through seals that would stop the much larger water molecules. (You can try this at home: inflate one party balloon with air and fill another with water. Leave them in a bucket in a safe place and see which deflates first.)
Once you have perfected your airtight box you will need a mechanism to actually circulate the air within it. In zero-G the air tends to stay where it is, because there is no natural breeze, however slight, to move it around. This means that just by breathing, stationary or sleeping astronauts could create bubbles of carbon-dioxide-rich air in front of their faces, which might eventually suffocate them. Spacecraft need internal fans to keep the air moving, and if the fans ever stop they could be in trouble.
Just moving the air around isn’t enough: you also have to refresh your supplies. Until someone builds a sealed system that mimics the Earth’s biosphere by constantly converting carbon dioxide back into oxygen via photosynthesis, you will have to artificially supply fresh oxygen while removing the carbon dioxide.
For short-duration missions you can just take along pressurized tanks of oxygen, but they won’t last long. A more efficient method is to transport it in the form of water, which is electrically separated into oxygen and hydrogen, the latter usually being vented into space, although more recently a use has been found for it, as we shall see in a moment. For emergencies you can also use 
                oxygen candles
                
              —canisters of sodium chlorate and iron powder that can be burned to produce oxygen.
Carbon dioxide is removed by passing the air through carbon dioxide scrubbers. The simplest scrubbers use chemical reactions to convert the carbon dioxide into other forms, one of which is oxygen. Once their active chemicals are used up, they are discarded. So they are not a long term solution for extended space missions.
More sophisticated versions use molecular sieves in which tiny crystals of silicon dioxide and aluminum dioxide form mesh screens with pores acting to filter out molecules above a certain size. By using different sized crystals, a dual-mode system can be made that first extracts water vapor and then carbon dioxide. Electrically heating the screens releases the trapped molecules, the carbon dioxide being vented to space and the water recycled. The screens are then ready for reuse. As technology has advanced the lifetime and the efficiency of these devices has improved. The most modern variants can take the carbon dioxide from molecular sieves and combine it with the waste hydrogen from your oxygen generation two paragraphs earlier to generate water, along with waste methane which is then vented.
Speaking of methane, you might also need activated charcoal filters to remove the various other chemicals that astronauts emit. Over time these filters will have to be replaced, so take plenty of spares. A long-duration spacecraft might get a bit pungent—descriptions of the characteristic aroma of the International Space Station (ISS
                
              )
                
               vary from “smells great” to “smells like a jail”. Of course, in time, you can get used to pretty much any scent.15
In addition to air, astronauts also need water to stay alive. They typically need to take in just under three liters per day, most of which then leaves their body as urine, sweat or vapor through mouth and nostrils. They will also need some for personal hygiene (but a lot less than you might think!) A well-designed modern spacecraft would recycle this as much as possible usually using some form of low pressure distillation process. This is harder than it might be on Earth due to the lack of gravity: condensation will form on a cold surface, but the water drops do not flow down to a collection point because there is no ‘down’. Instead, spinning the condensation surface can help move the droplets to a spot where they can be sucked away.
Eating in the absence of gravity is also problematical. Both crumbs and spilled liquids, which form into spheres, will float around the craft, which is not only bad hygiene but may interfere with equipment. The astronauts of the early 1960s made do with what were basically tubes of baby food, with liquids in bags drunk through a straw. At least the food was scientifically selected to be nutritious. Since then things have improved, in part because of the psychological importance of food to long-duration crews. Much of the food is similar, if not identical, to dehydrated meals bought by campers. They often sound quite appetizing, but their appearance may not live up to expectations. Many astronauts find that their sense of taste is much duller in space, which means spicy foods are often a favorite. Salt intake is reduced, however, helping combat the loss of bone density that results from long periods in zero-G. Food is now eaten from an open packet using a spoon, but this food is often coated with sauces both to make it stick to the spoon and to reduce the risk of crumbs.
The downside of food is waste extrusion. If you’re lucky, your spacecraft has a state-of-the-art zero-gravity toilet, which is not quite as luxurious as it might sound. At other times you’re basically going in a bag or using a diaper. (In the near-future, if you’ve spent a small fortune on a short-duration commercial sub-orbital space flight, you’re almost certainly going to be using a diaper.)
Bag systems for urine are quite simply an adapter and a storage bag. Male and female versions are available. Fecal bags are a whole other horror to use—you’re essentially taping a bag to your buttocks and letting nature take its course. In zero gravity, that natural process can apparently take quite a long time. In both cases the bags are usually stored for later disposal, although several examples were abandoned on the Moon.
A zero-gravity toilet, as used for fecal removal in the International Space Station, operates much like a normal toilet, except you’re basically strapped to a tiny seat, noisy fans create a strong suction effect beneath you to draw both waste and smells away. When you’re finished, instead of flushing, your output is captured in a removable bag, freeze dried by exposure to vacuum and stored for disposal. Unsurprisingly, many astronauts try to stick to what is referred to as a ‘low residue’ diet.
The ISS toilet includes a unisex urinal attachment, which is essentially an adapter attached to a tube that uses the same toilet fans to draw liquids down into a storage chamber. Thereafter it is usually recycled.
Washing in space is also difficult, given that water doesn’t flow and you don’t want it floating about and getting into places it shouldn’t, like the electronics. Washing mostly involves wiping down with wet cloths and using water-free shampoos. Suction tubes clean up any excess water for recycling. Teeth cleaning is almost like on Earth except, instead of spitting, astronauts just swallow the toothpaste. There are no laundry facilities in space—not enough water for one thing—so long-duration astronauts usually wear their clothes until they are just too dirty and then dispose of them. (Remember those carbon filters? You really do need them.) For shaving, electric razors are preferred because they collect the hair as they go. Haircuts are also possible with the aid of yet another suction tube to clean things up. You can even clip your finger nails if you float next to an air intake that will capture the clippings.
One great concern in a spacecraft is the threat of fire. It’s a generally oxygen-rich environment, there are fans everywhere to help the flames spread and you can’t escape into the street, so everything imaginable is done to reduce that risk. Fire and smoke detectors are everywhere, and on a fire alarm being triggered, the ventilation system will be disabled, which removes air currents, stops oxygen being fed to the flames and prevents smoke and soot from contaminating the rest of the craft. Interestingly, in zero gravity flames burn strangely: hot gases do not rise, so a single flame like a candle ends up as a small blue semispherical flame centered on the wick. Not that astronauts are allowed candles—well, except for the emergency oxygen type!
Astronauts in compact space capsules just sleep in their chairs, but those with more room can crawl into sleeping bags and secure themselves to any convenient surface. The ISS does offer the luxury of tiny personal ‘cabins’ that at least offer some privacy and get you out of the way of other astronauts. With all those fans going all the time, earplugs are usually a good idea, as are blindfolds to block out both internal lights and sunlight.
One great advantage of being in Earth orbit is that all the assorted waste that accumulates over time can be packed into a suitable container, like a used re-supply capsule, and simply sent off to burn up in the atmosphere. No issues with landfill here.
Although living in space is always going to be difficult and the living space will always be tight, good food and a working toilet seem to be about the most important things you can provide to keep your astronauts happy. Unsurprisingly, research into both those areas continues.
Outside the safety of your sealed box—or if its seals fail—you’re going to need a spacesuit to keep you alive. As ever, the most basic requirements are to provide pressure and oxygen, here in a convenient person-shaped package. Pressure suits were originally developed for the crews of very high-altitude aircraft. They sealed the individual into an inflated human-shaped balloon within which air pressure was maintained close enough to one atmosphere for comfort. Oxygen was usually supplied from the aircraft and the wearer’s head was protected by an enclosed helmet. The first astronauts wore suits based on aircrew’s pressure suits because those astronauts were not intended to leave their craft. The technological descendants of these suits are still worn during both launch and return phases of a space flight, as a precaution.
For early spacewalks, proper spacesuits had to be provided that could protect from the extreme heat (in sunlight) and cold (in shadow) experienced in orbit. A cloth inner suit contained tubes through which water could be pumped for thermal control. They also had to provide some protection against both radiation and micrometeorite impacts. These suits usually linked to the parent spacecraft via an umbilical that provided oxygen, power and communications. Spacesuits for use on the Moon had to be fully self-contained, which made them bulkier and heavier. It also meant that they needed boots suitable for walking on a rocky surface.
Contemporary spacesuits (Fig. 6.7) are primarily intended for use in LEO and are really just further developments of the earlier concepts. They are still large and bulky and, simply because they are filled with air, mobility is restricted. A great deal of research is devoted to developing better suits that are easier to put on, more comfortable to wear and less restrictive on movement.[image: ../images/469943_1_En_6_Chapter/469943_1_En_6_Fig7_HTML.jpg]
Fig. 6.7A suit for every occasion: NASA suits used for Mercury missions (never leave the spacecraft), the Lunar Surface (cold, radiation and you’re on foot), Low Earth Orbit (still cold, less radiation and you’re floating), and, perhaps, the Future (on Mars it will weigh twice what it would on the Moon). Other designs are available. NASA Images.


Despite the threats from radiation, micrometeorites and all the other components of the hostile space environment, one way you would not expect to die during a spacewalk is by drowning. However, there has been at least one case during an EVA (extravehicular activity)
                
               from the ISS in which a water leak within the suit led to an accumulation of water in an Italian astronaut’s helmet. With no gravity to draw it down to his boots it started to pool around his eyes and nose, restricting both vision and breathing and forcing an urgent end to his spacewalk.16
Medicine
Before you can run the risk of dying in space, you first have to get there. If all of your engineering has worked as advertised and you have avoided a catastrophic failure, one major remaining risk to the would-be astronaut arises from the G-force experienced during launch. The crew experiences rocket acceleration as a gravity-like force acting in the opposite direction. Thus as the rocket accelerates up, the crew feel they are being pushed down. We all experience this effect as a pushback into our seat on planes, trains and automobiles, but in everyday domestic use the accelerations involved are relatively modest. A rocket headed for space will generate forces several times stronger than normal Earth gravity, as we saw in Chap. 3. A typical human can tolerate an acceleration of up to about 3 g and will blackout somewhere between that and 6 g as blood is forced away from the brain. Higher G-forces can cause permanent damage or even death.
To counter this, as we shall see, astronauts are trained to endure higher G-forces than the rest of us. To help keep blood flowing to the brain they are usually launched on their backs and both the spacecraft and their flight profiles are carefully designed to keep the G-forces down. Similar issues arise on return to Earth with the return trajectory also being planned to keep the G-forces within tolerable levels. They may also wear special G-suits that compress the arms and legs, helping to keep blood where it is most needed.
Having made it to space with the benefits of a breathable, pressurized atmosphere, the next issue is one of weightlessness. On Earth, gravity is constantly tugging at all the parts of your body and your body is working to counter it. In normal life you will be largely unaware of gravity, but take it away and the fluids in the body immediately start to redistribute themselves. Normally, gravity is pulling them down so your body counters by pumping them upwards. Take gravity away and the body keeps pumping. Consequently, almost immediately on encountering weightlessness, fluids move towards the torso and head causing the face to puff up, neck veins to bulge and leading to congestion in the sinuses and the nasal region. Reportedly, it can feel like having a very bad cold. (And if you do develop an actual cold it becomes a very miserable experience.) After a few days the body will adapt and the fluids will rebalance slightly, but there will always be more in the upper body half than is normal.
An interesting possible side effect of this, and a situation that fortunately has not yet arisen, is that serious injuries that lead to bleeding become even more serious because the blood is not being pulled away from the wound by gravity and so pools around the injury site. Zero-G surgical techniques are being developed to cope with this problem. However, if the bleeding is internal, this could easily prove fatal. No space mission to date has had to deal with any serious trauma cases. Current protocol is simply to return any casualty to Earth as soon as possible. Clearly, that bird won’t fly for a Mars mission.
Without gravity, the various sensors which tell your body which way is up no longer supply meaningful signals. The resultant disorientation can lead to visual confusion (“which of us is upside down?”) and space sickness, which is a bit like motion sickness except it’s even harder to use a sick bag. Roughly half of all astronauts seem to experience the effects of this disorientation but, like sea sickness, it usually passes within a few days. However, after extended spaceflights, astronauts’ sense of orientation may take a while to return to normal.
On long-haul missions, over time the total amount of fluid in the body actually decreases. This leads to a reduction in the volume of blood, which means the heart has to do less work to pump it around (and it’s not pumping it uphill against gravity) so the heart muscle will weaken. Upon return to Earth, an astronaut may be prone to dizziness or even fainting if they stand up too quickly, although with suitable care, they should return to normal after a few weeks.
Since other muscles are no longer fighting gravity when moving around or even just standing, they will also start to atrophy. Without exercise, astronauts can lose a fifth of their muscle mass within one to two weeks. Similarly, bone is no longer being subjected to the mechanical stresses under which it developed. In normal circumstances it is constantly being broken down and replaced, but after about sixteen days of weightlessness the rate of breaking down increases while the rate of replacement slows. The net result is that bone density decreases, especially in the normally load-bearing lower back, hips and legs. The lost bone is reabsorbed back into the body and, although some will be passed in urine, the residue can lead to calcification—and thus hardening—of the soft tissues, including arteries, or even to the growth of kidney stones. Back on Earth, bone will mostly recover, but following a mission of just a few months, the recovery might take a couple of years.
Countering the muscle and bone loss requires a combination of special diet and rigorous exercise, with bone loss being the hardest to counter. For truly long-haul space missions, this bone and muscle issue will have to be solved, otherwise astronauts will return as jellyfish. (We exaggerate, but you get the point.)
After a few months of not actually standing on any surfaces the hard, calloused skin on the soles of the feet may disappear, while the tops of the feet become more sensitive. Fortunately, these changes will be quickly reversed upon return to Earth.
More worryingly, over a few months, fluid redistribution to the head can cause increased pressure on the back of the eyeballs, slightly distorting their shape, and leading to blurred vision that may take some time to return to normal. There is even some slight evidence that the very structure of the astronaut’s brain may be altered by prolonged weightlessness. Quite what effect these changes have is less clear.
As previously noted, some astronauts have reported changes to the way they experience tastes. This phenomenon seems to vary greatly from person to person and it is not entirely clear why it happens, although it might be partially psychological. Thus, some foods may taste rather bland, or things the astronaut never used to like are now quite palatable and things they used to enjoy are no longer pleasant. This change of view may persist after the mission, which must be rather annoying if your former all-time favorite food now makes you gag…
Even within a spacecraft, astronauts can be exposed to high levels of space-borne radiation. Prolonged exposure can produce both short and long term damage to cells vital to the immune system, as well as increasing the risk of developing cataracts. Getting sick is an occupational hazard, made worse by the crowded confines of a spacecraft and the alarming tendency of viruses already present in the body to be more, well, virulent, in the weightless environment.17
Craft in LEO (as all manned craft have been since the last Moon landings in 1972) do receive some protection from the Earth’s magnetic field, but even here, in mere minutes, the most powerful solar flares could supply a lethal radiation dose. If you have the room, it is prudent to provide a better protected zone within the craft into which the crew can retreat when threatened by such a flare.
Outside the relatively benign LEO environment, there is greater exposure to both solar radiation and to cosmic rays, which increases the chances of developing cancers down the line and may actually harm the brain, in effect causing it to age prematurely.
Despite the fact that astronauts tend to be very, very carefully selected and trained, they can display psychological behaviors during long-duration spaceflights that may include episodes of stress, insomnia, anxiety and depression. Keeping busy and motivated seems to help. Also recall our earlier comments on the importance of food, cleanliness and a working toilet.
The first few astronauts spent mere hours in space. This was expanded to days and then weeks. Longer durations only came about with the first space stations, all of which have operated in LEO. Only 27 people have ever ventured beyond LEO, all during the 
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               Moon Landing program, and none of them have done so for more than 12 days. So we only have medical data from a very few astronauts exposed to beyond-LEO conditions for a short period of time and data for fewer than six hundred astronauts exposed to more benign LEO conditions for hours, days, weeks or even months at a time. From the former we know that radiation is a major issue beyond LEO; from the latter we know that prolonged weightlessness is a problem everywhere. With proposed manned missions to Mars having transit durations measured in years, we’re going to have to find some way to deal with those problems. In the final chapter we shall look at some possible solutions.
Training
Say the words “astronaut training” today and most people will visualize some hapless test subject being whirled round in a huge centrifuge, their features distorting with the G-forces until they pass out, lose their lunch or both. Alternatively it may be the same hapless subject strapped into a futuristic dentist chair that simultaneously spins, rotates and tumbles around three different axes without ever going anywhere. In either case the victim may be trying to operate some simple device while all this is going on, the point being to see if they actually can do it.18
In fact, as we noted in Chap. 3, these torture devices were originally developed to determine if pilots of high-performance jets could cope with the extreme forces they might experience during flight. Their extension to astronaut selection and training was merely a logical spin-off, as it were.
At the very end of the 1950s, when the first astronaut training programs were being established, nobody was entirely sure what qualities would be needed in order to succeed, or even survive, as an astronaut. What did seem clear was that the candidates should be selected for their intelligence, ability to cope with high-stress situations and general physical fitness. In the USA it was still widely believed that any manned craft would be launched as a rocket (subjecting its crew to high G-forces) and would return like an airplane, with an extended glide and a fairly conventional runway landing. With that in mind, selecting experienced jet pilots made perfect sense.
Both the US and the Soviet programs started with highly qualified military jet pilots in peak physical condition. There were, however, some significant differences. US criteria favored older test pilots with more flight experience and with university degrees in physical sciences or engineering. The first Soviet astronauts needed to be shorter, because their craft were smaller, and had to be politically reliable Communist party members. However, they didn’t need as much knowledge or experience because, as we saw earlier, they weren’t originally expected to do much more than be a biological payload. (To be fair, the first US astronauts weren’t expected to do very much either. Indeed, some of the early US candidates withdrew from the selection process because they thought the space program would be a short-lived affair that would do nothing to advance their military careers.)
Since then selection criteria have been broadened, but the basic triad of ‘smart, fit, psychologically sound’ still applies. A high level of scientific or technical education and training is required, and useful skills (such as medical knowledge or flying experience) are a bonus. So is a good command of English or Russian or, increasingly, both. Equally important is an ability to handle stressful situations, plus good powers of observation, concentration and memory. Manual dexterity, general agility and good coordination also matter. No-one wants an uncontrolled klutz bouncing around a space station.
Astronaut candidates will need to be highly motivated individuals who are gregarious, emotionally stable and willing to work with people from many other nations and cultures. Good communication skills are essential, not only for clarity during missions but also because they will have a public relations role. As ambassadors for their chosen profession they will have to make public appearances, deliver lectures and, inevitably, be active on social media.
Above all, the hopeful astronaut must be mentally flexible and able to swiftly adapt to whatever known and unknown challenges arise whilst living and working in the hostile and demanding environment of space.
If a candidate survives the initial selection process, they will have demonstrated that they have in principle the right stuff to become a true astronaut. The rest of their training regime is designed to keep testing their suitability while teaching them all the other things they need so they will be able to do their future jobs.
The details of training programs vary between different nations and space agencies and will also be tailored to the specific roles the candidate is expected to fill. However, in general, it will be a three stage process, starting with basic astronaut training.
During ‘basic’, the candidate crams in a general introduction to pretty much everything an astronaut might have to know, or deal with, during his or her career. This is where they get the broad-brush big picture overview of everything from the history and interactions of different spacefaring nations and agencies to core technical knowledge on spacecraft engineering, orbital mechanics and the effects of weightlessness on human health and performance. They will be introduced to the systems they will be expected to operate on real missions and taught about the operations and procedures of different launch sites and control centers. More specific skills, such as spacecraft piloting, the operation of robotic arms (harder than you might think) and the techniques of spacewalks will all be covered, as will instruction in any appropriate non-native languages. And all the time, the candidates are being monitored and tested to assess their physical, emotional and mental suitability for their roles. Basic training typically lasts for 18–24 months. Once it is completed the candidates can call themselves astronauts, but they still have a long way to go before reaching space.
The next phase builds on what has gone before. The new-fledged astronauts will train constantly on simulators and mock-ups of the actual spacecraft and systems they will use on flights. They will learn how to handle basic maintenance of their craft as well as deal with emergencies, including medical ones. Even as the level of automation on spacecraft increases, astronauts still have to learn how to do things ‘old school’, just in case. They will hone their language skills and practice EVAs in enormous water tanks where a near-weightless state can be simulated. Within these tanks they will, eventually, wear real spacesuits and practice on full-size mock-ups of real spacecraft. They will even learn basic survival skills just in case, on their return to Earth, they land in the wrong place and have to wait for rescue. They will be exposed to low pressure/ low oxygen environments to test their limits and teach them how best to survive, during which all the testing, probing and monitoring will continue.
The third phase of training prepares the astronaut for a specific mission. Astronauts don’t just turn up to work in the morning to be told they’re going to space after lunch. They get assigned to specific missions and even specific tasks on those missions and then spend years training for them. Crews who will work together train together to ensure they bond into efficient teams who all know their roles and responsibilities, as well as their flaws and personal foibles. The training is as realistic as is possible back on Earth and includes multiple rehearsals of all planned activities, from launch through the full mission to recovery back to Earth. During this time they will use simulators, mock-ups and real systems to practice for every imaginable “non-nominal situation” (astronaut-talk for mishap) from a blown fuse to a major emergency, like a fire or sudden decompression. They will also learn how to handle emergencies that hadn’t been imagined during training by staying calm, rational and focused. There is a saying that dedicated amateurs train at a task until they get it right every time; true professionals train until they can’t get it wrong. In that sense, the mission-ready astronaut really is the consummate professional.
And, once the mission is over, training begins for the next one…
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Footnotes
1We are fond of the car-on-an-icy-road analogy, not because of some suppressed trauma but because it is a form of near-frictionless movement that most people have either experienced or can easily imagine. If you want to learn more about spacecraft Guidance, Navigation and Control, one detailed textbook is de Ruiter (2013) but there are many, many others. For a general overview use the NASA and Wikipedia sites referenced in Chap. 5.

 

2Some prefer to use trueness rather than accuracy and then define accuracy as the combination of trueness and precision. Given the ubiquity of accuracy in other contexts in English this seems sensible, although trueness is a clumsy word. Exactitude might have been a better choice.

 

3Or were induced to miss, by enemy deception. For examples of deception used against German bombing of London in WW2, see Denny (2007).

 

4And partially, one suspects, because a centralized control that precludes local initiative was just the Soviet way of doing things.

 

5You will recall that the US was “obviously” unable to match the quality and reliability of automated Soviet systems…according to the Soviets.

 

6We can’t be entirely sure what they are, but an elementary study of biology suggests that a major life goal is getting the chance to reproduce and pass on its genes. In order to do that a cockroach has to find a mate, but everything hinges on whether or not it can survive long enough to get that opportunity. To survive it has to avoid threats, both from other creatures and from the environment, and it has to find food and water to keep its systems working.

 

7For autonomous spacecraft this NASA presentation offers an accessible overview: https://​www.​nasa.​gov/​sites/​default/​files/​atoms/​files/​nac_​tie_​aug2018_​tfong_​tagged.​pdf

 

8Although geared specifically towards contact with distant probes, Taylor (2014) is a useful place to start if you want to know more about spacecraft communications.

 

9If you go to https://​eyes.​nasa.​gov/​dsn/​dsn.​html you can see what each antenna of the DSN is currently doing.

 

10Other project breakdowns are available. But Concept, Design, Implementation is the easiest to explain without expending a whole book on the subject. If you want a whole book on the subject then one that is highly relevant is the NASA Systems Engineering Handbook (NASA SP-2016-6105, 2007).

 

11This is a surprisingly common occurrence for scientific missions to Solar System objects.

 

12The grand-daddy of reference works on humans in space is NASA’s Bioastronautics Data Book (NASA SP-3006, 1973) but a more contemporary work is Norberg (2013). Useful links are: https://​www.​nasa.​gov/​hrp/​5-hazards-of-human-spaceflight, and https://​www.​esa.​int/​Our_​Activities/​Human_​and_​Robotic_​Exploration/​Astronauts/​Living_​in_​space

 

13Ethically dubious experiments from the early years have shown that chimpanzees can make a full recovery after three minutes exposure.

 

14With some slight modifications, a submarine could work as a pressure vessel in space, but it would be a bit of overkill and, given its weight, much harder to get up there. In contrast, most contemporary spacecraft would make very bad submarines.

 

15NASA Astronaut Kjell Lindgren is credited with “smells great”. The second quote is from NASA astronaut Scott Kelly, who has clearly led a more interesting life. (See https://​www.​space.​com/​40329-space-station-insides-smell-great-video.​html and https://​www.​wired.​com/​story/​astronaut-scott-kelly-explains-how-the-iss-is-like-harris-county-jail/​)

 

16The best overview of all space suits is at: https://​en.​wikipedia.​org/​wiki/​Space_​suit

 

17Also, bacteria seem more resistant to antibiotics when weightless. The ISS is, apparently, awash with microbial and fungal life.

 

18A good general overview of astronaut training can be found at ESA’s astronaut training center: https://​www.​esa.​int/​About_​Us/​EAC/​Training
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          Herein we consider the cost of getting to space and contemplate the value of sending people there. Thereafter we examine other propulsion systems—things that are still rockets but are certainly not chemical
          
            
          
          rocket motors
          
            
            
          
          . Some of those are already in everyday use, some will exist one day and some probably never will but are still areas of active study because they just might take us to the stars. We’ll look at what might be required for
          
            interstellar
            
          
          travel before considering a propulsion concept that could possibly achieve it, albeit without rockets. Finally we will indulge ourselves with a quick stroll through a few flights of fancy pertaining to the wilder fringes of space travel after rockets.
        
Rocket’s Up, Prices Down?
Even before the first satellite had flown, it was obvious that getting into space was going to be expensive and, if you wanted to keep going, you had to get the price down. For speed and simplicity of manufacture, early systems were entirely expendable, so one obvious way to save money was to reuse some of the parts. As early as 1952, Von Braun had proposed a 7,000-ton behemoth, a 3-stage to-orbit rocket whose first two stages would parachute into the ocean for recovery and whose third stage was a reusable spaceplane. This is an excellent example of the extent to which the straightforward scientific understanding of rocketry had far outstripped the practical engineering knowledge. On paper it was an impressive design. But exactly how was such a monster to be built? And recovered? And what would it all cost? Still, the models looked fabulous!
Back in the real world, even the manned capsules were single-use only. In principle, you could refurbish them and replace the heat shield ready for reuse, but that was expensive and time-consuming. National prestige was at stake and space was a race. But it wouldn’t be like that forever. The tradeoffs that would dominate a long-term space program did not concern Specific Impulse
              
             vs Thrust or delta-v vs Mass Ratio but cold, hard Dollars per Pound to Orbit. (These days, it’s dollars per kilogram, which makes the numbers look even higher.)
Over the years there have been many conceptual designs for systems that are at least partially reusable. Most of these designs never got past the paper stage, and those that did rarely made it past an experimental prototype. Despite their differences of detail, many concepts are a variation on the spaceplane. Either the spaceplane is the first stage that is flown back to Earth from near-orbit after launching an expendable second-stage rocket, or it is the final stage that is launched by a first-stage rocket (which, in some designs, may itself be reusable).
The reusable first-stage rocket can do more than just launch a spaceplane of course, and historically, the most likely components to be reused have been solid rocket boosters, especially the strap-on kind utilized to get that initial blast-off boost. Normally discarded at moderate speeds low down in the atmosphere, they could be parachuted back, refurbished, refilled with propellant and reused. Add that to a reusable spaceplane and you had something that would surely be cheaper than a big, disposable rocket?
NASA pursued this with the 
              Space Shuttle
              
             (officially the Space Transportation System) This four-part system had one reusable orbiter (the Shuttle), two reusable solid rocket boosters and a huge disposable fuel tank that fed the Shuttle’s engines. But in practice it wasn’t really any cheaper per kilogram than a disposable rocket. Indeed, when all costs associated with recovery and refurbishment were properly accounted for, it was often more expensive (see Fig. 7.1).[image: ../images/469943_1_En_7_Chapter/469943_1_En_7_Fig1_HTML.jpg]
Fig. 7.1
                      Space Shuttle
                      
                     solid rocket boosters await recovery. It’s not quite the ‘land, refuel and go again’ reusability that the early rocket pioneers imagined for a spaceplane. NASA Image.


On the plus side, it could lift about twenty-four tons of cargo, along with seven astronauts, support missions measured in weeks and provide a moderately comfortable and almost spacious shirt-sleeved working environment complete with a functional toilet. Perhaps it should have been branded as a reusable space station rather than a spaceship.
Despite that, and its flexibility in the missions it could perform, it only got you to a low Earth orbit (LEO
              
            )
              
            . But, for nearly thirty years, it was all the USA had with which to put people into orbit. The Soviet equivalent, the (conceptually) similar Buran orbiter, only completed one unmanned test launch in 1988 before being abandoned as too expensive.
But the dream of reusability won’t go away. The 2-stage liquid-fueled 
              Falcon 9
              
             rocket built by the SpaceX Corporation has a lower stage that automatically steers itself back from around 100 km up, using rockets and retractable legs to land vertically. After a quick service and a refueling it is (at least in principle) ready to go again. The exact speed of turnaround is a little uncertain—the published goal is an ambitious 24 hours between flights, which must require a huge logistics effort to get the first stage ready, add the other components (stage 2, payload, propellant and so on) and get it all out to the launch pad. Still, it’s good to have a target... (During development and testing, in order to prove its safety and reliability to future customers, each first stage was laboriously taken apart after a flight in order to confirm that it didn’t need to be taken apart.)
Standardization of parts also helps keep the overall launch costs down. Thus, both stages use the same basic rocket engine, whereas other expendable systems have optimized each stage for its specific one-time task. Overall, Falcon 9’s
              
             return for reuse is an impressive engineering achievement, made possible because it carries enough propellant to control its descent (which eats into its delivered payload) and it never gets to orbital velocity—that’s what the second stage is for—which means less re-entry heat. The company is also pursuing a reusable second stage that, since it must come down from higher altitudes and velocities, is more of a challenge.
It is often said that the first stage represents more than half the cost of the whole launch system, so being able to reuse it should save a lot of money. Exactly how much is unclear, and that cost presumably includes propellant because you only get a 10% discount for agreeing to launch your satellite using a refurbished Falcon booster. Still, 10% of a satellite launch is a significant amount and it does mean in effect that launch ten gets one free! Other companies, such as Blue Origin with its New Glenn orbital rocket, are pursuing similar ‘powered first stage return for reuse’ strategies, so they must see real economic value, or at least profit, in it.
For some time now, the US Air Force has been operating the X-37B, a reusable, robotic spaceplane which, after flying its secret missions, returns to Earth much like the Shuttle, to land on a normal (although very long) airstrip. This setup applies lessons learned from both the Shuttle program and other, more experimental, programs, but also benefits from greatly improved technology, especially in the Thermal Protection Systems. Despite its promise, to get into orbit it still relies on an expendable rocket.
There are also several reusable manned capsule designs in development, but that was true in 1960 as well. We shall have to wait and see if any of them do fly more than once. At the time of writing, we are long past the originally announced dates for the first manned flights of both NASA’s Orion capsule and the crewed version of the SpaceX Dragon capsule. Unmanned test flights have mostly proved a success, but the dates of manned ones have so far been a moving target. Work on Russia’s equivalent, the reusable Federation capsule, started in 2009, with test flights scheduled to begin in 2023. We shall see…
What is undeniably true is that, since the first 
              Sputnik
              
             in 1957, the overall cost of getting to orbit has been falling—but not in a uniform or consistent way. In principle you can calculate ‘dollars per kilogram to orbit’ by taking the cost of a launch and dividing by the payload actually orbited. In practice, extracting the numbers can be a little tricky. Some launches may be secretly subsidized to a greater or lesser degree, either by governments or by commercial companies looking to get a foothold in the business. The quoted prices may or may not make an allowance for development costs or for all manner of bureaucratic or operational overheads. The declared payload mass might just be for the actual satellite deployed and ignore things like the transfer vehicle that went into orbit with it before being discarded. (This would actually produce an overestimate of dollars per kilogram.) Some launchers are ‘human rated’, meaning they are safe and reliable enough to carry a manned payload. That makes them more expensive than a similar system designed to lift only hardware. There are always going to be economies of scale so larger rockets lifting big payloads usually cost less per kilo orbited than smaller rockets with small payloads. (Hence the popularity of single launches that deploy multiple small satellites.) And, of course, not all orbits are equal: getting to higher orbits simply requires more propellant than getting to lower orbits.1
Fortunately, other people have accumulated useful data from publicly available sources, and adjusted for inflation to 2018 dollars, these enable us to plot two different data sets covering different launches to LEO, as shown in Fig. 7.2.[image: ../images/469943_1_En_7_Chapter/469943_1_En_7_Fig2_HTML.png]
Fig. 7.2Data on ‘Dollars per Kilogram to LEO’ from two different sources, both adjusted for inflation to 2018 prices. Note that the vertical axis is logarithmic: today’s best offered price is about 1/1000th of 1957’s. Smaller data set from references in https://​www.​futuretimeline.​net/​data-trends/​6.​htm; larger data sets from Jones (2018).


There are several interesting features in this graph. First of all, although the two data sets are not incompatible, taken separately they do tell rather different stories. The data set that begins in 1980 suggests a relatively smooth and fairly rapid fall in costs with time; the other, starting in 1957, shows just how variable things have really been. In the first decade or so costs fall quickly with, intriguingly, one of the lowest costs being NASA’s monster 
              Saturn V
              
             Moon rocket, to date the largest ever built, whose ‘dollars per kilogram’ was rarely surpassed until the twenty-first century. (Economies of scale again: it was a very big rocket with a very big payload.) After that, for three decades, things seemed to get generally more expensive but also more variable.
The two high price points in 1981 are both for 
              Space Shuttle
              
             missions. Although the typical cost of a Shuttle mission fell throughout its service life, in simple ‘dollars per kilogram’ terms, it never really compared favorably to contemporary expendable launchers. From about 1990 the downward trend really takes off, although still with a lot of variability. The last decade is dominated by various marks of SpaceX Falcon reusable rockets, which do seem to be finally bringing the price down consistently. How much further it can go, only time will tell.
So getting to LEO is expensive, and even though it is getting cheaper, it is not getting as cheap as fast as everyone has been predicting throughout the history of space flight. It seems that even though expendable launch systems are expensive, better designs, manufacturing processes and operating procedures mean that that they are getting cheaper, in real terms, than they used to be. Meanwhile, designing and perfecting reusable systems is also expensive, as is operating them. For the low-mass payload end of the rocket business, expendables are simply cheaper to build. If you want to fly a lot of missions that need larger craft to lift heavier things then, just maybe, a reusable system might be economically viable. But, to date, the only reusable vehicle to carry a human crew into orbit, come back and go up again has been the 
              Space Shuttle
              
            , which was retired in 2011.
The Human Future
If we keep bringing down the costs of getting things into space, should we be taking advantage of this to keep putting people up there? Is there really any benefit to a manned space program? That question has been vigorously debated since before such a thing even existed. Perhaps it would be safest to say “It depends…”
First of all, what do we mean by space? Low Earth orbit? Geostationary orbit? The Moon? Mars? The asteroid belt? The outer planets? The distant stars? All very different destinations with different problems and different arguments for sending people there.
Second, why do we want to send people there? What are they going to do when they get there? The main reasons for going to space seem to boil down to a combination of scientific, emotional, political and commercial.
Let’s take the science first, where by ‘science’ we mean anything technical, whether it’s pure knowledge acquisition or investigating the microgravity-based production of pharmaceuticals. Consider the following provocative statements:	
                  There is nothing useful that humanity wants to do in space that could not be done better by a robotic system, whether fully autonomous
                  
                    
                  
                  , controlled from Earth, or somewhere in between.
                

	
                  All the science a robotic Mars rover will accomplish in a week could be done by a human geologist in a couple of minutes.
                




We made up those specific quotes, but they capture the essence of the extreme opinions expressed by many different scientists and engineers. Although they represent opposite sides of an argument, they are both kind of true.
As we have seen, putting humans into space is risky and expensive, and they and their support systems take up a lot of both mass and volume that could be used to give a robot bigger and better capabilities. On the other hand, humans are flexible, adaptable and perceptive, often making intuitive connections between different data that no known machine could reproduce. The problem with our two provocative statements is that the first one doesn’t define ‘better’ and the second one considers neither safety nor cost.
The emotional argument for humans in space is simply that people on the ground find astronauts interesting and inspiring. A robotic probe might get the job done, but a human space program gives us heroes. In the absence of a human dimension, we even characterize Mars rovers or distant interplanetary probes as ‘brave little’ robots. We may marvel at a machine’s ability to find, orbit and land on a remote and miniscule asteroid, but if there was a human in a spacesuit floating next to that asteroid wielding a geologist’s hammer, we would somehow feel better about ourselves as a species. We send humans into space because we can, and like mountaineers, they go willingly simply because it is there—this is what turned the crank of those original space pioneers over a century ago.
However, it is the political argument that actually releases the core funding. Governments spend the money because they want one of their nation’s citizens to be the first to achieve whatever has not yet been achieved. Paradoxically, they also spend the money on international collaborative projects because that can strengthen bonds with friends or thaw relations with foes. It also helps to spread the cost.
The fourth and most recent reason for putting humans into space is purely commercial. Here we will note that, having perfected techniques for space-based manufacturing of materials for use on Earth, full-scale industrial production will most likely be automated, if only to keep the costs down and the profits up. So long-term manufacturing efficiency is not a strong commercial argument for sending humans into space.
A better argument is that if people are willing to pay enough just to go, someone will develop the means to send them. It’s a question of making it both affordable for the customer and profitable for the provider. Space tourism has been imminent since at least the first Moon landing. Actual space tourists are thin on the ground however. The only ones to travel to space so far have gone with the Russians and only by tagging along with scheduled missions to existing space stations. You don’t just buy a ticket and pick a seat: you have to train like an astronaut for months, spend a frightening amount of money and when you get there, the food is bland, the toilets terrifying and you still have to help out with the chores. An odd sort of vacation, really.
The commercial development of specialist craft that would permit cheaper sub-orbital flights has been so painfully slow that, in researching this book, we uncovered confident claims that full-scale commercial flights would start “by 2012”. Hmm—maybe not. (We won’t name the perpetrators; they know who they are.) Those space tourism corporations that survive their development programs will eventually perfect their reusable launchers, even if only as toys for the super-rich. Some of these systems may also find use as first-stage boosters for low-mass satellites, but they are really just reproducing 1961’s capabilities, only with some reusability to keep the costs down. Pushing the prices up are all the extra features required because holidaymakers require more operational reassurance than highly trained astronauts.
Orbiting space hotels have also been touted, and this notion has at least led to the useful development of inflatable space habitats. It sounds implausible, but all you need in space is to keep the air in and the radiation out. The risk from micrometeoroids will be minimized by the same multilayered skin that keeps radiation out, and collision with anything bigger would be just as damaging to a more solid-skinned habitat. You do, however, keep the mass down, and mass is what matters most. A prototype habitat has been successfully trialed on the ISS. Even if the tourists never come, the technology could help reduce the costs of future professional space stations or long-duration manned spacecraft.
We could fill pages describing all the amazing and exciting manned missions that are currently being planned or have recently been proposed. The problem is that we could also fill pages with similar descriptions of ‘near-future’ missions culled from books and articles written five, ten, twenty, fifty years ago and more, none of which ever came to anything. We are not, therefore, going to make predictions of what will happen, only of what might (or even just could). Cold reality may turn out to be quite different.
First of all, we expect a human presence in LEO to be maintained. The current Russian and Chinese launch systems will shortly be supplemented and eventually replaced by newer systems already being developed by a variety of individual nations and partnerships. We would hope to see the ISS being replaced by something, although quite what is unclear. The ISS was a hugely expensive international collaboration involving many partner nations. Whilst it was undoubtedly a significant triumph of human achievement, building it took too long and cost far too much. Ideally a replacement would be on schedule and cost-effective, but we won’t bet on that. We also expect the Chinese to continue experimenting with their own smaller, short-lived space stations, at least until someone invites them to join in with everyone else.
Much of what people do in LEO in the near future will be developing those microgravity technologies that will later be automated for industrial-scale production. In doing so they will also be advancing our knowledge of how to live and work in space. If we are going to keep people up there for long periods, we need to find some way to compensate for the absence of gravity. Regular short bursts in an onboard centrifuge may help alleviate some of the problems astronauts experience but that’s not a long-term solution.
We have long understood that the simplest way to generate pseudo-gravity is to rotate the habitat and let centrifugal acceleration fool the body.2 The acceleration achieved depends on both the radius and the rate of rotation. Although you don’t need a full 1 g you will want about half that to avoid medical issues. We have never really tried this in space, but Earth-based experiments show that humans aren’t comfortable with high rotation rates, so larger radii are needed. That means bigger and heavier structures with all their associated issues. Figure 7.3 gives an idea of minimum useful sizes which are really pretty big. If you only rotate part of the structure you need joints between moving and non-moving parts, and those will eventually fail; however, if you rotate the whole thing, then once it starts turning, it could keep going with very little energy expenditure.[image: ../images/469943_1_En_7_Chapter/469943_1_En_7_Fig3_HTML.png]
Fig. 7.3Artificial Gravity Comfort Zones: The radius of rotation plotted against the rate of rotation, for gravity values ranging from 0.1 g to 1 g, as shown. More than 0.5 g is preferable but 0.3 g might be acceptable. Humans find 2–4 rpm most comfortable but with training can tolerate 6–8 rpm (Globus and Hall, 2017). If we’re going to have spin gravity, we’re going to need bigger spacecraft. And just like a washing machine on a spin cycle, the load must be balanced or wobble will ensue.


There may also be some limited scope for direct human intervention to maintain, repair or decommission satellite systems while in orbit. Again, in time, those tasks will be delegated to a robot, probably controlled or at least monitored from the ground. Everything people can do in LEO they can also do in higher orbits, although we then have to deal with increased radiation levels and the simple costs of sending mass further out.
Beyond Earth orbit, should we send people to the Moon? There are good reasons for sending something, but does it have to be human? If you send people to the surface, you eventually have to bring them back, which costs a lot more than leaving a robot behind. So why go? One reason is that there may be useful mineral resources on the Moon, although extracting them might not make economic sense. International treaties have agreed that the Moon, like the rest of the Solar System, belongs to everyone and so no single nation can claim any part of it. However, the first corporations to get there and start mining might find regulatory officials are thin on the ground…
For decades we have also understood that the lunar far side, which is never seen from Earth, would be a good place to put things like radio astronomy observatories, shielded by the Moon’s mass from all the radio emissions leaking from Earth. The main benefits to establishing a manned Moon base of any sort would seem to be a mix of the political, emotional and scientific, with the latter again focusing on learning how to live on low-gravity, airless worlds while developing industries to automate. As a precursor to manned landings, NASA intends to place a space station in lunar orbit3, and at the time of writing, the US has committed itself to sending humans back to the Moon by 2024, albeit for largely political reasons. We have been here before (2004 most recently). Don’t hold your breath.
After the Moon, we come to Mars. Landing a human on Mars has clear political and emotional impact but enormous risks and costs. Mars is a lot farther away than the Moon, and everything you might need you have to take with you. That means more mass, which means more money and more risk. As usual, you will be expected to bring your humans back. (There have been privately pursued proposals to send colonists on a one-way trip, equipped with all they need to not die immediately. If that sounds pretty desperate, it’s because it is.) Given all the equipment and consumables a Mars mission will need, getting it all to orbit would require multiple launches of heavy-lift rockets. One option to reduce this is to send solar-powered robotic processors on ahead to generate rocket propellant from Martian oxygen, carbon dioxide and water, only launching the humans when you know their return ticket is ready. It all seems very expensive and rather risky. There are enormous rockets in development that could in principle support a manned Mars mission, but it would mean a long, lonely time in space dependent on systems that you hope are reliable, foolproof and easy to repair. (And have been thoroughly tested on prior Moon missions.) We note that NASA’s current design for a large Mars rocket, the Space Launch System, is at least their third attempt, the others being cancelled during development. None of them involved reusable rockets.
One intriguing possibility is to send humans but not actually land: the spacecraft stays in a high orbit while the humans remotely pilot assorted aerial and ground-based drones. Without the two-way time delay to and from Earth, these drones could travel further and faster and thus achieve more than any previous missions. But would the public fund a trip that didn’t end with an astronaut’s Martian selfie?
Mars has more useful resources than the Moon, but it’s still a freezing wasteland with neither breathable air nor human-friendly gravity, nor a strong magnetic field that protects against deadly cosmic radiation. Forget the transparent crystal cities of popular science fiction: at best, you’re going to be living in hardened, pressurized, probably underground shelters, breathing recycled air and constantly fretting about seal failures. Truly, Mars ain’t the kind of place to raise your kids.
Serious planning for plausible manned Mars missions started in the early 1960s. We’re still waiting. We will eventually go there, however—humans are like that.
Beyond Mars, the arguments for human missions get weaker as robotics develop. What can an astronaut really do with an asteroid that a robot can’t? There are tentative commercial plans to mine resources from asteroids, but they don’t include sending a human crew. That just pushes up the price and cuts the profits. And that’s before we invoke those international treaties to question who gets to keep those profits. Similarly, although the moons of the outer planets are geologically fascinating and may even harbor primitive life, will we really need to send people there to find out?
Finally, will humans ever live permanently in space, in vast cylindrical colonies, slowly rotating to generate gravity, perhaps semi-permanently anchored at the Lagrange points of the Earth-Moon orbit? Well, maybe, one day in the far, far future. The idea has been around for a long time. But why would we build such a thing? If it was because we’d run out of room and resources on Earth, how would we find the money and resources to build the space colony? If we don’t need it, why would we build it? And how would we actually build it anyway? It’s not like a ship you can build on land then just push into the ocean. Saying that you build it in orbit using resources mined from the asteroid belt is just armchair theorizing. We have no real idea of how to do that.
Everything we do in space is limited by mass and money and, when you factor in a human crew, both mass and money quickly ramp up. We’d like to think there is a long-term future for humans in space, but with current and foreseeable technologies, that seems like more of an emotional response than a pragmatic one.
Still, if we don’t dream, we don’t do.4
Beyond Chemistry
The familiar chemical rocket, whether solid or liquid fueled, combines that fuel with an oxidizer both to provide the rocket’s energy and to act as its propellant, with the combustion products being expelled out the back to generate thrust and drive the thing forward. This chemistry imposes a basic performance limitation, because the rocket’s propulsive power is fixed by the inherent chemical energy and flow rate of its fuel/oxidizer mixture. Recall the rocket equation of Chap. 3, which defined the relationship between a rocket’s final velocity, its exhaust velocity and its mass ratio, where the mass ratio is just the total mass at the start of the burn divided by the mass at the end. Thus, for any required final rocket velocity, the smaller the mass ratio, the more payload can be carried. As a reminder of what this really means, Fig. 7.4 plots mass ratio as a function of the ratio of final rocket velocity to exhaust velocity. We can see that to get a rocket velocity much higher than the propellant’s exhaust velocity, the required mass ratio becomes ridiculously large.[image: ../images/469943_1_En_7_Chapter/469943_1_En_7_Fig4_HTML.png]
Fig. 7.4Mass Ratio (start mass/final mass) as a function of final rocket velocity/engine exhaust velocity. The rise is, quite literally, exponential. Even with multi-staging, chemical rockets aren’t taking you to the stars.


Our best chemical rockets can consistently achieve an exhaust velocity of about 4.5 km s−1, which is why we have to use multi-stage rockets to get anywhere interesting. If we want to go faster, we need to do something different.
An obvious solution is to separate the energy source from the propellant, with the former being used to accelerate the latter. The propellant leaves the rocket but the energy source stays on board. This allows us to give the propellant a higher exhaust velocity than we could get from a chemical rocket. We now have two problems to solve—generating the energy and energizing the propellant—but by separating the two functions we can achieve exhaust speeds that chemical rockets never could. Depending on the thrust and exhaust velocity achieved, the resultant thrusters can be used for everything from station-keeping and attitude control to direct orbital maneuvers. One thing we will quickly learn however: getting a rocket with a higher exhaust velocity than a chemical motor, but similar thrust, is a major challenge.

              Electric rockets
            
One way to energize the propellant is with electricity. There are many different types of electrical propulsion system, and to confuse things, multiple different names are often used for the same thing. Fortunately, the core mechanisms can be grouped into electrothermal, electrostatic and electromagnetic, based on the primary means used to accelerate the propellant. (Even here people can’t agree, with some preferring a classification determined by the mechanism used to energize the propellant.)5

Electrothermal systems

                
               are another example of a heat engine or thermal rocket, just like the familiar chemical ones except that in these electricity is used to heat a gaseous propellant that is passing through a chamber connected to a nozzle. The same thermodynamic effects that work in a chemical rocket also generate a high velocity exhaust in this case. As before, the significant parameters are the chamber pressure and temperature, the nozzle configuration and the molecular weight of the gas. However, the mass flow rate also matters because slower rates mean higher gas temperatures (through longer contact with the heat source). The simplest type, the resistojet, uses an electric current to heat the propellant, with the maximum achievable temperature being limited by the electric filament’s melting point. (If you picture the glowing filament of an old-fashioned light bulb you won’t be far off the reality.) Despite this, its electrical efficiency—useful power out divided by total power consumed—can approach 90%. Depending on the propellant used, these can give exhaust velocities of up to twice that of the best chemical rockets, albeit with a very low thrust.

To bypass the melting filament issue, remove it and heat the propellant by passing an electrical arc through the gas as it flows between two electrodes. The resultant arcjet thruster permits much higher temperatures leading to higher exhaust velocities with slightly more thrust. The electrodes can degrade in use, which limits the lifetime of this type of thruster. With an electrical efficiency lower than the resistojet, arcjets generally needs a heavier power supply, but this bad feature is offset by both the smaller mass of propellant needed and the higher exhaust velocity. And what Mission Controller could resist giving the command, “Spark up the thrusters!”?6
Both resistojet and arcjet thrusters have been extensively used for station-keeping and attitude control on a variety of spacecraft. Although lightweight hydrogen would offer the highest exhaust velocity, storing it also takes up the most possible space, and so denser materials such as hydrazine are often preferred as propellant.7
Moving beyond the thermal engines, electrostatic and electromagnetic systems achieve higher exhaust velocities by using electric and magnetic fields to directly accelerate an ionized propellant. (The name gives a clue as to which field dominates the process.) The high-speed ions are expelled from the back of the rocket, and Newton’s Third Law does the rest. Such systems are variously referred to as ion
              
             engines, 
              ion drives
              
             or ion thrusters; take your pick.
First proposed independently by three of the original rocket pioneers (Tsiolkovsky, Goddard and Oberth)
              
            
              
            
              
            , 
              electrostatic
              
             systems primarily use electrical fields to accelerate their ions. An ion is, of course, an atom or molecule that has had one or more of its outer electrons stripped away, leaving it electrically charged. Like charges repel, and so ions can be accelerated away from another charge of the same kind and towards one of the opposite charge. The frontrunner in this field is the gridded electrostatic ion accelerator. In these, a propellant gas (usually xenon, a heavy, inert noble gas) is fed into a discharge chamber, where it is ionized due to bombardment by electrons, also shot into the chamber via a thermionic electron gun (common devices—cathode ray tubes contain an electron gun). The result is a plasma: a form of matter—made up in this case of positively charged xenon ions and electrons—that flows like a gas.
Electric and magnetic fields now direct the heavy, positive xenon ions toward two parallel grids, separated by a short distance. The first grid is positively charged and the second is negatively charged. To envisage what is going on, it is simplest to consider the case where the two grids have equal but opposite charges, though in practice the charges are usually not equal. The holes in the two grids are precisely aligned. Xenon ions that pass through a hole find themselves between the two grids, with the positively charged grid behind them and the negatively charged grid in front of them. Both grid charges then accelerate the positive xenon ions rapidly toward the negative grid. The now-very fast xenon ions pass through a hole in the negative grid and out of the thruster. Since they form an ordered beam, there is no need for a nozzle, as they exert thrust directly on the charged grids, which is then transferred to the spacecraft. (The exit port may look like a nozzle but it is not doing the same job as a chemical engine’s nozzle.) A separate stream of electrons is fired into the ion stream as it exits, in order to keep the exhaust electrically neutral. Without this stream the thruster would become increasingly negatively charged, and this negative charge would be attracted to the positively charged xenon exhaust, thus reducing thrust.8
Xenon is almost always the gas of choice for propellant in these electrostatic grid ion thrusters. It is a noble gas and so is inert—it does not interact with any other components of the thruster or propellant tank. (Contrast this with the corrosive, toxic and explosive propellants of chemical motors.) It is easy to strip off one electron (it takes little energy) but significantly more difficult to strip off two electrons. It turns out that the efficiency of these ion thrusters is quite high, but is compromised if more than one electron is removed from each xenon atom. The large mass of the xenon atom means that the total propellant mass in a given propellant tank volume is much greater than it would be for, say helium propellant. Recall from Chap. 3 and the Appendix that propellant mass is an important part of rocket thrust considerations.
“But wait a minute”, say those wide-awake readers who have read the Appendix, “Didn’t the rocket equation demonstrate that the best propellants had the smallest mass, so that they produced the highest exhaust gas exit speeds?” This is true, but ion thrusters are different. It isn’t that the rocket equation doesn’t apply to plasmas, but rather that it is not the most important consideration. Chemical rocket motors are mass limited— chemical propellant takes up a huge fraction of the total rocket mass. Ion thrusters are not like this: they are energy limited. Thus, in the electrostatic grid ion thrusters, the electrostatic charges cause the xenon ions to accelerate very rapidly, so that achieving high specific impulse is not at all difficult. The amount of propellant needed is consequently quite small. The difficult part is providing the power to generate and maintain the grid charges. Fortunately, with an electrical efficiency approaching 90%, the electrostatic grid ion thrusters’ power supplies can be kept small. Unfortunately, even though the exiting ions can have exhaust velocities of over 100 km s−1, the thrust is also quite small.
The bottom line is this: chemical motors produce huge thrust for a short amount of time, whereas ion thrusters produce miniscule thrust for a very, very long time. Chemical motors can generate enough thrust—millions of pounds—to lift a heavy rocket (heavy because of the mass of propellant, please note) up from the Earth’s surface into space, overcoming the force of our planet’s gravity. A typical electrostatic-grid ion thruster produces less thrust than the weight of a pencil, and could not begin to lift a rocket from the surface. Also, most conventional ion thrusters, regardless of type, only work in space, as atmospheric gases mess up their operation. But, they can work continuously for years (compared with just a few minutes for chemical motors), and so over time can build up a considerable speed for their rocket, even with the pitiful acceleration they generate. These characteristics make ion thrusters very useful in space for at least two applications. First, they are good for long journeys, say, between planets or stars. Second (their most common use to date), they are good for providing the small station-keeping thrusts required for a satellite to maintain its orbit year in, year out.9
Just to show that there are always alternative ways to do things, a very different electrostatic approach gives us the Field Effect Emission Propulsion, or FEEP, thruster in which a strong electrical field draws liquid metal from a positive electrode, forming it into miniscule conical protrusions. Eventually the atoms at the cone tip become ionized by the electric field. They are then accelerated towards a downstream negative electrode before passing through a gap in that electrode, exiting the device and thus generating thrust. Once again, electrons are injected into the exhaust to keep it neutral. With high electrical efficiency, they use very little power to achieve exhaust velocities of around 60–100 km s−1, but with thrust much lower than an ion engine’s. Despite this drawback, their small size and ability to be very rapidly switched on and off, makes them useful for precision station-keeping.
Straddling the line between electrostatic and electromagnetic systems are the 
              Hall Effect
              
             thrusters, first developed for the Soviet space program in the early 1970s. In these, the propellant ions are accelerated by an electrostatic field, which is itself generated by the interactions of a magnetic field with an electron current. The ionization chamber is configured as a ring or annulus formed by a circle of outer magnets around a central one. A cathode at the chamber’s exit produces electrons that are drawn towards an anode on the inner side. The radial magnetic field slows their progress, and the combination of electric and magnetic fields forces them to orbit around the central magnet. The Hall Effect results in the electrons also circling around the line of this orbit. Think of a very long wire spring, bent into a circle. The spring’s central axis is the electron orbit, but the electron’s actual path is like the wire that forms the spring. With the electrons effectively trapped, they generate a very high electric field along the axis of the chamber. When propellant atoms are introduced at the anode end, they are ionized by these electrons and then accelerated towards the exit by the axial electric field. As they exit at high velocity, they pull electrons off the external cathode, making the exhaust electrically neutral. Compared to ion engines, Hall Effect thrusters have lower electrical efficiency and lower exhaust velocities, around 15–30 km s−1, but produce higher (though still tiny) thrust—making them especially useful for attitude control and station-keeping.
Electromagnetic systems
allow the use of a plasma with even higher temperature and density, leading to greater exhaust velocities when it is accelerated by electromagnetic fields. For example, the magnetoplasmadynamic, or MPD, thruster uses a strong radial electric field to ionize the propellant. This field also gives rise to a circular magnetic field within the device, and the interaction of these fields generates an effect on the ions known as a Lorentz forc
                
              e, which accelerates the ionized plasma towards the exit. Unfortunately, to work well, they do require high power inputs. In contrast the Pulsed Plasma Thruster (PPT) uses an arc discharge from a capacitor across electrodes to ionize the plasma and generate an induced magnetic field. As for the MPD, the Lorentz force then does the rest. Compared with the MPD, the power requirements are lower but so too is the thrust, although you do get a higher exhaust velocity. Versions of the PPT have been in use for decades.

Whether electrostatic or electromagnetic, ion thrusters have a long history and a longer future in space (see Fig. 7.5). The first spacecraft to utilize an ion thruster was the NASA probe SERT-I in July 1964. The name stood for Space Electric Rocket Test, and indeed the purpose of the probe was to test the ion drives. SERT-II in 1970 operated two ion thrusters for over 5,700 hours, which proved the technology. The much later NASA technology demonstrator 
              Deep Space
              
             1 (DS1), launched in October 1998, made use of the same type of ion thruster (the first to use this type of drive as the principal propulsion) for fly-bys of a couple of comets. The earlier ion engines used mercury as the propellant, whereas DS1 used the now-standard xenon. The first NASA mission, as opposed to technology demonstrator, to use ion propulsion began in 2007. The mission was to survey two large asteroid-belt objects, Vesta and Ceres; the spacecraft Dawn completed this mission in 2018—it was the first spacecraft to have orbited two extraterrestrial bodies.[image: ../images/469943_1_En_7_Chapter/469943_1_En_7_Fig5_HTML.jpg]
Fig. 7.5Ion thrusters. (a) “Interior of the 20-foot-diameter vacuum tank at the NASA Lewis Research Center’s Electric Propulsion Laboratory. Lewis researchers had been studying different electric rocket propulsion methods since the mid-1950s. Electric engines have a very small thrust, but can operate for long periods of time. The ion engines are often clustered together to provide higher levels of thrust. The Electric Propulsion Laboratory, which began operation in 1961, contained two large vacuum tanks capable of simulating a space environment.” (1961). (b) “NEXT (NASA Evolutionary Xenon Thruster) ion thruster array being assembled for testing.” (2001). Images and caption quotes from NASA.


The next generation of ion thrusters will be more powerful. NASA’s X3 (a Hall Effect thruster), tested within the last couple of years at full power, generated about 5 N of thrust (OK, so if 
              Saturn V
              
             could turn up its nose, it would). Such a thrust acting on a one-ton spacecraft can accelerate it from rest to a speed of over 1,600 kph in 24 hours. This may not sound like much, but a few such engines working continuously for several months could take humans to Mars. In 2018 ESA
              
             tested an ion thruster that is capable of using air as a propellant. The significance of this development is that satellites in low orbits about our planet could scoop up air to use in thrusters, thus maintaining their orbit for many years without the need to carry spare propellant. Since the 1980s, many variants of ion thrusters have been widely employed in dozens of commercial space projects (such as communications satellites) as well as for national space missions such as the Japanese Hayabusa, a robotic spacecraft that collected samples from an asteroid and returned them to Earth.
Within each broad class of electrothermal, electrostatic or electromagnetic thruster, there are numerous other concepts, some of which are experimental, some theoretical and some just minor variations around a theme. What these have in common is that they all involve electrodes that degrade through use, ultimately limiting their lifetimes. To avoid this problem, electromagnetic waves such as microwaves or gamma rays can be used to directly heat a propellant gas, producing a kind of electrothermal arcjet thruster without the arc. Even better, they can be used to ionize the propellant. Depending on how you then accelerate those ions, these are classed as electrodeless electrostatic or just electromagnetic thrusters. You should also note that different authors will use different nomenclatures, and sometimes the same author will use different nomenclatures in different publications. As you investigate further, prepare to be confused…
One interesting electromagnetic variant, the prototype 
              VASIMR
              
             engine (Variable Specific Impulse
              
             Magnetoplasma Rocket), uses magnetic fields to further energize and accelerate the resultant plasma before passing it through a magnetic nozzle. This acts like a conventional nozzle, allowing the hot, high-pressure plasma to expand and generate the high-velocity exhaust stream. Unlike a conventional nozzle, however, it won’t melt in the hot plasma because it has no mechanical structure, being just a strong and carefully shaped magnetic field. The ions and electrons in the plasma are forced along the diverging magnetic field lines. Varying the magnetic field changes the nozzle throat size and thus the thrust. At the same time, adjusting the flow rates and plasma temperature changes the exhaust velocity, meaning that VASIMR would be that rare rocket engine: one that allows a gear change, like in an automobile.
Systems based on this concept have the advantage of offering slightly higher thrust than other electrically driven systems while achieving similar exhaust velocities. On the downside, they require a lot of power, generate a lot of heat, their magnetic fields have to be carefully handled to avoid troublesome interactions with the rest of the spacecraft and, after more than forty years of study and development, none have yet been tested in space. Still, VASIMR’s proponents are confident that their engine could eventually carry a manned mission to Mars in a mere 39 days, assuming the issues of power supply and heat management can be solved.10
All of these systems require a power source to generate their electricity—we covered the basic options in Chap. 4, from batteries to solar power to nuclear reactors. As ever, the two most important parameters are the power output per unit mass of power source (more is better) and the overall electrical efficiency (higher is better). What you use depends on the system’s needs and how you plan to use it: there is no one-size-fits-all solution, either for power supplies or for thrusters.

              Nuclear rockets
            
Moving beyond electrical propulsion systems, we come to the most obvious thing to do if you’re going to bother sending a nuclear reactor into space: make a nuclear rocket!

The attraction here is that nuclear material has a much higher energy density than chemical energy source (approximately 10,000,000 times denser). The reason for this huge markup is that nuclear power arises from the strong force that binds atomic nuclei together, and not the relatively feeble electromagnetic force that binds molecules together. These two beasts are as different as chalk and cheese.11
Conceptually, a fission-powered nuclear rocket is really quite simple. A small nuclear reactor generates heat through atomic fission and, instead of the more conventional coolant, a suitable propellant is pumped through the reactor core. This propellant does the coolant’s job, directly absorbing the reactor heat, after which the hot propellant is expanded through a conventional rocket nozzle to provide thrust. It’s like an electrothermal thruster cranked to the max. As with any thermal rocket, the exhaust velocity is determined by the temperature and molecular weight of the propellant entering the nozzle. The lighter and hotter, the better: hydrogen is the lightest choice and reactor cores can be very, very hot. In fact, the main limitation in their output is that you have to keep the temperature low enough to not melt the reactor.
A nuclear engine using hydrogen as a propellant can achieve exhaust velocities about twice that of the best chemical rocket. Its big advantage is that it could generate thrust approaching that of the weaker chemical rockets. We know this because experimental fission rockets were built and ground-tested back in the 1960s by both the US and the Soviets. Both nations even had plans to use one for their Moon landing programs, although both later abandoned the idea in favor of the proven technology of chemical rockets. (And when those failed them, the Soviets gave up on a Moon landing altogether.) So with their combination of useful thrust and high exhaust velocities, you might wonder why they are not in use today. Well, the main problem was that they produced a radioactive exhaust.
Although there is negligible radioactivity in the system before fission starts, after that it’s a different story, and as the propellant passes over the reactor’s fuel rods it sweeps up highly radioactive fission products and carries them off in the exhaust stream. The obvious environmental danger means the engine cannot be used until you are in space, and even then, you will need to shield any human crew, as well as sensitive electronics, from the radiation’s effects.
A chemical rocket shuts down when it runs out of propellant; a nuclear rocket does not. Even worse, if it runs out of propellant then it has run out of coolant and so just gets hotter until it melts. This means you have to start the reactor shutdown process while you still have propellant/coolant left. This can take several days, during which there will still be some declining thrust generated by that hot coolant. Your flight plan calculations will have to account for this. Once you are finished with your nuclear fission rocket, the radioactive leftovers must be disposed of responsibly which, as we saw in Chap. 4, is exactly what has not happened for every reactor fired into space so far.
Other factors than safety concerns intervened. The Space Race ended as a competition in the early seventies and with it went much of the funding that had permitted the frenetic pace of development of chemical rockets during that era. This cut in funding was enough to mothball the American nuclear rocket program. The Soviet program was shelved just a few years before the Soviet Union itself was shelved in the early 1990s, in part because of the dire economic straits in which the collapsing USSR found itself.
Chemical rocket motors had a head start over nuclear motors and kept the lead long enough to see the end of the Space Race, but had chemical rocket development been a little slower—say the first man on the Moon happened in the 1980s—then it is quite likely that nuclear-powered rocket motors would have taken him there. In the US there were two long-running nuclear rocket motor programs (which eventually merged) and both were judged at the time and after shutdown to have been very successful. NERVA (Nuclear Engine for Rocket Vehicle Application) was a joint program under the auspices of NASA and the Atomic Energy Commission, as was Project Rover, which ran from 1955 to 1972 (see Fig. 7.6). These programs led to the development and testing of 23 nuclear motor variants at the US Department of Energy (DoE) Jackass Flats test site in Nevada.[image: ../images/469943_1_En_7_Chapter/469943_1_En_7_Fig6_HTML.jpg]
Fig. 7.6Nozzle
                      
                     for the Kiwi B-1-B nuclear rocket motor, at NASA’s Lewis research center (1964). “The early portion of the program consisted of basic reactor and fuel system research. This was followed by a series of Kiwi reactors built to test basic nuclear rocket principles in a non-flying nuclear engine. The next phase, NERVA, would create an entire flyable engine. The final phase of the program, called Reactor-In-Flight-Test, would be an actual launch test.” The last phase never happened, as the nuclear motor program was cut in 1972. Image and caption quote from NASA.


The energy-density advantage of nuclear power is eroded somewhat by the need to include a nuclear reactor in the rocket motor, taking up significant space and adding significant mass. Much of the early research of Project Rover was directed at reducing the nuclear reactor size so it could be fitted aboard a rocket. Another obstacle: for crewed rockets it is necessary to ensure that the crew is effectively shielded from nuclear radiation emanating from the reactor core12. Despite these constraints, very high energy density of the nuclear reactor design and very high exhaust gas speeds were attained.
By the time the funding stopped, nuclear motors were twice as efficient as the most advanced chemical motors; their increased energy density meant that they were (and still are) considered to be a much more viable design for extended journeys, such as to Mars, where the payload for a nuclear motor could be about 10% of the launch mass, as opposed to only 1% for a chemical motor rocket. With the race to the Moon over, the goal for the US nuclear motor programs became Mars. At the end of 1968, the Space Nuclear Propulsion Office (which managed the nuclear rocket motor research projects) certified that the then-latest design of nuclear powered rocket motor met the requirements for a human mission to the red planet, at the time projected to by around 1978.
The Mars mission never happened of course, due to those post-Space-Race budget cuts, but NASA quietly continued research, and is currently again considering a manned mission to Mars. A nuclear thermal motor would reduce the journey time from six months to four months. One was again considered for the final drive unit of NASA’s last-but-one (and subsequently cancelled), Mars rocket concept. Current and future design studies will inevitably reassess its suitability—for use outside the atmosphere, obviously. In the meantime, the Space Race developments have not been wasted, but merely put on hold for nearly five decades; the latest nuclear rocket motor designs build heavily on the older ones. The Russians also are making plans for space missions with nuclear motors, and also are basing these motors on those they tested half a century ago13.
Plausible variants using liquid or even gaseous nuclear fuel would permit even higher temperatures and could in principle attain much higher exhaust velocities and thrusts than the original concepts. Other designs don’t let the propellant directly contact the reactor core, sacrificing both thrust and exhaust velocity in return for a less deadly exhaust. An interesting variant incorporates an after-burner that adds oxygen to the hot hydrogen exhaust, with the resultant combustion boosting both thrust and exhaust velocity. And if we ever built that elusive fusion reactor
              
            , even higher exhaust velocities could be possible.
What has really prevented the employment of nuclear rocket motors so far is a combination of public safety concerns and, oddly, an international treaty banning atmospheric testing of nuclear weapons. That pesky radiation issue means that you can’t launch one from the ground (or even test it!) and once in space, a lower thrust/higher exhaust velocity 
              VASIMR
              
             engine would be a lot less controversial.
Now let us detour slightly to consider a propulsion concept that, at first glance, seems simply insane. Yet it was extensively studied in the 1950s and 60s and—at least theoretically—could not only have worked, but could also have led to manned exploration of the outer planets by the early 1970s. The core idea was this: drop an atomic bomb behind a spacecraft, detonate it and let the explosion vaporize an associated propellant mass whose expansion then pushes the spacecraft forward. Then drop another bomb with its propellant packet and repeat the process, over and over, each explosion providing a pulse of acceleration far in excess of anything available from a chemical rocket. So long as your spacecraft could survive the experience, there was no reason why it wouldn’t work. At least theoretically.
Under the title of Project Orion (not to be confused with NASA’s more recent space capsule design) US scientists worked on this idea between 1958 and 1965. In that rather brief period, they established that it really could work (although note that, in engineering, ‘could’ is not quite the same as ‘would’) and developed elaborate plans for massive manned spacecraft that could carry crews of hundreds all across the Solar System in a matter of months. The clever part was not the use of atomic warheads, but having the explosion push against a pusher plate connected to the rest of the spacecraft by, in essence, giant shock absorbers. This spread the push over a longer interval, resulting in less acceleration but for longer, giving more or less the same delta-v whilst avoiding turning a human crew to goo.
Studies piggy-backed on nuclear weapon tests narrowed down the design of a pusher plate that could resist the atomic blast for many thousands of explosions. Tests using more conventional explosives with scale models demonstrated that stable flight from such a pulsed propulsion system was indeed possible. Engineering solutions were proposed that could provide a steady stream of suitable bombs detonating in the right place at the right time, and studies examined the best ways to provide the propellant mass. What was truly remarkable was that the Orion concept was most feasible when it was big, both because making small bombs for small ships was hard and because there was a lot of blast to absorb. Where the chemical rocketeers dreamed of payloads of a few tons, the Orion team measured theirs in thousands of tons.
Within the first year they had roughed out a concept for a 4,000-ton craft, which would use about 800 ‘modestly sized’ atomic bombs to carry a 1,000-ton payload into orbit. Later designs pushed this to a 10,000-ton monster using bigger bombs to carry a thirty-man crew on a multiyear tour of the whole Solar System. Heady days, indeed!
For such a left-field project, funding was always an issue, and when the US Air Force got involved, it became contingent on at least pretending that there was a military role for these monsters. The result was a proposal for a manned, nuclear-powered and nuclear-armed orbital battleship that, lifted into a polar orbit, could dominate every spot on the Earth’s surface as the planet rotated beneath it. As part of a sales pitch to politicians, in 1962 the Air Force requested a huge scale model of the proposed craft. According to project legend, they then made the mistake of showing this model to President Kennedy. Instead of clapping his hands in glee, he was so horrified by this beweaponed Deathstar, whose very existence would undermine the emerging nuclear stability of mutually assured destruction, that the battleship project was effectively dead.
Well, maybe that’s what happened: those involved say so, but the model vanished and not even photographs have ever emerged. In any case, by this time, land-based Inter-Continental Ballistic Missiles capable of reaching any point on Earth in a matter of minutes were becoming the warhead delivery system of choice: an orbital weapons platform was not just expensive and unnecessary but would have been impossible to hide from ground-based counterstrikes. Without leaving the drawing board, it was already obsolete.
With no military purpose in sight, NASA took on the primary funding role, scaling back the size with a view to assembling a future craft from components lifted into orbit using the then-under-development 
              Saturn V
              
             rocket. The finished vehicle, it was confidently predicted, could carry eight astronauts and around 100 tons of equipment to Mars in just over 4 months. Predictions of the cost seemed wildly optimistic and, in the end, the government pulled the funding in 1965, in part because chemical rockets needed all the available cash just to win the race to the Moon. Equally, neither public opinion nor that atmospheric test ban treaty would permit the multiple live firings required to test the concept, let alone lift a spacecraft to orbit.
Rather ironically, another nail in its coffin was that the more conventional NERVA atomic rocket promised almost as good performance but with a lot less controversy. (NERVA, as we have seen, survived Orion by a mere seven years.) It didn’t help that there was no clear mission for a behemoth like Orion. The space battleship had been canned, and nobody had the funds to send a bunch of starry-eyed scientists to Jupiter in ten years’ time when serious engineers were still struggling to get to the Moon before the end of the sixties.
For optimum efficiency, Orion aimed for technically challenging, low-mass, low-yield nuclear charges: the lower the mass, the more you could carry, and what counted was the 
              specific yield
              
             i.e. the energy output per unit mass. The studies undertaken on such warheads may be one reason (of many) why so much of the Project Orion material remains frustratingly classified: the authorities are understandably cagey about revealing how to make compact nuclear weapons, even if they could destroy ‘only’ a few city blocks.
The idea has never quite gone away, however, in part because it is a workable solution to the high specific impulse/high thrust dream. Modern materials and techniques, including those of warhead design, would allow substantial improvements to the original concepts. In principle, we could build these today, if we had a good enough reason and a big enough budget. Clearly, just like the nuclear thermal rocket, you would not want to launch one from the Earth’s surface. But once out in space, why not?
More modern refinements propose doing away with the nuclear weapons altogether, instead releasing small pellets of a deuterium/helium-3 mixture into a magnetic containment and then initiating fusion by compression using lasers or electron beams. Instead of Orion’s pusher plates, magnetic fields would then channel the resultant charged particles into a more conventional, if rather extreme, rocket exhaust to push the craft forwards. Repeating the process hundreds of times a second would produce a pulsed nuclear propulsion system that does not require that other elusive dream of sustained, continuous fusion. Although it seems very different to tossing A-bombs out the back, there is an evolutionary pathway between Project Orion and this less outrageous but even more technically challenging nuclear-based pulsed propulsion system. It’s early days, but you’re more likely to see one of these propelling a distant space probe than you are to see a 10,000-ton monster ride to orbit atop a chain of nuclear explosion14.
If you want high exhaust velocities, you can’t get better than the speed of light, so why not just use light as your propellant? All electromagnetic photons move at light-speed and, since they have energy, they also have momentum that can generate thrust15. A single photon, even a highly energetic one like a gamma ray, has a truly miniscule amount of momentum, but if you can generate enough of them and send them all off in the same direction, something useful should happen. Right?
Well it’s not that simple. The issue here, as ever, is energy. If you use a fission reactor to generate the photons, then the amount of nuclear fuel actually transformed into energy is about one gram in every kilogram, leaving you with 0.999 kg of radioactive waste to drag around. Even if that one gram per kilo manifests as suitable photons and you can somehow ensure that they all emerge in a tightly collimated beam, you’re only going to get up to about 1/1000 of light speed before your fuel runs out. That’s quite a respectable value but the thrust is pitifully small. (What do you expect? You’re being pushed along by a lightbulb.) To generate 1 N of photon thrust requires 300 MW of power; note that a 300 MW power plant could support a very large town. (The original V2 rocket had just under 250,000 N of thrust. To reproduce the V2’s thrust using photons would require more power plants than exists in the whole world.) Also, you may wish to consider what the exhaust from such a drive would do to anything directly behind it, like, say, the Earth.
Even a fusion reactor
              
            , if we could build one, would barely help because that still only converts about four grams in every kilogram to actual energy. Using that energy to accelerate a physical propellant would be a better option because, although it gives a lower exhaust velocity, it gives more thrust.

              Antimatter rockets
            
Finally
                
              , let us look at a kind of thermal rocket motor that isn’t available, probably never will be and yet features in many serious academic proposals for interstellar spacecraft: the antimatter engine. Here we are not considering the vague and never-explained ‘antimatter drive’ of popular science fiction but the marginally more plausible antimatter engine of modern science theory.

In an antimatter engine, matter and antimatter are brought together to annihilate each other in a blast of gamma rays and subatomic particles that can then be used to drive the ship. In energy terms the most efficient version combines electrons with their antimatter equivalents, positrons. Their mutual annihilation is 100% efficient at producing light-speed gamma rays, making them the most energy-rich fuel imaginable. If you could make them all exit the engine in the same direction as a collimated beam, you would have a photon drive that could take you to the stars. Theoretically.
Alternatively, introduce hydrogen atoms to their antimatter equivalents. The products of those annihilations add very fast subatomic particles to the gamma rays. Although less efficient in producing energy, adding the slower, heavier particles to the exhaust would boost the thrust.
Unfortunately, there are a few major issues here even without considering the extreme difficulty of containing and directing those gamma rays or the highly undesirable effects of all the subatomic particles on spacecraft systems, crew and the general environment or how to prevent your starship being melted by all the waste heat such a system would generate. The first is that unless you can find some way to harness those gamma rays—and you almost certainly can’t—your best option is the (slightly less impractical) hydrogen/anti-hydrogen annihilation concept. That limits you to an exhaust velocity not much better than half light-speed.
The second issue is that we don’t have a convenient source of antimatter to mine, so we have to make our own, and so far, making it takes far more energy than we could ever get back.
The third issue is that antimatter is difficult to store because any contact with conventional matter leads to instant mutual annihilation. Keeping the two apart until needed requires careful manipulation of magnetic and electric fields, something we can currently do in the short-term for the tiny quantities of antimatter created so far. Can we do it for the time and mass scales required for an actual engine? And remember that a magnetic bottle failure means catastrophe. You do not want to store large quantities on Earth…
The fourth issue is that while we can currently make and store a few atoms of antimatter at a time, we would need tons of the stuff to get to the stars in less than a century, although the slower we go and the smaller our payloads, the less we will need. If we scale back our ambitions we might only need a few kilograms, which is still an awful lot of atoms. Preliminary calculations of how long it could take to fill the tank for a trip to Alpha Centauri suggest it might never be practical.
The fifth issue is that the exhaust from such an engine would make a devastating weapon in its own right. You’d have to be a long way from anywhere and pointing it at quite literally nothing before you fired it up.
The sixth major issue, and possibly the most important, is that we have no real idea of how to make any kind of antimatter engine. We do have lots of theoretical concepts, from ones where the annihilation products directly drive the ship (like a photon drive) to others where the energy released is used to heat some other material that provides the propulsion (like a nuclear thermal rocket), to a third type where the energy generates power for an electrical propulsion system (like an ion engine or a 
              VASIMR
              
             system).
Technically this is actually a ‘matter/anti-matter’ engine, and we really need a better name for it, like MATAMAT (You saw it here first.) At present, such a thing is an entirely theoretical concept that is not specifically ruled out by known laws of physics. The question of whether or not it could ever be built attracts answers that range from “It’s just an engineering problem” to “It’s completely impossible”, and so the best current response might be “Who knows?” Just don’t expect to see one enter service any time soon.
This is unfortunate because, as we shall see in the next section, without a MATAMAT engine, we are not taking a rocket ship to the stars within a human lifetime.16
To put this all in context, consider Fig. 7.7 in which we show the approximate ranges of exhaust velocity and thrust-to-weight achieved (or, more likely, promised) by various kinds of rocket motors that actually exist, even if only in laboratories. Thrust-to-weight is the nominal thrust divided by the nominal weight—not mass—of the drive system, and weight is just the mass multiplied by the Earth’s gravitational acceleration. Basically, if thrust-to-weight is less than one, the engine cannot even lift itself off the ground and is only of any real use in space. To actually get to orbit you’re going to need an even higher value, so we are clearly limited in our choice of rocket types to get us off-planet. Figure 7.7 also shows a rocket type not previously discussed. A cold gas thruster is exactly what the name suggests: a reservoir of cold, compressed gas generates thrust as it expands through a conventional nozzle. Think of a fire extinguisher: it’s low velocity, moderate thrust and it quickly runs out. These won’t get you to orbit, but they were widely used for attitude control in early spacecraft and still find a use today thanks to their simplicity and reliability. (And the liquid propellant equivalent is just the backyard water rocket.)[image: ../images/469943_1_En_7_Chapter/469943_1_En_7_Fig7_HTML.png]
Fig. 7.7Ranges of possible exhaust velocity and thrust-to-weight for various classes of rocket motor. Within a given class, the higher velocity usually goes with the lower thrust to weight. In general the choice is between high velocity + low thrust or low velocity + high thrust. Having both low is pointless; having both high is the elusive goal.


There are two major points to take away from this section. The first is that we do have several options beyond the chemical that will give us much higher exhaust velocities but without the thrust to lift themselves into orbit. Any such spacecraft will need a leg up from something else. The second is that any high exhaust velocity concept with sufficient thrust to get into orbit would be far too dangerous to use within the Earth’s atmosphere
              
            . It looks like we’ll need those chemical rockets for a little longer.
How Long To Alpha Centauri?
It is a terrible cliché to say that space is really, really big (see Fig. 7.8 for a parochial impression of nearby length scales), but it also undeniably true that the scale of the Universe is too immense for the human mind to readily grasp. Instead, we reduce it all to numbers, although the numbers are so big that we measure distances in light years (ly)17, which is the distance light travels through a vacuum in one standard year of 365.25 days. That’s about 9.5 trillion kilometers (9.5 followed by 12 zeroes or, in scientific notation, 9.5 × 1012).[image: ../images/469943_1_En_7_Chapter/469943_1_En_7_Fig8_HTML.png]
Fig. 7.8Distances from the Sun to some of our neighbors in Astronomical Units (the Earth is at 1). Even local space is big so the scale has to be logarithmic. 
                      Pluto
                      
                     is one of many small worlds lying within the Kuiper Belt. The Heliopause is where the solar wind runs out of puff and true interstellar space begins. The Oort Cloud is the (probable) source of long-period comets. Its precise extent is essentially a guess. 
                      Voyager
                      
                     1 has passed the Heliopause but is nowhere near the proposed inner boundary of the Oort Cloud. Proxima Centauri is at least 2,000 times further than its outer limits.


The closest stars to Earth (other than the Sun!) are in the Alpha Centauri system, just over four light years (40 trillion kilometers) away. There are three stars in the system and the closest, Proxima Centauri, almost certainly has a roughly Earth-sized planet orbiting it. So how long would it take us to get there?
To date, the furthest anyone has ever traveled is just over 400,000 km from Earth (Apollo 13 swinging round the back of the Moon in 1970), and the most distant human-built object is the 
              Voyager
              
             1 probe, which after more than 40 years is around 21.68 billion km away (21.68 followed by 9 zeroes) and coasting along at a leisurely 17 km s−1. Even if it was heading for Alpha Centauri (and it isn’t), it wouldn’t get there for about 76,000 years. If we want to reach the stars, we’re going to have to go faster. But can we?
In principle it seems straightforward: just point at the system, accelerate continuously until the halfway point then spin your craft around and decelerate at the same rate until you arrive with a slow enough speed to find a planet and enter orbit. We’ll call this a Boost-Brake approach to save time later, and for completeness, we’ll remind you that to maintain a constant acceleration you will have to reduce your thrust as you lose mass due to expelled propellant.
The first insurmountable problem we face is that the speed of light is an absolute—we cannot ever reach it with a physical craft, let alone exceed it. This is a consequence of Special Relativity theory, which also tells us that the faster we go, the slower the passage of time experienced by the vehicle, and the heavier it appears to be to the external Universe. The first effect—time dilation—means that the crew members on a really fast ship don’t age as fast as those left behind on Earth; the second means that the faster it goes, the more energy it needs to maintain the acceleration. To get it to light-speed would take infinite energy, which is why we can never do that. Light-speed is usually written as c, so for example, half the speed of light would be written as 0.5c. This notation will save a lot of words later.
Even with these light-speed limitations, if we accelerate at a constant 1 g, to give a human crew the feel of an Earth-like gravity, then spin around at the midpoint and decelerate at 1 g, we would reach 0.95c at the midpoint and get to Alpha Centauri in just under six years, Earth time. Our crew would experience this as only about 3.6 years. If it’s that easy why haven’t we at least sent a robotic probe?
Inevitably, the second problem is one of mass, and by mass we really mean energy. If we have to carry that energy with us, we must do so in the form of mass, which then takes more energy to accelerate. To power the ship we will have to turn that mass back into energy. We’re back to the Tyranny of the Rocket Equation, which told us that a rocket’s current velocity depends on both the ratio of its initial mass to its current mass and the effective exhaust velocity of its propellant. Remember: our best chemical rockets have an exhaust velocity of about 4.5 km s−1. To get one of them up to even 0.1c would require an amount of propellant so large as to be effectively infinite.
The highest exhaust velocity engines we can build are experimental magneto-plasma-dynamic thrusters, which can achieve about 100 km s−1, albeit with a very low thrust. Using those to accelerate a single atom to 0.1c would require more propellant than exists in the known Universe. By cutting our speed to a dismal 0.001c we could just about carry enough propellant to get a tiny probe to the Alpha Centauri system in just over 4,000 years. Good luck convincing someone to fund that! The good news is that, if our probe survived, we would get a signal back a mere 4.23 years after it arrived. Assuming there’s someone still listening for it.
This is why, for a rocket to the stars within a human lifetime, we need that almost certainly entirely theoretical MATAMAT engine. With one of those, once we’ve achieved optimum mass to energy conversion and used that to get our best possible exhaust velocity, we could easily carry enough fuel/propellant to get to at least 0.5c (or even slightly more, depending on whose predictions you believe). So, Alpha Centauri in a mere 10 years? Woohoo!
Now pause for a moment to reflect on how utterly improbable any of that is.
People have been designing interstellar ships, working out how big and heavy they will be and calculating how much fuel and/or propellant they would need since long before we even had suborbital rockets. Admittedly, they did usually ignore the problem of energy and thrust production, assume “something would turn up” technologically speaking, or just accept 40,000-year mission timescales. After all, these were intellectual exercises, not practical design studies.18
To complicate matters, once we get beyond a speed of about 0.1c, we have to start taking relativistic effects into account. This subtly changes the rocket equation such that we need even more propellant/energy to get up to speed. However, we can dramatically reduce our energy requirements in two ways. The first is to accelerate up to a substantial speed and then turn the engines off, coasting most of the way to the target before turning around, switching the engines back on and decelerating for the final arrival. This Boost-Coast-Brake approach would use less fuel/propellant than the Boost-Brake version but, obviously take longer. The second option is to not slow down, but instead just Boost-Coast and whip through the target system at a substantial speed, frantically gathering data before the system disappears in the rear-view mirror.
Another possibility is to acquire resources on the way. One popular idea uses a Bussard ramjet to capture hydrogen from the very diffuse interstellar medium between the stars, which by mass is about 99% gas and 1% dust, although there is only about one gas atom per cubic centimeter of space.19 An initial supply of fuel and propellant provides the starting acceleration, ideally via a fusion reactor
              
            , after which the ship generates a huge magnetic scoop that may extend over tens or even hundreds of kilometers, the exact size being dependent on the mass of the ship. As the ship moves through the nebulous interstellar medium, this scoop gathers up hydrogen, which is then used as propellant (and, possibly, to refuel the reactor) to keep driving the ship forward. Whether or not such a magnetic scoop could be built is another question entirely. There are many other issues with this idea, not least the concern that a scoop large enough to collect sufficient hydrogen might experience so much drag from the interstellar medium that it cancels its own propulsive effects.
So, in terms of sending humans to the nearest star, our options seem to be limited. Either we take a very long time or we use a wholly hypothetical drive system. There are any number of alternative suggestions in which the timescales are overcome by having crews frozen in cryo-sleep (not yet a thing) or delivered as frozen embryos to be raised by robots (not a thing either), or sent in vast ‘Generation Ships’ in which the original crew’s distant descendants are the ones who finally arrive at a new world (The cost! The social problems! The opportunities for it all to go horribly, horribly wrong!) All are far too speculative for us to dwell on here, but the Internet will no doubt tell you all about them.
Sending unmanned probes is much more feasible, although without at least a (currently nonexistent) fusion reactor
              
            , we are going to have to be very, very patient. There is another way we could send something to the nearest stars. It wouldn’t be fast and it might be small, but we will leave it for the final section of this chapter because the one thing it won’t be is a rocket.
So far we have looked at the problems around making a propulsion system that will take us to the nearest stars in a timescale not measured in thousands of years. Unsurprisingly, that is not the only problem to be solved.
We don’t really know what awaits us in interstellar space. We’re pretty good at building probes to survive the rigors of interplanetary space, so we know about hardening systems against the effects of permanent cold and potential radiation damage. While we know that interstellar space is mostly empty, we also know that small things moving at high speeds carry a lot of energy and can thus do a lot of damage. We already worry about the damage to spacecraft caused by collisions with micrometeoroids zipping around in earth orbit at around 7 km s−1. Hitting one whilst travelling at even 0.001c would be a whole other matter. And what if there are actual rocks out there? Even something as small as a cherry pip could trash our probe and, in the mysterious object known as ‘
              Oumuamua
              
            , we’ve already discovered one enormous 400-m-long lump of rock drifting in from interstellar space. How common are things that size? Even if, given the immensity of space, a collision seems very unlikely, it would be sensible to protect our probe somehow.
We will need active, integrated multispectral sensors that constantly scour the route looking for potential dangers as far out as possible and a system smart enough to avoid those dangers. Long before any possible impact, tiny course changes will have to be made and our craft will have to carry enough propellant to make those changes. What of threats too small for our sensors to detect? We are most likely to hit something head-on so at the very least we need to toughen the front end, probably through a combination of multilayered armor and sacrificial structures that between them will divert or absorb the worst impacts. We also need to build redundancy into our systems, with backups of backups and different ways of achieving the same results, so that one unlucky minor blow will not cripple the whole probe. That means, amongst other things, having a distributed control network, rather than a single computer brain. Mostly, though, we will just hope to stay lucky.
The control of the probe is another huge problem. Before it even leaves the Solar System it’s going to be too far away for any kind of direct control from handlers back on Earth. We have a lot of experience of building robotic probes to explore our Solar System, but this probe would need more autonomy than anything we’ve built before. It will need to deal with situations and conditions we can barely imagine. Once it arrives in the destination star system, it’s going to have to find its planetary targets and figure out how best to visit them and what to do when it does. We’re going to need a pragmatic, well-informed Artificial Intelligence (AI), which is a lot more than just ‘cockroach smart’.
At least communication to and from the Earth is well understood. As we saw in Chap. 6, it’s mainly a question of transmitter power and antenna size. We already have enormously powerful transmitters and huge antennas for the Earth side of things, but our probe will need careful design to get enough power and size with minimum mass. Some kind of very large but ultra-lightweight antenna would be necessary. Being able to fold it away would help protect it when not in use and you’ll just have to accept the inevitable low data rates and unbearably long time delays. It would also seem sensible to have some degree of redundancy by carrying at least two of everything just in case we lose an antenna to one of those unforeseen circumstances.
Navigation is probably one of the simpler problems. Obviously, there will be little chance of course corrections from Mission Control on Earth, but the same star trackers that work within the Solar System can guide our probe to the nearest stars. Indeed, just pointing a starship-mounted telescope at the target star and feeding the data to the AI pre-armed with knowledge of the star’s spectrum would probably be enough to keep it on course.
The question of what the probe does when it arrives is a whole other field of study…
Life After Rockets
Let us begin this final section of the book with a look at the post-rocket world—perhaps that should be galaxy—of space travel, and then stretch our wings a little wider.

              Light fantastic:
              
                solar sails
                
              
              and
              
                light beams
                
              
            
A well-known and evocative means of propulsion, the solar sail
                
              , brings to mind billowing sheets of canvas from the Age of Sail, enabling wooden ships to explore the world’s oceans powered by the four winds. The term solar sail
                
               was invented by Arthur C. Clarke in 1964, though the concept goes back much further: both Tsiolkovsky and Zander (and contemporaneous science fiction writers) discussed the possibility of using the pressure of sunlight to propel spacecraft. Note that because the propellant (light) is from the sun, solar sails are not rockets—rockets carry their own propellant—and so technically we are wandering off-piste here in writing about them. But solar sails and the related beam-rider technologies are the future of space propulsion, after rockets, and so we thought that you would like to at least be introduced to them.

Solar sails do not make use of the solar wind—one of the problems of Clarke’s evocative name is the baggage of misconceptions that accompany it; we will unpack them as they arise. Solar wind is the plasma stream (of charged particles) emanating from the sun. Yes, they could propel a sail, but the pressure exerted by these particles is much less than that exerted by sunlight (below 1%), and so we concentrate here on sunlight.20 We have already seen how sunlight (neutral, massless photons) can exert pressure or force, despite photons having no mass: Einstein tells us that they have momentum, despite being massless, and so they are capable of exerting a force21. At Earth’s distance from the sun, the force acting on a sail is about 4.5 μN (microNewtons; read ‘tiny’) for each square meter of sail area. To accelerate the sail and its payload an appreciable amount, the sail area needs to be huge and the sail mass as small as possible.
Solar sails are currently made from a thin polymer sheet such as Mylar that is then coated on one side with aluminum. The result is a dark side that absorbs solar radiation and a shiny side that is able to reflect about 90% of the photons that are incident upon it. The sail is very thin, about 2 μm, so that a large area of sail can be folded up into a small space for storage aboard a rocket on Earth; when it reaches space it then deploys—unfolds and spreads out to its full extent. The spacecraft spins to generate centrifugal forces, which help the sail spread out and help it maintain shape once deployed. Sail mass is a concern; it needs to be minimized to maximize acceleration. New materials for future sails include a very thin carbon fiber that weighs less than 3 g (0.1 oz) per square meter. Needless to say, there is much engineering in the design and manufacture of solar sails, as well as in the packing, unfolding and spreading process.
There are different choices for sail shape; the simplest to understand is square. A square sail that is 500 m across will be subjected to a maximum force (when its dark side is facing the sun) of about 1 N (say a quarter pound), and twice that if the shiny side is facing the sun22. How so? The momentum transfer from photons to sail—hence the force—is shown in Fig. 7.9.[image: ../images/469943_1_En_7_Chapter/469943_1_En_7_Fig9_HTML.png]
Fig. 7.9Photon pressure. (a) Photon 1 is absorbed by the sail (thick gray line) and imparts momentum p to it in the direction shown (thick arrow)
                      
                    . Photon 2 reflects from the sail, imparting momentum 2p cos a to it. (Photon 2 has changed momentum by this amount and so, because the total momentum must not change, the sail gains momentum 2p cos a in the direction shown by the double arrow.) Note the different directions of momentum transfer for absorbed/reflected photons. Another factor of cos a must be included when determining the total force on the entire sail. If the photon flux is such that the total force of absorbed photons is F when head-on to the sail, then it is F cos a when at angle a to it. The total force is 2F cos a (Aravind, 2007) when the sail reflects all the photons. (b) The force provided by solar radiation acting on a satellite sail can be used to spiral outward from an orbit or spiral inward, by speeding up or slowing down the satellite. The change in satellite speed is attained by deploying the sail appropriately, as shown.


From Fig. 7.9 we see that the solar sail can only sail away from the Sun, not toward it. This is another of the differences between solar sails in space and wind sails on the oceans. Sailing ships can tack into the wind, taking advantage of the keel and rudder cutting through water. In fact spaceships can use solar sails in conjunction with gravity to spiral in toward the sun, as illustrated in Fig. 7.9b. Even so, solar radiation pressure acts differently from aerodynamic pressure, and so we must be cautious when thinking of solar radiation propulsion as a solar sail. The direction taken by a spaceship under the influence of solar radiation pressure without the assistance of gravity cannot be toward the Sun. Yet, this still leaves considerable room for maneuver. In fact, the direction of movement can be controlled quite finely as suggested in Fig. 7.9a, by taking advantage of the difference in direction of the force imparted by a photon that is absorbed by the sail, and by a photon that reflects off the sail. The solar sailor, to coin a term, can decide how much reflective side of his sail to show to the sun, and how much dark (absorptive) side. He can adjust the angle of the sail. For some sail shapes, such as 
              heliogyro
              
             (four long thin sails spread out radially from the center like a windmill’s sails), the angles and dark/reflective side can be adjusted independently for each individual part of the sail.
For interstellar travel, sunlight becomes impractically weak, and so a different source of photons would have to be used. We can (in our imaginations, if not yet in reality) conceive of a very powerful laser beam directed from Earth (Earth orbit, more likely) toward our spaceship destination. Even better, use a huge but tightly focused array of smaller lasers that would be easier to build—the issue of the enormous lens required for focusing is usually glossed over as “just another” engineering problem. The spaceship deploys a truly enormous, kilometers-wide sail that reflects light from this beam, and so is pushed toward its destination. Laser beams disperse only gradually, and so a concentrated beam of light can be pointed far out into interstellar space. This beam-rider idea is one of the most feasible so far devised for interstellar travel, because it requires the spaceship to carry no propellant. In principle it could be slowed down at journey’s end by deploying an unattached second sail in front of the ship. The laser light is directed at this and reflected back onto the front of the main sail, thus slowing the spaceship. Even so, it is currently impractical because it needs a constant laser beam of enormous power to be maintained for years. In a century or two, perhaps23.
A plus of the solar sail propulsion mechanism is the fact that the sail can also act as a giant antenna, so that communicating with a spacecraft equipped with such a sail will be relatively easy over very long distances. If you use a microwave laser for propulsion, then due to microwaves’ longer wavelength, the sail can be just a fine mesh, which saves weight. The sail also acts as a microwave antenna for very slow communication back home. Studies suggest such a system could attain a speed of around 0.2c. On the down side, the lens needed to focus the microwaves would be about four times the diameter of the Earth. Even though it would weigh only about 50,000 tons, it’s not clear how it could be made or deployed.
A similar and even more speculative concept replaces the light sail with a magnetic field generated by an enormous superconducting loop and replaces the lasers with a beam of subatomic particles moving at high relativistic speeds. The advantage of this is that the particle beam requires less energy to generate back in our Solar System and, since these are particles and not photons, transfers more momentum to the magnetic sail. Once you get close enough to your destination, you switch off the particle beam and, by capturing the stellar wind of charged subatomic particles from the target star, you can start to slow down. Theoretically.
Several conceptual studies are being undertaken on ‘ship-on-a-chip’ systems in which all the basic requirements for a basic interstellar probe are packed onto a single, tiny electronic chip, pulled along by a modest light sail driven by Earth-based lasers. Since small things are cheap, you can send dozens or even hundreds of them to the same destination and you only need a handful to actually make it. (Visualize it like this: you send a swarm of plankton rather than a single Blue Whale.)24
Currently we are not even close to sending craft on interstellar missions powered by sail, but interplanetary missions are not far away. Meanwhile, note that the altitude above the Earth at which the atmospheric drag force equals solar sail power is about 800 km. This means that solar sails can be used for tasks such as orbit control if the orbits are higher up than 800 km. Sail attitude (in the sense of orientation, not whether it is having a bad day—but you knew that) needs frequent adjustment for such a task; on the other hand with no propellant to run out it can maintain orbit for years. At the time of writing, solar radiation pressure has been employed mostly to adjust the orientation of spacecraft. The first true solar sail spacecraft was the Japanese IKAROS mission to Venus, launched in 2010. This vehicle is powered entirely by the sun and propelled only by a solar sail, of area 200 m2. A number of other solar sail-powered space missions are in development. See Fig. 7.10.[image: ../images/469943_1_En_7_Chapter/469943_1_En_7_Fig10_HTML.jpg]
Fig. 7.10Solar sails. (a) Artist’s impression of a deployed solar sail (1999). (b) Testing a solar sail at NASA’s Plum Brook Space Power Facility (2004). NASA images.



              Space tethers
            
So much for moving around in space, but what about new ways of getting a spacecraft up to space from the Earth’s surface? So far, none of the new propulsion technologies we have discussed can get anywhere near chemical motors, let alone improve on them (except maybe for nuclear thermal motors). And now for something completely different: space elevators
                
                
               will make reaching orbit relatively easy. Once in orbit another tether variant, the skyhook, can be used to change orbits. Neither version requires any propellant or large motor onboard the spacecraft. Intriguing?

Tsiolkovsky
              
             foresaw both versions of space tether over a century ago, but it is only now that materials are being developed that will permit their construction. These bizarre devices may well become a reality within the next few decades, if humans decide they want to return to space. NASA among other organizations and researchers into space travel have studied space tethers extensively; the tone of their recent technical papers is one of overcoming implementational challenges, and is no longer one of exploring whether or not such tethers are physically possible.
First, let’s outline the space elevator concept. The simplest type of elevator is illustrated in Fig. 7.11a. It is a Jack-and-the-Beanstalk cable arrangement, stretching from the Earth’s surface at the equator all the way up into space beyond the geostationary orbit radius (35,800 km above the surface; let us call this distance D) such that the center of mass of the cable (usually called a tether) is at least as far up as D. The physics that underpins such a tether is simple enough: the tether is pulled in toward the Earth’s center by gravity, and is pulled in the opposite direction by centrifugal force, due to the Earth’s rotation. At some critical length these two forces balance, and the tether just hangs there. For a tether of uniform cross section, with one end at the Earth’s surface on the equator, its length must be 143,876 km. When deployed, it would in principle not need to be tied down—the lower end might be, for example suspended one meter above the surface—and this very long tether would just stay put, in theory. In practice it would not stay put—any slight disturbance due to atmospheric meteorology or Jack climbing the beanstalk would cause it to fall or rise.[image: ../images/469943_1_En_7_Chapter/469943_1_En_7_Fig11_HTML.png]
Fig. 7.11(a) Space elevator. A tether is attached to the Earth at the equator and extends beyond the geosynchronous orbit radius Rg, with a counterweight at the end. The tether is held taught by centrifugal force, due to the Earth’s rotation. This structure can be climbed, creating an economical means of rising from the Earth’s surface to orbit. (b) A skyhook consisting of a spinning tether with a counterweight at one end. The tether spins about its center of mass (CM), which rotates about a planetary moon. This skyhook can be used to facilitate a satellite changing orbital height, or even moving people or cargo over the Moon surface (if the long arm reaches down to the surface).


A practical space elevator would be tied to the surface or held down by a large mass at the bottom end, and terminated with a large counterweight at the top end. A counterweight means that the tether length could be shortened, so long as the center of mass of tether plus counterweight is beyond D. A vehicle could climb the tether from the surface up to space without needing a large motor. It might climb slowly by gripping the tether, or be powered from below by a laser at the tether base, or by electric power passed up the tether, if it is constructed of conducting material such as carbon nanotubes. The cost per kilogram of payload to reach orbit would be orders of magnitude less than the cost of transporting it to orbit via a chemical rocket motor. Of course, the cost of constructing the first tether would be gigantic. (Subsequent tether deployment costs would be much less than the cost of deploying the first tether because, of course, material could be transported to space via the first one.)
Naturally, there is a catch, which explains why we have not yet built space elevators and will not do for at least a few decades. The tether is under enormous strain: it must hold its own weight plus the centrifugal force. The strain varies with height above the surface, and is at its greatest at D. The optimum tether design has uniform strain along its length, which means that the tether thickness varies along its length, being thinnest at the surface and thickest at D. How the thickness tapers with distance depends on tether material characteristics. Currently the only known material that has enough tensile strength to be a contender for a space elevator tether is a ribbon or woven cable made from carbon nanotubes25. The longest carbon nanotubes yet manufactured are shorter than a meter in length, and so we have some way to go before space tethers (Fig. 7.12) become feasible.[image: ../images/469943_1_En_7_Chapter/469943_1_En_7_Fig12_HTML.jpg]
Fig. 7.12Artist’s impression of a deployed space elevator (2000). NASA/Pat Rawlings images.


There are interesting engineering problems associated with space elevators. The tether must be tough enough to withstand atmospheric weathering, micrometeors and cosmic rays in space, and variations in load as climbers (the preferred term for elevators that carry payload up and down the tether) ply their way along it. To avoid storms and other weather phenomena, it has been suggested that the lower end of the tether be attached to a ship or floating platform that can be moved. On the other hand, there are advantages for an elevator that starts at the top of a mountain (shorter tether length, thinner atmosphere, etc.).
Different tether configurations exist; let us here briefly describe one species of 
              skyhook
              
            . A tether with counterweight orbits a natural satellite such as the Moon (Fig. 7.11b). If a lunar module or some other space vehicle wishes to change orbit, it can do so quickly and economically by hooking onto the loose end of the skyhook as it passes by and then releasing itself after the skyhook has rotated an appropriate amount. If the long arm of the skyhook extends to the surface, then an astronaut on the surface could grab the end of the tether when it reaches the ground and be hooked up into orbit to rendezvous with an orbiting spacecraft after one-half rotation of the skyhook, or could hold on for exactly one full rotation and be deposited thousands of kilometers away back down on the surface. Such a trick requires the orbital speed of the skyhook and its rotation rate to match the lunar rotation, and requires the Moon to have no atmosphere. (This version of skyhook—which rotates end-over-end about its center of mass (CM) at a higher angular speed than it rotates about the planet, is sometimes termed a bolo.) The geometry is such that the skyhook (the ‘long end’ of the tether) approaches the surface gradually and almost vertically, and is such that the accelerations acting on the astronaut are tolerable.

              Psychoceramic
              
                
              
              rocketry
            
Firstly, we must explain the term: psychoceramic is just a nicer way of saying “crackpot”. Here, in alphabetical order, with no attempt to be comprehensive, and without passing further judgement on the merits of each notion, let us marvel at the inventiveness of people and at the sheer variety of (im)possible schemes that they have proposed for propelling spacecraft without rockets. Here are some of the more recent ideas that have not yet been dismissed.

The 
              Alcubierre warp drive
              
            , proposed in 1994, leads to superluminal (faster-than-light) travel without violating the postulates of Einstein’s relativity, perhaps with the aid of quantum mechanics, if only a negative-mass field could be created around a spacecraft that causes space in front of it to contract and space behind it to expand. The amount of energy needed might be problematical, as might the survivability of the spacecraft crew and, indeed, the surrounding Universe. Mexican theoretical physicist Miguel Alcubierre was inspired to call this means of propulsion a ‘warp drive’ because of the Star Trek series, where such a drive is named. His speculative notion is still under active theoretical investigation. Its strongest point is that nothing in it absolutely contravenes currently accepted laws of physics; its weakest is that it requires the use of negative masses, which may not exist.26
The 
              EmDrive
              
             or RF resonant cavity thruster was proposed by British engineer Robert Shawyer in 2001. A conical cavity is posited to generate microNewton (i.e. very small) thrust via radio-frequency electromagnetic waves resonating inside it. Much experimental work has been done with mixed results, with some claiming to observe thrust, others not, and with the observed thrust being attributed to thermal effects or experimental error. NASA and a team of physicists from a German university, among others, have weighed in on the extensive debate concerning the merits of EmDrive by conducting their own experiments. The idea is highly controversial because (a) there is no theoretical justification for it; (b) the notion seems to violate momentum conservation, a well-established law much cherished by physicists; (c) the reported effect is so small as to be right on the fringes of observability and (d) the most recent studies are fairly dismissive. (The direction of observed ‘thrust’ was shown to be independent of the orientation of the ‘drive’, suggesting it is all due to terrestrial effects.) Despite that, like cold fusion, you’re going to be hearing the term in science fiction films for decades to come.
In 1990, American physicist James Woodward proposed that mass fluctuations arise in any object that absorbs energy while accelerating. If it exists, this Woodward effect can lead, its author and supporters claim, to a reactionless drive. This idea has quite a lot in common with the Emdrive in that (a) it may have the same root cause, (b) it also appears to violate momentum conservation, (c) it has been tested unsuccessfully by NASA and (d) people get hot under the collar discussing it.27
Access to LEO will continue to get cheaper in the future, but if we don’t start cleaning up after ourselves, we might block our own access to the rest of the Universe. Humans will continue to venture into space. (Despite our apparent faith in robotic missions, we do secretly want to see a Mars base and human selfies from asteroids). We will move beyond the limitations of chemical rockets, at least once we’ve made it to orbit. Ion drives, nuclear thermal engines and solar sails will take us across the Solar System, and the latter may take us—or at least our probes—even further, if we can stand the long wait for results. After that, who knows? There are other technologies for traveling through space that we have not discussed, and there are different versions of the technologies we have discussed, and there are combinations of them. None are rockets and so we will terminate the chapter and the book at this point. The few pages that follow wrap things up—we hope that you have learned from, and in particular enjoyed, our book about rockets and their replacements.
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Footnotes
1For a wildly optimistic 1950s view of the Space Age future, see the series of articles “Man Will Conquer Space soon!” published in Colliers Magazine between 1952 and 1954. You can find reprints here: http://​www.​aiaahouston.​org/​newsletter/​. The best place to find out about the Falcon rocket is https://​www.​spacex.​com. For sub-orbtal flights Blue Origin (https://​www.​blueorigin.​com) are also testing a re-usale first stage that flies itself home, with a larger orbital booster under development. For other manned system developments start with https://​www.​nasa.​gov/​subject/​3204/​future-human-spaceflight.For the X-37B see: https://​www.​boeing.​com/​defense/​autonomous-systems/​x37b/​.

 

2‘Fool’ is perhaps the wrong word here. Einstein tells us that acceleration of any sort is equivalent to gravity, so the body responds to centrifugal acceleration in the same way it responds to gravity.

 

3More accurately, in a Near-Rectilinear Halo Orbit, which is a fancy way of saying that it will be orbiting the Lagrange L2 point of the Earth-Moon system. (See Fig. 3.​16 for the Sun-Earth Lagrange points – the principle is the same for the Earth-Moon combination.)

 

4There are many more or less sensible predictions of ‘The Human Future in Space’. Just Google that phrase to find out what NASA or ESA think for starters. To sign up as a Space Tourist visit Blue Origin (see previous note) or https://​www.​virgingalactic.​com. For more info on Space Hotels try https://​bigelowaerospace​.​com. If you want to invest in strip-mining the Solar System go to https://​www.​planetaryresourc​es.​com/​. For a more nuanced appraisal of the Moon’s economic resources see Crawford (2015). And regarding those who planned to send others on a one way trip to Mars, we choose not to give them publicity.

 

5There are many expensive textbooks that cover non-chemical rockets in detail. Alternatively, start with https://​en.​wikipedia.​org/​wiki/​Spacecraft_​propulsion and go from there.

 

6They don’t really say that, sadly.

 

7The use of hydrazine propellant in this thruster should not be confused with the even simpler liquid monopropellant hydrazine thruster. In these, liquid hydrazine is passed over a metal catalyst which causes it to decompose and then spontaneously combust with oxygen provided by the catalyst to give a lower-performance chemical rocket, often used for attitude control.

 

8There is a subtlety here we have glossed over (in fact there are also several engineering complications, which we will leave for the interested reader to uncover and resolve for herself). Imagine that the negative electrons and positive xenon ions in the discharge chamber have been effectively separated, and that the xenon ions are drifting toward the two grids. Why are they not repelled by the nearer grid, which is also positively-charged? If we consider the grids to have equal and opposite charges, and note that the electrostatic field of the negative grid can pass through the positive grid, then the two charges more or less cancel for xenon ions that are far away, compared to the distance between the two grids. In this case, the combined grid electrostatic fields are significantly different from zero only between the grids.

 

9The best place to find out more about ion thrusters is online. See for example the NASA websites NASA—Ion Propulsion, Ion Propulsion: Farther, Faster, Cheaper and A Brief History of Ion Propulsion; the comprehensive Wikipedia sites Ion thrusters and Plasma propulsion engines and references contained therein, the Space Exploration questions page Why do ion thrusters frequently use 
                  xenon
                  
                 as the reaction mass? at https://​space.​stackexchange.​com/​questions/​8988/​why-do-ion-thrusters-frequently-use-xenon-as-the-reaction-mass; and the popular articles by Bennett (2017) and Pultarova (2017). For one of the few popular science books on the subject, see Long (2012) Chap. 9.

 

10For more on 
                  VASIMR
                  
                 see www.​adastrarocket.​com/​aarc/​. Note that the concept has been in development for decades but has yet to fly.

 

11Electromagnetism was first understood properly by physicists in the last third of the nineteenth century, whereas strong forces were first understood as a theory some forty years ago. Practical understanding—from the perspective of exploiting nuclear power—actually predates the full theoretical understanding by a couple of decades.

 

12Ironically, for interplanetary journeys it is reckoned that nuclear-powered rocket motors would result in reduced radiation exposure of the crews compared to that they would receive if traveling in a chemical-powered rocket. This is because a chemical rocket takes longer to get to, say, Mars, and so the crew would absorb more interplanetary solar radiation. That is, the extra solar radiation due to increased travel time exceeds the radiation dose received from a shielded nuclear reactor.

 

13Characteristically for a modern space program, NASA is considering a Mars mission in partnership with a private company, BWX Technologies. Nuclear thermal rocket motors are discussed extensively online (see for example Wikipedia’s Nuclear Thermal Rocket and references therein, plus the NASA Youtube video Nuclear Thermal Propulsion (NTP)). See also Thompson (2018), Williams (2017). The 1968 NASA documentary Nuclear Propulsion for Manned Mars Missions available on Youtube is interesting for its historical as well as its technical content.

 

14You might think that, since propulsion does not result from propellant being expelled out the back, Orion is not technically a rocket, and you would be right. However, since the ultimate source of propulsion is something expelled out the back, we will turn a blind eye this time. Explosive-driven ‘rockets’ first appear in obscure late nineteenth-century German-language publications, albeit without the atomic bombs. Mere dynamite wouldn’t cut it, and so the idea languished, forgotten, until a bigger bang became available. For a comprehensive account of Project Orion see Dyson (2002). For a brief summary and a look at future potential see Schmidt et al. (2000). Failing that, start with Wikipedia because the Internet loves Project Orion. (Perhaps too much: once you get off the sunlit paths there is a lot of hyperbole.) For pulsed-fusion drives, start with http://​www.​psatellite.​com/​tag/​dfd/​. Note also that the ‘Orion Battleship’ was far from the only proposed manned, orbital military spacecraft just, perhaps, the most extreme. Search http://​www.​astronautix.​com/​ for “military spacecraft” and rummage through some Cold War madness.

 

15In fact it was the Scottish physicist James Clerk Maxwell in the 1860s who demonstrated that light exerts pressure (force per unit area) though Einstein’s equations explain it simply in terms of particles of light (photons). The total energy of a particle is given by the equation E = √(m2c4 + p2c2), where m is the particle mass, p is its momentum and c is the speed of light. For a particle at rest, with zero momentum, we recover the famous E = mc2 whereas for a massless particle such as the photon we find E = pc. Since momentum is conserved, as photons exit through the exhaust the rocket gains an equal amount of momentum. For more on photon-driven rockets see http://​www.​armaghplanet.​com/​whatever-happened-to-photon-rockets.​html.

 

16The existence of antimatter was predicted in 1928 by British theoretical physicist Paul Dirac, as a consequence of his combining the quantum theory of electrons with Einstein’s relativity. Antimatter does occur naturally in the outer atmosphere due to cosmic ray interactions and possibly even extreme lightning storms, but the quantities are tiny and there is no way to harvest it. In the lab, it has only ever been created in minute quantities, at a cost estimated by NASA to be $95 trillion per gram of antihydrogen (adjusted to 2018 prices). See NASA website Reaching for the Stars at https://​science.​nasa.​gov/​science-news/​science-at-nasa/​1999/​prop12apr99_​1. For MATAMAT discussions that doesn’t ignore reality try https://​www.​nasa.​gov/​centers/​goddard/​news/​topstory/​2006/​antimatter_​spaceship.​html or https://​www.​space.​com/​17537-antimatter-fusion-engines-future-spaceships.​html.

 

17Astronomers prefer to use parallax arcseconds (parsecs), where one parsec is about 30.8 × 1012 km or 3.26 ly and is the distance at which the radius of the Earth’s orbit subtends an angle of 1 second of arc or 1/3,600 of a degree.

 

18For an overview of the problems of interstellar travel, see https://​www.​universetoday.​com/​15403/​how-long-would-it-take-to-travel-to-the-nearest-star/​ or http://​mkaku.​org/​home/​articles/​the-physics-of-interstellar-travel/​. For practical starship designs try http://​icarusinterstell​ar.​org/​ or http://​100yss.​org/​. For everything else start at https://​en.​wikipedia.​org/​wiki/​Interstellar_​travel.

 

19American nuclear physicist Robert Bussard proposed this idea in 1960; —see Bussard (1960). It is still being investigated theoretically.

 

20There is a version of the solar sail propulsion mechanism called a 
                  magnetic sail
                  
                , which does exploit the solar wind. The sail in this case is replaced by a large (i.e. extending over a large region of space around the spacecraft) magnetic field which causes the charged particles of the solar wind to deflect. The reaction force to this altered momentum of the solar wind drives the spacecraft. Note also that many authors refer to non-rocket propulsion systems which use photons impacting a sail as a ‘photon drive’, thus causing confusion with theoretical rocket systems which expel photons to generate thrust.

 

21Reversing the argument used to explain the photon rocket: since the change in photon energy (i.e. power) is the change in its momentum (i.e. force) multiplied by c, it follows that the force exerted per unit area by a stream of solar photons is the solar irradiance (i.e. power per unit area) divided by the speed of light.

 

22Solar sail propulsion resembles ion thrusters in that the space vehicle is propelled by tiny forces which can be maintained for a very long time. Here the notion is taken to an extreme, however. Ion thrusters require little propellant and it lasts a long time, whereas Solar sails carry no propellant at all and so can operate almost indefinitely (until the sail falls apart). Go to https://​www.​deepspace.​ucsb.​edu/​directed-energy-interstellar-precursors for on-line calculators that let you design your own sail-driven spacecraft.

 

23The acceleration of a solar sail cannot be increased by making the sail bigger. The force acting on the sail increases with sail area, as the bigger sail catches more photons from the Sun, but the sail mass is also proportional to sail area, and so the acceleration (force divided by mass) is independent of sail size. To maximize sail acceleration, we need to minimize sail area density (mass per square meter), not increase sail area.

 

24See https://​breakthroughinit​iatives.​org/​initiative/​3 for one example.

 

25The important parameter for space elevator tether material is tensile strength per unit cross-sectional area, which has units of pressure. The strength of steel wire is 370 MPa (megaPascals), which is orders of magnitude too low. Kevlar strength is about 3,620 MPa—still too low for a space elevator from Earth, but it would work on the Moon or Mars. A tether constructed from carbon nanotubes is estimated to have a tensile strength per unit area of 63,000 MPa, whereas that required is about 50,000 MPa (the exact value depends on tether shape, length, anticipated load and safety factor, and can vary quite a bit from this value, which is nominal). For an introduction to space elevator physics see Aravind (2007) and Denny (2018).

 

26In brief, the idea is that, just as electrical charges exist in positive and negative forms, so too can mass have a negative form. Current theories of physics do not explicitly exclude that possibility, but we have neither evidence for the existence of negative mass nor any idea of where to look for it.

 

27We are guessing that readers who consult the references for this section are not scared of technical papers, so here goes. See Alcubierre (1994), Jackson (1980), Shawyer (2015), Tajmar et al. (2018), Woodward (1990, 2003), Yirka (2018). There are numerous other psychoceramic drive concepts lurking on the fringes of respectability. Go to https://​en.​wikipedia.​org/​wiki/​Spacecraft_​propulsion and follow the links down the rabbit-hole…

 


Technical Appendix

              A number of theoretical claims made in Chap.
              3
              are derived here. The difference between rocket physics and rocket
              
                engineering
                
                
              
              is that the
              
                physics
                
                
              
              calculations are tractable—we can proceed quite a long way down the road to understanding with some high school or undergraduate physics and mathematics. The level of physics and math required to make sense of the calculations to follow is higher than that required for the main text, but not by much—you don’t need to be a rocket scientist. If this is your cup of tea, read on; our derivations are condensed to save space, but can be readily unpacked by that mythical creature dubbed by teachers “the interested student”. Engineering calculations are much harder and involve considerable numerical simulation; we won’t attempt any of those.
            

                Tsiolkovsky
                
                  
                
                
                  equation
                  
                
              

                From
                
                  momentum
                  
                
                conservation we can say that, for a rocket of mass
                M
                (including propellant), where
                dv
                is a small change in rocket speed, and
                u
                is the speed of a mass
                dM
                of exhaust gas:
                M dv = −u dM
                (the minus sign is there because rocket mass decreases as
                
                  fuel
                  
                
                is ejected.) Differentiating this equation with respect to time yields the relevant forces:
                [image: $$ M\frac{dv}{dt}={F}_{ext}-u\frac{dM}{dt} $$]

 (A1.1)



              

                We have allowed for some external forces here, such as gravity and
                
                  aerodynamic drag
                  
                
                . In the absence of such forces, the rocket
                
                  acceleration
                  
                
                is due to
                
                  thrust
                  
                
                from ejected propellant (2
                nd
                term on right). Integration leads to
                [image: $$ \Delta v(t)\equiv v(t)-{v}_0=u\ln \left(\frac{M_0}{M(t)}\right)+\underset{0}{\overset{t}{\int }} dt{F}_{ext} $$]

 (A1.2)



              

                The left side is the famous
                
                  delta-v
                  
                
                .
                M
                
                  0
                
                is the initial mass of the rocket, consisting of rocket shell mass
                M
                
                  s
                
                plus propellant mass
                M
                
                  p
                
                plus
                
                  payload
                  
                
                mass
                m
                , so that
                M
                
                  0
                
                 
                = M
                
                  s
                
                +M
                
                  p
                
                +m
                . The rocket mass at time
                t
                 = 0 is
                M
                
                  0
                
                ; once all the propellant is burned then the mass is
                M
                (τ) = 
                M
                
                  s
                
                +
                m
                , where τ is the burn time. It is common practice to define the rocket
                
                  mass fraction
                  
                
                taken up by propellant:
                [image: $$ \epsilon \equiv \frac{M_p}{M_0} $$]

 (A1.3)



              

                In terms of mass fraction, the total
                
                  delta-v
                  
                
                is given by
                [image: $$ \Delta v\left(\tau \right)=-u\ln \left(1-\epsilon \right) $$]

 (A1.4)



                in the absence of external forces. Equation (
                A1.4
                ) is the
                
                  Tsiolkovsky
                  
                
                equation.
                1
              

                If the rocket starts from rest, then its mass is the following exponential function of speed, found by integrating Eq. (
                A1.2
                ) assuming zero external force, and solving for
                M
                :
                [image: $$ M(v)={M}_0\exp \left(-\frac{v}{u}\right). $$]

 (A1.5)



              

                The plot shown in Fig.
                3.​3
                a in the main text is
                M(v)
                obtained from Eq. (
                A1.5
                ). Figure
                3.​3
                b is obtained by plotting
                v(t)
                from Eq. (
                A1.2
                ), again assuming that
                F
                
                  ext
                
                 = 0 and also that the mass decreases at a constant rate:
                M
                (
                t
                ) = 
                M
                
                  0
                
                 − 
                μt
                . The constant mass flow rate (a reasonable approximation, commonly made in rocketry calculations) is related to other rocket parameters via
                μτ
                 = 
                M
                
                  p
                
                 = 
                ϵM
                0
                .
              

                In fact there is an extra term that should be added to the right side of Eq. (
                A1.1
                ). We have derived the rocket thrust as
                T
                 = 
                udM
                /
                dt
                (it is the same magnitude but of opposite sign to the force exerted by the exhaust gas, in Eq. (
                A1.1
                )—this is N3 in action). Our derivation is based on
                
                  momentum
                  
                
                flow, but for real rockets there is an extra term due to pressure, so that
                [image: $$ T=u\frac{dM}{dt}+\left({P}_e-{P}_a\right){A}_e $$]

 (A1.6)



                where
                P
                
                  e
                
                is the pressure of the exhaust gases at the
                
                  nozzle
                  
                
                exit,
                A
                
                  e
                
                is the area of the nozzle exit, and
                P
                
                  a
                
                is ambient
                
                  atmospheric pressure
                  
                
                . In practice the pressure contribution to thrust is usually negligible, except for large rockets at low altitudes.
              

                We note that in the technical literature you will find the curious statement that
                
                  delta-v
                  
                
                is not necessarily the actual change in speed of the rocket, even for motion along a straight line. This is true because many authors absorb the effects of external forces and/or the pressure term into the definition of delta-v (i.e. they move the integral on the right side of Eq. (
                A1.2
                ) to the other side of the equation). Strictly speaking, delta-v is the true change in rocket speed only if all three of the following conditions apply:
                	There are no external forces,

	Propellant is expelled in the opposite direction to the direction of travel,

	
                      Exhaust gas speed
                      u
                      is constant.
                    




              

                Finally, for our nerdier readers, we note a subtle technicality of classical mechanics that has led to confusion and error even among professional physicists. Newton’s Second Law (N2) applies only to fixed mass systems, not to variable mass systems. If we tried to apply N2 directly we would obtain for the rocket thrust
                T
                 = 
                d
                (
                Mv
                )/
                dt
                 = (
                dM
                /
                dt
                )
                v
                 + 
                M
                (
                dv
                /
                dt
                ), which is (wrong and) not compatible with equation (
                A1.1
                ) because the exhaust speed is not present. The modification of N2 to account properly for variable mass was sorted out, interestingly, over exactly the period that
                
                  Tsiolkovsky
                  
                
                developed the rocket equation (1897–1903) by a fellow
                
                  Russian
                  
                
                
                  I.V. Meshchersky
                  
                
                .
                2
              
Drag

                The force due to
                
                  aerodynamic drag
                  
                
                , i.e. the force that opposes the motion of a body through the air, is
                [image: $$ {F}_d=\frac{1}{2}{\rho C}_d{Av}^2 $$]

 (A2.1)



                where
                v
                is the speed of the body through the air,
                A
                is its cross-sectional area, and ρ is the air density.
                C
                
                  d
                
                is the dimensionless
                
                  drag coefficient
                  
                
                ; it is a slowly varying (for the most part) function of a fluid dynamic parameter called the
                Reynold’s number
                
                  
                
                . Fluid dynamics is very complicated, and we don’t want or need to get into it too much; suffice it to say that the drag coefficient captures all the fluid dynamics of a body as it passes through the air, and that drag coefficient is usually pretty much constant for large values of Reynold’s number, which is the case for our rockets. If we can regard
                C
                
                  d
                
                as constant, then the drag force acting on a rocket is seen to be a constant (let us define it as
                b
                 = ½ ρ
                C
                
                  d
                
                A
                ; it will differ from rocket to rocket) multiplied by the square of rocket speed.
                3
              

                If the rate at which propellant is expelled from the rocket is a constant μ and if drag is the only external force acting on a rocket,
                4
                then Eq. (
                A1.1
                ) becomes
                [image: $$ \left({M}_0-\mu t\right)\frac{dv}{dt}=-{bv}^2+ u\mu . $$]

 (A2.2)



              

                Note that there is an equilibrium (terminal) speed
                c
                for which no force acts on the rocket: the rocket increases in speed until it reaches
                [image: $$ c=\sqrt{\frac{u\mu}{b}} $$]

 (A2.3)



                and then it can go no faster, unless the air thins, or the rocket becomes smaller by dropping a stage, or some other reason for reducing
                b
                . This equation integrates to give us the speed of the rocket as a function of time:
                [image: $$ v(t)=\frac{1-{\left(1-\epsilon t/\tau \right)}^{2u/c}}{1+{\left(1-\epsilon t/\tau \right)}^{2u/c}}c. $$]

 (A2.4)



              

                We can express the rocket mass in terms of speed by eliminating the variable
                t
                to obtain:
                [image: $$ M(v)={M}_0{\left(\frac{c-v}{c+v}\right)}^{c/2u}. $$]

 (A2.5)



              

                Figures
                3.​4
                a, b are plotted from Eqs. (
                A2.4
                ) and (
                A2.5
                ) respectively. (For the section of Fig. (
                3.​4
                a) corresponding to
                t
                > τ we obtained the curve by integrating Eq. (
                A2.2
                ) with μ = 0 and with
                M
                
                  0
                
                replaced by (1−ε)
                M
                
                  0
                
                .)
              
Efficiency

                As with much of rocketry, the
                
                  physics
                  
                  
                
                of rocket
                
                  engine
                  
                  
                
                efficiency is simple enough whereas the engineering is complicated. Here we will stick mostly to calculating the physical propulsive power efficiency, η
                
                  p
                
                . This measure of efficiency is defined as the ratio of propulsive power to the rate of production of propulsive kinetic energy. In other words, it is the fraction of power generated by the propellant that is converted into rocket power:
                [image: $$ {\eta}_p=\frac{Fv}{\frac{1}{2}\frac{dM}{dt}{u}^2+\frac{1}{2}\frac{dM}{dt}{v}^2} $$]

 (A3.1)



              

                We know from Eq. (
                A1.1
                ) that the magnitude of the thrust is
                F
                 = (
                dM
                /
                dt
                )
                u
                and so
                [image: $$ {\eta}_p=\frac{2v/u}{1+{\left(v/u\right)}^2}. $$]

 (A3.2)



              

                Equation (
                A3.2
                ) is plotted in Fig.
                3.​5
                . This expression for propulsive efficiency is the common one
                5
                —let us here go off the rails a little by defining another measure of propulsion efficiency based on energy: for a rocket with negligible shell mass (that is,
                M
                
                  s
                
                is small so that
                M
                0
                 ≈ 
                M
                
                  p
                
                 + 
                m
                ) the mechanical efficiency might be defined as
                
                  payload
                  
                
                kinetic energy divided by the sum of payload and propellant kinetic energy:
                [image: $$ {\eta}_E\equiv \frac{\frac{1}{2}{mv}^2}{\frac{1}{2}{mv}^2+\frac{1}{2}{M}_p{\left(u-v\right)}^2}=\frac{v^2\exp \left(-v/u\right)}{v^2\exp \left(-v/u\right)+{\left(u-v\right)}^2\left(1-\exp \left(-v/u\right)\right)}. $$]

 (A3.3)



              

                In Eq. (
                A3.3
                ) we have substituted from
                A1
                to obtain efficiency in terms of rocket speed. This expression is also plotted in Fig.
                3.​5
                . Note that both η
                
                  p
                
                and η
                
                  E
                
                peak (at 100% efficiency) for
                v
                 = 
                u
                , i.e. for the rocket speed equaling the exhaust gas speed. This is to be expected for any reasonable definition of efficiency, for reasons discussed in the main text. At this peak, from Eq. (
                A1.2
                ) (assuming that the rocket was initially at rest) we see that
                6
                ln(1 − ϵ
                t
                /
                τ
                ) =  − 1 or ε > 1 − 1/
                e
                 = 0.63. That is, to attain the maximum efficiency at some point in the rocket trajectory we require the
                
                  fuel
                  
                
                fraction to be at least 63% of the total rocket mass (because
                t
                /τ must be less than or equal to 1).
              
Impulse

                From Newton’s second law N2 we know how the thrust from a rocket
                
                  engine
                  
                  
                
                
                  
                
                generates
                
                  acceleration
                  
                
                :
                [image: $$ T=M(t)\frac{dv}{dt}. $$]

 (A4.1)



              

                Here we have written
                
                  acceleration
                  
                
                as the rate of change of velocity, with respect to time. Multiplying by the infinitesimal
                dt
                yields
                [image: $$ Tdt=M(t) dv $$]

 (A4.2)



              

                Now let the infinitesimal quantities
                dt
                ,
                dv
                increase in size so that they are small but finite:
                dt
                becomes Δ
                t
                and
                dv
                becomes Δ
                v
                . Thus
                T
                Δ
                t
                 = 
                M
                (
                t
                )Δ
                v
                . The left side of this equation is an
                impulse
                : a force acting over a short interval of time. The right side is the change in rocket
                
                  momentum
                  
                
                that results from this impulse. Dividing by
                M(t)
                yields
                [image: $$ \Delta v=\frac{T\Delta t}{M(t)}. $$]

 (A4.3)



              

                Here is the famous
                
                  delta-v
                  
                
                . It is the maximum change in speed that results from a given impulse. Why maximum? Because the speed that results after Δ
                v
                has been applied depends on the
                direction
                of the thrust. You can see in Fig.
                A4
                that only in case (b), when the thrust (and so the extra velocity Δ
                v
                ) is in the same direction as the original velocity
                v
                , does the new speed equal the old speed plus Δ
                v
                . For case (c) the thrust is applied to brake the rocket, and slows down the speed by an amount Δ
                v
                . For case (a), the thrust changes the rocket direction, without changing its speed much at all.
                [image: ../images/469943_1_En_BookBackmatter_Fig1_HTML.png]
Fig. A4
                        A rocket
                        
                          engine
                          
                          
                        
                        burst leads to a change in speed. The amount of propellant used for the burst is measured by Δ
                        v
                        . The actual change in rocket
                        
                          speed
                          
                        
                        depends on the burst direction: (a) if the thrust is perpendicular to the rocket velocity (
                        v
                        ) then the velocity changes direction but hardly changes speed. (b) If the thrust is along the current velocity direction then the rocket speed does indeed increase by Δ
                        v
                        . (c) if the thrust is in the opposite direction then it brakes the rocket—speed decreases by Δ
                        v
                        .
                      


              

                Suppose we add together all the infinitesimal impulses, Eq. (
                A4.2
                ), assuming as usual that the propellant mass left in the rocket falls at a uniform rate as it is burned (so that
                M
                (
                t
                ) = 
                M
                
                  0
                
                 − μ
                t
                ). We let the propellant burn until it runs out, at time τ in the notation of A1. Then
                [image: $$ \Delta v\left(\tau \right)=\underset{0}{\overset{\tau }{\int }} dt\frac{T}{M_0-\mu t}=-u\ln \left(1-\frac{\mu \tau}{M_0}\right) $$]

 (A4.4)



              

                But μτ/
                M
                
                  0
                
                 = ε and so we have simply derived the
                
                  Tsiolkovsky
                  
                
                Eq. (
                A1.4
                ) in another way. This derivation brings out the usefulness of the
                
                  delta-v
                  
                
                idea. It is not a way of keeping track of the changes in rocket speed—we have seen that it does not do so if the thrusts are applied in different directions—but rather it tracks the consumption of propellant. The total Δ
                v
                that a rocket possesses when its tank is full is given by Eq. (
                A1.4
                )/(
                A4.4
                ). During its journey it may make adjustments by burning off
                
                  fuel
                  
                
                to change direction, or speed, or both. The Δ
                v
                s for each of these adjustments—these bursts of thrust—add up. The total of all the Δ
                v
                s cannot exceed the amount given by Eq. (
                A4.4
                ) because at that point the rocket has run out of propellant. So the detailed rocket journey must be planned out before launch so that the rocket can be fueled up with exactly the right mass of
                
                  propellant
                  
                
                .
              
Escape speed

                The potential energy of an object with mass
                m
                due to the Earth’s gravitational field is given by
                [image: $$ {E}_g=-\frac{GMm}{r} $$]

 (A5.1)



              

                Here
                G
                is the universal gravitational constant (also called Newton’s constant because it appears in his famous theory of gravity, which was derived over two centuries before
                
                  Einstein’s
                  
                
                equally famous theory, which also includes
                G
                ),
                M
                is the Earth’s mass, and
                r
                is the distance from the center of the Earth to the mass
                m
                . The negative sign means that the force that results from this energy is directed toward the center of the Earth. You can see from the form of Eq. (
                A5.1
                ) that, to be free of Earth’s gravity (in other words for the gravitational field to be zero) the mass must be infinitely far away. If the mass is on the Earth’s surface, then Eq. (
                A5.1
                ) applies with
                r
                 = 
                R
                
                  e
                
                , the planet radius.
                7
              

                If the mass
                m
                is a rocket on the planet surface that is given an
                
                  impulse
                  
                
                leading to a speed
                v
                
                  e
                
                , then the rocket energy just after the impulse is the sum of its kinetic energy plus its
                
                  gravitational potential energy
                  
                
                :
                [image: $$ E=\frac{1}{2}{mv}_e^2+{E}_g. $$]

 (A5.2)



              

                To escape the Earth’s gravitational field, this energy must be zero, and so the escape speed is found to be given by
                v
                
                  e
                
                2
                 = 2
                GM/R
                
                  e
                
                , from Eqs. (
                A5.1
                ) and (
                A5.2
                ). Noting that
                GM
                 = 
                gR
                
                  e
                
                2
                , where
                g
                is the
                
                  acceleration
                  
                
                due to gravity at the Earth’s surface, we finally obtain the following expression for the rocket escape speed:
                [image: $$ {v}_e=\sqrt{2{gR}_e}. $$]

 (A5.3)



              

                Substituting
                g
                 = 9.81 ms
                −2
                and
                R
                
                  e
                
                 = 6,371 km (these are average values—the Earth is not a perfect sphere) tells us that the escape speed is
                v
                
                  e
                
                 = 11.18 kilometers per second, as claimed in Chap.
                3
                . (Thus the
                
                  escape velocity
                  
                
                is 11.18 km s
                −1
                directed away from the Earth’s center.) Note that at the
                
                  equator
                  
                
                the Earth’s radius is a little bigger (6,378 km) and the gravitational
                
                  acceleration
                  
                
                is less (9.78 ms
                −2
                , due to the increased distance from the planet center but also due to centrifugal
                
                  force
                  
                
                arising from Earth rotation), so that
                v
                
                  e
                
                 = 11.17 km s
                −1
                . This slightly reduced escape speed is why space rocket launch sites are placed as close as possible to the equator. Every 0.09% helps.
              
SSTO

                Here we show how a single stage rocket
                
                  fares
                  
                
                when launched from the Earth’s surface to a
                
                  LEO
                  
                
                . The initial rocket mass
                M
                0
                consists of structure, propellant, and
                
                  payload
                  
                
                :
                [image: $$ {M}_0={M}_s+{M}_p+m. $$]

 (A6.1)



              

                It is plausible to assume that the structure mass is proportional to the propellant mass (if most of the structure is propellant tank mass, for example), and so we say that
                M
                
                  s
                
                 
                = kM
                
                  p
                
                . Let ε
                1
                be the fraction of rocket initial mass that is taken up by propellant, so that
                M
                
                  p
                
                 = ε
                1
                M
                0
                . Finally, let λ be the fraction of initial mass that is taken up by the
                
                  payload
                  
                
                
                  
                
                . Substituting into Eq. (
                A6.1
                ) and solving for ε
                1
                yields
                [image: $$ {\epsilon}_1=\frac{1-\lambda }{1-k}. $$]

 (A6.2)



              

                From Eq. (
                A1.4
                ) we calculate the
                
                  delta-v
                  
                
                that such a propellant fraction can provide. We are launching our rocket from Earth’s surface, so that the initial rocket speed is zero, in which case delta-v is simply the final rocket speed
                v
                1
                :
                [image: $$ {v}_1=-u\ln \left(1-{\epsilon}_1\right). $$]

 (A6.3)



              

                From Eqs. (
                A6.2
                and (
                A6.3
                ), with λ = 0.04,
                u
                 = 4,000 m s
                −1
                and with a structure that constitutes 10% of the initial mass we calculate the
                v
                1
                that is plotted in Fig.
                3.​7
                .
              

                The G-force that acts on the rocket and its contents is conveniently expressed as a dimensionless number: it is the rocket thrust divided by its weight on the surface. From A1 and A4 we easily derive this number to be, for our single-stage rocket,
                [image: $$ {G}_1=\frac{u\mu}{M(t)g}\le \frac{u}{{g\tau}_1}\frac{\epsilon_1}{1-{\epsilon}_1}. $$]

 (A6.4)



              

                The maximum G-force applies when the mass of the rocket is that remaining at the end of the burn. During take-off the rocket
                
                  acceleration
                  
                
                must exceed that due to gravity at the Earth’s surface, and this requirement is equivalent to requiring ε
                1
                >
                g
                τ
                1
                /
                u
                . Thus the minimum value of the G-force at the end of the burn (i.e. the minimum maximum value—yes, that makes sense) is found to be
                [image: $$ {G}_{1,\mathit{\min}}=\frac{1}{1-{\epsilon}_1}. $$]

 (A6.5)



              

                For the same parameter
                
                  values
                  
                
                as above, we find that G
                1,min
                 = 7.14.
              
Stages

                For a 2-stage rocket (cp. Eq. (
                A6.1
                )):
                [image: $$ {M}_0={M}_{s 1}+{M}_{p 1}+{M}_{s 2}+{M}_{p 2}+m $$]

 (A7.1)



                [image: $$ {M}_1={M}_{s 2}+{M}_{p 2}+m $$]

 (A7.2)



                where
                M
                
                  s
                  1
                
                is the rocket structure mass of the first stage,
                M
                
                  p2
                
                is the propellant mass of the second stage, etc.
                M
                0
                is the initial mass of the whole rocket, at launch.
                M
                1
                is the ‘initial’ mass of the second stage, i.e. just after separation from the first stage. With the equivalent assumptions as in
                A6
                about division of mass between sections, i.e.
                M
                
                  s1
                
                 
                = kM
                
                  p1
                
                .
                M
                
                  s2
                
                 
                = kM
                
                  p2
                
                ,
                M
                
                  p1
                
                 = ε
                1
                M
                0
                .
                M
                
                  p2
                
                 = ε
                2
                M
                0
                . we find after substituting in Eqs. (
                A7.1
                ) and (
                A7.2
                ) that
              

                [image: $$ {\epsilon}_2=\frac{1-{\lambda}^{1/2}}{1+k},{M}_1={\lambda}^{1/ 2}{M}_0,{v}_2=-2u\ln \left(1-{\epsilon}_2\right). $$]

 (A7.3)



              

                From Eq. (
                A7.3
                ) we obtain the graph of
                v
                2
                in Fig.
                3.​7
                . Note that the
                total
                
                  mass fraction
                  
                
                for propellant is not the same as the mass fraction for each stage; it is
              

                [image: $$ \epsilon =\frac{M_{f1}+{M}_{f 2}}{M_0}={\epsilon}_2\left(1+{\lambda}^{1/ 2}\right)=\frac{1-\lambda }{1+k}, $$]

 (A7.4)



                which is the same as for the 1-stage rocket, Eq. (
                A6.2
                ).
              

                In general, for an
                n
                -stage rocket we find that
                [image: $$ {\epsilon}_n=\frac{1-{\lambda}^{1/n}}{1+k},{M}_a={\lambda}^{a/n}{M}_0,{v}_n=- nu\ln \left(1-{\epsilon}_n\right), $$]

 (A7.5)



                where
                a
                runs from 1 to
                n
                −1. For
                n
                 = 3 we obtain the graph of
                v
                3
                in Fig.
                3.​7
                . Again we find that the total propellant fraction is given by the right side of Eq. (
                A7.4
                ).
              

                The minimum maximum G-force is found to be, analogous to Eq. (
                A6.5
                ),
                [image: $$ {G}_{n,\mathit{\min}}=\frac{1}{1-{\epsilon}_n}. $$]

 (A7.6)



                which yields the values quoted in Table
                3.​1
                .
              

                Note that we can express the structure
                
                  mass fraction
                  
                
                (the ratio of structure mass to initial rocket mass) in terms of the parameter
                k
                (the ratio of structure mass to
                propellant
                mass) via
                M
                
                  s
                
                /
                M
                0
                 = 
                k
                (1 − 
                λ
                )/(1 + 
                k
                ). In Chap.
                3
                we often adopt a mass fraction of 0.1 and a
                
                  payload
                  
                
                fraction of λ = 0.04, in which case
                k
                 = 0.116. For a mass fraction of 0.2 we have
                k
                 = 0.263.
              

                Finally, we can fix the final rocket speed
                v
                
                  n
                
                and solve Eq. (
                A7.5
                ) for the payload mass fraction:
                [image: $$ \lambda ={\left[\left(1+k\right)\exp \left(-{v}_n/ un\right)-k\right]}^n, $$]

 (A7.7)



                from which we obtain the numbers for λ in Table
                3.​1
                .
              
Oberth

                Consider a
                
                  rocket
                  
                
                of mass
                m
                in free space moving with uniform speed
                v
                . A short burst from its motor gives rise to an
                
                  impulse
                  
                
                : the rocket burns a small mass δ
                m
                of propellant and gain a small amount δ
                v
                of speed.
                8
                We can assume that
                
                  momentum
                  
                
                is conserved, so that
                [image: $$ mv=\left(m-\delta m\right)\left(v+\delta v\right)- u\delta m $$]

 (A8.1)



                where
                u
                is the exhaust gas speed, so that
                [image: $$ \frac{\delta m}{m}=\frac{\delta v}{u+v}. $$]

 (A8.2)



              

                In deriving Eq. (
                A8.2
                ) we have assumed that δ
                m
                , δ
                v
                are small, so that terms like
                δm
                δ
                v
                are negligible. The energy of the rocket is entirely
                
                  kinetic
                  
                
                , since we are assuming that it is in free space and so is not influenced by any gravitational field. The change in rocket energy due to the burn is therefore
                [image: $$ \delta E=\frac{1}{2}\left(m-\delta m\right){\left(v+\delta v\right)}^2-\frac{1}{2}{mv}^2. $$]

 (A8.3)



              

                Again assuming the δs are small leads to
                [image: $$ \delta E=\frac{1}{2} mv\delta v\left(\frac{2u+v}{u+v}\right). $$]

 (A8.4)



              

                The energy of the propellant is δ
                E
                
                  p
                
                 = ½ δ
                μ u
                2
                 = ½
                m
                δ
                v u
                2
                /(
                u
                +
                v
                ) and so the ratio of energy gained by the rocket to energy expelled by the propellant is
                [image: $$ \frac{\delta E}{{\delta E}_p}=\frac{v\left(v+2u\right)}{u^2}. $$]

 (A8.5)



              

                This ratio is greater than one for rocket speeds
                v
                that exceed 0.414
                u
                . In other words, if the rocket is fast enough, then it gains more energy than it expends during a burn. The reason is that it is taking over some of the propellant kinetic energy (the expelled propellant has less kinetic energy after the burn than it did before).
              

                Now let’s add some gravity: consider a spacecraft in a circular orbit around a planet. It possesses both kinetic and
                
                  gravitational potential energy
                  
                
                :
                [image: $$ E=\frac{1}{2}{mv}^2-\frac{GMm}{R} $$]

 (A8.6)



                where
                m
                is again the spacecraft mass,
                R
                is its orbital radius and
                GM
                is the planet’s standard gravitational parameter (often denoted μ in the technical literature). After a short burn that provides an
                
                  impulse
                  
                
                to the spacecraft, its energy is
                [image: $$ E+\delta E=\frac{1}{2}\left(m-\delta m\right){\left(v+\delta v\right)}^2-\frac{GM\left(m-\delta m\right)}{R} $$]

 (A8.7)



              

                Again neglecting terms of 2
                nd
                order in δ, we find from Eqs. (
                A8.6
                ) and (
                A8.7
                ) that
                [image: $$ \delta E= mv\delta v+\delta m\left(\frac{GM}{R}-\frac{1}{2}{v}^2\right). $$]

 (A8.8)



              

                Noting that
                GM/R
                 = 
                v
                2
                for a circular orbit, and substituting (
                A8.2
                ), Eq. (
                A8.8
                ) simplifies to
                [image: $$ \delta E=\frac{m}{2}\left(2v+\frac{v^2}{u+v}\right)\delta v. $$]

 (A8.9)



              

                Thus the ratio of energy gained by the spacecraft to energy expended by the propellant is
                [image: $$ \frac{\delta E}{{\delta E}_p}=\frac{v\left(3v+2u\right)}{u^2}. $$]

 (A8.10)



              

                This ratio exceeds one for
                v
                > 0.333
                u
                . This is less than the speed obtained earlier for the rocket in free space—the difference must come from the gravitational field. That is, the spacecraft takes gravitational
                
                  potential
                  
                
                energy as well as kinetic
                
                  energy
                  
                
                from the propellant.
              
Orbital speed

                First, let us determine the speed of a
                
                  satellite
                  
                
                in a circular orbit about a planet or moon of mass
                M
                . The
                
                  gravitational force
                  
                
                pulling the
                
                  satellite
                  
                
                down toward the planet center is
                GMm/R
                2
                , where
                m
                is the
                
                  satellite
                  
                
                mass and
                R
                is its distance from the center of the planet. The centrifugal
                
                  force
                  
                
                throwing the
                
                  satellite
                  
                
                outward, away from the planet center, is
                mv
                2
                /
                R
                , where
                v
                is
                
                  satellite
                  
                
                speed. For a stable orbit these forces must balance, so that the net force acting is zero, or else the
                
                  satellite
                  
                
                would move under the net force toward or away from the planet center. Solving for speed we find that, for a circular orbit:
                [image: $$ {v}^2=\frac{GM}{R}. $$]

 (A9.1)



              

                The speed of a
                
                  satellite
                  
                
                in an elliptical orbit about a planet of mass
                M
                varies with distance
                R
                from the planet according to the
                vis viva
                
                  equation
                  
                
                9
                :
                [image: $$ {v}^2= GM\left(\frac{2}{R}-\frac{1}{a}\right) $$]

 (A9.2)



                where
                a
                is the
                
                  ellipse
                  
                
                semi-major axis
                , i.e. half the distance between the most widely separated points on the ellipse. Note that for a circle
                a
                 = 
                R
                and so Eqs. (
                A9.1
                ) and (
                A9.2
                ) agree.
              
Hohmann

                Consider two concentric circular orbits as in Fig.
                3.​11
                ; the inner orbit has radius
                R
                1
                and the outer orbit has radius
                R
                2
                . A
                
                  Hohmann
                  
                
                ellipse—representing a transfer orbit connecting the two circular orbits—is shown in Fig.
                3.​11
                . Such an
                
                  ellipse
                  
                
                has semi-major axis
                a
                 = (
                R
                1
                +
                R
                2
                )/2. To move from the inner circular orbit onto the transfer ellipse requires a
                
                  delta-v
                  
                
                , which is
                [image: $$ \Delta {v}_1=\sqrt{\frac{GM}{R_1}}\left(\sqrt{\frac{2{R}_2}{2{R}_1{R}_2}}-1\right). $$]

 (A10.1)



              

                The first term in Eq. (
                A10.1
                ) is the speed of a
                
                  satellite
                  
                
                on the elliptical transfer orbit at distance
                R
                1
                ; the second term is the speed of a satellite in circular arbit at
                R
                1
                . Both these speeds are easily determined from the
                vis viva
                
                  equation
                  
                
                . After half an orbit on the ellispe, the satellite is at
                R
                2
                . It needs another boost in speed to stay at
                R
                2
                rather than remain on the elliptical orbit. This boost is found to be
                [image: $$ \Delta {v}_2=\sqrt{\frac{GM}{R_2}}\left(1-\sqrt{\frac{2{R}_1}{2{R}_1{R}_2}}\right). $$]

 (A10.2)



              

                For the example in Chap.
                3
                we have
                R
                1
                 = 6,531 km and
                R
                2
                 = 42,290 km. The standard gravitational parameter for Earth is
                GM
                 = 4 × 10
                14
                 m
                3
                s
                −2
                and so Δ
                v
                1
                 = 2,475 ms
                −1
                and Δ
                v
                2
                 = 1,485 ms
                −1
                . In terms of propellant
                
                  mass fraction
                  
                
                we find from Eq. (
                A1.4
                ) that ε = 0.628 for the
                
                  Hohmann
                  
                
                transfer, whereas ε = 0.695 for the gradual burn transfer, assuming a gas ejection speed of 4 km s
                −1
                . In this latter case we are making use of the fact that, for a slow continuous burn that causes our spacecraft to spiral out gradually from inner to outer orbit, Δ
                v
                is just the difference between the two orbital speeds,
                10
                here 4,750 ms
                −1
                . This value is greater than Δ
                v
                1
                + Δ
                v
                2
                .
              
Slingshot

                A spacecraft of mass
                m
                approaches a planet of mass
                M
                at initial speed
                v
                
                  i
                
                . The planet speed is
                V
                
                  i
                
                toward the
                
                  spacecraft
                  
                
                , as suggested in Fig.
                A11a
                . Under the action of gravity the spacecraft swings around the planet and heads away in the opposite direction. Its speed increases as it approaches the planet and slows down to its final speed
                v
                
                  f
                
                when far away. The planet’s speed after this encounter is
                V
                
                  f
                
                . We expect that
                
                  momentum
                  
                
                will be conserved during this interaction and so
                [image: $$ {MV}_i-{mv}_i={MV}_f+{mv}_f. $$]

 (A11.1)



              

                (In Eq. (
                A11.1
                ) we are saying that
                
                  momentum
                  
                
                is positive for masses moving to the right.) Energy is also conserved, and so
                [image: $$ \frac{1}{2}{MV}_{i^2}+\frac{1}{2}{mv}_{i^2}=\frac{1}{2}{MV}_{f^2}+\frac{1}{2}{mv}_{f^2}. $$]

 (A11.2)



              

                Here we assume that the final positions are such that the gravitational interaction between planet and spacecraft are negligible—the energy is all kinetic. Solving (
                A11.1
                ) for
                V
                
                  f
                
                and substituting in (
                A11.2
                ) yields the following equation for
                v
                
                  f
                
                :
                [image: $$ {v}_f\approx 2{V}_i+{v}_i. $$]

 (A11.3)



              

                This solution is approximate because in calculating
                v
                
                  f
                
                we have (carefully) taken the limit
                m/M
                → 0, which is very nearly true. Thus for the interaction between planet and
                
                  spacecraft
                  
                
                shown in Fig.
                A11a
                the final spacecraft speed is its initial speed plus twice the planet speed. (The planet speed, in the limit
                m/M
                → 0, is unchanged:
                V
                
                  f
                
                 = 
                V
                
                  i
                
                .) We see Eq. (
                A11.3
                ) in the NASA cartoon explanation of slingshot flyby encounters (Fig.
                A11c
                ).
              

                What if the spacecraft approaches the planet from a different direction? For the
                
                  geometry
                  
                
                shown in Fig.
                A11b
                the final spacecraft speed is
                11
                [image: $$ {v}_f=\sqrt{v_i^2+2{V}^2\left[1-\cos \left(\theta \right)\right]+2{v}_iV\left[\cos \left(\phi \pm \theta \right)-\cos \left(\phi \right)\right]}. $$]

 (A11.4)



                where ϕ is the angle between initial spacecraft speed and planet speed, and θ is the scattering angle between initial and final spacecraft speeds. We recover the previous result (
                A11.3
                ) for a head-on approach, ϕ = π, θ = π. Note that the plus sign in Eq. (
                A11.4
                ) applies when the spacecraft passes
                in front of
                the planet, and the minus sign applies when it passes
                behind
                the planet.
              

                [image: ../images/469943_1_En_BookBackmatter_Fig2_HTML.png]
Fig. A11
                        Slingshot or gravity assist. (a) A spacecraft of mass
                        m
                        and initial speed
                        v
                        
                          i
                        
                        approaches a planet of mass
                        M
                        and speed
                        V
                        
                          i
                        
                        , whips around it under the influence of its gravitational field, and emerges in the opposite direction with final speed
                        v
                        
                          f
                        
                        . The planet’s final speed is
                        V
                        
                          f
                        
                        ; in practice because
                        M
                        >>
                        m
                        the planet hardly changes speed:
                        V
                        
                          i
                        
                         = 
                        V
                        
                          f
                        
                        . However, the spacecraft can pick up a lot of speed this way (
                        v
                        
                          f
                        
                        >
                        v
                        
                          i
                        
                        ). The configuration shown here—with the spacecraft final velocity in the same direction as the planets and its initial velocity in the opposite direction, yields the greatest increase in spacecraft speed. (b) A more general
                        
                          geometry
                          
                        
                        . The angle ϕ describes the
                        
                          spacecraft
                          
                        
                        initial velocity direction relative to the planet’s velocity direction; θ is the scattering angle, which is the change in direction of the spacecraft velocity. (c) NASA’s cartoon explanation of gravity assists.
                      


              
Stinger

                Let us assume that the missile
                
                  flight
                  
                
                is more or less horizontal; this means that we can ignore gravity in the calculations, and include
                
                  aerodynamic drag
                  
                
                as the only external force. In this case Eq. (
                A2.2
                ) expresses the missile speed as a function of time. When the missile runs out of propellant its speed reaches its maximum value of
                [image: $$ {V}_{max}=c\left(\frac{1-{\left(1-\epsilon \right)}^a}{1+{\left(1-\epsilon \right)}^a}\right)\kern0.5em \mathrm{where}\kern0.5em a=\frac{2u}{c}=6.5. $$]

 (A12.1)



              

                Here
                c
                is the missile terminal speed, you may recall from
                A2
                .
                u
                is the
                Stinger
                exhaust gas speed—know this, and the propellant
                
                  mass fraction
                  
                
                ε, and we can determine everything else from the rocket equation. Most U.S.
                
                  missiles
                  
                
                12
                use a “standard class 1.3 HTPB/AP solid rocket propellant”; this propellant has a
                
                  specific impulse
                  
                
                (total thrust divided by propellant weight, or
                u/g
                for constant thrust, where
                g
                is the
                
                  acceleration
                  
                
                
                  
                
                due to gravity at the Earth’s surface) of about 250 s and thus
                u
                ≈ 2,450 ms
                −1
                .
              

                Integrating Eq. (
                A2.2
                ) to obtain the distance travelled by our
                Stinger
                , we find
                [image: $$ R=\underset{0}{\overset{\tau }{\int }} dtv(t)=\frac{c\tau}{\epsilon}\underset{1-\epsilon }{\overset{1}{\int }} ds\frac{1-{s}^a}{1+{s}^a}=0.743 c\tau, $$]

 (A12.2)



                given that ε = 0.7 and
                a
                 = 6.5. (Here τ is the duration of the
                Stinger’s
                powered flight.) Thus we have obtained the missile speed and distance to the point when it runs out of propellant. Thereafter it coasts; the equation that governs coasting is Eq. (
                A2.2
                ) without the thrust term. This equation integrates to yield the missile velocity as a (decreasing) function of time:
                [image: $$ v(t)=\frac{v_{max}}{1+\upalpha t}\kern0.5em \mathrm{where}\kern0.5em \upalpha =\frac{bv_{max}}{\epsilon {M}_0}. $$]

 (A12.3)



              

                Here
                M
                
                  0
                
                 = 10 kg is the
                Stinger’s
                initial mass. (Time
                t
                is measured from the instant that the propellant ran out, when the speed reached its maximum.) Integrating Eq. (
                A12.3
                ) gives us the distance traveled while coasting:
                [image: $$ {R}_{coast}=\frac{V_{max}}{\upalpha}\ln \left(1+\upalpha {t}_c\right) $$]

 (A12.4)



                where
                t
                
                  c
                
                is the coasting time when
                R
                is the ‘maximum’ value quoted for a
                Stinger
                missile. (Maximum ‘effective’ range is 4.8 km; thereafter the missile coasts, so
                R
                
                  coast
                
                 = 8.0 − 4.8 = 3.2 km.) Given that the mass ejection rate is μ = ε
                M
                0
                /τ, we have all the equations necessary to infer the parameter values expressed in Chap.
                3
                . Namely: the boost (powered flight) and coast durations are, respectively, τ = 8.6 s and
                t
                
                  c
                
                 = 10.5 s; speed at the ‘maximum’ range is
                v
                (
                t
                
                  c
                
                ) = 150 ms
                −1
                (presumably the missile becomes ineffective at lower speeds, and this is what determines maximum range); from the definition of drag factor
                b
                in
                A2
                we find that
                Stinger
                
                  drag coefficient
                  
                
                is
                C
                
                  d
                
                 = 1.4;
                
                  burn rate
                  
                
                is μ = 0.81 kg s
                −1
                . Finally, the maximum G number for the
                Stinger
                trajectory occurs at the instant it runs out of propellant, and is readily seen to be
                [image: $$ {G}_{max}=\frac{u}{g\tau}\frac{\epsilon }{1-\epsilon }. $$]

 (A12.5)



              

                Substituting parameter values yields G
                
                  max
                
                 = 68, which is the value given for the
                Stinger
                missile of Chap.
                3
                . The G values given in Table
                3.​2
                arise by applying Eq. (
                A12.5
                ) with flight time τ chosen for the different flight distances given in the table.
              

                Now we consider an
                
                  artillery
                  
                
                shell. A typical muzzle speed for
                
                  artillery
                  
                
                is
                v
                
                  0
                
                 = 800 ms
                −1
                . We assume the same shell mass as for the missile
                
                  payload
                  
                
                (3 kg) and a barrel length of
                l
                 = 2 m. The G-force acting on a shell accelerating inside the gun
                
                  barrel
                  
                
                is considerable. The average
                
                  acceleration
                  
                
                
                  
                
                is
                a
                 = 
                v
                
                  0
                
                /
                t
                
                  0
                
                where
                t
                
                  0
                
                is the time spent inside the barrel, i.e. the time that it takes the shell to move from the breach to the end of the barrel. Thus
                t
                
                  0
                
                 = 2
                l
                /
                v
                
                  0
                
                and so
                [image: $$ G=\frac{a}{g}=\frac{v_0^2}{2l}. $$]

 (A12.6)



              

                Substituting parameter values gives G = 16,300 (as in Table
                3.​2
                ), which corresponds to an enormous compressive force acting on the shell.
                13
                The equation of motion for the shell after leaving the barrel is
                mv
                 =  − 
                bv
                
                  2
                
                where
                m
                 = 3 kg is the shell mass for the worked example of Chap.
                3
                , and the drag factor is
                b
                 = 0.001 kg m
                −1
                . Integrating yields shell speed as a function of time:
                v
                (
                t
                ) = 
                v
                
                  0
                
                /(1 + α
                t
                ) where α = 
                bv
                
                  0
                
                /
                m
                . Integrating again yields the distance moved:
                R
                (
                t
                ) = (
                v
                0
                /α) ln (1 + α
                t
                ). Eliminating time
                t
                gives speed as a function of range:
                [image: $$ v(R)={v}_0\exp \left(-\upalpha R/{v}_0\right). $$]

 (A12.7)



              

                The numbers for shell speed in Table
                3.​2
                were determined from Eq. (
                A12.7
                ).
              
Reference Works

                	
                      Andrews, J.T.
                      Red Cosmos: K E Tsiolkovsky, Grandfather of Soviet Rocketry.
                      (College Station, TX: Texas A&M University Press, 2009).
                    

	
                      Curtis, H.
                      Orbital Mechanics for Engineering students
                      . (Oxford: Elsevier, 2010).
                    

	
                      Denny, M. (2011).
                      Their Arrows Will Darken the Sun: The Evolution and Science of Ballistics
                      . (Baltimore: Johns Hopkins University Press).
                    

	
                      Doody, D.
                      Basics of Space Flight
                      (Pasadena, CA: Blüroof Press, 2011).
                    

	
                      Eke, F.O.
                      Dynamics of Variable Mass Systems
                      (NASA, 1998). Available online at
                      https://​ntrs.​nasa.​gov/​search.​jsp?​R=​19980210404
                      .
                    

	
                      Logsdon, T.
                      Orbital Mechanics – Theory and Applications.
                      (New York: John Wiley & Sons, 1998).
                    

	
                      Massey, B.S.
                      Mechanics of Fluids.
                      (London: Chapman & Hill, 1997).
                    

	
                      NRC.
                      A Review of United States Air Force and Department of Defense Aerospace Propulsion Needs.
                      (Washington, DC: National Academic Press, 2006).
                    

	
                      Prussing J.E. and B.A. Conway.
                      Orbital Mechanics
                      . (Oxford: Oxford University Press, 1993).
                    

	
                      Roberts, J.R., R. Jones and S.J. Rothberg. “Measurement of contact time in short duration sports ball impact: an experimental method and correlation with the perceptions of elite golfers.”
                      Sports Engineering
                      4 (2001) 191–203.
                    

	
                      Roy, A.E.
                      Orbital motion
                      . (Bristol, UK: Institute of Physics Publishing, 1988).
                    

	
                      Ryden, B.S. and B.M. Peterson.
                      Foundations of Astrophysics
                      . (Boston: Addison-Wesley, 2010).
                    

	
                      Sutton, G.P. and O. Billarz.
                      Rocket Propulsion Elements
                      , 8
                      th
                      ed. (New York: Wiley, 2010).
                    




              
Conclusion—Splashdown
When putting together this book, both authors spent considerable time gathering data, reading background material, performing calculations and pondering. Thinking at odd moments, with our minds full of all things rocket led to unexpected realizations, of putting two and two together, of drawing conclusions that may or may not have found a place in the main text of the book. Some of the leftover thoughts are presented here, as odd scraps in no particular order that fit in nowhere else but which, we think, are worth recording if only as fodder for readers’ ruminations.

              Big
              
                chemical
                
              
              rocket
              
                motors
                
                
              
              will fade away into history books, as an interesting technological oddity that briefly prevailed as the only means possessed by humanity for getting itself up from the Earth’s surface and into space. Looking back from a thousand years in the
              
                future
                
                
              
              we will see that, over the sweep of history, chemical rockets began and ended as fireworks. Within this firework interval, overlapped by it at both ends, for several centuries chemical rockets served as missiles in warfare. And within this missile period, there was a century or so when chemical rockets grew very large, like dinosaurs, to solve a particular problem. They were only just able to solve it, due to the
              
                tyranny
                
              
              of the rocket equation, as we have seen, but they got us to the Moon. Once in space, however, it became clear that they were not up to solving the new problems that presented themselves: how to get to
              
                Mars
                
              
              or the stars. Solving these problems required different solutions. Just as they were replaced by space
              
                elevators
                
                
              
              in getting humans to orbit, so they were overtaken by nuclear thermal motors or
              
                ion
                
              
              thrusters or
              
                solar sails
                
              
              for getting us to Mars and other destinations within our
              
                Solar System
                
              
              
                
              
              . Whatever will be needed for
              
                interstellar
                
              
              travel, it will certainly not be rockets powered by chemical motors.
            

              Readers who are dog people will have empathized with
              
                Strelka
                
              
              and the other space canines, as man’s best friends found themselves in very unfamiliar surroundings. But
              Strelka
              and her chums will not have known what was going on—a luxury that human astronauts and cosmonauts were not afforded. Yuri
              
                Gagarin
                
              
              , Christa
              
                McAuliffe
                
              
              and several hundred other people have at one or more points in their lives sat strapped into seats on launch day, atop several hundred feet of
              
                explosive
                
              
              propellant waiting for it to be ignited. We cannot be sure without knowing them personally what kind of people they were, except for one thing: we can be damned sure that they were brave.
            

              The basic physical parameters of human biology and of astronomy dictate some bald facts about the possibility of
              
                interstellar
                
              
              travel. Thus the distance to any star we might wish to visit is several light years, and so we must travel very fast—at relativistic speeds—if we are to get there within a few years. Longer travel times may be unacceptable for most people. Indeed, it may not be viable, given the increased
              
                radiation
                
              
              to which they would be exposed. So, travel times of a few years at most dictate that they must be accelerated from zero (at a standstill relative to Earth) to some significant fraction of the speed of light.
              14
            

              Here is another reason why short travel time is imperative. Say that we deem a star
              Happiness
              that is ten light years distant to be worthy of the expense, effort and time to visit. Perhaps
              Happiness
              has a planet orbiting it that is thought to be suitable for sustaining human life. Let us assume that we have developed the technology that enables
              
                spacecraft
                
              
              to reach a speed that is 20% of the speed of light. Then if we launch, say, a dozen
              
                pioneers
                
              
              aboard
              Starship 1
              heading for
              Happiness
              , it will take about 50 years to get there. Suppose technology advances to the extent that, twenty years after
              Starship 1
              is sent on its way, we are able to build spacecraft that can move at 40% of the speed of light, and we launch
              Starship 2
              to the same destination. Then
              Starship 2
              will catch up with
              Starship 1 en route
              and overtake it. The crew of
              Starship 1
              will have wasted decades of their lives cooped up inside a spacecraft that became obsolete during its mission. People will want to be sure that such
              
                obsolescence
                
              
              is unlikely before they commit to lengthy
              
                interstellar
                
              
              journeys.
            

              Finally, we subtitled this book,
              From Fireworks to the Photon Drive
              because Rocket Science started with fireworks and it will likely end with the photon drive. However the latter will not involve some science-fiction ‘torch-ship’ pumping out a quadrillion Watts-worth of high energy photons to propel itself to the stars at near-light speed. Instead, it will almost certainly be a more modest affair in which the craft deploys a fragile sail to capture photons, either of natural starlight or those generated by some planetary laser source, and allows itself to be gently pushed out into the wider Universe.
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Some Useful Websites
Major Space Agencies
	
                  https://​www.​nasa.​gov/​
                   – NASA (USA).
                

	
                  https://​www.​esa.​int
                   – ESA (Europe).
                

	
                  http://​en.​roscosmos.​ru/​
                   – ROSCOSMOS: (Russia).
                

	
                  www.​cnsa.​gov.​cn
                   – CNSA (China).
                



General Information
	
                  https://​www.​space.​com
                   – Space news.
                

	
                  www.​spacedaily.​com
                   – An alternative source of space news.
                

	
                  http://​www.​universetoday.​com
                   – More space news.
                

	
                  www.​russianspaceweb.​com
                   – News and history of Russian space programs.
                

	
                  http://​www.​projectrho.​com
                   – Atomic Rockets: a cornucopia of delights, primarily aimed at “realistic” Science Fiction but filled with solid science.
                

	
                  http://​www.​astronautix.​com/​
                   – An encyclopaedia of space flight including cancelled programs.
                

	
                  https://​www.​bis-space.​com/​
                   – British Interplanetary Society.
                

	
                  https://​space.​nss.​org
                   – US National Space Society.
                

	
                  http://​www.​interstellarinde​x.​com/​
                   – Interstellar Index, a slightly-out-of-date source of information on all things to do with Interstellar Travel.
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Footnotes
1
                    There are many derivations and descriptions of the
                    
                      Tsiolkovsky
                      
                    
                    rocket equation online. See for example
                    www.​real-world-physics-problems.​com/​rocket-physics.​html
                    ,
                    www.​grc.​nasa.​gov/​www/​k-12/​airplane/​rockth.​html
                    , and
                    https://​en.​m.​wikipedia.​org/​wiki/​Tsiolkovsky_​rocket_​equation
                    . For more on
                    
                      Tsiolkovsky
                      
                    
                    than we provided in Chap.
                    2
                    see the Wikipedia article
                    Konstantin Tsiolkovsky
                    , and Andrews (2009).
                  

 

2Eke (1998), p3.

 

3A detailed discussion of drag can be found in any fluid dynamics textbook (as well as in many online sources). See e.g. Massey (1997) Chapter 8 For a shorter discussion, see Denny (2011) pp197-200. In the context of the rocket equation, see Denny (2011) pp203-4.

 

4
                    This circumstance covers missiles in horizontal flight, for example. If the rocket is moving vertically upward then the force of gravity must also be included, but can be neglected for small
                    
                      model rockets
                      
                    
                    which have very large initial accelerations, so this calculation applies approximately to that case as well.
                  

 

5See, for example, Sutton and Billarz (2010) p 39.

 

6
                    For readers following the math in detail, we have substituted
                    M
                    (
                    t
                    ) = 
                    M
                    
                      0
                    
                    (1-ε
                    t/
                    τ) into Eq. (
                    A1.2
                    ).
                  

 

7
                    The curious might wonder what happens at
                    r
                     = 0: does the energy become infinite? The force that arises due to this
                    
                      gravitational potential energy
                      
                    
                    is
                    F
                    
                      g
                    
                     = 
                    GMm/r
                    2
                    : does this force become infinite? No, because the size of the Earth is finite. The force would only be infinite if the Earth was infinitely dense and so had a radius of zero. (For very dense neutron stars, the force at the surface is indeed very large.) The nature of the
                    
                      gravitational force
                      
                    
                    on an object is such that only the mass of a spherical planet that is beneath the object contributes to the force. Thus, a mass of (molten) rock that is 100 km below the Earth’s surface feels a weaker gravitational force than the same mass on the surface, because the outer 100 km has no net influence on the rock. This is the same as saying that, if the Earth was a hollow sphere and you were inside, then you would feel no gravitational force due to the Earth. This strange and interesting fact is very useful for astrophysicists who need to calculate
                    
                      gravitational forces
                      
                    
                    within stars and galaxies.
                  

 

8
                    For the more pedantic reader, we note that δ is lower-case Δ; both indicate a change in something. Our convention in this book is that Δ
                    x
                    represents a change in
                    x
                    , possibly small. δ
                    x
                    represents a change in
                    x
                    that is definitely small.
                  

 

9See e.g. Logsdon (1998) p30, or Ryden and Peterson (2010) Chapter 3.

 

10
                    See, e.g., the MIT OpenCourseWare lecture
                    Session 6: Analytical Approximations for Low Thrust Maneuvers
                    available at
                    https://​ocw.​mit.​edu/​courses/​aeronautics-and-astronautics/​16-522-space-propulsion-spring-2015/​lecture-notes/​MIT16_​522S15_​Lecture6.​pdf
                    .
                  

 

11
                    There are many ways of expressing the final velocity from a
                    
                      slingshot
                      
                    
                    manoever—Eq. (
                    A11.4
                    ) is ours. For other expressions, and derivations, see Curtis (2010) ch. 8, Prussing and Conway (1993) ch. 7, Roy (1988) ch. 11. The Wikipedia site
                    Gravity assist
                    has some helpful animations. For a less technical insight, see Doody (2011), and the NASA website
                    A Gravity Assist Primer
                    at
                    https://​solarsystem.​nasa.​gov/​basics/​primer/​
                    . The cartoon explanation from this NASA site is reproduced in Fig.
                    3.​13
                    b
                  

 

12
                    For the data of this section, see NRC (2006), and the online notes
                    Rocket Propulsion Basics – Thrust and Impulse
                    by J.M. Seitzman, available at
                    http://​seitzman.​gatech.​edu/​classes/​ae6450/​thrust_​impulse2.​pdf
                    .
                  

 

13
                    For comparison, we can carry out his same type of calculation to estimate the
                    
                      acceleration
                      
                    
                    of a
                    
                      golf
                      
                    
                    ball when struck by a club. The ball speed immediately after it has been struck by a driver swung by an average male golfer is 60 ms
                    −1
                    (
                    https://​blog.​trackmangolf.​com/​ball-speed/​
                    ); the impact lasts about 0.45 ms (Roberts
                    et al
                    , 2001). Thus, G = 60 ms
                    −1
                    /(9.81 ms
                    −2
                    )(0.00045 s) = 13,600. These enormous accelerations do not permanently damage a ball only because they are so brief.
                  

 

14
                  The
                  
                    tyranny
                    
                  
                  of the rocket equation starkly demonstrates why
                  
                    chemical
                    
                  
                  rockets will never be
                  
                    interstellar
                    
                  
                  vehicles, as we saw in Chap.
                  7
                  . Let us beat this drum again, for emphasis. If we need relativistic speeds (say 20% of the speed of light) and we are limited by chemistry to an exhaust gas speed of 4.5 km s
                  −1
                  , then the rocket equation dictates that all but one part in 10
                  5212
                  of the rocket must be propellant—so not one atom of
                  
                    payload
                    
                  
                  would be aboard. Say we need speeds of only 1% of the speed of light, then as much as one part in 10
                  260
                  of the rocket can be payload—still not one atom. And going multistage will not help us this time.
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