IR ESS R
OF SOCIAL
PSYCHOLOGY

Theory and Applications

Edited by
MILES HEWSTONE, HENK A.W. SCHUT, JOHN B.F. DE WIT,
KEES VAN DEN BOS, AND MARGARET S. STROEBE






File Attachment
20011779coverv05b.jpg


The Scope of Social Psychology

Social psychology attempts to understand, explain, predict, and, when
needed, change people’s thoughts, feelings, and behaviours. It is an awe-
inspiring task; yet for a relatively young discipline it has made great strides.
Although many of the major pioneers such as Lewin, Asch, Kelley, and
Festinger worked in the period around the 1940s and 1950s, social psychology
matured only at the end of the 1960s. Since then it has blossomed, both in
investigating the basics of the discipline and in applying the insights from
fundamental social psychology to different fields related to the area. This
volume is devoted to the development of understanding in the field of social
psychology over the last four decades, focusing on both basic and applied
social psychology.

Contributions are gathered under five main areas: attitudes and attitude
change; social cognition and emotion; interpersonal and group processes;
health behaviour; and bereavement and coping. These five domains not only
illustrate the scope of social psychology, but also pay tribute to one of the key
figures in modern social psychology, Wolfgang Stroebe. He has, remarkably,
made significant contributions across all five of these areas, and his research
achievements exemplify the progress, prospects, and problems faced by mod-
ern social psychology over the last 40 years.

This volume includes contributions from some of the most distinguished
names in the field, and all authors provide an overview or critical look at their
specific area of expertise, tracing historical developments where appropriate.
The Scope of Social Psychology provides a broad-ranging, illustrative review
of the field of modern social psychology.

Miles Hewstone is Professor of Social Psychology and Fellow of New College,
University of Oxford. He has published widely on the topics of attribution
theory, social cognition, stereotyping, and intergroup relations. He is co-
founding editor of the European Review of Social Psychology, and a former
editor of the British Journal of Social Psychology.

Henk A. W. Schut is Assistant Professor in the Department of Clinical
Psychology at Utrecht University, where he also earned his PhD. His research
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books and a large number of articles on grief and bereavement.

John B. F. de Wit is Associate Professor in Social Psychology of Health at
Utrecht University. His past research focused on social-cognition models of
health behaviour, and included work in attitude and behaviour change
through the use of fear appeals and risk communication. His recent work is
concerned with functional aspects of goal-setting and volitional processes in
goal striving that are subsumed under a self-regulation perspective on health
behaviour.

Kees van den Bos is Professor of Social Psychology at Utrecht University. His
research interests focus on the psychology of fairness judgements and how
people react to events they consider fair or unfair. His other research interests
include uncertainty, social cognition, the psychology of religion and cultural
worldviews, human decision making, and organisational behaviour.

Margaret S. Stroebe is Associate Professor in the Department of Clinical
Psychology at Utrecht University. She received her PhD from the University
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on theoretical approaches to grief and grieving, interactive patterns of coping,
and the efficacy of bereavement intervention.
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Preface

Social psychology is the scientific study of how personal, situational, and
societal factors influence the cognition, motivation, and behaviour of indi-
viduals and (members of) social groups. It ranges from intra-personal pro-
cesses (e.g., attitudinal information processing), to interpersonal relations
(e.g., close relationships), to intergroup relations (e.g., ethnic prejudice and
stereotyping), and societal analyses (e.g., the beliefs shared by large numbers
of people within a society). Alongside other disciplines, such as sociology,
political science, and economics, social psychology has sculpted itself a
unique perspective on and contribution to the behavioural sciences, the
subjective view of the individual in a social context.

If the breadth of this approach were not ambitious enough, social psych-
ology is above all theoretically driven; we refer with disdain to mere findings
(in the absence of theory) as “dust-bowl empiricism”. Social psychology
strives to predict and explain, not merely detect and report. Increasingly, this
theory building is supported by a range of ever more powerful method-
ological tools, including the methods used to study implicit, unconscious
beliefs, and the powerful statistical techniques used to test theories (e.g., dis-
tinguishing mediation from moderation, structural equation modelling, and
meta-analysis).

This volume highlights what we have learned in the four decades since
the 1960s, a time when social psychology was maturing into an established
science. It does so by focusing on both basic and applied social psychology,
and to this end we have gathered together contributions under five main
headings, three more basic, and two more applied: attitudes and attitude
change; social cognition and emotion; interpersonal and group processes;
health behaviour; and bereavement and coping. A final section places
psychological theory and research in context.

We have chosen these five domains not only to elucidate basic and more
applied processes, nor merely to illustrate “the scope of social psychology”,
but also because, with this volume, we wish to honour Wolfgang Stroebe,
one of the key figures in modern social psychology. He has, remarkably,
made significant contributions across a/l five of these areas. Such eclecticism
is distinguished in itself, but so are his contributions; they have been



Preface xi

characterised by theoretical innovation and clarity, and methodological rig-
our and sophistication. Wolfgang’s research achievements exemplify the
progress, prospects, and problems faced by modern social psychology in
the last 40 years, and we dedicate this volume to him, in appreciation of the
multitude and impact of his past contributions, and in the hope and expect-
ation that he will continue to be involved in developments for many years
to come.

One final note. Preparing this volume, in honour of a friend and col-
league—and for one of us, at least, spouse—whom we hold in the greatest
esteem has been no editorial labour in the usual sense. It has been, first, a
pleasure, and second, the work of a team of equals. The only disagreement in
editing this book has been with respect to the order of editors. And whereas
members of some teams quarrel among themselves to get the individual
selves placed higher, we could only agree on a final order of editors by the
Utrecht majority oppressing the Oxford minority, who accepted strictly on
the basis of primus inter pares. This volume is, then, very much the outcome
of five equal labours. The editors wish to thank Professor Willem Koops,
Dean of the Faculty of Social Sciences at Utrecht University for his
enthusiastic support of this project.

Miles Hewstone
Henk A. W. Schut
John B. F. de Wit
Kees van den Bos
Margaret S. Stroebe
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1  On the scope of social
psychology

An introduction

Kees van den Bos
Utrecht University, The Netherlands

Miles Hewstone
Oxford University, UK

Henk A. W. Schut, John B. F. de Wit, and
Margaret S. Stroebe
Utrecht University, The Netherlands

When you think about it for only a minute or so, you realise that trying to
understand, explain, predict and, when needed, change people’s thoughts,
feelings, and behaviours is an awe-inspiring task. For example, we know that
people often have little insight into their own thinking processes (e.g., Nisbett
& Wilson, 1977), let alone the thoughts and cognitive processes of others
(see also Nisbett & Ross, 1980). The same difficulties arise with people’s
affective feelings (e.g., Schwarz & Clore, 1983). Furthermore, and perhaps
most difficult of all, explaining and predicting social behaviour may be
among the most difficult things people can aspire to (e.g., Snyder & Cantor,
1998). Yet it is precisely the explanation and prediction of cognition, affect,
and behaviour that social psychologists set out to achieve.

Since its founding days, the field of social psychology has flourished (for
an overview, see, e.g., Jones, 1998). One well-known era that has been very
important for our field was the period around the 1940s and 1950s, when
people like Kurt Lewin (1935), Solomon Asch (1946, 1951), John Thibaut
(1950; Thibaut & Kelley, 1959), and Leon Festinger (1954, 1957) formulated
their groundbreaking theories and conducted their pioneering research stud-
ies. Yet, notwithstanding the crucial impact of this “golden” period, it could
well be stated that social psychology matured only at the end of the 1960s.
After all, it was around that time that social psychology moved into its next
phase. Young people had been trained then by the pioneers of the field and
went on to become key figures in what turned out to be the exciting modern
science of social psychology. Meticulous theories and conceptual refinements
were formulated and precise methodological tools were invented which could
be used to test the hypotheses that followed from the theoretical models
proposed.

As a result, since the end of the 1960s social psychology has blossomed,
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both in investigating the basics of the discipline and in applying the insights
from fundamental social psychology to different fields related to the area.
This book is devoted to what the field of social psychology has learned in
the last four decades, focusing on both basic and applied social psychology.
In doing so, we want to honour one of the key figures in modern social
psychology: Wolfgang Stroebe.

The reason why we highlight Wolfgang Stroebe here is not so much his
official retirement in May—June 2006. After all, knowing Wolfgang, and
knowing his position as Fellow at the Utrecht University College, we are
quite confident that he will remain very active as a researcher in both the
basic and applied domains of our field. The main reasons why we emphasise
Wolfgang’s research are three-fold. First, his exceptional work is representa-
tive of the development of modern social psychology in the last 40 years.
Second, he is one of those very rare individuals whose contributions have
been made in the domains of both basic and applied social psychology.
Third, in an era of ever-increasing specialisation (where academics are
stereotyped as those who know “more and more, about less and less”), Wolf-
gang Stroebe’s career contributions have been characterised by extraordinary
eclecticism. He has contributed hugely to theory and research on attitudes
and attitude change, social cognition and emotions, interpersonal and group
processes, health behaviour and related changes, and bereavement and coping.
Thus we have chosen these five areas as the constitutive sections of this
volume. The scope of the chapters contained in this volume reflects Wolf-
gang’s and social psychology’s broad theoretical and research interests. As a
result, the volume is designed to provide the reader a broad-ranging, illustra-
tive review of the field of modern social psychology.

The chapters that make up this volume are written by experts in their fields.
All authors provide an overview or critical look at their specific area of
expertise, and they trace historical developments where appropriate. As the
title of the book illustrates, the aim of the chapters taken together was to
address the interface of theory and application. More specifically, three sec-
tions of the present volume focus on the basics of social psychology: Section 1
focuses on attitudes and attitude change, Section 2 on social cognition and
emotion, and Section 3 on interpersonal and group processes. Chapters in
these three sections focus on basic social-psychological processes and note
important implications of the various lines of research reviewed. The next
three sections also use basic social psychology as their starting point but then
go on to focus more on applying the insights that follow from basic social
psychology. Specifically, Section 4 focuses on health behaviour and condi-
tions that lead to changes in health behaviour, Section 5 discusses theories
and studies pertaining to bereavement and coping, and Section 6 places psy-
chological theory and research in context. The book closes with an epilogue
from various other observers of Wolfgang Stroebe’s university activities. We
now provide a brief overview of the various chapters in Sections 1-6, after
which we will make some closing comments.
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Section 1: Attitudes and attitude change

In the first chapter in the section on attitudes and attitude change, Richard
Eiser reviews research on how individuals make evaluative judgements about
objects, people, and events in ways that enable them to remain feeling gener-
ally positive about themselves and the decisions they make. This theme is
examined in relation to the fields of attitudinal judgement, attitude mainten-
ance, self-positivity, attitude learning, attitudes and decisions, and risk, trust,
and social judgement.

In the next chapter, Klaus Jonas and René Ziegler focus on the issue of
attitudinal ambivalence, which may result from evaluating attitude objects as
both positive and negative simultaneously. The chapter discusses definitional
aspects pertaining to ambivalence and different forms of attitudinal ambiva-
lence as well as different ways of measuring the concept. The authors then
review research on attitudinal ambivalence as a moderator of the attitude—
behaviour relationship, showing the theoretical and applied implications
of this work as well as the interrelationship between different moderating
effects of ambivalence. The enhanced insight this gives into attitudes, attitude
change, and the attitude-behaviour relationship is discussed, as well as
additional facets of research on attitudinal ambivalence. The chapter ends
by drawing conclusions and sketching lines of future research on attitudinal
ambivalence.

Icek Ajzen and Antony Manstead use the theory of planned behaviour as
an approach to change health-related behaviours. Introduced as an extension
of the theory of reasoned action, this approach can not only predict inten-
tions and behaviour quite accurately, it can also provide useful information
about the behavioural, normative, and control considerations that influ-
ence adherence or non-adherence to recommended health practices. Many
attempts to identify antecedents of health-related lifestyles focus on broad
personal, demographic, and environmental factors. The theory of planned
behaviour considers such factors as background variables that only influ-
ence health behaviour indirectly through their influence on more proximal
factors that are directly linked to the behaviour of interest. The authors
are also careful to note some important theoretical and applied limitations
their approach may have, and specify the relevance of their model for health
education campaigns and effective interventions.

Alice Eagly, in her chapter on the effects of defensive processing on attitu-
dinal phenomena, comments on motivational analyses of attitudes and exam-
ines efforts to develop theory pertaining to defensive processes. Motivational
themes have long been prominent in attitude theory and research. Among
the most important and enduring of these themes is the idea that attitudes
reflect motives to defend values and other positive states. This principle has
emerged repeatedly in research on persuasion and attitudinal selectivity, and
predictions based on it have enjoyed some success. After reflecting on these
motivational analyses, Alice Eagly focuses on the concepts of value-relevant
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involvement as well as defence motivation as two important models of self-
defensive processes. She also discusses applications of these concepts in
research on attitudinal selectivity and persuasion.

Section 2: Social cognition and emotion

The section on social cognition and emotion begins with a chapter by David
Hamilton and Miles Hewstone. These two authors review 35 years of theory
and research on how people perceive groups. A noteworthy aspect of social
psychology’s long history of interest in group perception is that in the past
three decades work on group perception has evolved and elaborated from a
singular focus on the stereotypic associations for various groups into a multi-
faceted analysis of various aspects of how groups are perceived. Similarly,
conceptual understanding of intergroup relations, particularly the implica-
tions of intergroup contact for changing stereotypic beliefs and prejudicial
attitudes, has advanced to more sophisticated analyses of how and why rather
than simply when. In this chapter, the authors review these developments and
highlight how this furthers insight into the dynamics of group perception and
intergroup relations.

Arie Kruglanski and Giin Semin provide an original integration of two
erstwhile separate domains, lay epistemology and the linguistic category
model, to consider epistemic bases of interpersonal communication. Building
on the notion that the essential function of communication is the exchange
of some kind of knowledge, the chapter reviews evidence that the process
of such conveyance is significantly influenced by communicators’ epistemic
motivations. That is, such motivations may determine the perspective that
communicators may adopt, and may influence the level of linguistic abstrac-
tion at which communicators couch their messages. The chapter introduces
the reader to the concept of epistemic motivations and reviews the specific
theory and evidence that link such motivations to various communicative
effects.

Norbert Schwarz and Fritz Strack, in their chapter on life satisfaction,
consider what cognitive social psychology may contribute to a better under-
standing of the processes that cause people to think of themselves as happy
or satisfied with their life in general. In doing so, these authors offer some
tangible advice on how people should and should not think about their lives.
Life-events play an important role in judgements of happiness and life-
satisfaction. Yet their impact does not follow the simple assumption that
good events will make people happy. Instead, the same event can increase as
well as decrease life-satisfaction, depending on how people think about it. In
their chapter, Schwarz and Strack consider the role of what comes to mind,
how easily it comes to mind, and how it is used, as well as the impact of
positive or negative feelings that a memory may elicit. The underlying pro-
cesses are systematic and the reviewed results reliably replicable, provided that
properly controlled experimental conditions channel how people think about
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their lives. In the absence of controlled conditions or controlled research
methods, however, different people choose different judgement strategies,
resulting in a wide variety of different outcomes.

Section 3: Interpersonal and group processes

Chester Insko and Scott Wolf open the section on interpersonal and group
processes by discussing factors pertaining to the tendency for relations
between groups to be more competitive and less cooperative than relations
between individuals. The authors review findings of a meta-analysis, showing
that this interindividual-intergroup discontinuity effect is descriptively large.
As a result, understanding the circumstances in which this effect occurs is of
obvious social significance. The chapter goes on to focus on three situational
variables that impact the generality of the effect: (1) the correspondence of
outcomes, (2) the joint control of outcomes, and (3) social support for the
competitive choice. Findings are reviewed that show the importance of these
variables as well as the need to be specific about the types of social situations
and types of games in which these variables are studied.

In their chapter, Bernard Nijstad and John Levine argue that in order to
understand group creativity, one needs to consider the different stages of
creative problem solving. The authors discuss three stages of the creative
process: (1) identifying and defining the problem, (2) generating solutions
to the problem, and (3) choosing the best idea and then developing and
implementing it. Group creativity, the authors propose, occurs if people col-
laborate in at least one of these stages and if the final product would not have
been possible without that collaboration. One major conclusion to be drawn
from the chapter’s overview of the stages of creative group problem solving
is that greater research effort should focus on the question of when it is useful
to have input from other group members, rather than on the question of
whether such input is useful. Furthermore, new group members can make
useful contributions in all three stages of the creative process reviewed in this
chapter.

Katherine Stroebe, Russell Spears, and Hein Lodewijkx contrast and
integrate social identity and interdependence approaches as they pertain to
intergroup discrimination in the minimal group paradigm. The authors argue
that both approaches can help to explain intergroup discrimination in this
paradigm and that it can be fruitful to consider them jointly. After reviewing
the history of the social identity and interdependence approaches, studies are
discussed that propose an integration of these approaches. Building on these
integrative studies, a theoretical framework is proposed. This framework
accounts for both social identity and interdependence processes, and deter-
mines factors that affect the relative strength of each process in a given con-
text. In this way, the authors try to show that a joint approach may provide
interesting theoretical avenues in future research on intergroup discrimination
in the minimal group paradigm.
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Section 4: Health behaviour and health behaviour change

This section begins with the chapter by Susan Folkman and Judith Moskowitz
who make a strong case that positive affect occurs during stressful situations
that are chronic, and that there is good reason to believe that the presence
of positive affect over time can influence health, independent of negative
affect. The authors review developments in psychologists’ understanding of
meaning-focused coping processes that play a major role in the regulation of
positive affect, especially in chronically stressful situations where favourable
outcomes are not readily available. Feedback loops are proposed through
which both positive affect and meaning-focused coping can restore coping
resources and motivate coping effort over the long term. In this way, this
pioneering chapter tries to further work that will help elaborate insights into
the role of positive emotions in enabling individuals to maintain well-being
under highly stressful circumstances.

In the chapter by John de Wit, Enny Das, and Natascha de Hoog,
the authors focus on the important role of beliefs regarding personal risk
or vulnerability in understanding health-related behaviours and promoting
change. In particular, the biased nature of these perceptions and subsequent
information processing is addressed. Classic social-psychological theories of
health and social behaviour have mostly been based on the assumption that
health behaviour is guided by rational deliberation and cognitive processing
of information. By contrast, more recent perspectives emphasise the interplay
of affect and cognition in predicting persuasion. The complex dynamics
between emotions and thoughts pertaining to health behaviour and health
behaviour change constitute the main focus of this chapter. An important
part of the chapter is devoted to theory and research regarding the efficacy of
communication strategies to promote awareness and acceptance of a personal
health threat. This overview features novel theoretical conceptualisations
of health threat communication that see persuasion as resulting from the
biased processing of information, and helps to synthesise extant theory and
research.

Arnold Bakker, Wilmar Schaufeli, Evangelia Demerouti, and Martin
Euwema present an organisational and social-psychological perspective on
burnout and work engagement. After defining both burnout and work
engagement, these authors discuss the central premises of their job demands—
resources model, a psychological model that integrates previous organisa-
tional research on burnout and work engagement. The authors then argue
that because burnout and work engagement affect employees in social con-
texts, it is important to study these phenomena using a social-psychological
approach. In adopting such an approach, the authors argue that burnout and
work engagement may transfer from employees to others in their social
environment such as colleagues, supervisors, and intimate partners. The
chapter closes with avenues for future research and a discussion of practical
implications.
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Section 5: Bereavement and coping

In the first chapter of this section, Robert Weiss reflects on a classic study in
the literature on bereavement and coping, showing that while having support-
ive friends effectively ameliorates the distress associated with social isolation
of widows and widowers, these factors do little to reduce the loneliness
associated with marital loss (Stroebe, Stroebe, & Abakoumkin, 1996). Specif-
ically, Weiss offers a theoretical and empirical context for these findings. The
theoretical context stems from the work of Bowlby and includes an extension
of this work to include a concern for community relationships and also a
theory of loneliness. The empirical context includes efforts to establish that
the emotional partnership of a marriage and the linkages to others that can
be categorised under the heading of relationships of community make differ-
ent provisions to individual well-being. It also includes efforts to establish
that the loneliness that is associated with the absence of a marriage or similar
relationship is different from the loneliness that is associated with the absence
of relationships of community. Implications and future avenues for research
are discussed.

The chapter by Georgios Abakoumkin, Kenneth Gergen, Mary Gergen,
Robert Hansson, Henk Schut, and Margaret Stroebe has been inspired by
work of Wolfgang Stroebe and his colleagues (e.g., Stroebe, Schut, & Stroebe,
2005). Building on this work, Abakoumkin et al. document the development
of scientific research on bereavement across several decades. This review
includes a description of how the bereavement research started and how the
literature developed, and considers what future lines of research probably will
be, or need to be. Fundamental questions asked are whether death of a loved
one causes death of the remaining spouse; who participates in bereavement
research; whether helping in the bereavement process really helps; and
whether there is support for the notion that people have to do their grief work
in order to come to terms with their loss. Within each main area of bereave-
ment research, stringent empirical tests suggest that there is no sound
empirical evidence that emotional disclosure facilitates adjustment to loss in
normal bereavement (Stroebe et al., 2005). It simply takes time to heal from
the loss of a loved one and precious little can be done to speed up the process.
The implications of this conclusion for both bereavement researchers and
popular media and counsellors are discussed.

The chapter by Emmanuelle Zech, Bernard Rimé, and Jamie Pennebaker
closes the section on bereavement and coping. Following the Abakoumkin
chapter, this chapter has been inspired by work of Wolfgang Stroebe and his
colleagues—research that has debunked simple models of people’s grief reac-
tions and suggests that no interventions seem to work for most people in
reducing the pain of bereavement (e.g., Stroebe et al., 2005). Zech et al. point
out that these conclusions are both distressing and raise new challenges for the
next generation of bereavement researchers. Furthermore, the strength of the
research by Stroebe and colleagues has been in pointing to the shortcomings



8 Van den Bos et al.

of many of the basic assumptions most of us hold about death and loss.
Through carefully controlled real-world studies, they have repeatedly demon-
strated the difficulty of modifying grief reactions. In short, Stroebe et al.
highlighted the fact that understanding human reactions to bereavement is
more complex than previously proposed: Specific sharing interactions should
work for specific individuals at a precise point in time of their grieving pro-
cess. The chapter by Zech et al. outlines potential moderators and mediators
of the effects of emotional disclosure in coping with bereavement.

Section 6: Psychology in context

In this section, psychological research is put into context by pointing out the
necessity of, and specific possibilities and opportunities for, starting inter-
disciplinary social-scientific research. Karl-Dieter Opp describes 30 years
of interdisciplinary social-scientific research conducted by himself, Wolfgang
Stroebe, and colleagues such as Hans Albert, Klaus Foppa, Bruno Frey,
Wilhelm Meyer, Kurt Stapf, and Viktor Vanberg. The chapter describes how
this group was founded and was able successfully to practise interdisciplinary
work. In this way, this chapter may inspire and help scientists to look beyond
the boundaries of their own scientific disciplines and start to conduct truly
interdisciplinary scientific research.

Epilogue

This volume closes with an epilogue in four parts, written by Lloyd Strickland,
Jaap Rabbie, Rein van der Vegt, and Lizet Hoekert. One of the things this
epilogue describes is how to manage the other duties (such as administrative
duties) one faces when aiming to be an active researcher. The epilogue may
help social psychologists and other scientific researchers to get the maximum
out of their research activities and other duties.

Closing comments

In closing this introductory chapter, we want to thank the people and organ-
isations that have helped us to realise this project. These include Psychology
Press—and especially Mike Forster—for their support for the enterprise,
as well as the Department of Social and Organizational Psychology at
Utrecht University, and the research school of Psychology and Health in the
Netherlands. Furthermore, we thank all the authors involved here. As every
social psychologist knows, the list of authors presented in this book is quite
impressive, and if one realises how busy these famous social psychologists
are, the list is even more striking. Thus, we wish to express our sincere
gratitude to all of them for making space in their demanding schedules to
contribute to this book. The reason why all the people and organisations
involved were so willing to cooperate with this book, we think, was that all



1. Introduction 9

wanted to honour the exciting developments in the past four decades of the
basic and applied domains of social psychology, and in doing so, wanted to
show their deep scientific appreciation for the man who has played such an
exemplary role in all these fields of active research and who still is such an
active researcher in both basic and applied social psychology: Wolfgang
Stroebe.

In a famous historical chapter on social psychology Gordon Allport (1968)
remarked that “Today the outstanding mark of social psychology as a discip-
line is its sophistication in method and experimental design” (p. 67). But he
also warned that “many contemporary studies seem to shed light on nothing
more than a narrow phenomenon studied under specific conditions . . . some
current investigations seem to end up in elegantly polished triviality—snippets
of empiricism, but nothing more” (p. 68). Nothing could be further from the
truth in the case of Wolfgang Stroebe’s research contributions to social
psychology—always elegantly polished; never trivial.
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2 Positive accentuation

Why a good product still needs
an advertisement

J. Richard Eiser
University of Sheffield, UK

In the summer of 1970, when poorly paid British academics were driving
clapped-out Minis (or worse), Wolfgang Stroebe’s arrival in Bristol caused
quite a stir. He swept into town in a brand new, brilliant white convertible
Mercedes sports car. We tried to tell him that this was thoroughly impractical.
Bristol was cursed by a total lack of car parking and chronic traffic
jams. He’d be lucky ever to get out of second gear. But practicality was beside
the point. It was all about image, and the message in the image was clear.
Wolfgang, as events quickly proved, had no intention of staying single for
very long. Even teasing him about it was less fun than it should have been,
since he made no attempt to deny it. “N’Ja,” he riposted when asked why he
thought he needed such an extravagant prop to his manhood, “that’s like
saying that a good product needs no advertisement.”

As it happens, I’ve never owned a sports car, and certainly not anything
as flash as Wolfgang’s Mercedes. You may think I’'m jealous, but honestly,
I don’t really mind. It would have been horribly impractical, and dreadfully
expensive to run, and I'd have felt terrible if 1 ever pranged it—which I'd
have been sure to do. Cognitive dissonance is alive and well and living on
a car dealer’s forecourt. Over the years, my choice of cars has remained
strictly average. But this doesn’t make me unhappy. On the contrary, as far
as car-ownership is concerned, if pressed I’d say I was happier than average.
How come? A large part of the answer lies in how we selectively search for
and interpret information from our environment and attach value to our
experiences. This set of processes goes under the name of social judgement.
One of the main characteristics of social judgement is a bias towards posi-
tive self-regard—a tendency to see ourselves as happier, more rational, intel-
ligent, attractive, or simply better on any dimension you care to name, than a
dispassionate observer might describe us. I refer to this bias as positive
accentuation. This chapter will briefly examine the processes that give rise
to this phenomenon, with illustrations from a number of different areas of
research.
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Attitudinal judgement

The focus of my early research and collaboration with Wolfgang Stroebe
(Eiser & Stroebe, 1972) concerned the question of how individuals judge
others’ attitudes on a given issue. The specific context for this work was
a methodological problem to do with the construction of attitude scales.
Thurstone’s Method of Equal-Appearing Intervals (Thurstone & Chave,
1929) involves presenting respondents (whose attitudes one wants to measure)
with a series of attitude statements or “items” that express (i.e., are the kinds
of statements that could be made by people with) a range of different opin-
ions on a single issue. For example, respondents could be asked how much
they agreed or disagreed with statements ranging from extreme opposition
to extreme support for women’s rights to abortion on demand. The logic of
the method is quite simple: respondents who, on average, agree with more
“pro-choice” statements can be said to hold a more “pro-choice” attitude
themselves. The problem comes in using such patterns of agreement to calcu-
late a quantitative measure of the extent to which a given individual supports
or opposes abortion. For this to happen, we need a quantitative measure of
the level of support or opposition expressed in the various statements with
which any given respondent agrees. This is achieved, within Thurstone’s
method, by first having an independent group of participants, known as
“judges”, rate the statements in terms of the relative favourability or unfa-
vourability towards the issue of the attitudes expressed in the statements. The
average rating given by the judges to any given statement is then treated as its
“scale value”, i.e., a quantitative measure of where it falls along the attitude
continuum. Note that these judges are rating how much each statement
expresses support for, or opposition to, abortion, for example. They are not
(as part of this task) saying whether they personally agree or disagree with
the statements, and in fact are typically instructed to disregard their own
opinion on the issue while making these ratings. Indeed, Thurstone and
Chave (1929) stated explicitly that judges’ ratings should be unaffected by
their own position on the issue.

After three decades in which a huge number of attitude scales were con-
structed using this and similar derived techniques, Sherif and Hovland (1961)
demonstrated that this assumption was incorrect. Judges whose own attitudes
differed tended also to give different ratings of where they saw particular
statements as falling along the continuum between the extremes of favour-
ability and unfavourability. A debate then started over how best to explain the
observed effects of judges’ attitudes on their ratings. Our own contribution
was to argue that many of these effects could be explained by an extension of
Tajfel’s accentuation theory (Tajfel & Wilkes, 1963). According to this theory,
people tend to accentuate the perceived and/or judged differences between
stimuli that fall into different classes in terms of some attribute. Tajfel’s sug-
gestion was that this could underlie processes of stereotyping and prejudice
through leading, for example, to exaggerated perceptions of the differences
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between individuals of different race or gender. Such accentuation of differ-
ences can be produced experimentally by presenting stimuli along with labels
(or “superimposed cues”) that differentiate them into distinct classes, so that
stimuli in one half of the range are labelled as belonging to one class, and
stimuli in the other half of the range to another class. This was demonstrated
for perceptual stimuli by Tajfel and Wilkes (1963) and for attitude statements
by myself (Eiser, 1971).

Our argument was that, if judges subjectively categorise attitude statements
into those they accept on the one hand, and those they reject on the other, they
are also likely to accentuate the judged differences between these subjective
categories of statements. Because individuals whose own positions lie at one
extreme are more likely than those with more moderate or ambivalent posi-
tions to consistently prefer statements in their half of the range, individuals
with more extreme positions should accentuate the differences between the
two halves of the range, resulting in more polarised ratings. In other words,
judges with more extreme opinions of their own should rate more statements
as extremely unfavourable or extremely favourable. This prediction fits well
with empirical findings presented by Sherif and Hovland (1961) and other
authors.

Or almost. The trouble is that such accentuation or polarisation effects on
some issues are asymmetrical. Specifically, in the largest corpus of relevant
studies—those conducted in the US using the issue of attitudes to African
Americans—judges with more committed pro-Black attitudes do indeed, as
predicted, give more extreme or polarised ratings than more neutral judges
of the degree of favourability or (especially) unfavourability towards Black
people expressed by items drawn from established scales of racial attitude.
Those with the most extreme anti-Black attitudes, however, do not show this
pattern of increased polarisation. In fact, the trend is in the opposite direc-
tion. To account for this, we introduced a new principle. The effects depend
on the implicit value of the language used to define the ends of the rating
scale, and in particular on the ability of judges to describe items they accept
in evaluatively positive terms, and those they reject in evaluatively negative
terms. If judges are required to use a negatively valenced term to describe
statements they agree with, they will tend to avoid using the more extreme
response options on the rating scale, and hence show less polarisation. Perhaps
this was what was happening in previous studies, where White participants
endorsed expressions of racial prejudice that at the time were more culturally
normative, but were reluctant to indentify these statements (or by implica-
tion, themselves) as anti-Black. This intuition was supported in subsequent
experiments where participants were presented with judgement scales differ-
ing in implicit valence (Eiser & Mower White, 1974, 1975; Eiser & van der
Pligt, 1982). The results are highly consistent. Judges with more extreme
positions, whether pro or anti, polarise more only on those scales that allow
them to describe their own position more positively. Accentuation, in other
words, is not simply a device for achieving cognitive simplicity. It operates
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more selectively to enhance a positive view of oneself and the opinions one
shares.

Attitude maintenance

Can this argument be extended beyond the somewhat technical problem of
attitude scale construction? Might such patterns of judgement reflect a more
general tendency to construe our social world so as to accentuate the positive
aspects of people or things we approve of, while accentuating the negative
aspects of people or things of which we disapprove? A clue that this is so
is provided by the abundance of value-laden words in everyday language.
For instance, Anderson (1968) presented ratings of the likeableness of 555
personality-trait words in the English language. Does this mean that we can
identify 555 different personality traits? Clearly there is considerable redun-
dancy, and one source of this is that language provides us with the flexibility
not only to identify differences between things but also to communicate our
feelings, or evaluative judgements, about them. These functions (technically
referred to as denotation and connotation respectively) are frequently com-
bined into single words, so the reason we have so many words is because we
can have so many combinations of descriptions and evaluations. Thus, the
same investment decision could be labelled as enterprising or foolhardy, the
same spending pattern as thrifty or miserly, depending on the extent of our
approval or disapproval. However, as a number of philosophers (e.g., Nowell-
Smith, 1956; Stevenson, 1944; Walton, 2001) have pointed out, ordinary
people are rarely alert to the distinct functions combined within single words.
Propagandists and advocates thus make heavy use of such words in order to
persuade others round to their point of view.

Another aspect of this can be noted when people use language, not just
to persuade others, but to justify their own beliefs or behaviour to them-
selves. One of the most striking features of attitudes, but one that has
received surprisingly little direct attention from researchers, is that different
people can hold diametrically opposed views on a given issue (indeed, that
is what makes something an issue) but yet be absolutely convinced, even to
the death, that they are right and their opponents are wrong. From the
perspective of most simple theories of social influence, this is strange. The
more aware we are that at least some other people disagree with us, the less
certain we should be of our own opinions. But this is often not the case. We
can remain utterly convinced that we are right, even when we believe that
the majority of other people disagree with us. Even stipulating that we
should be more prepared to accept social influence from ingroup than out-
group members is only a partial answer, and arguably a circular one in
many contexts: A main criterion for belonging to our ingroup could be
sharing attitudes similar to our own. Somehow we can sustain certainty
while still being aware that others hold different views with equal convic-
tion. A large part of the answer to this familiar mystery has to be that we
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enhance the subjective worth of our own opinions and devalue those of our
opponents.

One way of devaluing opponents’ views is to brand them as “extremist”—
or at least as more extreme than one’s own. Dawes, Singer, and Lemons (1972)
found that supporters and opponents of the Vietnam war each regarded the
other side as more extreme than themselves. For example, when “doves” were
asked to construct statements typical of what they thought “hawks” would
say, these statements were rejected by hawks as too extreme. The same was
true of the reactions of doves to statements made up by hawks to represent the
anti-war position. The rationality, integrity, and motives of opponents can
also be denigrated. In this respect, language plays a pivotal role.

Eiser and van der Pligt (1979) had nuclear industry employees and sym-
pathisers on the one hand, and environmentalists opposed to nuclear power
on the other, select adjectives that they thought best described the pro-
and anti-nuclear activists. Pro-nuclear participants described their own side
most frequently as “realistic”, “rational”, and “responsible”, while seeing
their opponents as “emotional”, “alarmist”, and “ill-informed”. Anti-nuclear
participants, however, described the pro-nuclear side as “materialistic”,
“complacent”, and “elitist”, while viewing their own side as “far-sighted”,
“humanitarian”, and “responsible”. Thus, each side chooses evaluatively
positive terms to describe their own side and negative terms to describe their
opponents. However, the terms used in this example and in persuasive def-
initions more generally are not mere synonyms of “good” or “bad”. The kinds
of words that work in such contexts are those that pick on some actual or
perceived feature of the issue and give it a specific “spin”. If (as the debate
was constructed by many at the time) an economic cost-benefit analysis
makes nuclear power worth considering, then the economic case for nuclear
power can be regarded as “rational” by supporters, but “materialistic” by
opponents who claim to be more “humanitarian”. Likewise, downplaying
the level of risk is either “realistic” or “complacent” depending on one’s
point of view, whereas bringing it onto the agenda is either “far-sighted” or
“emotional” and “ill-informed”.

What these findings, and many easily imagined examples from everyday
life, show is that we will frequently deploy language (and other devices too) to
defend our existing viewpoints rather than readily change our minds in the
face of contradiction or conflicting evidence. Despite this, Eagly and Chaiken
(1993, pp. 679-680) commented that “Relatively few attitude theories have
resistance to change as their primary focus . .. From a motivational stand-
point, people resist influence because change is threatening to the self or to
one’s personal freedom or merely to the stability of important, self-defining
attitudes. From a cognitive standpoint, people resist influence when an atti-
tude is linked to other attitudes and beliefs, and change in the attitude would
destabilise a larger cognitive structure.” But within both these interpretations
there is a prior assumption that one’s self and one’s existing attitudes have
intrinsic value, and hence are worth defending.
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Self-positivity

A similar message comes from another large area of research in which indi-
viduals assess their own characteristics, ability, or vulnerability to risks in
comparison to those of other people. A frequently observed effect is that
termed relative or “unrealistic” optimism. According to Weinstein (1980,
p. 807), “People believe that negative events are less likely to happen to them
than to others, and they believe that positive events are more likely to happen
to them than to others.” Such optimism is often termed “unrealistic” since,
when asked to compare themselves with an “average” person, participants
tend on average to say that their chances of, say, contracting skin cancer
(Eiser & Arnold, 1999) or AIDS (Van der Velde, van der Pligt, & Hooykaas,
1994) are less than average for their reference group. This is despite the fact
that, in both these cases, individual differences in self-ratings of vulnerability
partly reflect differences in levels of exposure. Closely related is a tendency for
individuals to rate themselves, on average, as “above average” (Dunning,
Meyerowitz, & Holzberg, 1989) or “better than average” (Alicke, Klotz,
Breitenbecher, Yurak, & Vredenburg, 1995) in terms of ability or personal
traits. In all such cases, although some individuals may indeed be less at risk
or better than the average for their group, the group as a whole cannot be
better than its own average, so there must be some kind of bias operating.

How much does such a bias matter? The idea that individuals may under-
estimate their vulnerability to health risks, at first sight, looks worrying from
the perspective of preventive health. If smokers tend to downplay the link
between smoking and cancer, for instance, this might lead them to be less
motivated to quit. In fact, smokers generally admit that they are more at risk
of cancer than non-smokers, but not by as much as the medical statistics
show (Eiser, Reicher, & Podpadec, 1995). However, interpreting associations
between risk perceptions and risk behaviour is not always straightforward.
Some individuals may engage in risk behaviour because they estimate their
own risk as low (implying an inverse relationship), whereas others may esti-
mate their own risk as high because they admit that they are taking risks
(Weinstein & Nicolich, 1993; Weinstein, Rothman, & Nicolich, 1998). Other
research also points to the benefits of such positive beliefs, even if they are
illusory, for feelings of well-being and self-efficacy (Armor & Taylor, 1998;
Taylor & Brown, 1988, 1994).

Although this bias towards self-positivity or relative optimism may be
functional motivationally, there are still important questions about its more
cognitive underpinning and its relationship to how we process information
about ourselves and others. In a series of studies (Eiser, Pahl, & Prins, 2001;
Pahl & Eiser, in press) we have demonstrated that the extent of such relative
optimism is highly dependent on the format of question to which participants
respond. In the standard procedure, participants are asked questions of the
general form “Compared with the average student, what are your chances of
X?” or “Compared with the average student, how X are you?” with response
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categories ranging from, for example, “A lot worse than average” to “A lot
better than average”. However, if the format is reversed so that participants
compare others with the self (e.g. “Compared with you, how X is the average
student?”) relative optimism or positivity for the self is greatly reduced or
eliminated.

One interpretation, consistent with other research (Klar & Giladi, 1999), is
that, under the first (“self—other focus”) condition, participants do not really
construct a clear representation of the comparison standard, especially when
it is defined in vague and impersonal terms (e.g., “the average student”). In
other words, what looks like a comparative rating is effectively an absolute
one. Indeed, when participants provide both self-other comparisons and
absolute (i.e., separate) ratings of the self and other, their comparative ratings
correlate highly with their self-ratings, but not with their ratings of the other.
By contrast, under the second (“other—self focus”) condition, both self-
ratings and ratings of the other predict the comparative rating to comparable
extents. This may be because the other—self format requires participants to
think more carefully about the characteristics of the other.

The implications of these findings pull in opposite directions. One reading
could be that much of the claimed generality for relative optimism is arte-
factual—a product of the particular way in which the question is asked. But
even if this is so, the artefact (if that is what it is) depends on two implicit
assumptions: first, that representations of the self and one’s own experiences
are “chronically accessible” (Higgins, 1996) or at least more so than represen-
tations of other people, and second that self-representations tend to be pre-
dominantly positive. Our findings with regard to manipulating comparison
focus in no way undermine this latter assumption; in fact, their interpretation
depends on it.

So we are still left with the question of why we tend to think positively
about ourselves. Is it just that we tend to interpret our experiences in a posi-
tive light? Or might it be that, for most of us most of the time, our experiences
tend to fall on the positive side of some subjective neutral point? The idea
that we judge objects and events in comparison to a subjective neutral
point or adaptation level has a long tradition in judgement theory (Eiser &
Stroebe, 1972; Helson, 1964). It could well be that, when participants rate
themselves as better, luckier, happier or safer “than average”, they are not
really comparing themselves with some vague external standard, but rather
with an internal subjective standard derived from their own experience. So
then the question shifts to how individuals derive subjective standards from
their own experience. But here there is a new problem. In the original formu-
lation of adaptation-level theory (Helson, 1964), individuals are said to derive
their adaptation level or subjective neutral point, from the (weighted) average
of their experiences within a given stimulus domain. If this is so, how, on
average, can individuals rate themselves as better than average?

An ingenious answer to this problem has been suggested by Parducci
(1984), based on his theory of “range-frequency compromise” (Parducci,
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1963). This theory proposes that adaptation level is best predicted from a
combination of the mid-point and median of any set of stimulus experiences.
Now, if these experiences are distributed symmetrically around the mean, as
in a standard normal distribution, the mid-point, median, and mean will all
coincide. However, if the distribution is skewed, the mid-point and median
will be pulled apart. So how, Parducci asks, can we explain the widespread
phenomenon that people tend to rate themselves as happy rather than
unhappy? Perhaps, he suggests, because most people’s experiences are skewed
towards the happy end. In other words, we may have a few, perhaps extremely,
negative experiences but most of our experiences will be somewhat positive.
Because of this skew, the mid-point of our distribution of happy and
unhappy experiences will be lower than the median of this distribution.
Hence, if we set our subjective neutral point to be somewhere between the
mid-point and median, most of our experiences will fall on the positive side
of this neutral point. The result—happiness! Or more generally, positive self-
esteem and a feeling of being “better than average”. But to cash in this
intriguing speculation, we need to assume other processes that lead both to
negative experiences, even if infrequent, having a strong effect on judgements,
and to our generally having a distribution of experiences that is skewed
towards the positive.

Attitude learning

It is a commonplace assumption in attitude theory that attitudes in some way
guide or direct our behaviour (e.g., Allport, 1935; Eagly & Chaiken, 1993;
Fazio, 1990). The crisis of confidence resulting from early research showing
low attitude—behaviour correlations (e.g., Wicker, 1969) has long been resolved
as a product of poor matching of behavioural and attitudinal indicators
(Ajzen & Fishbein, 1977). Nonetheless, many classic and contemporary per-
spectives leave the full dynamics of the interrelationships between attitudes
and behaviour underspecified. By “dynamics” 1 refer not merely to the idea
that attitudes have a motivational influence, but rather that our attitudes,
behaviour, and experienced environment together form a dynamical system
(Eiser, 1994) and mutually influence one another. Attitudes guide behaviour,
but this isn’t the end of the story. Our behaviour has consequences that we
experience, and these consequences in turn shape both our attitudes and our
subsequent behaviour.

Recently, Russell Fazio and I have developed a paradigm to directly
investigate these dynamics. This involves learners being provided with the
opportunity to acquire information about the valence of novel objects that
are associated with either positive (gain) or negative (loss) consequences. The
critical element is that such consequences are only experienced if the learner
decides to approach or explore the object in question. If the learner avoids
the object, no feedback about the object’s valence is provided. In other words,
learning requires the learner to approach the objects, but approach carries the
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possibility of either gain or loss. Following familiar principles of reinforce-
ment learning (Sutton & Barto, 1998), this should lead the learner to continue
to approach “good” objects associated with previous gain, but to avoid “bad”
objects expected to lead to loss.

I use the term “learner” because there are two strands to this programme
of work—human experimentation and computer simulation. In the experi-
mental work (Fazio, Eiser, & Shook, 2004), participants play a computer
game (“Beanfest”) in which they imagine they are in a virtual world where
their survival depends on their learning to distinguish between different kinds
of visually presented “beans”, varying in terms of shape and speckledness,
some of which are good or nutritious and provide energy, and others of
which are bad or poisonous and lead to a loss of energy. However, in order to
discover whether a bean is good or bad, participants have to “eat”, that is,
approach it. So information gain carries a risk.

The main findings of these experiments are as follows. First, there is a clear
“learning asymmetry”, as assessed at the end of learning. Typically, partici-
pants learn to identify more of the bad than the good beans. (In fact, there
are equal numbers of good and bad beans, but participants are not told this.)
This asymmetry involves participants incorrectly judging some of the good
beans as bad, so avoiding them and so never discovering that their negative
judgements were incorrect. Second, there is a “generalisation asymmetry”,
based on data from when participants estimate the valence of novel beans
that are similar but not identical to those presented during the training phase
(i.e., the game proper). There is stronger generalisation from bad than good
beans, and more novel beans are predicted to be bad. Third, when partici-
pants are given prior but misleading information (supposedly from a previous
player of the game) about the valence of the beans, they will learn to dis-
regard advice to approach certain beans that turn out to be bad, but will be
less likely to correct false information or “prejudice” that some beans (that
are actually good) are bad and should be avoided.

The computer simulations (Eiser, Fazio, Stafford, & Prescott, 2003) involve
training a feed-forward neural network to differentiate between input patterns
in a two-dimensional array formally equivalent to the stimulus array used
in the human experiments. The familiar backpropagation of error training
procedure (Rumelhart, Hinton, & Williams, 1986) is adapted so that the
network only receives feedback (i.e., an error signal leading to updating of the
connection weights) if the network selects an action or output corresponding
to approaching (or “eating”) the stimulus. As in the human experiments,
these simulations demonstrate less complete learning of the positive than
negative stimuli (i.e., a learning asymmetry), generalisation of this learning to
novel stimuli, which are more likely to be predicted to be negative, and more
difficulty in overcoming early biases towards excessive avoidance rather than
excessive approach. Various manipulations indicate that the learning asym-
metry can be reduced the more the network is set occasionally to approach or
“eat” stimuli it has categorised as somewhat bad.
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The two sets of findings taken together strongly support the following
general principle. In a learning environment where feedback is contingent
on learners exploring rather than avoiding objects in their environment, and
where the major factor determining whether the learners will explore or avoid
is the anticipated valence of the object presented, learning of good objects
may be incomplete, whereas objects correctly or incorrectly believed to be bad
will be consistently avoided. This has a non-obvious consequence. Provided
individuals have sufficient freedom that they can avoid enough experiences
they believe would be damaging, most of their experiences will be positive,
even if the potential benefits in the environment are not fully exploited. And
what of the rarer negative experiences, when a bad object is incorrectly
approached? Although such actions are less likely to be repeated, the associ-
ated negative beliefs appear particularly resistant to change, echoing classic
findings on avoidance learning in animals (Solomon & Wynne, 1954). Fur-
thermore, such negative experiences appear, particularly in the human gener-
alisation data, to have a disproportionately strong influence on evaluations of
novel objects that resemble the training stimuli, fitting in with the broader
literature on the importance of negative information in impression formation
and social cognition (Baumeister, Bratslavsky, Finkenauer, & Vohs, 2001;
Rozin & Royzman, 2001). Thus, Parducci’s (1984) speculations on the origins
of happiness seem consistent with the distribution of outcomes that indi-
viduals experience under conditions of reasonably free choice, but limited
information.

Attitudes and decisions

What does this dynamic relationship between attitudes, behaviour, and its
consequences imply for the quality of people’s decision making under condi-
tions of uncertainty? Quality in this context is an ambiguous term. If it
means making decisions that, on balance, lead to positive consequences for
the decision maker, there is no doubt that the process just described will lead
to quality decisions. Indeed, it would be amazing if something as engrained
into our psychological evolution as reinforcement learning failed to convey
an advantage. But advantage is not always the same thing as accuracy,
another possible definition of quality. The learning asymmetry observed in
the Beanfest experiments is also an asymmetry in the types of errors partici-
pants make. By the end of training, the typical participant will make very few
false-positive errors (i.e., treating a bad bean as good) but many more false-
negative errors (i.e., treating a good bean as bad). As recognised long ago by
Signal Detection Theory (Swets, 1973), different kinds of errors can be
associated with different costs, and where this is so, this can lead to a response
bias in the direction of either greater risk acceptance, or greater risk aversion
or caution. The constraints of the Beanfest paradigm are such that false
positive errors are more costly than false negative ones, and as a consequence
participants can obtain adequate returns by finding a number of good beans,
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continuing to “eat” these whenever they are presented, but avoiding all other
beans as though they are bad.

But is this bias merely a feature of our experimental constraints, or can it
be found in other contexts where individuals are called upon to make risky
decisions? According to Kahneman and Tversky (1979), there is a consistent
tendency towards risk aversion whenever individuals choose between bene-
ficial prospects of similar or equivalent expected value. That is, “sure thing”
gains of $10 with 100% certainty tend to be regularly preferred to riskier
prospects of a 10% chance of winning $100—or even slightly more: individuals
require a premium in terms of expected value before they are indifferent
between more and less certain outcomes. This looks like persuasive evidence
of the generality of the bias we have described, but it should be noted that
the paradigms are rather different. In this paradigm, and typically also
in other similar experimental gambles and tests of economic decision mak-
ing, participants are informed about the probabilities and values of the
alternative options in advance. Hertwig, Barron, Weber, and Erev (2004) refer
to this kind of task as eliciting “decisions from description”, in contrast to
“decisions from experience” where, as in more everyday situations, indi-
viduals have to discover these probabilities and outcomes for themselves
over time.

Arguably, a bias that emerges from the manner in which we selectively
process feedback from our own exploratory behaviour is likely to have wider
generality than one that depends, less plausibly, on decision makers having
full prior knowledge of the probabilities and values they are asked to com-
pare. Our Beanfest studies involve exposing individuals to an environment
in which they (were they to explore it fully) would find that the probabilities
of good and bad outcomes happen to be equal. Our participants exhibit risk
aversion by repeatedly approaching objects they believe confidently to be
good, and avoiding those they believe to be bad or are less confident about.
The acquisition of such habits and expectancies is a direct consequence of
their learning from experience. But the same reinforcement learning principles
can account for risk aversion in choices more similar to those considered by
Kahneman and Tversky (1979), that is, choices between more and less prob-
able prospects of the same expected value (such as a 100% chance of $10 vs a
10% chance of $100), in so far as one can assume such preferences develop
over time. As argued by March (1996), choices that produce highly certain
positive outcomes will tend to be consistently reinforced, and hence repeated,
even if the absolute size of the reward on any given trial is modest. By
contrast, the chance of receiving the less frequent (albeit higher) reward on
any given trial is lower, by definition. In other words, on most trials the riskier
option will produce a worse outcome than the cautious option, and so will
not be reinforced. Thus, even if there is a large jackpot out there to be won, it
may never be discovered. Even if one is lucky enough to hit the jackpot on an
early trial, its reinforcement effects are likely to extinguish fairly rapidly on
subsequent non-reinforced trials.



24  Eiser

So does this mean that risk taking is a “bad thing”? Not necessarily. In
many circumstances innovation and exploration, even dangerous explor-
ation, are essential for survival. The environment can change. Previous secure
sources of food or other positive reinforcements can become depleted, and
competition from rivals or dangers from predators can become more intense.
We are currently introducing variations to our experimental paradigm to
investigate the effects of such changes.

Risk, trust, and social judgement

If our decision-making capacities are adaptive to our survival in a risky
world, what are the kinds of risks that confront us? As we contemplate the
death toll from recent natural disasters such as earthquakes, tsunamis, and
hurricanes, it is easy to think of human beings as powerless victims of huge
forces beyond their control. And of course, the physical forces involved in
such disasters are huge on any reasonable definition. Yet what determines
the scale of such disasters—the number of fatalities, for instance—is not the
strength of the physical events alone, but also human decision making. Poor
decision making exacerbates risk. Good decision making can help prevent
hazards turning into disasters, and can help ameliorate their consequences.
Whereas much experimental work has looked at how individuals accept or
reject risks for themselves, in real life we affect each other by the quality of
our decisions. We are interdependent. Risk is in large part a social product,
and hence assessment of risk is a form of social judgement.

One of the main contexts where this matters is when we depend on other
people—so-called “experts”—to make decisions on our behalf and/or to
inform and advise us what to do. Not only are we unable personally to control
many of the things that put us at risk, we are often unable to estimate the
extent of risk without the advice of experts. But are the “experts” really
expert? Yes, if they know what they’re talking about. No, if they don’t. This
amounts to a judgement about competence, and if the “experts” lack com-
petence, they aren’t experts at all and we shouldn’t rely on what they say.
But competence by itself is not a sufficient condition for trust. We can ask not
just “Do they know what they’re talking about?” but also “And would they
tell us, even if they do?”. How eager would a food manufacturer be to warn
customers about possible side-effects of certain additives, even if they had
preliminary indications of a problem? What credence can be put in assertions
by tobacco manufacturers that conclusions about the health-damaging and
addictive properties of cigarettes have been exaggerated? In many contexts,
we take what people say with a pinch of salt because we infer that their claims
or denials reflect, not the evidence they actually have or what they personally
believe, but what they want us to believe, for their own self-interest. Formally,
this intuition reflects the principle that response bias reflects perceived costs
and benefits, independently of actual knowledge or discrimination ability.

All this implies that much of the reason why the world is a risky place is
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that we can anticipate that other people act in their own interest much or
most of the time, and sometimes their interest will be inconsistent with our
own. So distinguishing friend from foe, those who would help us from those
who would do us down, has to be one of the most important social skills.
In keeping with research on the salience of negative information (Baumeister
et al., 2001; Rozin & Royzman, 2001), it has been suggested that trust can be
easily lost through exceptional acts of betrayal, and once lost, is difficult to
regain (e.g., Slovic, 1993). To the extent that attitudes of trust and distrust are
acquired over time, this fits in with our work on attitudinal learning. Negative
attitudes (in this case, distrust) may persist, even on the basis of little, or at
least infrequently experienced, evidence because they lead to avoidance of
both the distrusted person and exposure to information that might correct
such negative impressions.

But how long does it take to build up a picture of someone as trustworthy
or untrustworthy? An intelligence officer may take ages to decide if a political
defector is a spy, a double agent, or an innocent refugee. But many decisions—
including life-changing and life-saving decisions—are made and need to be
made far more quickly.

Slovic, Finucane, Peters, and MacGregor (2002) use the term “affect
heuristic” to describe how positive and negative affective feelings, occurring
immediately and often without conscious deliberation, can guide more calcu-
lative judgements and decisions about risks and benefits. In the context of
judgements about decision makers as opposed to physical hazards, this
implies that immediate intuitive feelings about whether someone is for us or
against us can lead us in the direction of greater or lesser trust and depend-
ence, and steer the course of our interactions with them. And where this is so,
it is not only the other’s expertise that we are choosing to trust (or not), but
our own intuitive ability to discern the other’s character and the extent of
their good will towards us.

Advertising goodness

Which brings us back to where we started. We can only do so much in one
life. Every choice taken is also an alternative opportunity lost. Selectivity is
not only adaptive but inevitable. So it matters that we make good choices. But
it matters just as much that we feel good about the choices we have made.
Both in terms of the experiences we seek out and how we represent such
experiences during and after the event, accentuating the positive enables us to
trust our own judgement as well as that of others. At the same time, feeling
good about ourselves is no mere subjective self-appraisal. It guides our
exploration of our social environment and the formation of new friendships.
It is shaped hugely by how we believe others feel about us and appraise our
attributes. Our interdependence makes us all both judges and judged. And for
this reason, we need to transmit social signals as well as receive them. We
need to do enough to be noticed, since as William James (1890, p. 292) put it
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eloquently, “No more fiendish punishment could be devised, were such a
thing physically possible, than that one should be turned loose in society and
remain absolutely unnoticed by all the members thereof.”

So in hindsight, I'm convinced that Wolfgang Stroebe was right. Good
products still need advertising. But whether he thought he needed a Mercedes
to advertise himself, or whether he simply thought he was advertising the
Mercedes, I'm no longer altogether sure.
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Most attitude researchers agree in defining attitudes as tendencies to impute a
certain degree of positive or negative evaluation to a given attitude object
(e.g., Ajzen, 2001; Eagly & Chaiken, 1998; Petty & Wegener, 1998). Attitudes
have been shown to be important predictors of behaviour (e.g., Ajzen, 2001)
and to have an impact on information processing (e.g., Hassin, Uleman, &
Bargh, 2005). Implicit in the definition of attitudes as tendencies to evaluate
an attitude object is the assumption that this evaluation is unidimensional.
Thus, attitude objects are assumed to be evaluated as positive or negative or
neutral, but not as both positive and negative simultaneously.

However, this may not adequately represent cases in which the attitude
holder likes or dislikes the same object at the same time as it occurs—for
example, when an individual finds shutting down certain industries a positive
choice because this may reduce air pollution, but also regards this measure
negatively because it may cause more unemployment (e.g., Costarelli &
Colloca, 2004). Attitude researchers label such cases of evaluative inconsis-
tency within the attitude structure as attitudinal ambivalence (e.g., Kaplan,
1972; Newby-Clark, McGregor, & Zanna, 2002; Thompson, Zanna, & Griffin,
1995). This inconsistency may exist within a class of evaluative responding
(e.g., cognitive, affective) or across classes (between cognitions and affect;
e.g., Hodson, Maio, & Esses, 2001).

It should be noted that ambivalent attitudes are different from truly neutral
attitudes (Klopfer & Madden, 1980): The evaluation implied by a neutral atti-
tude is midway between a positive and a negative evaluation. Neutral attitudes
are not associated with evaluative inconsistency.

Algebraic attitude theories such as the theory of reasoned action (Fishbein
& Ajzen, 1975) or the information integration theory (Anderson, 1981) do
take attitudes that are based on evaluatively inconsistent beliefs into con-
sideration. However, they conceptualise attitudes merely as an arithmetical
combination of the evaluative implications of underlying beliefs. Thus, the
resulting attitude score predicted by these theories is the same, be it derived
from, for example, six beliefs with neutral evaluations, or from three beliefs
with positive evaluations and three beliefs with negative evaluations. How-
ever, such differences regarding the evaluative consistency of the beliefs that
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underlie a certain attitude deserve more attention, because—as a number
of studies show—they have important consequences with respect to the
relationship between the pertinent attitudes and the relevant behaviours
and other phenomena involving attitudes (e.g., Armitage & Conner, 2000;
Conner, Povey, Sparks, James, & Shepherd, 2003; see in more detail below).

The term “ambivalence” (German: Ambivalenz) was introduced into
psychology and psychiatry by the Swiss psychiatrist Eugen Bleuler (1911). By
Ambivalenz he meant the simultaneous occurrence of incompatible emotions,
cognitions, or intentions within one person. Bleuler regarded ambivalence as
the primary symptom of schizophrenia, but assumed that ambivalence may
also occur among normal persons. Freud (1912/1943) adopted the term
ambivalence into his psychoanalytic theory. According to Freud, ambivalence
refers mainly to inconsistencies between emotions, such as love and hate.

In developmental psychology, the ambivalence concept is considered rele-
vant for patterns of attachment (e.g., Ainsworth, 1989; Bowlby, 1982; see also
Maio, Fincham, & Lycett, 2000). According to Ainsworth, Blehar, Waters,
and Wall (1978) an anxious—ambivalent attachment style is associated with
the simultaneous occurrence of approach and avoidance tendencies of a
child in response to attachment-relevant events (e.g., a separation from the
primary caregiver) and is assumed to result from inconsistent reactions of
the primary caregiver to the child’s needs.

Katz (1981) proposed a theory of the process underlying ambivalent
reactions towards a broad range of socially stigmatised others. In particular,
according to his racial ambivalence theory (Katz & Hass, 1988) the attitudes of
most Whites towards Blacks tend to include both favourable and unfavour-
able beliefs due to a conflict between the two core values of egalitarianism
(emphasising equality, justice, and fairness) and individualism (emphasising
freedom, self-reliance, devotion to work, and achievement).

Sexist ambivalence refers to men’s attitude towards women as a group. Men
who are ambivalent towards women are assumed to hold simultaneously two
sets of related sexist beliefs of opposite valence (Glick & Fiske, 1996). Sexist
(i.e., ambivalent) men may have genuinely positive attitudes towards women
who embrace traditional roles or show prototypical behaviour (e.g., helping)
as well as hostile attitudes towards women who threaten their paternalistic,
gender-identified needs and desires as a consequence of non-stereotypical
behaviour (e.g., striving for a career).

Ambivalence over emotional expression (King, 1998; King & Emmons, 1990)
is a different concept from the foregoing. Individuals who are ambivalent
over their emotional expression may be inexpressive because they inhibit
their desire to express emotions, or they may express emotions but regret their
expression.

Whereas the above ambivalence concepts have played a certain role in their
respective fields, the focus of the present chapter is on attitudinal ambivalence;,
that is, an aspect of the attitude structure that is assumed to moderate the
relationship between attitudes and behaviours as well as between attitudes
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and information processing. Attitudinal ambivalence may be held towards
behaviours, goals, events, or states of affairs (cf. Conner, Sparks, Povey,
James, Shepherd, & Armitage, 2002). In particular, ambivalence can be
expected to be a rather frequent event associated with personal behaviours or
goals (cf. Conner et al., 2002).

Whereas attitude research began in the 1920s (e.g., Thurstone & Chave,
1929), the ambivalence concept was introduced into attitude research rela-
tively late, by Scott (e.g., 1966, 1969). However, the upsurge of ambivalence
research began more recently, in the 1990s (e.g., Priester & Petty, 1996;
Thompson et al., 1995). Several researchers (e.g., Thompson et al., 1995)
trace the previous neglect of ambivalence in attitude research back to the
strong influence of consistency approaches in attitude research (e.g., Abelson,
Aronson, McGuire, Newcomb, Rosenberg, & Tannenbaum, 1968). Consist-
ency theories regard ambivalence as a relatively short-lived state that will
soon result in a state in which existing inconsistencies are resolved. However,
ambivalence as such is more compatible with the social cognition approach
that has become dominant in social psychology since the 1970s. Social cogni-
tion researchers do not assume that the cognitions underlying or associated
with a certain attitude are consistent all the time. In addition, not all cognitive
elements that are relevant to a certain attitude have to be accessible according
to the social cognition approach.

Similar to ambivalence, cognitive dissonance involves “inconsistency” in a
general sense. Dissonance is an unpleasant state that occurs when a person’s
behaviour is inconsistent with his or her beliefs or self-concept. Common to
traditional and more recent approaches to explain dissonance phenomena
(Aronson, 1969; Cooper & Fazio, 1984; Stone, Aronson, Craine, Winslow,
& Fried, 1994) is the assumption that dissonance is the result of an inconsis-
tency between one’s cognitions and (cognitions about) one’s own behaviour.
In comparison, an individual may be ambivalent without having performed a
certain behaviour (or being committed to it) merely because of evaluatively
conflicting cognitions and/or affects.

Definition and measurement of attitudinal ambivalence

Attitudinal ambivalence is the simultaneous existence of positive and nega-
tive beliefs or emotions with regard to the same object in an individual’s
attitude base. Attitude researchers commonly distinguish three types of
ambivalence (cf. Thompson et al., 1995). The first can be called cognitive
ambivalence (“mixed beliefs”) since it consists in having beliefs about an
object that are associated with inconsistent evaluations. An example would be
when a person believes that a certain brand of car is fuel efficient (positive
belief) but also expensive to buy (negative belief). The second type, affective
ambivalence (“torn feelings”), exists when positive and negative emotions
such as, for example, love and hate are experienced at the same time. The
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third type, affective-cognitive ambivalence (“heart vs mind conflict”) consists
of positive cognitions combined with negative affect, or vice versa, such as,
for example, when a person likes to smoke but also knows that smoking is
associated with health risks (e.g., Lipkus, Pollak, McBride, Schwartz-Bloom,
Lyna, & Bloom, 2005).

There is currently no consensus among attitude researchers on how to
measure ambivalence. Mainly two different approaches of measuring
ambivalence can be found in ambivalence research. The oldest and most
common approach consists in instructing individuals to provide separate
ratings of their positive and negative reactions towards the attitude object
(e.g., Kaplan, 1972). These positive and negative reactions are then combined
according to a mathematical formula (see below). This type of measure
has been called “objective ambivalence”, “formula-based ambivalence”
(e.g., Jonas, Bromer, & Diehl, 2000), “indirect measure of ambivalence”
(Conner et al., 2002), or “potential ambivalence” (e.g., Newby-Clark et al.,
2002), the latter term implying that providing participants with a separate
opportunity to express their positive and negative evaluation maps the poten-
tial ambivalence associated with a certain attitude object, which may not be
tantamount to the subjective feeling of ambivalence that is experienced at a
certain moment in time.

One of the most frequently used indexes for assessing potential ambiva-
lence is arguably the so-called “Griffin index” (Thompson et al., 1995). The
Griffin index captures the intensity of the positive and negative evaluations as
well as the level of similarity between the two evaluations, thus:

Ambivalence = (positive + negative)/2 — |positive — negative|. (1)

This formula indicates maximal ambivalence when the positive and the
negative evaluations are both intense and similar (see Breckler, 1994; for
other indexes of measuring ambivalence see Jonas et al., 2000).

The second approach of measuring ambivalence has been termed “experi-
enced ambivalence” (e.g., Jonas et al., 2000), “felt ambivalence” (e.g., Newby-
Clark et al., 2002), or “direct measurement of ambivalence” (Conner et al.,
2002). For example, Lipkus et al. (2005) asked their participants to express
their agreement or disagreement, respectively, on several items such as, for
example, “You find yourself feeling torn between wanting and not wanting to
smoke”. Cacioppo, Gardner, and Berntson (1997) requested their respond-
ents to describe their reactions towards the attitude object using adjectives
such as “divided”, “tense”, and “contradictory”, rated on a scale ranging
from 1 (very slightly or not at all) to 5 (extremely).

The relation between potential and felt ambivalence

The two types of indexes, that is, potential and felt ambivalence, have often
been shown to be only moderately correlated (e.g., Priester & Petty, 1996;
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Thompson et al., 1995; cf. Newby-Clark et al., 2002). Thus, they cannot be
regarded as interchangeable. The less than maximal correlation between the
two measures has evoked at least two (interrelated) questions: (1) Which of
the two measures is to be preferred? and (2) How can the rather low correl-
ation be explained? Regarding the first question, each of the two measures
has found its implicit or explicit supporters. For example, Armitage and
Conner (2000) rely on a measure of potential ambivalence. Potential ambiva-
lence is also the preferred measure of Thompson et al. (1995) who use felt
ambivalence only for validational purposes, that is, to establish construct
validity. In contrast, Lipkus et al. (2005) use a measure of felt ambivalence
only, whereas Costarelli and Colloca (2004) employ both types of measures.

A convincing answer to the question of which of the two types of measures
is to be preferred seems to depend on finding an answer to the second ques-
tion; that is, why the intercorrelation between the diverse measures is often so
low. Several explanations have been proposed to explain this result; common
to these explanations is the assumption that the two types of measures have
different determinants. For example, Priester and Petty (2001) argue that felt
ambivalence is partly determined by interpersonal discrepancy; that is, the
perception of the attitude holder that, although he dislikes (likes) a certain
attitude object, important others do (not) like it. Obviously, this assumption
is based on notions from Heider’s balance theory (Heider, 1958). Thus,
according to this approach, the correlation between formula-based measures
of ambivalence and measures of felt ambivalence is inevitably less than per-
fect, since formula-based measures do not capture the perceived attitudes of
significant others, whereas measures of felt ambivalence do (to the extent that
the individual’s experience of ambivalence takes into account the attitudes of
others with respect to the particular attitude object).

Other researchers (Newby-Clark et al., 2002) assume that the low intercor-
relation between felt ambivalence and formula-based measures is due to the
fact that formula-based measures map the “potential ambivalence” and that
felt ambivalence reflects only those aspects of the potential ambivalence that
are salient at a given time. According to this approach, the rather moderate
correlation between the two types of measures that is often observed is due
to the circumstance that only a limited aspect of the underlying attitude
structure is salient at a given point in time; that is, the actual degree of
ambivalence experienced may be less than the potential degree.

Thus, no general answer can be provided to the question of whether a
measure of felt ambivalence or a measure of potential ambivalence should
be employed. The answer depends on the assumptions underlying the particu-
lar investigation. For example, if a researcher undertakes a longitudinal
study investigating the moderating role of attitudinal ambivalence in the
relationship between a particular attitude and the pertinent behaviour, a
measure of potential ambivalence may be more adequate than a measure
of felt ambivalence. Only potential ambivalence captures the diverse aspects
of the attitude structure which may be activated in the different situational
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contexts lying ahead, whereas felt ambivalence is restricted to the aspects that
are salient in the momentary situation.

Attitudinal ambivalence as a moderator of the
attitude—behaviour relationship

Even before the concentrated onset of research on the antecedents and
consequences of attitudinal ambivalence, several attitude researchers hypoth-
esised that ambivalence should weaken the relationship between attitudes and
behaviour (e.g., Eagly & Chaiken, 1993).

Conner et al. (2002), for example, conducted two prospective studies on
the moderating effect of ambivalence on the attitude—behaviour relationship.
For two kinds of dietary behaviour (eating a low-fat diet and eating five
portions of fruit and vegetables per day), high ambivalence was found to be
associated with a weaker attitude—behaviour relationship than low ambiva-
lence (the authors used a formula based/indirect measure). With respect to
the first dieting behaviour, the interaction of ambivalence and attitudes even
held when past dieting behaviour was controlled for.

Ambivalence is a measure of attitude strength, and stronger attitudes
should be better predictors of behaviour (see Petty & Krosnick, 1995);
this could be due to the greater stability of stronger attitudes across time
(but see Armitage & Conner, 2000) or due to the fact that stronger attitudes
are more accessible at any moment in time (for an overview concerning
these and related explanations see Conner et al., 2002, 2003). Also related to
these properties of ambivalent attitudes may be a presumed greater context
dependency of ambivalent attitudes (Jonas et al., 2000): Ambivalence of an
attitude indicates that the cognitions and/or emotions underlying the attitude
are evaluatively mixed. For example, an ambivalent attitude towards avoiding
drugs or practising safe sex means that the individual possesses not only
cognitions implying the avoidance of drugs or practising safe sex, but also
cognitions implying the opposite behaviour (see Priester, 2002). Thus,
dependent on the situational context (e.g., a risk-taking or a responsible sex-
ual partner) different behavioural implications may be evoked that guide the
actual behaviour.

Ambivalent attitudes may therefore have a basis (i.e., their underlying
cognitions or emotions) that is not completely salient at every moment in
time. As a result, even the experience of ambivalence may vary across time,
depending on the degree to which the individual senses the extent to which
his or her relevant cognitions or emotions are inconsistent or contradictory.
Corroborating these assumptions, Newby-Clark et al. (2002) found that the
relationship between potential and felt ambivalence was strongest for those
participants whose contradictory evaluations of the pertinent issues (capital
punishment and abortion) were relatively high in simultaneous accessibility;
interestingly, this relationship was even stronger for participants with high
preference for consistency.
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Maio, Bell, and Esses (1996) have argued that as felt ambivalence is an
unpleasant experience it may motivate more elaborate thinking or more
elaborate message processing, since (message) elaboration helps to cope with
discomfort and to render a more clear-cut favourable or unfavourable evalu-
ation. Consistent with this assumption, Maio et al. (1996) and Jonas, Diehl,
and Bromer (1997) have shown that ambivalence is indeed associated with a
higher level of systematic processing. Also consistent with the idea of
ambivalence as an unpleasant psychological state that induces cognitive
elaboration to resolve it are the predictions postulated by Hodson et al.
(2001). According to these authors, attitudinal ambivalence may motivate
the search for information that could be useful in resolving conflict between
the incompatible evaluations. Consistent with this notion, Hodson et al.
(2001) found that ambivalent individuals were more susceptible to consensus
information of their supposed peers.

These two moderating effects of ambivalence, the moderation of the
relationship between attitudes and behaviour and the moderation of the like-
lihood or depth of elaboration, appear to be interrelated, rather than separate
phenomena. As shown by Jonas et al. (1997), the increased systematic pro-
cessing accompanying states of ambivalence leads to an increase in the
relationship between attitudes and intentions. In a mediational analysis, these
authors showed that the relation between attitudes and intentions is
indeed mediated by the amount of elaboration. This finding is consistent with
the results of other studies indicating that elaboration tends to increase the
strength of attitudes.

The concept of attitudinal ambivalence as a moderator of the consistency
between attitudes and behaviour fits in nicely with well-established relevant
theories such as the theory of planned behaviour (TPB; Ajzen & Fishbein,
2000) and the transtheoretical model (TTM), a model well supported in
health psychology (e.g., Prochaska & DiClemente, 1983; see also Armitage,
Povey, & Arden, 2003). According to the TPB, an intention is the proximal
determinant of the pertinent behaviour and intentions are determined by
attitudes towards the behaviour, the subjective norm, and perceived
behavioural control. The concept of attitudinal ambivalence can be integrated
easily here; the “most natural” link concerned is obviously the link between
attitudes and intentions (although Conner et al., 2003, speculate about influ-
ences of ambivalence on other TPB links, e.g., the link between intentions
and behaviour). An ambivalent attitude may weaken the attitude—intention
relationship due to one or more of the processes explained above, for example,
because of the presumed stronger context dependency or due to the process
hypothesised by Conner et al. (2003). These authors argue that the capacity
of an attitude to predict behaviour may be partly dependent on the attitude’s
ability to bias perceptions of the attitude object and the context in which the
behaviour is performed. Thus, strong attitudes such as those characterised by
low ambivalence can be assumed to be more readily accessible and therefore
be expected to produce these biasing effects with a higher likelihood.
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In fact, Conner et al. (2003) conducted a prospective study in which partici-
pants (at time 1) answered measures of the TPB in relation to 20 components
of healthy dieting, a measure of ambivalence towards healthy dieting in
general, and (1 week later) self-reported behaviour. Analyses showed that the
relation between attitude and behaviour as well the relation between per-
ceived behavioural control and behaviour was stronger for participants with
low (vs high) attitudinal ambivalence (these authors used a formula based/
indirect measure for dividing participants into the high vs low groups).

Likewise, attitudinal ambivalence is a welcome supplement to the trans-
theoretical model. As compared to the TPB, the most notable feature of the
TTM is the incorporation of a longitudinal aspect. The model describes the
process of achieving a particular health goal (such as giving up smoking) as a
sequence of five stages that have to be traversed successfully (cf. Armitage
et al., 2003). In the precontemplation stage individuals do not even consider
changing their problematic behaviour (e.g., smoking, alcohol abuse). When
they reach the contemplation stage they are thinking about their problematic
behaviour and its possible adverse consequences. The third stage—the pre-
paration stage—consists in mental preparation of a behaviour change; that is,
the formulation of intentions and action plans. The fourth stage, the action
stage, is characterised by open attempts to change or abandon the problem-
atic behaviour, although in this stage relapses are frequent. The fifth stage,
maintenance, consists in maintaining the changed behaviour successfully over
a relatively long period of time (often operationalised as a 6-month period
without relapse).

The TTM assumes that two important psychological variables accompany
the (successful) transition from stage to stage. The first is self-efficacy
(Bandura, 2001); that is, an individual’s perception that he or she is able to
carry out the pertinent behaviour (e.g., stop smoking). The second variable,
which is more important in the present context, is the so-called decisional
balance, a concept borrowed from the decision theory of Janis and Mann
(1977). Decisional balance deals with the consideration of the positive and
the negative consequences (pros and cons) of a particular (negative health)
behaviour such as smoking. According to the TTM the pros and cons are
polarised at the precontemplation and at the maintenance stage, but tend to
be more or less equally strong during the three stages in between. It is evident
from this description that a rather close correspondence between decisional
balance and (cognitive) ambivalence can be expected or even that the two
concepts refer to an identical construct (admittedly, however, the decisional
balance construct neglects the affective aspect that is included in the ambiva-
lence construct). Therefore, the TTM allows us to derive the prediction that
potential as well as felt ambivalence should show a curvilinear relationship
across the five stages, being maximal during the contemplation, preparation,
or action stages, and assuming very low values during the precontemplation
and maintenance stage. In fact, this kind of discontinuity pattern was found
by Armitage et al. (2003) with respect to attitudinal ambivalence (towards the
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consumption of five portions of fruit and vegetables per day and towards
eating a low-fat diet).

The TTM enriches the existing ambivalence research by at least three inter-
esting theoretical notions, the first being the decision-theoretical assumption
that a certain degree of conflict between pros and cons is a necessary con-
comitant of certain behaviour changes. The second is the assumption that
ambivalence is not at all a stable characteristic of an attitude but more a
transitional stage. The third notable aspect inherent in the TTM is the impli-
cation that measures of potential and of felt ambivalence tend to reflect the
underlying decisional balance more in the way of a mirror variable, rather
than being a causal variable per se.

Additional facets of research on attitudinal ambivalence

An interesting application of attitudinal ambivalence with respect to child-
ren’s attachment style was presented by Maio et al. (2000). These authors
investigated whether ambivalence towards parents in boys and girls between
12 and 14 years of age was related to these children’s general attachment
styles (cf. Bartholomew & Horowitz, 1991; Bowlby, 1982). In two studies it was
found that ambivalence towards the father was related negatively to security
in attachment to others (results were similar though weaker for ambivalence
towards the mother). This relation held even when each of a number of
other attitude properties (valence, extremity, commitment, inconsistency, and
embeddedness) was controlled for. Furthermore, mediational analyses were
consistent with the hypothesis that the relation between children’s ambiva-
lence towards their father and their general secure attachment was mediated
by their secure attachment to the father.

Kachadourian, Fincham, and Davila (2005) were interested in the role of
attitudinal ambivalence towards the partner with respect to forgiveness of a
partner transgression. Specifically, they reasoned that a partner transgression
is likely to prime the negative component of their ambivalence. As a con-
sequence, ambivalent individuals were predicted to be less forgiving. Further,
however, ruminating about a transgression was assumed to chronically prime
the negative component of an individual’s partner-related ambivalence.
Together, this led to the prediction of an interaction of ambivalence and
rumination regarding forgiveness. Controlling for transgression severity,
marital satisfaction, and current depressive symptoms, a study involving mar-
ried couples showed, in fact, that for both husbands and wives high (but not
low) in rumination, higher attitudinal ambivalence towards the partner was
related negatively to forgiveness regarding a transgression of the partner.

Riketta and Ziegler (2005a, 2005b) studied the role of ambivalence with
respect to the self. According to a widely accepted definition, self-esteem
is an attitude towards the self as a whole (Baumeister, 1998; Rosenberg,
1965). Much research on self-esteem is focused on the valence dimension of
this attitude by distinguishing between high (i.e., relatively positive) and low
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(i.e., relatively negative) self-esteem (see Baumeister, Campbell, Krueger, &
Vohs, 2003). Usually, researchers define low self-esteem people as those
whose scores on a (self-report) self-esteem measure are lower than those of
most of the others in a given sample. Actually, however, most people classi-
fied this way as having low self-esteem have scores around, or even slightly
above, the scale midpoint. More important, this suggests two alternative
interpretations concerning the nature of low self-esteem. First, these scores
may reflect indifference, or a neutral attitude towards the self. In this case,
low self-esteem in its common operationalisation would denote “the absence
of positive views of self rather than ... the presence of negative views”
(Baumeister, 1993, p. 204). Second, those moderate self-ratings may reflect
self-ambivalence, or a conflicted attitude towards the self. In this case, low
self-esteem would denote the co-existence of positive and negative self-views.

In fact, in four studies it was found that self-esteem correlates nega-
tively with self-ambivalence (Riketta & Ziegler, 2005b). The average (cross-
sectional, n-weighted) correlations across the studies of potential and felt
self-ambivalence with self-esteem were —.40 and —.65, respectively. Thus, at
least some people with low self-esteem are characterised by (a) the co-
presence of positive and negative self-views (potential self-ambivalence) and
(b) the experience of mixed feelings and contradictory beliefs with regard to
the self (felt self-ambivalence). Further, it was shown that both felt and
potential ambivalence remained fairly stable over a 4-week period.

Riketta and Ziegler (2005a) tested the role of self-ambivalence with respect
to individuals’ reactions to success versus failure by manipulating the dif-
ficulty of a cognitive task that participants had to perform (cf. Brown &
Dutton, 1995). Drawing on the ambivalence-amplification hypothesis (Katz,
1981), it was expected, and found, that the effects of the feedback on
self-evaluations (i.e., state self-esteem and appraisal of one’s ability in
the domain of the task) would be stronger among people high versus low
in self-ambivalence. Importantly, these moderating effects were found to be
independent of trait self-esteem.

Conclusions

Research on attitudinal ambivalence has enhanced our understanding of the
nature of the attitude-behaviour relationship. Several studies have shown
that attitudinal ambivalence moderates the relation between attitudes and
behaviour (e.g., Conner et al., 2002, 2003), with higher ambivalence leading
to lower correlations between the two. Thinking about attitudinal ambiva-
lence as an aspect of the underlying attitude structure helps to clarify some of
the possible reasons: Attitudes with a lower degree of ambivalence tend to be
stronger; thus, they tend to be more salient at any point in time and therefore
more influential in directing relevant behaviours (and possibly tend to bias
the perception of the pertinent attitude objects; e.g., Conner et al., 2003).
In addition, ambivalent attitudes are connected with a more contradictory
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attitude structure, an aspect that makes them more susceptible to influences
of the situational context, rendering the positive or the negative consequences
of a certain behaviour more or less salient. In addition, theorising about
attitudinal ambivalence has helped to integrate several theoretical traditions
that have coexisted without a very close interrelationship, such as the
TPB and the TTM. The TPB profits from the TTM perspective, which
is more longitudinal and more process oriented than the TPB, and the
construct of attitudinal ambivalence is an additional theoretical link to
bridge the gap between the two: The degree of ambivalence may be seen as a
mark to indicate the point reached by an individual in the process that the
individual undergoes in a decision for a certain (health-related) behaviour.
Seen in this perspective, the underlying decisional balance, rather than
ambivalence as such, is the relevant moderator of the attitude—behaviour
relationship.

Admittedly, several aspects of this theorising still have to be regarded as
speculative since the existing research on the attitude—behaviour relationship
lacks experimental studies that could be designed to clarify the underlying
processes in more detail. This is an obvious task for the next generation
of ambivalence studies. Besides clarifying in more detail the consequences of
ambivalence for processing information, these studies should also attempt to
integrate the additional facets of ambivalence research carried out so far.
Thus, they should try to take into consideration the interesting theoretical
and empirical developments that have been observed in the research on
ambivalence with respect to important complex attitude objects such as
one’s own self (e.g., Riketta & Ziegler, 2005a, 2005b) and significant others
(e.g., Kachadourian et al., 2005; Maio et al., 2000). Whereas previous
ambivalence research has focused mainly on rather “simple” attitude objects
such as eating a low-fat diet or eating fruit, it remains to be shown whether
the existing theorising about the determinants and consequences of ambiva-
lence, as well as its moderating effects, can be transferred to more complex
attitude objects such as one’s own self.
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Human behavior is at the centre of much research in the health domain
because of its potential contribution to the myriad of medical conditions that
afflict people every day. The detrimental health effects of cigarette smoking,
alcohol and drug abuse, lack of exercise, poor nutrition, and so forth are well
documented (see Stroebe, 2000). These lifestyle behaviours increase, among
other things, the risk for various types of cancer, emphysema, coronary heart
disease, diabetes, osteoporosis, and sleep disorders. Besides raising morbidity,
these behaviours can also have a generally detrimental impact on quality of
life. In the first part of this chapter we use a reasoned action approach, the
theory of planned behaviour (Ajzen, 1988, 1991), to examine the causal ante-
cedents of health-related behaviours, asking why people perform, or fail to
perform, recommended health practices. A good understanding of these
antecedents is of interest in its own right but, equally important, it is essential
for designing effective intervention programmes, a topic we address in the
second part of this chapter. We illustrate the potential utility of the theory of
planned behaviour in this regard and then focus on one particular problem
faced by any reasoned action approach, the question of behavioural routines,
habits, and addictions.

Explaining health-related behaviours

Compliance with recommended health practices can be difficult due to chan-
ging health recommendations occasioned by new scientific discoveries, or
contradictory advice coming from investigators and journalists who over-
interpret or misinterpret the research findings (Friedman, 2003). With respect
to most lifestyle behaviours, however, there is good agreement in the medical
community, and—at least in developed countries—advice regarding recom-
mended practices is widely disseminated. Thus, most people in these countries
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know that smoking, excessive drinking, use of hard drugs, and lack of exer-
cise are detrimental to health; and that a healthy diet should be low in fat and
include a balance of different food groups, in particular, a sufficient amount
of fruit and vegetables. Nevertheless, many people exhibit a lifestyle that fails
to follow the recommended practices.

Prevailing research efforts

Most current attempts to understand the antecedents of health-related life-
styles tend to focus on a variety of environmental, demographic, and personal
factors. Environmental factors such as peer and parental pressure as well as
media exposure can influence health-related lifestyles (He, Kramer, Houser,
Chomitz, & Hacker, 2004), and diagnosis of an illness such as cancer or
heart disease can prompt lifestyle changes (Blanchard et al., 2003). Relatively
little, however, is known about the psychological mechanisms that mediate
these effects. Lifestyles are also often found to differ across demographic
segments of the population that vary in social class, income, education, age,
and sex (e.g., He et al., 2004; Karvonen, West, Sweeting, Rahkonen, &
Young, 2001; Vereecken, Maes, & De Bacquer, 2004). However, a relation
between these factors and particular lifestyle behaviours is not always
observed, results are inconsistent across studies, and the amount of variance
in lifestyle behaviours accounted for by demographic characteristics tends to
be relatively low. Most importantly, demographic characteristics can point
towards potentially relevant factors to be considered, but by themselves they
do not provide an explanation for observed differences in health-related
behaviours.

Many studies have attempted to identify general personality or individual
difference variables relevant for health-related lifestyles. Personal factors of
this kind would appear to hold out the greatest promise of providing a
psychologically interesting explanation of health-related behaviour. Alas,
attempts to identify important personal factors have met with relatively
little success. For example, among the personal factors studied, self-esteem
stands out as a potentially important determinant of health-related life-
styles. Generally speaking, low self-esteem would be expected to predispose
such detrimental health behaviours as smoking, drug and alcohol abuse,
and unsafe sex. However, a recent review of the literature (Baumeister,
Campbell, Krueger, & Vohs, 2003, p. 35) found little evidence for these
expectations:

Most studies on self-esteem and smoking have failed to find any signifi-
cant relationship, even with very large samples and the correspondingly
high statistical power . .. Large, longitudinal investigations have tended
to yield no relationship between self-esteem and either drinking in general
or heavy, problem drinking in particular . . . Self-esteem does not appear
to prevent early sexual activity or teen pregnancy.
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Similarly disappointing results are found in research on other types of
psychological factors. For example, very weak correlations were reported
between basic human values and food-related lifestyles (Brunso, Scholderer,
& Grunert, 2004); health locus of control had no effect on the ability to
cut down on fatty food or smoking, to exercise regularly, or to lose weight
(de Valle & Norman, 1992); and very low correlations were found between
perceived health status and a measure of health-promoting lifestyle that
included physical activity, nutrition, and stress management (Pullen, Walker,
& Fiandt, 2001).

In sum, the search for explanations of lifestyle behaviours in terms of
environmental, demographic, and personal factors has met with very limited
success. All we know is that certain environmental factors can affect lifestyles
and prompt lifestyle changes, that demographic characteristics are sometimes
associated with different lifestyles, and that general psychological factors
such as self-esteem, life values, and health consciousness tend to be of little
relevance. This approach has clearly failed to provide a useful overarching
framework for understanding health-related lifestyle behaviours.

An alternative paradigm: The theory of planned behaviour

Perhaps the most popular conceptual framework to date for thinking about
the determinants of particular behaviours is provided by the theory of
planned behaviour (Ajzen, 1991). This theory has been used successfully in
attempts to provide a better understanding of such diverse health-related
behaviours as exercising, donating blood, adhering to a low-fat diet, using
condoms for AIDS prevention, using illegal drugs, and wearing a safety hel-
met, among many more (for recent reviews, see Ajzen & Fishbein, 2005;
Armitage & Conner, 2001; Blue, 1995; Hagger, Chatzisarantis, & Biddle,
2002; Sutton, 1998).

Briefly, according to the theory of planned behaviour, human action is
influenced by three major factors: a favourable or unfavourable evaluation
of the behaviour (attitude towards the behaviour), perceived social pressure
to perform or not perform the behaviour (subjective norm), and perceived
capability to perform the behaviour (perceived behavioural control). In com-
bination, attitude towards the behaviour, subjective norm, and perception of
behavioural control lead to the formation of a behavioural intention. As a
general rule, the more favourable the attitude and subjective norm, and the
greater the perceived behavioural control, the stronger should be the person’s
intention to perform the behaviour in question. Finally, given a sufficient
degree of actual control over the behaviour, people are expected to carry out
their intentions when the opportunity arises. Intention is thus assumed to be
an immediate antecedent of behaviour. However, because many behaviours
pose difficulties of execution that may limit volitional control, it is useful
to consider perceived behavioural control in addition to intention. To the
extent that people are realistic in their judgements of a behaviour’s difficulty,
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a measure of perceived behavioural control can serve as a proxy for actual
control and contribute to the prediction of the behaviour in question. A
schematic representation of the theory is shown in Figure 4.1.

When applied to a health-related behaviour, such as eating a low-fat diet,
the theory of planned behaviour suggests that intentions, together with per-
ceived behavioural control, predict the likelihood that a person will actually
perform this behaviour. Intentions to eat a low-fat diet, in turn, are determined
by attitudes towards eating a low-fat diet, by perceived social pressure to do
so (subjective norm), and by perceptions of control over this behaviour.

The three major determinants in the theory of planned behaviour—
attitudes towards the behaviour, subjective norms, and perceptions of behav-
ioural control—are traced to corresponding sets of behaviour-related beliefs.
Consistent with an expectancy-value model (Fishbein, 1963; Fishbein &
Ajzen, 19795), attitude towards eating a low-fat diet is assumed to be deter-
mined by beliefs about the consequences of this behaviour, each belief
weighted by the subjective value of the outcome in question. A similar logic
applies to the relation between normative beliefs and subjective norm, and
the relation between control beliefs and perceived behavioural control. Nor-
mative beliefs refer to the perceived behavioural expectations of important
referent individuals or groups such as the person’s family, friends, co-workers,
and health professionals. These normative beliefs—in combination with the
motivation to comply with the different referents—determine the prevailing
subjective norm regarding the behaviour. Finally, control beliefs have to
do with the perceived presence of factors that can facilitate or impede per-
formance of a behaviour. It is assumed that the perceived power of each
control factor to impede or facilitate performing the behaviour contributes to
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Figure 4.1 The theory of planned behaviour.
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perceived control in direct proportion to the person’s subjective probability
that the control factor is present.

In focusing on these subjective psychological determinants, the theory does
not deny the importance of demographic, environmental, and personal char-
acteristics. However, as can be seen in Figure 4.1, in the theory of planned
behaviours these kinds of factors are considered background variables that
can influence behaviour indirectly by affecting behavioural, normative, and
control beliefs.

Hllustrations

A large number of studies have applied the theory of planned behaviour to
examine the psychological antecedents of specific health-related behaviours,
and more recently attempts have also been made to use the theory as a
framework for behavioural interventions. It is beyond the scope of the present
chapter to review this large body of research (for summaries, see Albarracin,
Johnson, Fishbein, & Muellerleile, 2001; Godin & Kok, 1996; Hausenblas,
Carron, & Mack, 1997). Overall, the theory has been well supported. With
regard to the prediction of behaviour, many studies have substantiated the
predictive validity of behavioural intentions. Meta-analyses of studies dealing
with specific health behaviours, such as condom use and exercise, have revealed
mean intention-behaviour correlations ranging from .44 to .56 (Albarracin
et al., 2001; Godin & Kok, 1996; Hausenblas et al., 1997; Sheeran & Orbell,
1998). Moreover, it has been found that the addition of perceived behavioural
control can improve prediction of behaviour considerably, especially when
performance of the behaviour is difficult. For example, in a sample of smokers,
a measure of perceived behavioural control accounted for an additional 12%
of the variance in smoking behaviour over and above intentions (Godin,
Valois, Lepage, & Desharnais, 1992).

Regarding the antecedents of intentions, Table 4.1 summarises the results
of a few recent studies that attempted to predict behavioural intentions in
the health domain. It can be seen that the theory of planned behaviour
accounted for appreciable variance in people’s intentions to perform a diverse
set of behaviours: physical exercise, using illicit drugs, eating a low-fat diet,
consuming diary products, and performing breast self-examinations. Indeed,
several meta-analyses of the empirical literature have provided strong evidence
to show that intentions to perform health-related behaviours can be predicted
with considerable accuracy from measures of attitudes towards the behav-
iour, subjective norms, and perceived behavioural control or self-efficacy
(Albarracin et al., 2001; Godin & Kok, 1996; Hagger et al., 2002; Sheeran &
Taylor, 1999).

Substantive information about the considerations that guide the decision
to perform a given behaviour is obtained by examining the behavioural, nor-
mative, and control beliefs that provide the basis for attitudes, subjective
norms, and perceptions of behavioural control. The role of behavioural and
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Table 4.1 Prediction of intentions from attitude towards the behaviour (Ag), subjective
norm (SN), and perceived behavioural control (PBC)

Correlation coefficients ~ Regression coefficients

Intention Ag SN  PBC Ag SN PBC R
Physical exercise 51 47 48 22 17 18 .62
(Courneya, 1995)

Using cannabis (Conner .70 .55 .69 42 A1 43 .81
& McMillan, 1999)

Eating a low-fat diet .68 43 .59 .36 .16 .33 .78
(Armitage & Conner,

1999)

Consuming dairy 42 33 A48 .38 1% .30 .65

products (Kim, Reicks,

& Sjoberg, 2003)

Breast self-examination .56 52 .80 .26 .03* 70 .85
(Norman & Hoyle

(2004)

* Not significant; all other coefficients p < .05.

Table 4.2 Mean behavioural belief strength and outcome evaluations for people
intending and not intending to eat a low-fat diet

Belief strength Outcome evaluation

Outcome Intenders ~ Non- Intenders ~ Non-
intenders intenders

Feel good about myself 1.53 —0.24%* 2.59 2.40
Eat boring foods —0.87 -0.01* -2.14 -2.27
Reduce risk of heart disease 2.29 2.12 2.77 2.63
Eat bad-tasting food -1.08 -0.39* -2.07 -2.51*
Feel healthier 1.95 0.59* 2.61 243
Reduce enjoyment of food —-0.59 0.21* -2.21 -2.48
Maintain lower weight 1.93 1.27* 1.88 0.67*
Make me not feel guilty 0.24 0.24 1.97 2.07

From Armitage and Conner (1999). Behavioural belief strength and outcome evaluations scored
-3 to +3.
* Difference between intenders and non-intenders p < .05.

control beliefs is illustrated in a study on adherence to a low-fat diet among
college students (Armitage & Conner, 1999). As can be seen in Table 4.2,
participants who intended to adhere to a low-fat diet differed significantly
from participants who did not intend to do so in their assessment of this
behaviour’s likely outcomes, as well as in their evaluations of some of the
anticipated outcomes. Specifically, they were more likely to believe that
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adhering to a low-fat diet makes them feel good about themselves, makes
them feel healthier, and helps them to maintain lower weight; and they were
less likely to believe that it means eating boring or bad-tasting food, or that it
would reduce their enjoyment from eating. Moreover, in comparison to parti-
cipants who did not intend to adhere to a low-fat diet, those who intended
to do so placed greater value on maintaining lower body weight and were
somewhat less concerned about the poor taste of a low-fat diet.

Similar comparisons reveal interesting differences in control beliefs, as can
be seen in Table 4.3. Participants who intended to adhere to a low-fat diet
were less likely to believe that such a diet is expensive or that they lack the
requisite knowledge of the fat content in foods. In addition, they realised
more strongly the potential difficulties posed by temptation of high-fat
foods, by the motivation required to maintain a low-fat diet, and by lack
of information about fat content in foods.

Finally, an example of the role that normative beliefs can play in influ-
encing health-related behaviour is provided by a study on mothers’ choice of
breast vs bottle feeding their newborn babies (Manstead, Proffitt, & Smart,
1983). Examination of the differences between mothers who breast fed their
babies and mothers who used the bottle showed first that there was little
difference in their motivation to comply with their important normative ref-
erents. Most of the women were highly motivated to comply with the expect-
ations of the baby’s father and somewhat less so in relation to the expectations
of their mothers, close female friends, and medical advisers. However, there
were considerable differences in their normative beliefs regarding the two
methods, as can also be seen in Table 4.4. Inspection of the normative beliefs
for mothers who used the breast-feeding method reveals that, in their opin-
ions, important referents strongly supported this method over the alternative
bottle-feeding method. In contrast, women who believed that their referents

Table 4.3 Mean control belief strength and power of control factors for people
intending and not intending to eat a low-fat diet

Belief strength Facilitating power

Control factors Intenders  Non- Intenders  Non-
intenders intenders

Time-consuming 3.44 3.67 3.78 3.48
Expensive 3.73 4.19* 3.73 3.54
Temptation of high-fat foods 4.53 4.88 3.50 2.85%
Requires strong motivation 4.86 5.20 4.53 3.85%
Inconvenient 5.22 5.38 3.36 3.01
Lack of knowledge of fat content 3.30 4.05* 4.80 3.74%*
Low availability 4.67 5.04 3.40 3.36

From Armitage and Conner (1999). Control belief strength and power scored 1 to 7.
* Difference between intenders and non-intenders p < .05.
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Table 4.4 Mean normative beliefs about breast and bottle feeding

Normative beliefs Mothers who breast fed ~ Mothers who bottle fed
About breast feeding

Baby’s father 6.15 4.45
Own mother 5.57 4.45
Closest female friend 5.39 4.47
Medical adviser 6.20 5.25
About bottle feeding

Baby’s father 2.89 4.16
Own mother 3.24 3.99
Closest female friend 343 3.98
Medical adviser 2.96 3.55

From Manstead et al. (1983). Normative beliefs scored from 1 to 7. All differences between
breast-feeding and bottle-feeding mothers are statistically significant (p < .05).

had no strong preferences for either method were more likely to feed their
babies by means of a bottle.

Behavioural interventions

Although to date, most research with the theory of planned behaviour
has been concerned with predicting and explaining various behaviours, the
theory has also been used to design behavioural interventions (see Hardeman
Johnston, Johnston, Bonetti, Warecham, & Kinmonth, 2002 for a review).
For example, Parker, Manstead, and Stradling (1996) built on previous the-
ory of planned behaviour (TPB) studies in which they had identified the
beliefs and values that predict intention to commit driving violations, such as
speeding. Four short videos were developed in order to assess the effective-
ness of interventions to reduce speeding that were grounded in the TPB.
Three of the videos featured the major constructs of the TPB model—that is,
behavioural beliefs, normative beliefs, and perceived behavioural control—
and were specifically designed to influence beliefs that earlier research had
found to differentiate those who intended to speed from those who did not.
The fourth video featured anticipated regret; that is, the expectation that one
might experience negative affect after having performed a behaviour. This
construct had previously been shown to add significantly to the predictive
performance of the TPB model in relation to driving violations (Parker,
Manstead, & Stradling, 1995). The beliefs about and attitudes towards speed-
ing of participants who viewed one of the four experimental videos were
compared with those of control subjects who saw a video irrelevant to speed-
ing. Between 45 and 50 members of the general public saw each video twice.
Results indicated that two of the videos, namely those featuring normative
beliefs and anticipated regret, brought about significant belief changes with
respect to scores on TPB items, and significant changes in general attitudes
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to speeding. However, there was no significant change on a measure of inten-
tions to speed, perhaps reflecting the brevity of the intervention and the
resistance to change of certain health-related behaviours.

The results of other intervention studies offer scope for greater optimism.
For example, Brubaker and Fowler (1990) evaluated an intervention to
encourage men to perform testicular self-examinations (TSE) in order to
enhance the chances of early detection of testicular cancer. In addition
to testing the effectiveness of the intervention, this study also provided infor-
mation about changes in some of the underlying beliefs about the behaviour.
Male college students were exposed to a 10-minute tape-recorded message
designed to change their beliefs about the consequences of performing TSE.
Participants in a second condition of the experiment were exposed to a
message of equal length that provided general information about testicular
cancer, and participants in a control condition received no message at all.
About 4 weeks later, all participants completed a theory of planned behaviour
questionnaire and reported whether they had performed TSE in the interim.

The results of the study showed the effectiveness of a theory-based inter-
vention. In the no-message control group, about 19% of the participants
reported having performed TSE at the end of the 4-week period. This com-
pares with about 44% in the general information group and fully 71% in the
theory-based message condition. A structural equation analysis showed that
exposure to the messages influenced beliefs with respect to performing TSE;
that these changes in beliefs affected attitudes towards the behaviour, subject-
ive norms, and perceptions of behavioural control; and that changes in these
three factors raised intentions to perform TSE which, in turn, led to the
observed increase in reported TSE.

Even where an intervention is not successful, application of the TPB can
shed light on why it is not successful. Consider, for example, a study by De Wit,
Kok, Timmermans, and Wijnsma (1990) in which they evaluated the effective-
ness of a health education programme designed to promote condom use that
had been developed by Dutch Educational Television. Secondary-school stu-
dents completed questionnaires at two time-points. In the intervening period
half the students were exposed to the AIDS health education programme,
and the other half were not. Condom use intentions were significantly
predicted by attitudes towards condom use, perceived norms concerning
condom use, and the perceived effectiveness of using condoms. However,
although exposure to the programme increased knowledge about AIDS, it
had little effect on these antecedents of intentions or on the intentions them-
selves. Such findings are consistent with the TPB in the sense that there is no
reason to believe the mere provision of information about a behaviour will
affect intentions or behaviour unless the underlying behavioural, normative
or control beliefs about the behaviour are changed.

A considerable strength of the TPB as a tool for designing effective inter-
ventions is the fact that—provided the necessary preliminary research has
been carried out—it enables health educators to devise focused interventions.
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By this we mean that the intervention can be tailored to address those beliefs
that have been shown to differ significantly between intenders and non-
intenders (or performers and non-performers) of the behaviour in question.
It does not make psychological or economic sense to design interventions
that address beliefs that are held equally by intenders and non-intenders. For
example, based on the research reported by Armitage and Conner (1999),
summarised in Table 4.2 above, it would not make sense to focus an inter-
vention intended to increase the consumption of low-fat food on trying to
persuade consumers that a low-fat diet reduces the risk of heart disease,
because those who intended to eat low-fat food did not differ from their non-
intending counterparts with respect to this belief. In fact, all participants
strongly agreed that a low-fat diet reduces the risk of heart disease. Rather, it
would be more effective to focus intervention efforts on addressing beliefs
that eating a low-fat diet makes you feel good, helps you to control your
weight, and need not lead to eating bad-tasting or boring food.

A limitation of the TPB with respect to interventions is that it is silent with
respect to how the beliefs underlying a given behaviour should be changed.
However, the model was never intended to serve as a theory of belief change,
and there are of course several theories of attitude change available that
can be used to design effective interventions. Most obviously, dual-process
models such as the Elaboration Likelihood Model (ELM; Petty & Cacioppo,
1986) or the Heuristic Systematic Model (HSM; Chaiken, 1980) can be used
for this purpose. A shared assumption of these models is that lasting belief
change depends to an important degree on the mental engagement of the
audience, in the sense that those exposed to an intervention need to process
the information it contains in a systematic way, thinking about its implica-
tions for them. The fact that this is a tough set of conditions to fulfil in the
context of health education tells us a lot about the difficulty of changing
health-related behaviours. If the audience is unmotivated or unable to process
the content of an intervention carefully, the intervention is unlikely to be
effective.

A final set of considerations relating to interventions anticipates the issues
of habit and addiction, which are addressed more fully in the following sec-
tion. A potential barrier to the effectiveness of an intervention is the habitual
or addictive nature of the behaviour that is to be changed. People who engage
in a behaviour may be motivated to change it for something healthier, but
precisely because of the habitual or addictive nature of the behaviour in
question they may find it difficult to act on their good intentions. It is under
these conditions that another approach to interventions may be useful. This
approach stems from the work of Heckhausen (1991) and Gollwitzer (1993)
on the roles of motivation and volition in action. These authors distinguish
between a motivational or deliberative stage, which results in the formation
of an intention to perform a behaviour, and a volitional or implemental stage,
which involves the translation of the intention into behaviour. So whereas
the interventions considered above focused on the antecedents of intention,
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with a view to shaping intentions and thereby behaviour, a different but
complementary approach to health interventions focuses on the “intention—
behaviour gap”. The favoured technique for helping individuals to act on
their healthy intentions is to get them to form implementation intentions,
which differ from ordinary intentions in that they specify where and when the
behaviour in question will be enacted. The idea is that acting in accordance
with one’s intentions becomes easier because some of the responsibility for
doing so is transferred from the individual to the external or internal cues.

An example of an intervention using this approach is provided by Armitage
(2004), who compared an implementation intention intervention to reduce
dietary fat intake with a control condition in which there was no instruction
to form implementation intentions. Participants were members of the general
public who were randomly allocated to one of these two conditions. A valid-
ated food frequency measure was administered before and after the interven-
tion to assess fat intake. The implementation intention manipulation was
very simple, consisting only of the instruction “We want you to plan to eat a
low-fat diet during the next month. You are free to say how you will do this,
but we want you to formulate your plans in as much detail as possible. Please
pay particular attention to the situation in which you will implement these
plans” (Armitage, 2004, p. 320). Fat intake did not differ between the two
groups at baseline; however, it decreased significantly between baseline and a
1-month follow-up in the experimental group (but not in the control group)
and it also differed significantly between the two groups at follow-up.

These findings, together with those of others studies (see Gollwitzer &
Sheeran, in press; Sheeran, 2002), demonstrate that there are conditions
under which an intervention focused on implementation intentions can be
effective. Prime among these conditions, of course, is that the persons tar-
geted by the intervention must have the intention to perform the behaviour in
question. If they do not have the intention to begin with, planning when and
where to implement the intention makes no sense.

Habits and addictions

Like other theoretical frameworks (e.g., Bandura, 1997; Triandis, 1977), the
theory of planned behaviour emphasises the reasoned, deliberative aspects of
human behaviour. This is revealed in the important role accorded to intentions
and to beliefs as the fundamental determinants of intentions and behaviour.
Behavioural, normative, and control beliefs represent the information people
have about a behaviour, and it is ultimately on the basis of this information
that they are said to make their decisions. This aspect of the theory of
planned behaviour and of its predecessor, the theory of reasoned action
(Ajzen & Fishbein, 1980), has been a matter of debate almost since the theo-
ry’s inception (see, e.g., Bagozzi, 1981; Bentler & Speckart, 1979; Fredricks &
Dossett, 1983); and it has continued to occupy investigators (e.g., Aarts,
Verplanken, & van Knippenberg, 1998; Ouellette & Wood, 1998). A common
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element of these critiques has to do with the role of prior behaviour as an
antecedent of later behaviour. Specifically, the assumption is usually made
that repeated performance of a behaviour results in the establishment of a
habit; and that behaviour at a later time occurs at least in part habitually,
without the mediation of beliefs, attitudes, or intentions. Once a habit has
been established, initiation of the behaviour is said to come under the direct
control of external or internal stimulus cues. In the presence of these dis-
criminative stimuli, the behaviour is assumed to be automatically activated
(see Bargh & Chartrand, 1999; Bargh, Gollwitzer, Lee-Chai, Barndollar, &
Troetschel, 2001; Ouellette & Wood, 1998).

Bentler and Speckart (1979) submitted aspects of this analysis to an empir-
ical test. Using structural equation techniques, they showed that a model with
a direct path from prior behaviour to later behaviour provided a significantly
better fit to the data than did the theory of reasoned action in which the
effects of prior behaviour are mediated by attitudes, subjective norms, and
intentions. A number of investigators have later reported similar results,
showing that the relation between prior and later behaviour is often not fully
mediated by the predictors in the theories of reasoned action or planned
behaviour (e.g., Albarracin et al., 2001; Bagozzi, 1981; Fredricks & Dossett,
1983; Norman & Smith, 1995; for reviews, see Conner & Armitage, 1998;
Ouellette & Wood, 1998).

Triandis (1977) was perhaps the first theorist explicitly to include habit in
a reasoned action model of social behaviour. According to Triandis, the
probability of an act is directly proportional to the weighted sum of intention
and habit strength. The effect of the weighted sum on behaviour is further
moderated by the presence or absence of facilitating factors (ability, know-
ledge, situational constraints, etc.). This model is expressed symbolically in
Equation 1:

P,=(w,I+w,H)F (1)

In this equation, P, is the probability of an act, I and H are intention and
habit strength, respectively, each assigned an empirical weight, and F repre-
sents facilitating conditions. According to Triandis, the more frequently a
behaviour has been performed, the stronger the habit that has been estab-
lished. More recently, this view has been qualified to suggest that formation
of a habit requires not only repeated opportunities to perform the behaviour
but also a stable context (Ouellette & Wood, 1998).

The view that repeated behaviour becomes automatic and is directly acti-
vated by stimulus cues implies that intentions become increasingly irrelevant
as a behaviour habituates. In other words, a measure of intention should be a
good predictor of relatively novel or unpractised behaviours, but it should
lose its predictive validity when it comes to routine or habitual responses in
familiar situations. Empirical findings lend little support to this prediction.
In fact, we are aware of only one published study (Verplanken, Aarts, van
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Knippenberg, & Moonen, 1998) that reported data consistent with the habit
hypothesis; other available evidence largely contradicts it. Ouellette and Wood
(1998) performed a meta-analysis on 15 data sets from studies that reported
intention—behaviour correlations. They classified each data set as dealing with
a behaviour that can be performed frequently (e.g., seat belt use, coffee drink-
ing, class attendance) or infrequently (e.g., flu shots, blood donation, nuclear
protest). Contrary to the habit hypothesis, prediction of behaviour from
intentions was found to be quite accurate for both types of behaviour (mean r
=.59 and r = .67 for high- and low-opportunity behaviours, respectively). The
difference between these two correlations is not statistically significant. The
same conclusion arose from a similar meta-analysis based on 51 data sets
(Sheeran & Sutton, unpublished data).! The mean intention—behaviour cor-
relation was .51 for behaviours that could be performed infrequently (once or
twice a year), and it was .53 for high-opportunity behaviours that could be
performed daily or once a week.

Addictions

The theory of planned behaviour is often misinterpreted as implying that
people form a conscious intention prior to carrying out each and every
behaviour. In reality, the theory assumes that, after repeated opportunities for
performance of a given behaviour, deliberation is no longer required because
the intention to perform (or not perform) the behaviour is activated spon-
taneously in a behaviour-relevant situation (see Ajzen & Fishbein, 2000). In
other words, the behaviour has become so routine that it is initiated with
minimal conscious effort or attention. Many behaviours in everyday life are
of this kind: We brush our teeth, leave the house for work, put on a seat belt,
walk up stairs, and so forth without first forming conscious intentions to
enact these behaviours. There is no need to assume that such behaviours are
activated automatically or unconsciously, without prior intentions; only that
the intentions are activated spontaneously without much conscious effort.

Some investigators, however, have challenged this approach more broadly,
questioning the basic assumption that human behaviour can be described
as reasoned. According to this critique, the theories of reasoned action and
planned behaviour are too rational, failing to take into account emotions,
compulsions, and other non-cognitive or irrational determinants of human
behaviour (e.g., Armitage, Conner, & Norman, 1999; Gibbons, Gerrard,
Blanton, & Russell, 1998; Ingham, 1994; Morojele & Stephenson, 1994; van
der Pligt & de Vries, 1998). Perhaps the best examples in the health domain
are such behaviours as smoking, drinking, and drug use, behaviours that may
be at least in part under the control of strong physiological addictions. Such
behaviours may be performed despite conscious intentions to the contrary,
and they can be highly resistant to change.

This is not to say, however, that performance of addictive behaviours can-
not be explained or predicted in the context of the theory of planned behaviour.
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On the contrary, addictive behaviours have been studied quite successfully
within this theoretical framework. Consider, for example, use of illicit drugs
and alcohol consumption. In a study of these behaviours among college
students (Armitage, Conner, Loach, & Willetts, 1999), self-reported fre-
quency of cannabis use and of alcohol consumption were well predicted from
intentions assessed 1 week earlier. The study also provided evidence to show
that these intentions could be predicted from attitudes, subjective norms, and
perceptions of behavioural control which, in turn, could be explained by
examining the underlying behavioural, normative, and control beliefs. Inter-
estingly, Bentler and Speckart (1979) found that even when past behaviour (as
an indicator of habit strength) was added to the prediction equation, inten-
tions continued to exert strong effects on alcohol, marijuana, and hard drug
use among college students. In this study, past behaviour improved prediction
of future behaviour over and above intentions, but intentions continued to
account for a large proportion of the behavioural variance.

Nevertheless, some behaviours can involve strong dependencies that are
beyond a person’s control such that neither intentions nor perceived behav-
ioural control are good predictors of future behaviour. Some evidence for this
can be found in a recent study on binge drinking. Lambert and Manstead
(2005) asked students to complete measures of TPB constructs, plus measures
of frequency of past behaviour, in relation to drinking more than 10 units of
alcohol in a single session during the coming 2 weeks. At the end of the 2-week
period participants reported how often they had engaged in this behaviour
during the previous 2 weeks. The standard TPB constructs predicted both
intentions quite well (R* = .48, with attitudes and perceived behavioural con-
trol as significant predictors) and self-reported behaviour (R* = .50, with
intention being the sole significant predictor), although prediction of both
intentions and behaviour was significantly enhanced by the addition of past
behaviour as a predictor. Especially relevant in the present context is the
fact that past behaviour significantly moderated the intention-behaviour
relation. This reflected the fact that the behaviour of participants who
reported being relatively infrequent binge drinkers (one or fewer occasions in
the past 2 weeks as assessed at time 1) was significantly predicted by their
intentions, whereas the behaviour of those who reported being relatively fre-
quent binge drinkers (two or more occasions in the past 2 weeks as assessed at
time 1) was not.

The research on habitual behaviour reviewed above suggests that, as a
general rule, people behave in accordance with their intentions even in the
case of addictive behaviours, except in the case of overwhelming dependen-
cies. However, problems are often encountered when people try to change
their addictive behaviours; that is, when they try to cease smoking, to stop
using drugs, or to reduce alcohol consumption. Even highly motivated indi-
viduals, and even with the aid of cessation programmes, often find it very
difficult to change their behaviour. Data collected in the framework of the
theory of planned behaviour can help illuminate the difficulties of behavioural
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change and direct intervention efforts, but the success of such efforts is by no
means assured.

Consider, for example, the case of smoking cessation. A study by Norman,
Conner, and Bell (1999) illustrates the potential utility of the theory of
planned behaviour in this domain, as well as its limitations. Smokers who
attended a health promotion clinic were given information on the benefits of
quitting and were advised to quit smoking. At that time, they also completed
a theory of planned behaviour questionnaire formulated with respect to not
smoking over the next 6 months. The participants completed a second ques-
tionnaire 6 months later in which they reported whether they had attempted
to quit smoking in the past 6 months and, if so, for how long they had
managed to abstain. Of the 84 participants in the study, 53 (63%) reported
having made an attempt to quit smoking, and the average period of abstention
for these individuals was 10.24 weeks. In a demonstration of the difficulty of
smoking cessation, only 13 (24.5%) of those who had made an attempt to
quit reported that they had not resumed smoking after 6 months.

Regarding the theory of planned behaviour, it was found that intentions
could be predicted quite accurately from the theory’s three components (R =
.70), and that this predictive validity was largely due to the effect of perceived
behavioural control. However, prediction of actual smoking cessation was
more problematic. Although intentions predicted attempts to quit reasonably
well (r = .49), they had a correlation of only .28 with length of abstinence;
nor did perceived behaviour control fare any better (+ = .22 and .32, respect-
ively). Together, intentions and perceptions of control predicted length of
abstinence with a multiple correlation of .28, accounting for only 8% of
the variance. These findings have important implications for interventions
designed to reduce cigarette smoking. Given the strong impact of perceived
behavioural control on intentions, it can be suggested that interventions
should focus on raising participants’ sense of behavioural control in an effort
to strengthen quitting intentions. It is also clear, however, that focusing on
intentions is not enough. Strengthening intentions to cease smoking can pro-
duce attempts to quit but these attempts do not necessarily translate into
long-term abstinence. Solutions to this problem go beyond the theory of
planned behaviour. This theoretical framework can help to identify the
problem and focus attention on the stage at which the behavioural change
must be reinforced, but it offers little guidance as to how this can be done.
Interventions designed to overcome resistance to long-term change will have
to supplement the theory of planned behaviour with considerations based
on other theoretical frameworks or on practical experience with smoking
cessation programmes.

Conclusions

Many attempts to identify antecedents of health-related lifestyles focus on
broad personal, demographic, and environmental factors. By and large, this
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approach has proven to be of very limited value. In the context of the theory
of planned behaviour, such factors are considered background variables that
only influence health behaviour indirectly through their impact on more
proximal factors that are directly linked to the behaviour of interest. A great
number of studies have demonstrated the utility of the theory of planned
behaviour in the health domain. We saw that data collected in the framework
of this theory can not only predict intentions and behaviour quite accurately,
but can also provide useful information about the behavioural, normative,
and control considerations that influence adherence or non-adherence to
recommended health practices.

Despite its overall success, the theory of planned behaviour is not without
limitations. A vexing issue for the theory continues to be the question of
volitional control. The theory was introduced as an extension of the theory
of reasoned action (Ajzen & Fishbein, 1980) in an attempt to expand its
range of application to habitual, addictive, and other behaviours over which
people have limited control. It was assumed that a measure of perceived
behavioural control can serve as a proxy for actual control, to the extent that
people’s perceptions of control are reasonably accurate. Empirical research
has supported this assumption in a variety of domains, showing that a con-
sideration of perceived behavioural control can improve prediction of inten-
tions and behaviour. This research has also shown that intentions do not lose
their predictive validity for frequently performed behaviours, or even for such
addictive behaviours as smoking and drinking. However, there is a limit to
how far the application of this theory can be pushed. Recent data support the
common-sense expectation that addictions can progress to a point beyond
volitional control. In these instances, intentions will predict behaviour only to
the extent that people are cognisant of the fact that the behaviour is beyond
their control, report their lack of control truthfully, and take it into account
as they form their intentions.

The theory of planned behaviour also has important implications for
interventions designed to produce changes in intentions and behaviour. By
identifying some of the important determinants of a behaviour, the theory
permits us to design behavioural interventions and to trace the effects of such
interventions from beliefs to attitudes, subjective norms, and perceptions
of control, through intentions to behaviour. In this fashion, it is possible to
determine where the intervention had its strongest impact and, if it failed to
influence behaviour, how it could be improved.

In the final chapter of his book Social psychology and health, Stroebe
(2000, p. 267) argues that there are three “limits to persuasion” in the domain
of health education. Specifically, he notes that “It is difficult to convince
people that they are vulnerable to a health risk”, and that “Even if we do
convince them that they are vulnerable, this may not be sufficient to motivate
them to change.” Finally, he argues that “Even if individuals are persuaded to
change health-impairing behaviors, they often find it difficult to act on these
intentions.” We would not take serious issue with any of these points, but we
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do want to suggest that carefully considered use of the theory of planned
behaviour should attenuate the influence of the first two factors. If one first
identifies those considerations that distinguish people who have adopted a
recommended health practice from those who have not, one should be in a
stronger position to persuade the latter group to change their behaviour in a
healthy direction. Note that some of the belief differences between adopters
and non-adopters may have little or nothing to do with perceived vulner-
ability to a health risk. For example, if a health behaviour such as smoking is
negatively valued by the majority of the population, it may be more effective
to focus interventions on these negative normative beliefs than on the health-
damaging consequences of smoking. Where the risk to any given individual
of illness or death resulting from an unhealthy practice is perceived to be low,
it may be especially beneficial to focus an intervention on other beliefs and
values associated with the behaviour. Stroebe’s third barrier to persuasion,
which relates to the difficulty of getting people to act on healthy intentions, is
one that could be overcome at least to some degree by devising interventions
that make use of implementation intentions or other means to keep people
focused on the task, prevent procrastination, and help them carry out their
intentions.

Stroebe (2000) goes on to argue that some of the problems arising from
the limits to persuasion that he identifies could be overcome by altering the
incentive structure associated with health-related behaviours. By this he
means changing the cost of engaging in behaviours, making unhealthy
behaviours more expensive than healthy alternatives, and/or changing the
legal status of behaviours, such that unhealthy options attract legal pen-
alties. There is no doubt that such an approach can be effective; where a
persuasion-based approach is unlikely to be effective, as in the case of addict-
ive behaviours, an incentive-based measure constitutes a good alternative.
Note that, in the context of the theory of planned behaviour, this amounts
to changing beliefs about the likely consequences of the behaviour; that is,
behavioural beliefs. In addition, or alternatively, educational campaigns can
focus on normative expectations. As Stroebe (2000, pp. 270-271) notes,
increases in taxes on cigarettes in the USA were made possible by health
education campaigns that changed subjective norms with respect to smoking,
and one might add that the criminalisation of driving while drunk in the
USA and much of the rest of the world has been made possible by health
education campaigns that changed the climate of public opinion concerning
this behaviour. So even where the ultimately effective intervention is one that
relies on changing the incentive structure associated with a given behaviour,
the effectiveness of such an intervention depends on changing behavioural,
normative, or control beliefs; constructs central to the theory of planned
behaviour.
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Note

1 We are grateful to Paschal Sheeran for providing us with the results of these
meta-analyses.
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5 In defence of ourselves

The effects of defensive
processing on attitudinal
phenomena

Alice H. Eagly
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Motivational themes have long been prominent in attitude theory and
research. Among the most important and enduring of these themes is the
idea that attitudes reflect motives to defend values and other positive states.
This principle has emerged repeatedly in research on persuasion and attitu-
dinal selectivity, and predictions based on it have enjoyed some success. In
this chapter, I first comment briefly on motivational analyses of attitudes and
then examine two efforts to develop theory pertaining to defensive processes:
the concepts of value-relevant involvement (Johnson & Eagly, 1989) and
defence motivation (Chaiken, Liberman, & Eagly, 1989). Finally, some of
the applications of these concepts in research on attitudinal selectivity and
persuasion are considered.

Motivation in attitude theory and research

Despite some ebb and flow in attention to motivation, there are few attitu-
dinal phenomena that can be adequately analysed without taking individuals’
motives into account. It is not surprising that the insights of early attitude
theorists were heavily laced with motivational constructs. Examples include
incentive and drive-reduction theories of persuasion, cognitive consistency
theories (particularly dissonance theory), and functional theories of attitudes
(see Eagly & Chaiken, 1993).

With the cognitive revolution of the 1970s, attitude theorists, like other
psychologists, turned their attention away from motivation and towards
detailed issues of cognitive processing. Many efforts in this period attempted
to show that phenomena that had been given motivational interpretations
could be reframed in nonmotivational, cognitive terms (e.g., Miller & Ross,
1975). However, during the past 20 years, the balance between motivation and
cognition has been restored. Motivational issues again have a high profile, and
attitude theorists attempt to blend their knowledge of cognitive and motiv-
ational processes to produce more general theories. The approaches discussed
in this chapter facilitate joining motivational and cognitive principles in
broader theories.
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Many analyses of the motives most relevant to attitudes, including those
that I consider in this chapter, contrast a motive to hold attitudes that
accurately portray reality with motives to hold attitudes that favour certain
other positive states of oneself. These positive states that can be linked
to attitudes include positive self-regard, cognitive consistency, ideological
coherence, social approval, wealth, and good health.

In general, motives to achieve accurate attitudes and to arrive at particular
self-serving or self-supportive attitudes are somewhat in conflict, with accur-
acy motives restraining self-serving motives. Despite this restraint by reality,
preferences for attitudes that support one’s preferred states bias exposure
to information, thinking about and processing information, and memory
(Eagly & Chaiken, 1993, 1998). Development of the insight that such motives
can prevail, despite the presence of pressures towards accuracy, requires
understanding of the mechanisms through which motivational biases exert
their effects and of the principles that regulate the strength of these effects.
In this chapter, I explore this theme, especially in relation to people’s defence
of their existing attitudinal positions.

Motivation as types of involvement

Ego involvement and issue involvement

Involvement, a concept with a long history, has contributed to the under-
standing of motivational effects on attitudes. This construct emerged in atti-
tude research in the writings of M. Sherif and Cantril (1947), who proposed
a construct of ego involvement, which they defined in the following terms:
“All attitudes that define a person’s status or that give him some relative role
with respect to other individuals, groups, or institutions are ego-involved”
(p. 96). Because these theorists used the term ego similarly to the way that
the term self came to be used by later theorists, this seminal work implicated
the self-concept as embedded in attitudinal processes. This insight was
evident in empirical research on the effects of ego involvement (e.g., C. W.
Sherif & Sherif, 1967; C. W. Sherif, Sherif, & Nebergall, 1965; M. Sherif &
Hovland, 1961).

The involvement concept declined in popularity in the late 1960s and sub-
sequently rose again in research that Petty and Cacioppo and their colleagues
(e.g., Petty & Cacioppo, 1979a, 1979b) carried out in the context of their tests
of their elaboration likelihood model of persuasion (Petty & Cacioppo, 1981,
1986). Like earlier theorists, Petty and Cacioppo (1979b, p. 1915) proposed a
very broad definition of involvement, specifically as “the extent to which the
attitudinal issue under consideration is of personal importance”.

The older and newer treatments of involvement were quite different in their
implications for attitude change. Drawing on their proposition that the
attitudinal continuum is divided into latitudes of acceptance, rejection, and
noncomitment, M. Sherif, C. W. Sherif, and their colleagues (e.g., C. W. Sherif
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et al., 1965) predicted that, to the extent that recipients are highly involved in
the issue discussed in a counterattitudinal message, they have a relatively large
latitude of rejection—that is, they find issue positions unacceptable if they
deviate from their favoured position. Therefore, as involvement increases, the
possibility increases that positions are regarded as objectionable and there-
fore are unpersuasive. That involvement increases resistance to attitude
change was thus the main attitudinal prediction from the Sherifs’ perspective.

In subsequent research, Petty and Cacioppo (e.g., 1979a, 1979b) proposed
involvement (initially often labelled “issue involvement” and later “personal
relevance”) as a state that motivates message recipients to process messages
carefully and systematically. Therefore, the effects of involvement on persua-
sion depend on other variables, especially on the quality of the arguments
contained in the message. With strong arguments, involvement facilitates atti-
tude change, but with weak arguments, it inhibits attitude change. The more
careful processing motivated by high involvement reveals the strengths of
strong arguments and the weaknesses of weak arguments. These predictions
were consistent with Petty and Cacioppo’s (1981, 1986) then emerging dual-
process elaboration likelihood theory. In this theory, in which involvement
serves as a motivational variable, recipients were assumed to process messages
in greater depth to the extent that they have both the capability and motiv-
ation to do so. The resulting contingent prediction that the persuasion
induced by involvement depends on argument strength was thus different
from the Sherif prediction that involvement induces general resistance to
change.

Given this disparity of predictions, it appeared that these two sets of
researchers had studied different forms of involvement, which warranted dis-
tinctive definitions. This insight emerged from studying how involvement
had been operationalised in the two traditions. In the Sherif tradition (e.g.,
M. Sherif & Hovland, 1961), high-involvement participants belonged to
groups supporting a particular stand on an issue, whereas low-involvement
participants did not. Other approaches included self-reports of involvement
or the importance of issues, assessments of the width of the latitude of
acceptance, and the selection of issues that varied in how controversial they
were (see Johnson & Eagly, 1989). In contrast, the experiments by Petty and
Cacioppo and their colleagues (e.g., Petty, Cacioppo, & Goldman, 1981)
manipulated involvement by informing student participants that the recom-
mendation advocated by a message (e.g., that comprehensive exams be insti-
tuted) would potentially take effect at the participants’ own university versus
a distant university, or that the recommended change take effect soon versus
in the distant future.

Despite the obvious differences in involvement manipulations typical of
these two traditions, engagement of the self was inherent in both methods
of producing high involvement. In the Sherif tradition, the presentation of
persuasive messages discrepant with high-involvement participants’ attitudes
(e.g., on the morality of the war in Vietnam) threatened their self-defining
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values. In contrast, in the elaboration likelihood tradition, the presentation
of messages discrepant with high-involvement participants’ attitudes raised
the possibility that they might personally experience favourable or unfavour-
able consequences from a proposed change—typically, the introduction of
comprehensive exams into the university curriculum.

Defining types of involvement

This insight about the differing implications of persuasive messages for the
self in these two traditions led to the proposal of two types of involvement:
(a) Value-relevant involvement (i.e., ego involvement) refers to the motiv-
ational state created by an association between an activated attitude and
one’s central and important values, and (b) outcome-relevant involvement
(i.e., issue involvement or personal relevance) refers to the motivational state
created by an association between an activated attitude and one’s ability to
attain desirable outcomes. Outcomes refer to explicit personal goals that one
expects to obtain relatively soon, mainly by one’s own efforts, and that may
affect aspects of one’s behaviour. Both types of involvement would poten-
tially threaten the self, but in different ways. Value relevance would threaten
to disrupt self-defining values and thus arouse defensive responding, whereas
outcome relevance would raise questions about possible hindrance or facilita-
tion of progress towards important goals and thus arouse reality-seeking
responding.

Although it is the contrast between value relevance and outcome relevance
that is of most interest in this essay, Blair Johnson and I (1989) also proposed
a third category—impression-relevant involvement. This addition recognised
involvement manipulations that had established a concern with holding an
opinion that is socially acceptable to potential evaluators. Such experiments
manipulated involvement by stressing the self-presentational consequences of
the attitude that participants anticipated they would express to others after
they received a communicator’s viewpoint. In studies of this type, first con-
ducted by Zimbardo (1960), involvement threatens the social self—that is, the
image that one presents to others. The likely response would be to adopt a
flexible, moderate position, as long as the anticipated audience is not known
to prefer a polarised position (see Cialdini & Petty, 1981; Leippe & Elkin,
1987). Because flexible and nonpolarised positions generally offer self-
presentational advantages, recipients should be reluctant to allow themselves
to be greatly influenced, even by appeals based on strong, cogent arguments,
or to fully reject appeals based on weak, specious arguments.

Our resulting three-part conceptual scheme brought these disparate
motivational concepts together under a common umbrella, while delineating
the important differences between them. The commonality in the three
approaches was their focus on the implications of persuasive appeals for the
self. Johnson and Eagly (1989) therefore defined an overarching involvement
construct as the motivational state induced by an association between an
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activated attitude and some aspect of the self-concept and delineated the
three types in terms of the particular aspects of the self-concept implicated
(Johnson & Eagly, 1989, pp. 293-294):

For value-relevant involvement, the pertinent aspect of the self is one’s
enduring values: The persuasive message activates an attitude that was
linked to one’s values prior to the experiment or that became linked
during the experiment. For impression-relevant involvement, the pertin-
ent aspect of the self is the public self or the impression one makes on
others: The issue on which one expects to express an attitude after receiv-
ing a persuasive message is linked to the public self by the anticipation
that this attitude will be known to an evaluative audience. For outcome-
relevant involvement, the pertinent aspect of the self is one’s ability to
attain desirable outcomes: The information that the persuasive message
provides and the attitude one forms on the basis of this information are
made to appear relevant to the attainment of these outcomes.

Evidence supporting the involvement analysis

The initial evidence for this tripartite framework came from a meta-analysis
of the persuasion literature that encompassed studies in each of the three
traditions of involvement research (Johnson & Eagly, 1989). The findings of
this meta-analysis were largely consistent with the predictions inherent in this
typology, which in turn were consistent with the predictions of most of the
researchers who had worked within each of these traditions. Specifically, with
value-relevant involvement, the anticipated resistance effect emerged: High-
involvement participants were less persuaded than low-involvement partici-
pants. With outcome-relevant involvement, high-involvement participants
were more persuaded than low-involvement participants by strong arguments
and less persuaded by weak arguments. And with impression-relevant
involvement, high-involvement participants were slightly less persuaded than
low-involvement participants. As predicted, argument strength acted as a
strong moderator of persuasion effects for the outcome-relevant studies. In
addition, argument strength acted as a weak moderator for the value-relevant
studies and yielded no moderation for the impression-relevant studies. These
results thus confirmed the view that the effects of involvement on attitude
change cannot be adequately described without using a label that denotes the
aspect of the self-concept from which involvement derives.!

Evidence has mounted that value-relevant involvement induces resistance
to influence and the processes that mediate resistance (Johnson, Lin, Symons,
Campbell, & Ekstein, 1995; Zuwerink & Devine, 1996; see overview by
Levin, Nichols, & Johnson, 2000). For example, Maio and Olson (1995)
manipulated the extent to which participants experienced value-relevant or
outcome-relevant involvement. The participants exposed to the condition
that elicited value-relevant involvement did not show argument-strength
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effects but instead were generally resistant to persuasion. However, these
findings emerged only among participants who considered outcomes or
values to be important.

A different approach to validating the distinction between the three types
of involvement consists of establishing measures that assess each type. Cho
and Boster (2005) developed sets of items designed to distinguish between the
three types of involvement. They instantiated these items for three social
issues (abortion, death penalty, and marijuana) and two consumer products
(jeans, toothpaste). Examples of value-relevant items are “The values that are
the most important to me are what determine my stand on [issue]” and “My
position on [issue] reflects who I am”. Examples of outcome-relevant items
are “It is easy for me to think of ways that [issue] affects my life” and
“Changes in laws for and against [issue] will have little effect on me [reverse-
scored]”. Examples of impression-relevant items are “The impressions that
others have of me are very much affected when I talk with them about my
position on [issue]” and “If 1 express the right kind of opinion on [issue]
people will find me more attractive”. As expected, the items loaded on three
separate factors for all five issues, reflecting the three types of involvement.
To establish the construct validity of the three types of involvement, Cho
and Boster related involvement to other measures. As expected, impression-
relevant involvement was correlated with the personality variable of other-
directedness (Dillard & Hunter, 1989), and outcome-relevant involvement
with the tendency to seek information on the specific issue.

Reformulation of the processing instigated by
outcome-relevant involvement

Research and theory in recent years have raised questions about Johnson
and Eagly’s (1989) reasoning about the processing of messages by recip-
ients who are involved on an outcome-relevant basis. Consistent with the
assumptions of dual-process persuasion theories of the 1980s (e.g., Chaiken
& Stangor, 1987; Petty & Cacioppo, 1986), Johnson and Eagly argued
that outcome-relevant involvement instigated relatively “unbiased and open-
minded” message processing (p. 310), whereas value-relevant involvement led
to biased processing that served to defend existing value-linked attitudes. In
their involvement typology, Johnson and Eagly thus distinguished between
relatively open-minded and closed-minded message processing.

In contrast to this reasoning, Darke and Chaiken (2005) presented evi-
dence that the effects of outcome relevance (i.e., personal relevance) are
consistent with biased processing driven by self-interest. In agreement with
Johnson and Eagly’s (1989) assumptions, the attitudinal effects of outcome
relevance appear to reflect message recipients’ analysis of personal costs and
benefits. However, by engaging in “a self-interested analysis of issue-related
costs and argument-specified benefits” (Darke & Chaiken, 2005, p. xx),
recipients are not open-minded but biased in favour of ensuring themselves
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the most favourable outcomes. From this perspective, outcome-relevant
involvement would function to defend positive states of the self, just as
value-relevant involvement would.

Motivation as the multiple motives of the
heuristic-systematic model

The tripartite involvement analysis was published in the same year as the
tripartite motivational analysis put forth by Chaiken et al. (1989). Even
though I was part of both projects, the similarity of these analyses did not
derive from my own partitions of attitude research. As is inherent in pro-
ducing an integrative review of research on a particular domain, the distinc-
tions about types of involvement were in large part empirically driven by the
content of the then existing research literature on involvement. In contrast,
the distinctions about motives were theoretically driven in the context of the
earlier functional analyses of attitudes.

The chapter by Chaiken and her colleagues (1989) proposed a multiple-
motive version of Chaiken’s (1980) heuristic-systematic model of persuasion,
which was initially developed to apply to persuasion settings in which
people’s primary motivational concern is to attain accurate attitudes consist-
ent with the relevant facts (Chaiken, 1980, 1987). Recognising the limitations
of this framework, Chaiken et al. proposed that accuracy motivation, a desire
to align one’s attitudes with the facts, is only one possible motivational orien-
tation that message recipients might adopt in a situation of potential social
influence. Two additional motives may be prepotent: defence motivation, the
desire to form or to defend particular attitudinal positions, and impression
motivation, the desire to express attitudes that are socially acceptable or that,
more generally, facilitate self-presentation (see also Chaiken, Giner-Sorolla,
& Chen, 1996; Chen & Chaiken, 1999).

Defence motivation, the desire to form or defend particular attitudinal
positions, has considerable scope because it can arise for attitudes that are
linked to a variety of important self-defining concepts, including ethnic or
gender identity, political or religious ideologies, and personal attributes such
as intelligence, honesty, sociability, and healthfulness. From this view, atti-
tudes on particular issues can be linked to a variety of more abstract attitudes
in a hierarchical interattitudinal structure (see Eagly & Chaiken, 1995, for
discussion). For example, I might be motivated to defend my attitude towards
women’s reproductive freedom because it is linked to my positive attitude
towards myself as a woman, but defend my attitude towards exercise because
it is linked to my positive attitude towards myself as a healthy person. In
contrast, impression motivation, or the desire to express socially acceptable
attitudes, arises in situations that have important interpersonal consequences
that affect one’s well-being or reputation. This motive links to theories of
impression management and self-presentation that emphasise the importance
of the public self (e.g., Jones, 1990; Schlenker, 1982).
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The close alignment of the three types of involvement and the three
motives meant that Johnson and Eagly (1989) might have adopted the three-
motive terminology by exchanging accuracy motivation for outcome-relevant
involvement, defence motivation for value-relevant involvement, and impres-
sion motivation for impression-relevant involvement. However, this transla-
tion was not appropriate for the meta-analysis because the involvement
trilogy arose to classify studies that had invoked the involvement construct,
albeit in three different ways. This project therefore called for three types
of involvement with motivational implications rather than three motives.
Moreover, defence motivation is framed more broadly than value-relevant
involvement. Although people may defend their attitudes because they are
linked to important self-defining values, they may also defend their attitudes
to protect many other positive aspects of the self-concept including, for
example, one’s view of oneself as healthy or intelligent.

Does it matter that these overlapping functional constructs are defined as
motives or forms of involvement? In this context, motives refer to rather
broadly formulated goals that are linked to attitudes on specific issues. The
forms of involvement refer to the motivational state induced by the linking of
an attitude on an issue with an aspect of the self. Therefore, the presentation
of a message challenging one’s attitude on an important and self-defining
political issue would arouse a motive to defend one’s attitude in Chaiken
et al.’s (1989) terms, and would activate one’s enduring self-defining values
in Johnson and Eagly’s (1989) terms, a state that would induce a motive
to defend the threatened attitude. Thus analysed, the distinction between
involvement and motives seems minor.

Despite this similarity, the involvement framework is more limited than
the motive framework because it specifically connotes attitude research
framed in terms of involvement, whereas the motive framework is relevant
to that research and many other attitudinal and judgemental phenomena.
Although the three forms of involvement and three motives are conceptual
first cousins, motives thus provide a more general analysis than do types
of involvement. The three motives also gain substantially from their embed-
ding in the broader dual-process heuristic-systematic model (see discussion
below), whereas the involvement distinctions arose in a context in which
consideration of mediating processes was secondary to the prediction of
attitudes.

The greater scope of the three motives is validated by a comparison of the
popularity of the two seminal papers—the Johnson and Eagly (1989)
involvement meta-analysis and the Chaiken et al. (1989) chapter introducing
the multiple-motive heuristic-systematic model. Web of Science lists a very
respectable 204 citations of the Johnson and Eagly article but an extremely
impressive 526 citations of the Chaiken et al. chapter.
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How many motives?

Both the three motives and the three types of involvement have roots in the
grand tradition of functional theories of attitudes proposed by Katz (1960)
and Smith, Bruner, and White (1956). In these earlier analyses, attitudes were
held to serve various functions in the personality and thus to have different
motivational bases. In particular, the construct of value-relevant involvement
corresponded to Katz’s value-expressive function, which recognised that
people are motivated to maintain their self-defining values. The construct of
outcome-relevant involvement corresponded to Katz’s instrumental or utili-
tarian function, which recognised that people are motivated to attain goals
they regard as rewarding. The construct of impression-relevant involvement
corresponded most closely to Smith et al.’s social-adjustive function, which
recognised that people are motivated to maintain positive relationships with
other people. The trio of motives has similar roots, although the greater
breadth of defence motivation than value-relevant involvement suggests
its commonality with Katz’s ego-defensive function as well as his value-
expressive function. Also, accuracy motivation encompasses Katz’s knowl-
edge function as well as his utilitarian function. Other functional precursors
can be found in Kelman’s (1958, 1961) three processes of social influence
and French and Raven’s (1959) theorising about six bases of social power
(see Eagly & Chaiken, 1993, 1998 for discussion).

The plethora of functions proposed by early functional theorists suggested
that it would be helpful to streamline these typologies to a critical number of
the most useful and general-purpose functional ideas that provide guidance
for research on attitudes and social influence. The partial overlap of the
tripartite involvement and motive frameworks suggests that three functions
have considerable scope. Other investigators have similarly recognised three
or four functions.

Among these other efforts is Brifiol and Petty’s (2005) motivational fram-
ing of research on individual differences in attitude change. They organised
individual difference variables that have proven to be useful in attitude
research in terms of four motives that they argued govern thinking and
action: the needs (a) to know, (b) to achieve consistency or internal coherence
of one’s explanatory system, (¢) to develop and maintain a positive self-
concept, and (d) to obtain social inclusion and approval. This organisation is
largely consistent with the multiple-motive heuristic-systematic model—that
is, defence motivation coincides with the self-concept category and impres-
sion motivation with the social inclusion category. New in this framework
is the addition of the consistency and internal coherence category, which
could be folded into the “to know” category that coincides with accuracy
motivation.

Also notable is Boninger, Krosnick, and Berent’s (1995) effort to under-
stand the determinants of attitudes’ importance, which could as well be
regarded as proposing three types of importance. Based on multiple methods,
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this project derived three determinants of importance: self-interest, social
identification with reference groups or individuals, and cherished values. The
kinship with outcome-relevant involvement, impression-relevant involvement,
and value-relevant involvement is especially close in this scheme.

Finally, three motives have also emerged in the social influence literature.
In a review of this extensive tradition, Prislin and Wood (2005) framed social
influence phenomena in terms of three fundamental social motives: the needs
(a) to understand reality, (b) to relate to other people and convey an
appropriate impression to them, and (c) to achieve a positive and coherent
self-concept. The first and second of these motives were prominent in classic
theorising about informational and normative motives that govern conform-
ity in group settings. Especially well known is Deutsch and Gerard’s (1955)
definition of informational influence as “influence to accept information
obtained from another as evidence about reality” and normative influence as
“influence to conform with the positive expectations of another” (p. 629). In
Prislin and Wood’s scheme, preferences for self-serving attitudes emerge from
the need to achieve a positive and coherent self-concept as well as the need to
relate to others and convey an appropriate impression to them.

Implementing motives through cognitive processes

To predict attitudinal effects, it is not enough to know what motive or need is
aroused or what form of involvement is prepotent. Without further specifica-
tion, predictions from motives to attitudinal processes can be less than
straightforward because there is no necessary relation between the motives
that are activated and the mode in which people process messages. Motives
specify processing goals but not processing modes and therefore may be
served by a wide range of specific processes. In particular, within the dual-
process tradition of persuasion theories, a motive may be served by a
thoughtful, systematic analysis of the content of a persuasive message or by a
more superficial analysis that relies on heuristics—that is, simple decision
rules such as “experts can be trusted” (Chaiken et al., 1989; Chen & Chaiken,
1999). To serve a particular motive, perceivers can call on heuristic or system-
atic processing or, for that matter, on both modes of processing. When
defence motivation is prepotent, people apply systematic or heuristic pro-
cesses in a biased manner that favours their existing attitude; when impres-
sion motivation is prepotent, people are also biased but apply these processes
to favour cementing social bonds or achieving a positive self-presentation.
Despite these complexities, several overarching principles link motives
with attitudinal processes. A basic principle is that people select and prefer
information that promotes their goals and find it persuasive, whereas they
select against and dislike information that threatens their goals and find it
unpersuasive. Such effects thus differ depending on the particular goal that is
prepotent. An auxiliary principle is that stronger motives tend to favour more
thoughtful, or systematic, processing, regardless of their accuracy, defence,
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or impression basis. This generalisation follows from the well-accepted pro-
position that systematic or elaborative processes require both the motivation
to process information and the capacity to process it (Chaiken et al., 1989;
Petty & Cacioppo, 1986). Given adequate capacity, motivation is crucial to
thoughtful, elaborative processing. Moreover, this more systematic processing
generally offers advantages because it yields greater judgemental confidence
than more superficial processing.

A related principle is that processing strategies that demand less cognitive
effort are applied before those that require more effort (Abelson, 1968;
Chaiken, 1987, Chaiken et al., 1989; Chen & Chaiken, 1999). Because
people desire both to minimise effort and to achieve adequate judgemental
confidence, they are likely to first process messages more simply or heur-
istically and, if this approach does not yield adequate confidence, then
invoke more effortful, systematic processing. In the more formal terms of
Chaiken’s sufficiency principle, people’s actual level of confidence in con-
fronting persuasive information is often lower than their desired level of
confidence. High levels of motivation—regardless of their source in accur-
acy, defence, or impression motives—raise the desired level of confidence
and thus typically increase the gap between actual and desired levels of
confidence. When confidence is less than desired, people will attempt to
bring their confidence to the desired level. If low-effort processes do not
close the confidence gap, high-effort, systematic processing is more likely
to occur. With higher motivation and typically larger confidence gaps, sys-
tematic processing tends to dominate, although heuristic processing may
continue to occur.

Defensive processes in attitudinal selectivity

The goal of defending positive states of the self should affect attitudinal
selectivity—that is, the selection and processing of information that is rele-
vant to one’s attitudes. It had long been assumed that the result of this
defence should be that people select in favour of attitudinally agreeable
information and against attitudinally disagreeable information. Consistent
with this reasoning, this research area had been dominated by one overarch-
ing principle, which is now generally labelled the congeniality hypothesis. This
hypothesis states that attitudes bias information processing in favour of
attitudinally congenial, or congruent, material—that is, in favour of informa-
tion that supports one’s attitudes and against information that challenges
one’s attitudes (see Eagly, 1992; Eagly & Chaiken, 1993, 1998). This bias
could occur at various stages of information processing: People might not
expose themselves to uncongenial information at all; if exposed to it, they
might not pay attention to it; they could distort it perceptually in a way
that blunts its persuasive impact; they could evaluate it unfavourably; and
they could fail to remember it. The overall theme in much early theory
about the effects of attitudes on information processing was that people are
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closed-minded in the sense that they are reluctant to encode or remember
information that challenges their attitudes.

However reasonable the congeniality hypothesis might have seemed, it does
not necessarily follow that the goal of defending one’s attitudes would be
prepotent. Also, even if attitudinal defence is a principal goal, it does not
necessarily follow that congeniality effects would prevail. In fact, in so far as
the empirical history of congeniality effects is concerned, findings have been
far less consistent than would have been expected in terms of early treatments
of attitudinal selectivity (e.g., Festinger, 1957; Levine & Murphy, 1943). It has
been difficult to come to a clear theoretical understanding of how attitudes
affect information processing, and it has been difficult to document expected
phenomena empirically (see Eagly & Chaiken, 1993, 1998).

Notwithstanding these difficulties, some of the advances that psychologists
have made in understanding motivation have illuminated the phenomena of
attitudinal selectivity. Research on memory for attitude-relevant information
illustrates this progress. Researchers’ traditional expectation was for a con-
geniality bias whereby people have better memory for attitudinally congenial
than uncongenial information. Despite some early confirmations of the con-
geniality hypothesis in memory experiments (e.g., Levine & Murphy, 1943),
much of the early research suffered from methodological weaknesses, and
congeniality effects have been inconsistently obtained in subsequent years
(e.g., Greenwald & Sakumura, 1967).

It is reasonable to assume that defence motivation was often active in
attitude memory studies because they were usually implemented with highly
controversial social issues, with participants selected on the basis of polarised
pro or con attitudes. People with polarised attitudes on important social
issues should be motivated to resist changing their attitudes because the
attitudes are linked to their values and important reference groups (e.g., Eagly
& Chaiken, 1995; Johnson & Eagly, 1989; Zuwerink & Devine, 1996).

Despite the plausibility of early researchers’ perspectives about attitudinal
selectivity, there were two central flaws in their reasoning. One flaw is the
failure to take the competing influence of accuracy motivation (or outcome-
relevant involvement) into account. Accuracy-oriented processing should
dampen the selectivity that follows from defence motivation and thus should
lessen tendencies towards congeniality in information processing.

The second flaw in early theorists’ reasoning was their assumption that
motivation to defend attitudes necessarily proceeds through passive pro-
cesses that allow message recipients to avoid the challenging implications of
the information. Instead, given sufficient motivation and capability in per-
suasion contexts, people are likely to mount an active defence involving
systematic processing, which would be biased towards negative thoughts
but still enhance memory for counterattitudinal information (e.g., Eagly &
Chaiken, 1995; K. Edwards & Smith, 1996; Liberman & Chaiken, 1992).
Similarly, in research on motivated reasoning, information inconsistent with
preferences has produced a greater quantity of processing than information
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consistent with preferences (Ditto, 1998; Ditto & Lopez, 1992; see also
Kunda, 1990).

With these considerations in mind, Eagly, Chen, Chaiken, and Shaw
Barnes (1999) conducted a meta-analysis of research on memory for attitude-
relevant information. They found limited overall evidence of congeniality in
experiments using memory measures that are relatively unlikely to produce
artefacts. Nonetheless, consistent with a motivational analysis, studies that
had presented recipients with issues higher in value relevance produced
stronger congeniality effects, and studies with issues higher in outcome rele-
vance produced weaker congeniality effects. The relative balance between
defence motivation and accuracy motivation thus affected the extent to which
researchers had obtained a congeniality bias in memory.

The idea that, even in the presence of defence motivation, active defensive
processes frequently quash congeniality effects on memory was confirmed in
experiments by Eagly, Kulesa, Brannon, Shaw-Barnes, and Hutson-Comeaux
(2000; see also Eagly, Chen, Kulesa, & Chaiken, 2001). In experiments
that presented attitudinally polarised participants with communications on
highly value-relevant topics, congeniality effects were absent: Congenial and
uncongenial messages proved to be equally memorable. More important, the
processes by which the messages became memorable differed, depending on
messages’ congeniality with recipients’ own attitudes. Attitude-consistent
information appeared to be remembered by a fairly superficial process
by which message recipients matched the information to their existing atti-
tudes, whereas attitude-inconsistent information was remembered by active
and sceptical scrutiny of its content. This systematic defensive processing
was revealed by the message recipients’ active, refutational thoughts, which
correlated positively with memory for the counterattitudinal information.

In general, stored beliefs supportive of attitudes enable people not only to
remember congenial arguments but also to refute challenging information
(Biek, Wood, & Chaiken, 1996; Eagly & Chaiken, 1993, 1995, 1998; Wood,
Rhodes, & Biek, 1995). Moreover, familiarity with arguments opposed to
one’s own attitude may further enable refutational elaboration of uncongenial
information. Such active refutational processes would reflect an attitudinal
bias against uncongenial information but may enhance rather than reduce
memory for such information because the processes entail careful scrutiny of
this information. Research on memory for attitude-relevant information
thus illustrates the inadequacy of the simple congeniality bias hypothesis
for understanding memory effects and shows that memory for persuasive
information can be achieved through differing processes.

Finally, research on attitudinal selectivity consistent with tripartite motiv-
ational analyses has emerged in the social influence literature. Specifically,
Lundgren and Prislin (1998, Study 1) experimentally observed effects on
selective exposure and attitudes (see also related research by Chen, Shechter,
& Chaiken, 1996; Nienhuis, Manstead, & Spears, 2001). Participants in this
study expected to discuss an attitude issue with another participant. Some
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participants were initially informed that the study provided an opportunity to
defend their own position on the topic. When given the opportunity to select
reading material, they chose material that supported their own view, and they
indicated relatively polarised attitudes. Other participants, who were told
that the study concerned accuracy of understanding about issues, selected
material to read on both sides of the issue and indicated relatively neutral
attitudes. Finally, other participants, who were sensitised to their relations
with others, selected material that was congruent with the view ostensibly
held by their partner and indicated attitudes relatively congenial with their
partner’s views. It thus appeared that the participants implemented selective
exposure to meet whatever goal was salient.

Defensive processes in reactions to health-relevant appeals

Defence motivation has proven to be a useful concept in persuasion research
in general (see Chaiken, Wood, & Eagly, 1996) and particularly useful for
understanding reactions to health-relevant communications. Suggestive of
defensive processing of such communications, it is difficult to change people’s
behaviour to induce them to engage in practices that protect their health
(see Stroebe, 2000). For example, despite the warnings about unfavourable
health consequences of smoking that appear on cigarette packs and in
anti-smoking media campaigns, smoking remains a widespread practice.
Similarly, despite much media attention to exercise and weight control, the
proportion of people who are obese continues to increase in many industrial-
ised nations. Such facts have induced researchers to direct their attention to
the processing of health-relevant messages to discover what factors impede
acceptance of the advice given in these communications. It is in this context
that motivational analyses of persuasion, especially the concept of defence
motivation, have proven to be especially valuable.

In general, messages portraying serious health threats tend to evoke nega-
tive affect, which motivates the rejection of the message and can interfere with
thinking about changing behaviour that would reduce such threats (Leventhal,
1970; Witte, 1992). People are generally critical of such messages (e.g.,
Liberman & Chaiken, 1992; Reed & Aspinwall, 1998). However, recent
research on fear appeals has revealed the advantages of taking a more detailed
look at defensive processing in such contexts. In a series of experiments on fear
appeals, De Hoog, Stroebe, and their colleagues have shown that respondents
who are vulnerable to a severe health risk generally engage in biased system-
atic processing rather than less effortful, avoidant reactions (Das, de Wit, &
Stroebe, 2003; De Hoog, 2005; De Hoog, Stroebe, & de Wit, 2005).

It is the details of this systematic processing that proved especially interest-
ing in this research. Specifically, the negative affect that vulnerable respond-
ents experienced from health-threatening communications induced thoughts
that minimised the severity of the consequences described in the message as
well as their own vulnerability to the threat. However, a different picture
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emerged in relation to the processing of information about recommended
protective actions. In relation to such information, respondents’ vulnerability
induced positively biased systematic processing. This processing took the
form of favourably biased thoughts, which resulted in stronger intentions to
change behaviour, regardless of the quality of the arguments that were pre-
sented or the credibility of the source of the information. It thus appeared
that vulnerable people find information about a threat to their health to be
unwelcome, but information about possible protective measures to be wel-
come. Processing of both of these aspects of health-relevant information
was systematic but different in direction—negatively biased in relation to
the threat itself but positively biased in relation to the potential remedy.
This subtle understanding of the effects of fear appeals sheds light on the
ways in which motives affect information processing as well as on links of
health-relevant attitudes to intentions and behaviour.

Conclusion

Attention to motivated processing of attitude-relevant information continues
to grow in scope and sophistication. Having restored the balance between
motivation and cognition, social psychologists and other behavioural scien-
tists have probed a range of motivational conceptions that are relevant to
attitudes. Although motivational typologies abound, they have produced
some consensus on three motives that are especially relevant in contexts of
attitudes and social influence. Whether these are framed as motives or types
of involvement, the realisation that a motivation towards accuracy competes
with motives towards other goals is an extremely important insight, but only
a beginning towards understanding how information processing is affected
by motivation. The other critical theoretical insight is that motives may be
served by a range of specific processes. Process distinctions are thus also
crucially important and have been framed in terms of more effortful system-
atic processes and more superficial heuristic processing and also in terms of
more active and more passive processes. These insights warrant further
development in relation to both attitudinal selectivity and persuasion.

Note

1 This meta-analysis also uncovered a research group effect that clouded to some
extent the results within the outcome-relevant set of studies. The effects of
outcome-relevant involvement were strong and consistent for some researchers
(loosely categorised as those associated with the social psychology programme at
Ohio State University) but much weaker, especially in the weak-argument condi-
tions, among other researchers who had used manipulations that were procedurally
highly similar. For a critique of the Johnson and Eagly (1989) article that discusses
this issue and alternative explanations of the differing effects of the three types of
involvement, see Petty and Cacioppo (1990). For a response to this critique, see
Johnson and Eagly (1990).
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Social psychology’s long history of interest in group perception has, in the
past three decades, progressed and developed in several new and important
directions. Work on group perception has evolved and elaborated from a
singular focus on the stereotypic associations for various groups into a
multifaceted analysis of various aspects of how groups are perceived. Simi-
larly, conceptual understanding of the implications of intergroup contact
for changing stereotypic beliefs and prejudicial attitudes has advanced to
more sophisticated analyses of how and why rather than simply when.
In this chapter we review these developments and highlight their contribu-
tions to understanding the dynamics of group perception and intergroup
relations.

Understanding group perception

The study of stereotypes has a long history, being among the earliest topics to
be studied empirically in the newly emerging discipline of social psychology
(Katz & Braly, 1933). For many years this research was almost exclusively
concerned with measuring the content of various racial, religious, and national
stereotypes. This work, while useful, had serious constraints on the questions
it could address (see Brigham, 1971; Hamilton, Stroessner, & Driscoll, 1994).
After several decades of this singular focus, the period of time covered by
this chapter has witnessed numerous advances in understanding not only
stereotypes but also several other basic elements of group perception.

Stereotypes

The modern era in stereotype research began in the early 1970s, as a result
of two quite independent developments, both of which had a definite cogni-
tive “ring” to them, that led, at least in some important ways, in the same
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direction. These two new thrusts were social identity theory and social
cognition.

SOCIAL IDENTITY THEORY: CATEGORISATION AND ITS RAMIFICATIONS

The first of those developments was inspired by the work of Henri Tajfel,
who posed new questions and provided new answers to long-standing prob-
lems. In 1969 he published an article entitled “Cognitive Aspects of Prejudice”
that had enormous impact and in fact has been cited as the “single publica-
tion that marks the birth of the cognitive revolution in the intergroup area”
(Rothbart & Lewis, 1994, p. 363). Tajfel’s approach, and the research he
and his students generated, dramatically and convincingly highlighted the
role of categorisation and its centrality for understanding intergroup percep-
tion (Tajfel, 1970). Although Allport (1954) had earlier discussed the implica-
tions of categorisation for stereotyping and prejudice (see Fiske, 2005), it
was Tajfel’s emphasis on the ingroup/outgroup distinction and his demon-
strations using the minimal group paradigm that gave empirical flesh to
the conceptual skeleton Allport had offered (for reviews, see Brewer, 1979;
Diehl, 1990).

Prior to Tajfel’s groundbreaking work (see Tajfel, 1969, 1970), the primary
conceptual frameworks guiding research on and interpretations of intergroup
behaviour saw stereotypes and prejudice in terms of either sociocultural or
personal causes (see Stroebe & Insko, 1989, for a thoughtful overview using
this framework). Sociocultural accounts included conflict theories such as
realistic conflict theory (Campbell, 1965; Sherif, 1966) and relative deprivation
theory (e.g., Berkowitz, 1972; see Billig, 1976). Both of these approaches,
valuable as they were, rested heavily on the origins of intergroup conflict
having their roots in actual intergroup differences. One of the startling, and
fascinating, elements of Tajfel’s work was that he and his colleagues demon-
strated that differential intergroup perception, as well as actual intergroup
discrimination, could arise as a result of simple intergroup differentiation.
The mere categorisation of individuals into two groups, an ingroup and
an outgroup, was sufficient to shape both perception and behaviour. The
result was a laboratory demonstration of a means by which both evaluative
bias (prejudice) and preferential treatment (discrimination) could develop in
the absence of any history of intergroup conflict over, for example, scarce
resources or differential distribution of resources.

In contrast, psychodynamic theories saw stereotypes and prejudice in terms
of personal causes (e.g., Adorno, Frenkel-Brunswik, Levinson, & Sanford,
1950). These approaches view prejudice as “a sign of some intrapersonal
conflict or maladjustment” (Stroebe & Insko, 1989, p. 17), as in scapegoat
theory (e.g., Miller & Bugelski, 1948), whereby prejudice or outgroup-directed
hostility is the result of displaced aggression from a powerful frustrating
source to a powerless minority group. Although the psychodynamic approach
to intergroup relations is now largely discredited (see Billig, 1976), the
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cognitive approach (discussed below) has shown the importance of under-
standing the individual cognitive system in order to understand intergroup
prejudice and stereotyping.

Tajfel’s (1969) pioneering work on social identity inspired several related
theoretical developments, including two that focused further on cognitive
determinants and two that highlighted motivational variables. The first
cognitive development came in research on accentuation effects, which identi-
fied processes of intercategory contrast and intracategory assimilation (see
Doise, 1978; Eiser & Stroebe, 1972; McGarty, 1999). This work paved
the way for later understanding of ingroup—outgroup differences in per-
ceived homogeneity (see below). The cognitive emphasis was also central in
self-categorisation theory (Turner, 1981; Turner, Hogg, Oakes, Reicher, &
Wetherell, 1987), which clearly specified a cognitive category differentiation
component of social identity theory. In this view, self-categorisation as an
ingroup member entails assimilation of the self to the ingroup category
prototype and enhanced similarity to other ingroup members (see Turner &
Reynolds, 2001). Self-categorisation theory emphasises that we all belong to
several social categories and therefore may have a series of social identifica-
tions. The intergroup differentiation that is salient at the time determines
one’s momentary self-identification. Thus self-categorisation theory addresses
self as well as other stereotyping, ingroup and outgroup stereotyping, and
emphasises that individuals ascribe to themselves characteristics associated
with their ingroup.

Two other theoretical developments recognise the important contribution
of motivational processes. Optimal distinctiveness theory (Brewer, 1991) pro-
poses that social identity involves a compromise between two opposing
needs: the need for assimilation and the need for differentiation. People are
motivated to identify with groups that provide an optimal balance between
these two needs. Finally, Hogg’s (2000) subjective uncertainty reduction the-
ory proposes that people are motivated to reduce subjective uncertainty. One
way to reduce such uncertainty is to identify with social groups that provide
clear normative prescriptions for behaviour.

SOCIAL COGNITION: EMPHASIS ON STRUCTURE AND PROCESS

The second major development that challenged traditional perspectives on
group perception was the emergence of social cognition as a new approach
to analysing social phenomena. This approach soon provided a new perspec-
tive on intergroup perception which emphasised the importance of stereo-
types as cognitive structures that guide information processing in ways
that had direct bearing on the perception of groups and their members
(Hamilton, 1981). No longer were stereotypes viewed as necessarily rooted
in and driven by unresolved internal conflicts that resulted in projecting
unwanted qualities in the self onto outgroups. No longer were stereotypes
viewed as necessarily based on the social learning and social reinforcement



90 Hamilton and Hewstone

of prevailing intergroup attitudes. Rather, an impressive series of empirical
findings reported during the 1970s and 1980s demonstrated that aspects of
normal cognitive functioning can be the basis of both the formation and
maintenance of stereotypes.

For example, the differential frequencies of exposure to certain groups,
along with the differential frequency of certain types of behaviour, can result in
the differential perception of the groups, even though the information pro-
vided about those groups was evaluatively equivalent (Hamilton & Gifford,
1976). Certain persons or groups that are salient, based solely on the social
context, can be perceived as different from others and viewed in more stereo-
typic ways, compared to when those same persons are not contextually
salient (Taylor, Fiske, Etcoff, & Ruderman, 1978). Stereotypes, as cognitive
structures that contain the perceiver’s expectancies about a group, can guide
one’s attention to and greater encoding of information that is consistent
with those expectancies (Bodenhausen, 1988), can influence how informa-
tion is construed or interpreted (Darley & Gross, 1983; Sagar & Schofield,
1980), can result in overestimation of the frequency of stereotype-consistent
behaviours (Hamilton & Rose, 1980), and when interacting with members
of stereotyped groups, can influence how those people behave such that the
perceiver’s stereotypic expectancy is fulfilled (Snyder, Tanke, & Berscheid,
1977; Word, Zanna, & Cooper, 1974). All of these findings (and many
more in an ever-accumulating literature) document the central role of basic
cognitive mechanisms in stereotyping (see Fiske, 1998).

Together, these two developments—the social identity orientation and
social cognition—changed the landscape of the stereotype literature. Prior
to the advent of these new directions, the study of group perception had
been almost exclusively focused on stereotypes of the large ethnic, religious,
national, and gender categories. Moreover, that work had been focused almost
exclusively on the content of those stereotypes. Little research had been
devoted to trying to understand (a) what stereotypes look like, (b) how they
develop, or (c) how they function. The social identity literature, with its
emphasis on the categorisation process in intergroup perception, and the
social cognition approach, with its emphasis on stereotypes as cognitive
structures that guide information processing, have revised and expanded our
understanding of group perception. They have transformed this literature
from the study of stereotypes to the study of stereotyping, and with it, a
change from a focus on content to a focus on structure and process.

Although research on stereotypes and stereotyping continues to be one of
the most prominent and active areas of research in all of social psychology, it
is not (unlike the pre-1970 era) the only focus of research on group percep-
tion. Research on several other aspects of group perception has developed
during this period, enlightening us about some fundamental questions, such
as how we perceive groups, how we perceive group members, and even how
we perceive an assortment of people to be a group. We now highlight two of
these more recent topic areas.
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Perceived group variability

As we noted above, one of the consequences of categorisation is the perceived
assimilation of category members (Tajfel & Wilkes, 1963)—members of the
same category are perceived to be similar to each other. This pervasive out-
come of the categorisation process is manifested in intergroup perception in
an interesting way, one that follows directly from Tajfel’s emphasis on the
ingroup/outgroup differentiation. Specifically, outgroup members are per-
ceived as being more similar to each other than are ingroup members—the
well-known, highly robust outgroup homogeneity effect (for a review, see
Ostrom & Sedikides, 1992; for exceptions, see Simon, 1992). Understanding
when, how, and why people perceive variability among the members of a
group, and the bases for the differential perception of ingroup and outgroup
in this regard, has been the focus of an enormous amount of research during
the last 20 years (see Yzerbyt, Judd, & Corneille, 2004). Various explanations
have been offered for the outgroup homogeneity effect, and this has been a
matter of dispute in the literature (for discussions, see Devos, Comby, &
Deschamps, 1996; Doosje, Spears, Ellemers, & Koomen, 1999; Judd & Park,
1988; Linville & Fischer, 1993; Linville, Fischer, & Salovey, 1989; Park, Judd,
& Ryan, 1991).

One reason for the interest in perceived variability is its direct implications
for the topic we have just discussed, namely, stereotyping. As first pointed
out in Allport’s (1954) seminal analysis of intergroup perception, one of
the hallmarks of stereotyping is overgeneralisation. Stereotyping inherently
involves ascribing the same attributes and qualities to all members of a target
group; that is, seeing a group as homogeneous and making them, for the
perceiver, functionally equivalent. Therefore, conditions that promote the
perception of homogeneity in groups would make it easier to generalise about
all group members; that is, to stereotype them. The fact that people are more
likely to see homogeneity in outgroups thereby inclines them to stereotype
more about those outgroups. This is, then, another instance in which basic
cognitive processing mechanisms generate a condition (homogeneity) that
quite naturally leads to generalisation (stereotyping) about the attributes of
group members, and this is more likely to happen for outgroups than for
groups to which one belongs.

Perceived entitativity

Stereotypes are cognitive structures that contain a perceiver’s knowledge,
beliefs, and expectancies about a social group. The social groups of interest
in stereotyping are typically large categories of people defined by gender,
nationality, race, religion, or some other defining characteristic. Yet these are
not the only groups we as perceivers encounter in the social world. Indeed,
our lives are constantly invested in perceiving, interacting in, reacting to, and
even imagining the groups that have meaning to us—family, friends, social
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clubs, employment groups, the city council, sports teams, unions, an orchestra,
people living in the neighbourhood, and so on. All of these entities are
groups in some way and for some purpose. These groups also differ in many
ways, but they are not the broad social categories about which we develop
stereotypes. Nevertheless, they may play important, even central, roles in our
lives. How do we perceive such groups? Do we have cognitive structures
representing them? What kinds of distinctions do we make among these
various groups? What differences follow from those perceptions?

These are important questions that address some basic aspects of how
people perceive the numerous and varied groups they encounter in their daily
lives. Yet it is only within the last decade that research has begun empirically
to explore these questions and to pursue their ramifications. Campbell (1958)
coined the term entitativity to refer to the extent to which the group has the
quality of being an entity; that is, entitativity refers to the perceived “group-
ness” of groups. The sampling of groups cited above varies considerably in
this respect. The family is clearly high in entitativity; it is close-knit, bonded
together through extensive interaction, caring, and sharing in outcomes. The
city council meets regularly to plan and implement policies that affect a
considerable number of people. Nevertheless, the group members’ inter-
actions are more constrained, their investment in the group less crucial to
them, and even their membership in the group will someday end. The social
club meets only periodically, provides enjoyable experiences, but is not central
in the lives of most of its members. These differences reflect variations in the
entitativity of the groups.

Research in the last decade has shed considerable light on these issues.
Following Campbell’s (1958) conceptual analysis, Lickel, Hamilton, Wiec-
zorkowska, Lewis, Sherman, and Uhles (2000) showed that several variables
predict the perceived entitativity of groups, including interaction among
group members, importance of the group, shared goals and outcomes, and
similarity among members. Groups for which these descriptions would be
true are perceived as high in entitativity—they are groups possessing the
quality of being an entity. Moreover, perceivers differentiate perceptually
and cognitively among several distinct types of groups (Lickel et al., 2000;
Sherman, Castelli, & Hamilton, 2002) that are perceived as meeting different
social needs (Johnson et al., in press). Intimacy groups (family, close friends,
support group) are small, highly interactive groups that are very important
to their members, and they are seen as meeting attachment needs of the
participants. Task groups (committee, jury, work group) are also small
and interactive, but less important to members, and share common goals.
Such groups are perceived as functional because they help members meet
achievement needs. Social categories (women, Germans, Schwabians, African-
Americans, Presbyterians) are large groups with low levels of interaction, and
a moderate degree of interaction, but they have a long history of existence
and are perceived as meeting members’ identity needs. Importantly, these
group types also differ in their perceived entitativity, with intimacy groups
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being most entitative, followed by task groups and then social categories.
Interestingly, the type of groups about whom stereotypes are so prominent
are not among the most entitative of groups.

Research has also shown that several consequences follow from perceiving
a group as high in entitativity. Most generally, people engage in more integra-
tive processing about entitative than nonentitative groups. That is, when
learning about a group perceived as high in entitativity, people are likely to
make on-line judgements, recall more of the information presented, process
persuasive communications more systematically, perceive enhanced similarity
among members, make more extreme, polarised judgements about the group,
identify with the group more, and generalise attributes of one group member
to other members of the group. None of these processes occurs as readily for
groups perceived as low in entitativity (Crawford et al., 2002; McConnell,
Sherman, & Hamilton, 1997; Pickett, 2001; Rydell & McConnell, 2005;
Susskind, Maurer, Thakkar, Hamilton, & Sherman, 1999; Yzerbyt, Corneille,
& Estrada, 2001; for reviews of this literature, see Hamilton, Sherman, &
Castelli, 2002; Hamilton, Sherman, & Rodgers, 2004; Sherman, Hamilton, &
Lewis, 1999).

Implicit aspects of group perception

The preceding subsections discuss different foci of research that have emerged
as the study of group perception has evolved in recent decades. There is one
additional topic that is of equal importance in understanding changes in this
literature, but one that is qualitatively different from the others. It differs
because (a) it is not concerned with one particular aspect of group perception
and (b) it permeates, to some degree, all aspects of group perception. It is
the focus on automatic or implicit processes and their role in intergroup
perception.

Prior to the mid-1980s the question of automaticity in information pro-
cessing and judgement simply had not been directly raised and confronted.
Early stereotype research was primarily focused on measuring stereotypes,
using tasks (e.g., questionnaires) that explicitly and directly engaged the
respondent’s conscious, deliberative thoughts about various target groups.
Those thoughts were also highly susceptible to social desirability biases,
and researchers were well aware of the need to address these concerns (see
Brigham, 1971).

The possibility that stereotypes are automatically activated when perceivers
are confronted with outgroup stimuli was first raised in a now classic article
by Devine (1989). Devine argued that people have two cognitive structures
related to stereotyping; one representing the cultural (widely held and shared)
stereotype of the target group and the other being the individual’s personal
beliefs about the group. The degree of correspondence between the two struc-
tures was said to vary according to the prejudice level of the individual
(Devine, 1989). Devine argued that, because people have shared a common
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history within a society, the cultural stereotype is well known to everyone in
that society and has been frequently activated during one’s life in that society.
As a consequence, that culturally held stereotype is automatically activated in
all persons (regardless of prejudice level), but may be overridden by deliberate
use of the personal belief system. Thus, activation of one cognitive compon-
ent is automatic, whereas use of the other requires intention and controlled
processes.

Although specific aspects of Devine’s conceptual argument have been
challenged by other researchers (e.g., Fazio, Jackson, Dunton, & Williams,
1995; Lepore & Brown, 1997), the importance of automaticity in stereotyping
and intergroup perception has been repeatedly documented in varied ways
and contexts. This blossoming literature has changed the research landscape
in at least two ways. First, the use of implicit tasks and measures (e.g., prim-
ing techniques; the Implicit Association Test, IAT) for studying information
processing outside of conscious awareness and not under intentional control
has (at least in part) addressed the need to circumvent social desirability
and self-presentational biases that plagued research in this area in earlier eras.
Second, and perhaps even more important, this research has revealed the
ease with which stereotypes can be automatically activated and the extent to
which unconscious processing, driven in part by pre-existing stereotypes,
permeates numerous aspects of intergroup perception (Hassim, Uleman, &
Bargh, 2005).

Understanding changes in group perceptions

In this second part of the chapter we explore the impact of changes in how
we conceptualise group perception for our understanding of change in such
perceptions. We begin by reviewing research on the “contact hypothesis”,
which has focused on intergroup attitudes, and found a weaker impact of
contact on stereotypes than on attitudes. We then explore the importance of
perceptions of group variability and entitativity, and how these can be used
as either outcome measures or moderator variables. Finally, we review the
limited evidence for contact-induced changes in implicit aspects of group
perception, and ask what this evidence means.

Intergroup contact

It is just over 50 years since Allport (1954) proposed his famous “contact
hypothesis”, the idea that prejudice could be reduced by bringing together
members of different groups to meet on an equal status footing, to pursue
common goals through cooperative interaction, in such a way as to allow
the development of close relationships with members of the outgroup, and
with the support of institutional authorities. The assessment of this hypo-
thesis has undergone a remarkable transformation (cf. Dovidio, Glick, &
Rudman, 2005).
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When Amir (1969) published his authoritative review of the area, there was
an air of pessimism about the efficacy of contact as a social intervention to
improve intergroup relations. Scholars expressed concerns about inconsistent
results, the failure to generalise, difficulties of fulfilling an increasingly long
list of apparently necessary conditions, and the seeming lack of real-world
impact of intergroup contact (see Forbes, 1997; Hewstone & Brown, 1986;
Stephan, 1987). Yet today there is little doubt that the core propositions of
the contact hypothesis have received substantial empirical support. Greatest
credit for this reversal is due to Pettigrew and Tropp (in press). Their meta-
analysis of over 500 separate contact studies, conducted in a wide range of
contexts and involving over 250,000 participants of various nationalities,
delievers an unequivocal empirical assessment. Across all these studies,
contact per se had beneficial effects in reducing prejudice: the overall rela-
tionship between contact and prejudice was significant, though modest in
size (Pearson’s r of just above —.20). However, this effect was substantially
stronger (r = —.287) in those contexts that Allport identified as “optimal”
conditions for intergroup contact to have beneficial effects.

A crucial development in our understanding of processes involved in inter-
group contact is the focus on moderating and mediating processes (Baron &
Kenny, 1986; Brown & Hewstone, 2005; Kenworthy, Turner, Hewstone, &
Voci, 2005). Moderator variables address “when” questions (e.g., when does
contact between members of different groups lead to an improvement in
outgroup attitudes?), whereas mediator variables address “how” or “why”
questions (e.g., how or why does contact improve attitudes?). Both moder-
ation and mediation effects involve more than two variables; that is, they both
deal with what happens when a third variable comes into play. But they do so
in very different ways. Moderation implies that the level of the third variable
can change the relationship between the other two variables, whereas medi-
ation implies that the relationship between the two variables can actually be
created by the third variable.

Hewstone and Brown (1986; see modification by Hewstone, 1996; Vivian,
Hewstone, & Brown, 1997) sought to identify the conditions that would allow
the generalisation of attitudes and behaviour change beyond the specific con-
text in which the contact occurs. They hypothesised that group salience—
broadly speaking, the extent to which group memberships are psychologically
“present” during contact—would play a key role in encouraging such general-
isation, essentially suggesting that salience moderates the effects of contact on
prejudice reduction. Recently Brown and Hewstone (2005) reported extensive
support for this moderational hypothesis.

With regard to mediating processes, more recent research has sought to
identify the underlying processes by which contact improves intergroup atti-
tudes. Although Allport (1954) extensively discussed the conditions under
which intergroup contact would prove beneficial (the “when” question), he
devoted less attention to “how” or “why” contact works effectively. His ori-
ginal formulation focused on contact working by improving knowledge about
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the outgroup. However, enthusiasm for this variable has dwindled in the
light of its rather meagre effects (see Pettigrew & Tropp, in press; Stephan &
Stephan, 1984).

A key change in this literature during the last 20 years has been the
acknowledgement that intergroup contact cannot be considered only in
terms of its cognitive processes (Pettigrew, 1998), but also requires recogni-
tion of the role of affective processes (Fiske, Cuddy, Glick, & Xu, 2002;
Mackie, Devos, & Smith, 2000). Consistent with this view, Brown and
Hewstone (2005) reported extensive evidence for mediation of contact effects
on attitudes by affective factors. These include reducing negative intergroup
affect such as intergroup anxiety (e.g., Islam & Hewstone, 1993; Paolini,
Hewstone, Cairns, & Voci, 2004; Voci & Hewstone, 2003) and realistic
and symbolic threats (Tausch, Hewstone, Kenworthy, Cairns, & Christ, in
press), as well as promoting positive emotions (such as empathy, perspective
taking, and accompanying reciprocal self-disclosure; see Harwood, Hewstone,
Paolini, & Voci, 2005; Tam, Hewstone, Harwood, Voci, & Kenworthy, in
press).

Notwithstanding these achievements of theory and research on intergroup
contact, one remaining source of frustration is that contact is much less
effective for changing stereotypes than for changing intergroup attitudes. In
addressing this question, three lines of enquiry may be potentially fruitful:
types of contact situations, affective processes in stereotype change, and
whether moderation is necessary for stereotype change.

First, Rothbart and John’s (1985) perceptive analysis of stereotype change
noted that characteristics of the contact situation are correlated with the
observation of particular types of behaviours (e.g., one is more likely to
observe extraverted behaviours in informal than formal settings). Thus future
research should study whether stereotype change may be relatively more con-
strained than attitude change by the restricted range and nature of settings in
which intergroup contact actually occurs.

Second, research on stereotype change (see Hewstone, 1996) has been
almost exclusively cognitive, and has neglected affective processes. If affect is
stored with schemas, then contact might need to target these “affective tags”
(Fiske, 1982) and not simply cognitive, information-based components of
stereotypes. Moreover, the relative weight of the affective component of
people’s reactions to groups may vary not only across individuals (Stangor,
Sullivan, & Ford, 1991), but across intergroup contexts (Haddock, Zanna,
& Esses, 1993). Thus future research should undertake a more systematic
analysis of individual differences in affect and stereotyping across a range of
settings (Paolini, Hewstone, Voci, Harwood, & Cairns, in press).

Third, Wolsko et al. (2000) have argued that stereotypes, especially, are
moderated by group salience. If this is the case, then perhaps meta-analytic
results will be different once there are sufficient studies of the effect of
contact on stereotypes which have also measured category salience during
contact.
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Changes in perceived group variability and entitativity: Outcome
and |or moderator?

If there are relatively few studies of intergroup contact using stereotypes as
an outcome measure, there are even fewer using measures of perceived out-
group variability (most studies have measured only the central-tendency
component of stereotypes, and not dispersion). However, the available stud-
ies have shown that contact is associated with greater perceived outgroup
variability. Thus Islam and Hewstone (1993) found that positive intergroup
contact between Hindus and Muslims in Bangladesh not only improved
outgroup attitudes, but also was associated with a more complex and dif-
ferentiated view of the outgroup; moreover, this relationship was mediated by
decreased intergroup anxiety.

Paolini et al. (2004) reported similar results from two surveys of Catholics
and Protestants in Northern Ireland. Both studies showed that having cross-
group friends, whether these were direct friends or indirect friends (i.e., hav-
ing a friend in the ingroup who had an outgroup friend; see Wright, Aron,
McLaughlin-Volpe, & Ropp, 1997), was associated with reduced prejudice
towards the religious outgroup and increased perceived outgroup variability;
both effects were mediated, in part at least, by intergroup anxiety.

Finally, Stangor, Jonas, Stroebe, and Hewstone (1996) studied contact lon-
gitudinally in a group of American students before and after they had spent a
year studying in Europe (either in Tuebingen, Germany or Bristol, England).
Interestingly, they found that attitudes and central-tendency measures of
stereotypes shared at least one predictor, as did both central tendency and
perceived variability measures of stereotypes; but there was no overlap in the
predictors of attitudes and variability.

Most of the available studies also show poorer explained variance in out-
come measures for perceived variability than for attitudes (e.g., Paolini et al.,
2004; Voci & Hewstone, 2003). This may reflect difficulties experienced by
some respondents when completing variability measures (e.g., marking the
range; see Judd & Park, 1988), as well as shared method variance between
rating-scale measures of contact and attitudes, but not contact and perceived
variability.

A further complexity surrounding measures of perceived variability is
whether they should be conceived, and used, as outcome measures, or as
moderating variables. We noted above that conditions that promote the
perception of homogeneity in groups would make it easier to generalise
about all group members; that is, to stereotype them. Somewhat paradoxic-
ally, this should mean that some degree of perceived homogeneity of the
outgroup would also facilitate generalisation of positive change brought
about by contact. This prediction has been borne out by both experimental
and correlational-survey research.

In experimental research on stereotype change, a laboratory analogue of
some of the processes involved in intergroup contact, the typical finding is
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that the same amount of disconfirming information has more impact when it
is “dispersed” across several group members (each of whom is seen as typical
of the group) than when it is “concentrated” in one or two group members
(who are seen as atypical; see Hewstone, 1994, for a review). The impact of
the dispersed vs concentrated pattern of disconfirming information is, how-
ever, moderated by the perceived variability of the target group (Hewstone &
Hamberger, 2000). For a group presented as being low in variability (i.e., most
members are alike), there was more stereotyping under concentrated than
dispersed information. But when the group was presented as being high in
variability (i.e., group members are different from one another), then there
was no difference in the impact of the two patterns of disconfirming informa-
tion. Relatedly, recent survey research on intergroup trust among Catholics
and Protestants in Northern Ireland (Hewstone et al., 2006) found that posi-
tive outgroup contact was more strongly associated with some types of trust
towards the outgroup for respondents who viewed the outgroup as “high”
versus “low” on homogeneity.

Overall, these findings confirm the view that measures of perceived vari-
ability complement more general measures of group perception. They can be
used as outcome measures, and revealing that the outgroup is viewed in a
more differentiated way can be an important effect of social interventions
such as intergroup contact—indeed, it targets the outgroup homogeneity
effect we mentioned earlier. But measures of perceived variability can also
function as moderators, having similar effects on the contact-outcome rela-
tionship to measures of group salience; but the exact effect depends on the
precise nature of the outcome measure.

As far as we are aware, there has been no published research relating meas-
ures of intergroup contact and measures of entitativity. If we define perceived
outgroup entitativity as the degree to which participants view the outgroup
as being a cohesive social unit, whose members perceive group membership
to be important, and who are similar in terms of their goals and outcomes
(see Brewer & Harasty, 1996), this view appears to be less derogatory (indeed
not necessarily derogatory at all) than the view that they are homogeneous
(“they are all alike™). It is not therefore apparent that entitativity should be
treated as an outcome measure. It may, however, function as a moderator, in
just the same way as perceived variabiliy. Hewstone et al. (2006) explored this
idea in a recent survey of Catholics and Protestants in Northern Ireland.
They tested the relationship between quality of contact and different types of
outgroup trust. Quality of contact was associated with outgroup trust, and
the effect was stronger for those respondents who perceived the outgroup to
have high versus low perceived entitativity.
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Can contact bring about changes in implicit measures of
group perception?

Although there has been a remarkable burgeoning of research using implicit
measures of intergroup bias (see Hewstone, Rubin, & Willis, 2002), these
have only just begun to have an impact on research on intergroup contact
(Pettigrew & Tropp’s, in press, meta-analysis retrieved no such studies).
However, a small of number of recent studies have begun to collect such data.

A series of studies (Aberson & Haag, in press; Tam et al., in press; Turner,
Hewstone & Voci, 2004), using different target groups, investigated the asso-
ciation between measures of contact, mediators, and implicit bias, assessed
by the Implicit Association Test (IAT; Greenwald, McGhee, & Schwartz,
1998). They found that various measures of “contact” (including opportunity
for contact, cross-group friends, and measures of quantity and quality of
contact) are associated with implicit bias. Moreover, these studies found that
the effect of contact on implicit bias, in contrast to its effect on explicit
measures of group perception, is a direct effect, unmediated by a range of
measured potential mediators.

Implicit measures of intergroup bias, because they do not require partici-
pants to report their attitudes directly, are less likely to be influenced by social
desirability than are explicit measures. Implicit measures are also important
because they may better predict spontaneous behaviour than do explicit
measures (Dovidio, Kawakami, Johnson, Johnson, & Howard, 1997). It is
interesting to note that the effects detected thus far were direct, unmediated
effects. In other words, it seems as though respondents who were more famil-
iar with outgroup members held more positive (or less negative) implicit
associations with them. Thus Karpinski and Hilton (2001) have argued that
the IAT is a measure of environmental associations, rather than bias per se.

Implicit measures of bias are evaluations and beliefs that are automatically
activated by the mere presence of the attitude object; because they tap
unintentional bias, of which well-intentioned and would-be unprejudiced
people are largely unaware, they should constitute important and useful
outcomes measures for research on contact. We hope that they will receive
more research attention in the future.

Conclusions: Retrospect and prospect

In this chapter we have reviewed developments and changes in how social
psychology has conceived and implemented the study of group perception
over the last 35 years. We have noted the change from a narrow focus on the
stereotypic associations for various groups to a more multifaceted analysis of
how groups are perceived. We have pointed to two key theoretical develop-
ments in this era: the nascence of social identity theory, with its emphasis on
the categorisation process in intergroup perception, and the maturity of the
social cognition approach, with its emphasis on stereotypes as cognitive
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structures that guide information processing. These two theoretical develop-
ments have ushered in a transformation in this literature, from the study of
stereotypes to the study of stereotyping, and from a focus on content to a
concern with structure and process. In particular, we have highlighted the new
understanding of these phenomena gleaned by the more modern concepts
of perceived group variability, perceived entitativity, and implicit measures of
group perception.

In the second part of the chapter we reported on how these conceptual
changes (allied to parallel increases in methodological sophistication) have
increased our understanding of the implications of intergroup contact for
changing stereotypic beliefs and prejudicial attitudes. Specifically, we demon-
strated how the field has moved on from questions of whether and when
intergroup contact can effect changes in group perception (focused on atti-
tudes), to the pursuit of how and why it can do so, as well as when it is
most successful in instigating generalised change in group perceptions and
evaluations.

We believe that the progress has been impressive. There have been huge
strides in our understanding of underlying processes, and contemporary
models of group perception and intergroup contact are infinitely more sophis-
ticated than those of yesteryear. Thus the last 35 years have deepened our
understanding of the phenomena of group perception and intergroup con-
tact, and marshalled the conceptual and empirical tools of social psychology
to mount a concerted attack on the pernicious social problems posed by
stereotyping and prejudice.

Note

Preparation of this chapter was supported in part by NIMH Grant MH-40058 to
the first author, and grants from the Russell Sage Foundation and the Community
Relations Unit (Northern Ireland) to the second author.
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The essential function of communication is the exchange of some kind of
knowledge. This chapter reviews evidence that the process of such convey-
ance is significantly affected by a communicator’s epistemic motivations.
Specifically, such motivations may determine (1) the perspective communica-
tors may adopt in addressing a recipient, and (2) the level of linguistic
abstraction at which they will couch their messages.

To discuss these phenomena we first introduce the concept of epistemic
motivations, and then review the specific theory and evidence that link such
motivations to various communicative effects.

Epistemic motivations and their antecedents

Individuals’ knowledge-formation activities are to a large extent propelled by
their epistemic motivations; that is, by the (implicit or explicit) goals one
possesses with respect to knowledge. It is possible to distinguish (Kruglanski,
1989, 2004) between four types of such motivations classifiable on two
orthogonal dimensions; the first, closure seeking versus avoidance and the
second, specificity versus nonspecificity. The first distinction asks whether the
individual’s goal is to approach or avoid closure. The second distinction asks
whether the closure one is seeking or avoiding is of a specific or nonspecific
kind, namely whether any closure or absence of closure would do.

The four motivational types yielded by the foregoing classification can
be thought of as quadrants defined by two conceptual continua. One con-
tinuum relates to the motivation towards nonspecific closure and ranges from
a strong desire to possess or approach it (i.e., a strong need for nonspecific
closure) to a strong desire to avoid it (i.e., a strong need fo avoid nonspecific
closure). The second continuum relates to the motivation towards a given
or specific closure and it too ranges from a strong desire to possess it
(i.e., a strong need for this specific closure), to a strong desire to avoid it
(i.e., a strong need to avoid this specific closure). In what follows we briefly
characterise these four motivational types in turn.
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The need for nonspecific closure may be defined as the individual’s desire
for a firm answer to a question, any firm answer as compared to confusion
and/or ambiguity. The need to avoid nonspecific closure pertains to situations
where definite knowledge is eschewed and judgemental noncommitment is
valued and desired. A need for a specific closure represents a preference
for a particular answer to a question that may be flattering, reassuring, or
otherwise desirable. Finally, the need to avoid a specific closure may represent
the tendency away from a specific unpleasant answer to one’s question.
We assume that the needs for nonspecific or specific closure are elevated by
the perceived benefits of possessing such closures and/or the costs of lacking
them (Kruglanski, 2004; Kruglanski & Webster, 1996; Kruglanski, Pierro,
Mannetti, & DeGrada, 2006; Webster & Kruglanski, 1998). Likewise, the
needs to avoid nonspecific or specific closures are elevated by the perceived
benefits of lacking and the costs of possessing such closures. Such a con-
ceptualisation asserts the functional equivalence of a wide variety of possible
cost and benefit factors assumed to impact the needs for nonspecific and
specific closure, and in so doing makes strong assumptions about a common
dynamic that numerous, and in some ways quite different, states, characterised
by different types of costs and benefits, may share.

Consequences of epistemic motivations: “Seizing” and
“fireezing” processes

Given that an individual’s need for closure has been heightened, two funda-
mental consequences may ensue. First, the person may experience a sense of
urgency about reaching closure. Second, once an initial closure has been
formulated the individual may adhere to it come what may and treat it as
relatively permanent. The sense of urgency may prompt the tendency to
“seize” quickly on any notion that promises closure. The craving for perman-
ence may induce the tendency to “freeze” upon an extant closure, but also to
prefer a potentially lasting closure over a transient, context-specific closure.
Space considerations prevent us from a more extensive exposition of need
for closure theory (for more extensive treatments the reader is referred to
Kruglanski, 2004, and Kruglanski et al., 2006). In what follows we focus on
our common interest in the processes of interpersonal communication and
their interface with epistemic motivation.

Interpersonal communication and need for closure

A fundamental presumption of communication theory is that in conveying
messages to others, speakers take the listeners’ perspective into account, and
refer their utterances to the social reality they both share. From this perspec-
tive, speakers tailor their messages according to their own and their listeners’
shared beliefs and assumptions so that their communications reach the
audience and are interpreted accurately.
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A significant issue in this context is that different audiences may differ in
the knowledge they share with the communicator. It is therefore necessary to
pitch one’s communications appropriately in order to take these differences
into account. As Clark and Murphy (1982) noted, “in ordinary conversation
we tailor what we say to the particular people we are talking to” (p. 287).
They label this process as “audience design” and state that “an essential part
of (such) design . . . is the use of the speaker’s and addressee’s mutual know-
ledge, beliefs, and suppositions, or common ground (p. 288). Indeed, the
notion of common ground has been a mainstay of the communication litera-
ture, and even though its origins, development, and properties have been
discussed in different ways (e.g., Danks, 1970; Fussell & Krauss, 1991;
Horton & Keysar, 1996; Krauss & Fussell, 1991), its ubiquitous presence in
interpersonal communication has been treated as a given.

The discussions of audience-design phenomena in the communication lit-
erature often have a functionalist flavour in deriving the existence of such
effects from their role in making the communication process efficient. Yet not
all communications are in fact efficient, and there may exist a corresponding
variability in the success of imposing adequate “audience designs” on one’s
communications. After all, taking the perspective of another and determin-
ing what is and what is not part of a common ground may require fairly
advanced reasoning skills, involved in appreciating the potential differences
in perspective between oneself and one’s interlocutor in given communicative
circumstances.

An important task for communication theory is therefore to specify condi-
tions under which extensive efforts at audience design will be undertaken and
to characterise the cognitive activities they may involve. Krauss and Fussell
(1991, p. 4) argued in this connection that assumptions about what others
know may be thought of as tentative “hypotheses that participants continu-
ously modify and reformulate on the basis of additional evidence”, such as
verbal and nonverbal feedback (see also Powell & O’Neal, 1976). The realis-
ation that an important aspect of communication entails a hypothesis-testing
process suggests that the discovery of a valid common ground may not be
taken for granted. As with other hypothesis-testing endeavours, the search for
common ground may vary in depth and directionality, and ultimately in the
degree to which it yields an accurate perception.

Intriguing questions concerning the hypothesis-testing process in audience
design concern (1) its point of departure, that is, the hypothesis about the
other’s perspective that first comes to mind, (2) its depth or extent, that is, the
degree to which it deviates from the early hypotheses and adjusts them in light
of additional processing of information. With regard to the first question,
extant evidence indicates that the point of origin is often the communicator’s
own knowledge projected onto the listener (Fussell & Krauss, 1991; Horton
& Keysar, 1996; Nickerson, Baddeley, & Freeman, 1987; Ross, Greene, &
House, 1977). Indeed, Horton and Keysar (1996) found that while in the
absence of time pressure speakers did incorporate common ground into their
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communications, common ground was not used when the speaker was under
time pressure. They concluded that this finding supported their “monitoring
and adjustment” model, whereby a speaker’s initial hypothesis in formulating
an utterance is based on his own knowledge and on information that is salient
to him. Given sufficient time, however, the individual will modify or adjust
that hypothesis to incorporate the common ground shared with the listener.
Of course, the presence or absence of subjectively sufficient time—that is,
time pressure—has constituted one of the major ways in which the need for
(nonspecific) cognitive closure has been operationalised in past research
(Kruglanski & Freund, 1983; Shah, Kruglanski, & Thompson, 1998). It
is thus possible that a high level of this need may reduce the amount of effort
communicators invest in their search for common ground. As a consequence,
communications by high need for closure individuals may be excessively
biased in the direction of the communicator’s own perspective, which might
reduce their comprehensibility to the listeners. Richter and Kruglanski (1997)
recently investigated this hypothesis using the Fussel and Krauss (1989)
two-stage referential task paradigm.

In that paradigm, participants are provided with a set of abstract figures
and are asked to write descriptions of those figures so that they them-
selves (the Nonsocial condition) or another person (the Social condition)
could match the descriptions to the figures on a subsequent occasion. In our
experiment, this task was performed by participants with high or low disposi-
tional need for nonspecific closure (Webster & Kruglanski, 1994). In the
study by Fussell and Krauss (1989) participants in the Social condition exhib-
ited attempts at creating common ground with their audience. They provided
lengthier, as well as more verbal, descriptions and used more literal (less
figurative) language in their communications; that is, language less idiosyn-
cratically comprehensible to themselves but not to others. We expected to
replicate this result and to find in addition that high (vs low) need for closure
individuals would produce shorter and more figurative messages, a difference
expected to be particularly pronounced in the Social condition.

Participants, introductory psychology students at the University of
Maryland, were scheduled to appear in the laboratory for two sessions,
corresponding to two separate research phases. In the description phase, par-
ticipants wrote descriptions of each of 30 figures after having received either
social or nonsocial encoding instructions. In the identification phase, carried
out 3 to 5 weeks later, participants attempted to match a series of 90 descrip-
tions written by themselves and others to their respective 30 figures presented
on a poster board.

The results confirmed our predictions. First, we replicated the findings of
Fussell and Krauss (1989) that communications in the Social condition
were significantly lengthier as well as more literal (or less figurative) than
those in the Nonsocial condition. Of greater present interest, the need for
closure variable produced the expected effects: Participants with high (vs low)
need for closure used significantly fewer words in their descriptions, and
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they produced significantly more figurative (or less literal) descriptions.
Furthermore, the predicted interaction between encoding condition (Social
vs Nonsocial) and need for closure was significant for message length, though
not for literalness. The average number of words used by participants with
low need for closure was more than double in the Social versus the Nonsocial
condition. This difference was much less pronounced and nonsignificant for
participants with a high need for closure.

Do these need for closure driven differences matter to communicative effi-
cacy? Apparently so. First, replicating again the Fussell and Krauss (1989)
research, we found that in decoding descriptions by other people the rate
of successful matching was significantly higher if those descriptions were
encoded in the Social versus the Nonsocial condition. More importantly
from the present perspective, significantly more descriptions encoded by low
need for closure communicators were correctly matched to the appropriate
figures than descriptions encoded by high need for closure communicators.

Specific closure effects

If our theoretical analysis is correct, needs for specific closure should also
have significant impact on communicators’ ability to impose effective “audi-
ence designs” on their messages. Specifically, the ability to impose such
designs should depend on the relative “pleasantness” to the communicator
of her own versus the interlocutor’s perspective. If the communicator’s per-
spective is subjectively rather pleasing whereas the interlocutor’s is rather
undesirable (to the communicator), her audience design may be relatively
poor. Marie Antoinette’s famous alleged message to the hungry Parisians
that in the absence of bread they should eat cakes represents a prototypical
case of such failed communication based on the “freezing” on one’s own
pleasing perspective that all is basically well with the world, and the motiv-
ated reluctance to attune oneself to the audience’s desperate conviction that
things cannot go on in the “business as usual” manner. The case where one’s
own perspective is much more pleasing than that of one’s interlocutor is, in
fact, prototypical of severe conflicts of various types (on interpersonal, inter-
group or international levels) resulting in severe communication failures and
misperceptions (cf. Jervis, 1976; Vertzberger, 1990) that may undermine the
parties’ ability to reach satisfactory resolution of their conflicts. The institu-
tion of third-party mediation (e.g., in marriage counselling) aims precisely at
improving each party’s ability to appreciate the other’s perspective and hope-
fully increase their success in taking that perspective into account while
designing their communications to the other party.

To the contrary, if the communicator’s perspective is much less pleasing to
him than the interlocutor’s perspective, he may rather readily alter his per-
spective to that of the interlocutor and adjust his messages accordingly.
Indeed, research on cognitive tuning (Zajonc, 1960) and the “communication
game” (Higgins, McCann, & Fondacaro, 1982) attests to communicators’
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tendency to modify their communications so as to suit their audience’s puta-
tive preferences. In this particular case, the communicator’s initial perspective
might be less pleasing or desirable to himself than the audience’s perspective,
as adhering to the former might bring about a cool reaction from the audi-
ence. By the same token, adopting the audience’s perspective is desirable or
pleasing, as its adoption promises a warm audience response that speakers
typically desire.

The language of interpersonal discourse

If need for closure induces the tendency to seek permanent knowledge and
avoid the recurrence of ambiguity, it should foster a bias towards general,
trans-situationally stable knowledge. Accordingly, people under a heightened
need for closure should prefer abstract descriptions and category labels
over concrete, situationally specific depictions. Consistent with these assump-
tions, Mikulincer, Yinon, and Kabili (1991) found that persons with high
(vs low) “need for structure” (an alternate term used to denote the need for
closure) tended more to attribute failure to stable and global (hence, general
and abstract) causes as assessed by the Attributional Style Questionnaire
(Seligman, Abramson, Semmel, & Von Baeyer, 1979). In the same research,
high (vs low) need for structure individuals who worked on unsolvable prob-
lems were more likely to attribute failure to global causes and exhibited
impaired performance on a subsequent task.

In a different paradigm, Boudreau, Baron, and Oliver (1992) asked partici-
pants to communicate their impressions of a target to an individual either
more or less generally knowledgeable than themselves. Boudreau et al.
assumed that the task of communicating to a knowledgeable other would
increase concerns about judgemental validity and lower the need for closure,
whereas communication to a less knowledgeable other would reduce concerns
about validity, thus enhancing the need for closure. Consistent with this
expectation, their results revealed that participants expecting to communicate
their impressions to a non-knowledgeable other increased the preponderance
of global trait labels in their descriptions, whereas participants expecting to
communicate to a knowledgeable other used a lower proportion of global
trait labels. The abstraction bias manifest under a heightened need for closure
is relevant to a body of work on linguistic abstraction, guided by the
Linguistic Category Model (Semin & Fiedler, 1988). We now review the basic
premises of this model and subsequently tie it to the theme of epistemic
motivations.

The Linguistic Category Model

The Linguistic Category Model (LCM; Semin, 2000; Semin & Fiedler, 1988,
1991) is a classificatory approach to the domain of interpersonal language
which consists of interpersonal (transitive) verbs that are tools used to
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describe actions (help, punch, cheat, surprise) or psychological states (love,
hate, abhor) and adjectives and nouns that are employed to characterise
persons (e.g., extroverted, helpful, religious).

This model of interpersonal language furnishes the means by which it is
possible to identify the nuances of how people use interpersonal terms, and
thus is informative about how verbal behaviour is driven strategically by
psychological processes and communication constraints. This is made pos-
sible by providing a systematic model of the meanings that are peculiar to the
linguistic terms (verbs, adjectives, and nouns) that we use in communicating
about social events and their actors.

In this model a distinction is made between five different categories of
interpersonal terms, namely Descriptive Action Verbs (DAVs), Interpretative
Action Verbs (IAVs), State Action Verbs (SAVs), State Verbs (SVs), and
Adjectives (ADJs) (see Semin & Fiedler, 1991). The distinction between the
categories is obtained on the basis of a number of conventional grammatical
tests and semantic contrasts (cf. Bendix, 1966; Brown & Fish, 1983; Miller &
Johnson-Laird, 1976).

DAVs are the most concrete terms and are used to convey a description
of a single, observable event and preserve perceptual features of the event
(e.g., “A punches B” whereby punching is always achieved by means of a fist).
Similarly, the second category (IAVs) describes specific observable events.
However, these verbs are more abstract in that they refer to a general class
of behaviours and do not preserve the perceptual features of an action
(e.g., “A hurts B”).

The distinction between DAVs and IAVs from the next two categories,
namely SAVs and SVs, is self-evident. SAVs and SVs refer to psychological
states while DAVs and IAVs do not. Finally, DAVs are distinct from IAVs.
DAVs refer to an invariant physical feature of action, as in the case of kick,
kiss, inter alia. In contrast, IAVs serve as frames for a variety of actions that
can be described by the same verb. Thus, the verb “to help” may refer to a
great variety of distinct and different actions, ranging from mouth to mouth
resuscitation to aiding an old lady to cross the street. SAVs refer to the
affective consequences of actions that are not specified any further (to amaze,
surprise, bore, thrill, etc.) but can be supplied when asked (e.g., “Why was she
surprised?”).

The next category (SVs) typically describes an unobservable emotional
state and not a specific event (e.g., “A hates B”’). One can distinguish between
SVs and the three action verbs (DAY, 1AV, SAV) on the basis of two separate
criteria. It is difficult to use the imperative unrestrictively in the case of SVs
(e.g., “Please admire me!” or “Need money!”). Additionally, SVs resist taking
the progressive form (e.g., “John is liking Mary”). Whereas both SVs and
SAVs refer to psychological states in contrast to IAVs and DAV, it is possible
to distinguish between SAVs and SVs by means of the “but” test (cf. Bendix,
1966; Johnson-Laird & Oatley, 1989, p. 98 ff.). SAVs refer to states that are
caused by the observable action of an agent, and describe the “emotional
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consequences” of this action upon a patient (surprise, bore, thrill). The latter,
SVs, refer to unobservable states (love, hate, despise). Whereas one can say
“I like Mary, but I do not know why”, it is awkward to say “Mary entertained
me, but I do not know why”. The reason is mainly because SAVs “signify
a feeling that has a cause known to the individual experiencing it” (Johnson-
Laird & Oatley, 1989, p. 99).

Finally, adjectives (e.g., “A is aggressive”) constitute the last and most
abstract category. These generalise across specific events and objects and
describe only the subject. They show a low contextual dependence and a high
conceptual interdependence in their use. In other words, the use of adjectives
is governed by abstract, semantic relations rather than by the contingencies
of contextual factors. The opposite is true for action verbs (e.g., Semin &
Fiedler, 1988; Semin & Greenslade, 1985). The most concrete terms retain a
reference to the contextual and situated features of an event.

This dimension of abstractness—concreteness of interpersonal predicates
has been operationalised in terms of a number of different inferential fea-
tures or properties. Some of these inferential properties are: (1) how enduring
the characteristic is of the sentence subject; (2) the ease and difficulty of
confirming and disconfirming statements constructed with these predicates;
(3) the temporal duration of an interpersonal event depicted by these terms;
(4) how informative the sentence is about situational pressures or circum-
stances; (5) the likelihood of an event recurring at a future point in time
(Maass, Salvi, Arcuri, & Semin, 1989; Semin & Fiedler, 1988; Semin &
Greenslade, 1985; Semin & Marsman, 1994). These variables have been
shown to form a concrete—abstract dimension on which the four categories of
the Linguistic Category Model (Semin & Fiedler, 1988) are ordered system-
atically. Descriptive Action Verbs (hit, kiss) constitute the most concrete
category. Interpretative Action Verbs (help, cheat) are more abstract. State
Verbs (like, abhor) follow, and Adjectives (friendly, helpful) are the most
abstract predicates. Thus, one can determine how abstractly or concretely
people represent an event in conversation. For example, the very same event
can be described as somebody hitting a person, hurting a person (actions),
hating a person (state), or simply as being aggressive (adjective).

It is important to note that the properties by which abstractness—
concreteness has been operationalised are generic to the entire predicate
classes represented in the LCM. The types of meanings or implications as
defined by the distinctive inferential properties of the LCM are different from
the more conventional study of meaning, namely semantics. The more con-
ventional approaches in linguistics are the study of meaning in terms of
semantic fields, semantic relations, or the analysis of lexical items in terms
of semantic features to investigate the semantic component of a grammar’s
organisation. While semantic fields are concerned with how vocabulary is
organised into domains or areas within which lexical items interrelate, seman-
tic or sense relations address relationships such as synonymity (e.g., affable,
amiable, friendly) and antonymity (e.g., friendly vs unfriendly, good vs bad).
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The inferential properties identified by the LCM are not domain specific, nor
are they expressed in terms of interrelationships between the surface proper-
ties of terms. One may refer to the meaning domain identified by the LCM as
meta-semantic, since the inferential properties apply across semantic fields
and are also distinctive in that they escape conscious access (Franco & Maass,
1996, 1999; Von Hippel, Sekaquaptewa, & Vargas, 1997).

Linguistic categories and epistemic motivations

Assuming the existence of an abstraction bias under heightened need for
closure, how might it affect the use of language in interpersonal discourse, and
what effects might it have on interpersonal rapport? Rubini and Kruglanski
(1997) set out to investigate these issues in a question and answer paradigm.
This particular paradigm simulates the situation wherein we acquire know-
ledge by formulating questions and directing them at others capable of
providing informative answers. Research by Semin, Rubini, and Fiedler
(1995) indicates that the abstractness level of questions influences the locus of
causal origin for answers. Specifically, questions formulated with action verbs
(e.g., “to help”, “to write”) cue the logical subject of a question as the causal
origin of answers. Questions formulated with state verbs (e.g., “to love” or
“to like”) cue the logical object of a question as the causal origin for answers.
Thus, if asked such a simple and mundane question as “Why do you own a
dog?” (using an interpretative action verb), persons are prompted to respond
by referring to themselves (the subject of the question) as the causal agent in
the answer, e.g., by stating “Because I enjoy the companionship that dogs
provide”. If one is asked “Why do you like dogs?”, however, one is prompted
to respond by referring to the object itself, e.g., “Because dogs are good
companions” (Semin & de Poot, 1997).

One interesting implication of this effect is that individuals might feel that
they disclose more about themselves when asked questions formulated with
action verbs as opposed to state verbs, or more generally speaking, questions
formulated at a lower (vs higher) level of abstractness. As a consequence,
respondents asked questions at a low level of abstractness might feel closer
and friendlier towards the interviewer, which may elicit reciprocal friendliness
on their part. By contrast, respondents asked questions at a higher level of
abstractness may feel more distant and less friendly towards the interviewer,
again inviting a response in kind.

Semin et al. (1995) also found that the abstractness level of the questions
tends to be matched by the abstractness of the answers. Thus, the more
abstractly formulated questions tend also to elicit the more abstract answers.
Such a drift towards abstraction might increase the felt interpersonal distance
and feelings of estrangement in and of itself, apart from any possible effects
due to implicit causality. After all, abstractness connotes generality and dein-
dividuation, hence it may well depersonalise the interaction and render it
more distant and less friendly.
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In their first experiment designed to investigate these issues, Rubini and
Kruglanski (1997) had participants under high (vs low) need for closure
(operationalised via ambient noise) rank order questions out of a list in terms
of their likelihood of using them in a real interview. The list included
32 questions, 8 questions on each of four different topics. It was found that
participants under noise (versus no noise) assigned higher ranks to questions
characterised by higher (versus lower) level of abstractness. In a follow-up
study, questions selected by participants under high (vs low) need for closure
were found to elicit more abstract answers from respondents, and ones
focused more on the logical object (vs subject) of the question. In addition,
respondents reported that they felt less friendly towards the interviewer
whose questions were more (vs less) abstract. Finally, in a third study the
results of the previous two experiments were replicated in a free-interaction
context. Interviewers with high (vs low) need for closure asked more abstract
questions, which in turn elicited more abstract answers and ones focused
more on the logical object (vs subject) of the question, and elicited lesser
friendliness from the interviewee. These results suggest that the permanence
tendency induced by the need for nonspecific closure may affect the level
of linguistic abstractness, and in so doing may permeate the nascent social
relations among conversation partners.

Specific closure effects

The inclination towards (linguistic or conceptual) abstractness, and its inter-
personal consequences should be affected by needs for specific (as well as
nonspecific) closure. That should depend on whether and to what degree
abstractness or concreteness was congruent with the desired closure. Abstract-
ness signifies that the characteristic in question transcends the specific situ-
ation and hence that it implies generality, stability, or globality. If such a
characteristic was desirable and pleasing one might well want to perpetuate
its applicability and hence manifest an “abstraction bias”. By contrast, if
the characteristic in question was negative or undesirable, one might wish
to minimise its implications and restrict them to the specific context by
concretising the way one thinks or talks about this particular feature.
Research on the linguistic intergroup bias (LIB) (Maass & Arcuri, 1992;
Maass et al., 1989; Maass & Stahlberg, 1993; Maass, Milesi, Zabbini, &
Stahlberg, 1995) is consistent with these notions. The LIB involves a tendency
for individuals to describe positive ingroup and negative outgroup behaviours
in relatively abstract terms, implying that the behaviour is attributable intern-
ally, to the actor’s stable characteristics. Conversely, negative ingroup and
positive outgroup behaviours are typically described in relatively concrete
terms, implying situational specificity, and hence an external attribution of
the behaviour. One possible mechanism of the LIB could be motivational
(Maass & Stahlberg, 1993), having to do with the fact that abstract descrip-
tions of positive ingroup behaviours and of negative outgroup behaviours
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portray the ingroup in favourable and the outgroup in unfavourable terms,
implying that these behaviours are due to enduring characteristics. Similarly,
concrete depictions of negative ingroup behaviours minimise their signifi-
cance as evidence for corresponding group characteristics, as do concrete
depictions of positive outgroup behaviours. In other words, those linguistic
(and conceptual) tendencies serve to protect the perception that the ingroup
is superior to the outgroup.

It appears then that the “seizing and freezing” tendencies prompted by the
need for cognitive closure are not restricted to intrapersonal effects on social
perception and cognition, but impact such important interpersonal phenom-
ena as communication. As may be expected, these tendencies may often have
a detrimental effect on our capacity to interact with others: They may
diminish our ability to appreciate our interlocutors’ unique vantage point,
hence reducing our ability to interact effectively with those individuals.

Conclusions

In this chapter we reviewed evidence showing that the central function of
communication, namely exchanging knowledge, is driven by a communica-
tor’s epistemic motivations. In particular, such motivations have been shown
to determine the type of perspective communicators may adopt in addressing
a recipient, and the level of linguistic abstraction as manifested in their
strategic language use in the formulation of their messages. We then extended
this theme from individual differences that drive strategic language use in a
number of diverse contexts such as question—answer situations, and the
description of positive and negative behaviours of ingroups and outgroups.
These research fields show the same phenomena with regard to language use.
The epistemic motivations of a communicator drive the manner in which
language is strategically used to describe the behaviours of others (e.g., as a
function of group membership) or the types of goals people attempt to
maximise in communication. The advantage of examining strategic language
use in relation to chronic or situated differences in epistemic motivation is
that its systematic examination reveals commonalities across diverse
phenomena.
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