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QUALITATIVE METHODS

The term qualitative methods refers to a variety of
research techniques and procedures associated
with the goal of trying to understand the complexi-
ties of the social world in which we live and how
we go about thinking, acting, and making mean-
ing in our lives. These research practices, which
emphasize getting close to participants and try-
ing to understand how they (and we) view the
world, include, among others, participant observa-
tion, interviews, life histories, and focus groups;
autoethnographic, phenomenological, narrative,
and most ethnomethodological and feminist ap-
proaches; particular forms of documentary, con-
tent, discourse, and conversational analysis re-
search; and some action research.

Qualitative researchers may be placed along a
broad continuum ranging from an orientation
akin to positivist science to one more akin to art
and literature. In between is a vast middle ground
where elements of both orientations are present.
Moving along the qualitative continuum from sci-
ence to art and literature, one finds practitioners
who see social life as something out there to be
discovered independently of the researcher, those
who view social life as something constructed
through interaction and engagement with the
world, and those who focus more closely on the
person describing social life and the modes and
practices of description (see Crotty 1998; Denzin
1997). Across the continuum, the focus changes
from studying others who are assumed to be unique-
ly separate from the researcher, to examining
interactions between the researcher and others, to

including the positionality, politics, and story of
the researcher who interacts with others.

Currently qualitative work enjoys a burgeoning
interest across social science disciplines includ-
ing anthropology, sociology, communication, edu-
cation, social work, and nursing. The result is
a growing sense of a qualitative community
unconstrained by disciplinary boundaries. As this
community grows and forms its identity, the spec-
trum of possibilities broadens, creating new alter-
natives for qualitative research and, in the process,
raising vexing and controversial questions (see
Denzin and Lincoln 1995; Snow and Morrill 1995).
Given the interpretive turn (Rabinow and Sullivan
1987) in social science, more and more research-
ers are applying art-based criteria to their work; at
the same time, new computer programs, such as
NVivo, allow for more systematic and rigorous
coding of qualitative data. We view these differ-
ences and ensuing conversations as strengthening
qualitative research and representing a coming of
age for qualitative work (Bochner and Ellis in press).

We organize our discussion of qualitative meth-
ods according to three ideal types representing
points on the qualitative continuum from the sci-
ence/causal pole through the middle ground to
the artful/interpretive pole. These categories are
intended as a useful means of dividing the territo-
ry, but they are also arbitrary and should not be
taken as a literal map of the field. Rather, we
encourage readers to envision a wide expanse of
methodological approaches and to view the bounda-
ries we have constructed as permeable, flexible,
and fleeting, with many qualitative researchers
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QUALITATIVE METHODS

likely to position themselves in more than one
category. As the authors, both of us have engaged
in middle ground and artful/interpretive qualita-
tive work; our current allegiance lies primarily in
the artful/interpretive region of the continuum.

QUALITATIVE RESEARCH AS SCIENCE

At one end of the qualitative spectrum, research-
ers approach qualitative research as an extension
of quantitative inquiry. Their goal is to produce
propositional knowledge about human behavior
generalizable to specific populations. They see
truth as something “out there” to be discovered
and explained by the researcher. Positioning them-
selves as neutral, disinterested parties in the re-
search process, they want to be able to control and
predict subsequent behavior of samples within the
population being investigated. These researchers
follow the building-block, foundational model of
scientific knowledge, viewing inquiry as a linear
progression, with each new discovery adding on to
available explanations. Qualitative researchers in
this tradition express many of the same concerns
as their quantitative counterparts, including an
interest in random sampling, reliability, validity,
and ethical issues. The language they use to pres-
ent and discuss results applies many of the familiar
lines of the hypothetico-deductive model.

Random sampling of the studied population
(regardless of specific research tools to be used)
provides assurance that the qualitative researcher
has obtained a representative and unbiased sam-
ple of research subjects (Lindlof 1995, p. 121).
Since researchers want to claim that their findings
can be generalized to the selected population, it is
critical that the demographic characteristics of the
sample match those of the population defined in
the study. For example, Lowry and Towles (1989),
in their study of the portrayal of sex and its conse-
quences in afternoon soap operas, randomly sam-
pled episodes of soap operas from each TV net-
work in order to be able to draw conclusions about
soap opera content in general.

Using an approach similar to that of quantita-
tive research, qualitative researchers in this tradi-
tion examine variables that relate to specific be-
haviors, traits, or characteristics that are narrowly
defined in as specific a manner as possible. They
manipulate the independent variables and meas-
ure the outcome of the experiment in terms of

dependent variables, those defined behaviors, traits,
or characteristics thought to exist in relationship
to the independent variables. Before they conduct
experiments, researchers form a hypothesis about
the relationship between the variables. Data inter-
pretation then centers on determining whether
the hypotheses are negated by the results; re-
searchers do not generally examine data for themes
or issues unrelated to the predetermined focuses
of the study. Based on a review of relevant litera-
ture, Chavez (1985), for example, hypothesized
that writers treat men and women differently in
comic strips. She then collected a sample of comic
strips, coded the gender, settings, and activities of
the characters, and concluded that her hypothesis
was supported.

This process of hypothesis formation and test-
ing often is less formal, however, even among
those striving to maintain a scientific approach to
their research, and it can take many different
forms. In the study of the realism of aggression on
television by Potter et al. (1995), for example, the
authors laid out a set of premises about what
would constitute a realistic (similar to the real
world levels of violence in numbers and context)
portrayal of aggression. They then collected a
sample of television programming, coded the vari-
ous acts of aggression, and compared the numbers
and types of aggression in their sample to the
premises they had developed.

Even those researchers who do not convert
their data into numerical form often go to great
lengths to assure that their findings are valid and
reliable. For researchers at this end of the qualita-
tive continuum, validity means that the concepts
they examine are those intended to be examined
and not confounded or overlapping with other
concepts not intended to be included. A study is
reliable if researchers find, or could expect to find,
the same, or very similar, results when they con-
duct the study again For example, Waitzkin (1990)
provides criteria to establish reliability and validity
of qualitative data: (1) discourse should be select-
ed through a sampling procedure, preferably a
randomized technique; (2) recordings of sampled
discourse should be available for review by other
observers; (3) standardized rules of transcription
should be used; (4) the reliability of transcription
should be assessed by multiple observers; (5) pro-
cedures of interpretation should be decided in
advance, should be validated in relation to theory,

2288



QUALITATIVE METHODS

and should address both content and structure of
texts; (6) the reliability of applying interpretive
procedures should be assessed by multiple observ-
ers; (7) a summary and excerpts from transcripts
should accompany the interpretation, but full tran-
scripts should also be available for review; and (8)
texts and interpretations should convey the varia-
bility of content and structure across sampled
texts (pp. 480-482).

Waitzkin’s criteria (1990) emphasize three spe-
cific concerns associated with reliability and validi-
ty from a scientific perspective. First, the collective
decisions and interpretations of multiple research-
ers would be closer to an “objective” reality than a
presumably more biased perspective of a single
individual. Second, it is important to consider the
whole body of available data as the basis for inter-
pretation to avoid making general statements that
reflect only a subset of the data; the emphasis is on
what is common throughout the data, not on that
which is unusual, distinctive, or unique. Third,
written transcripts must be publicly available for
verification.

Qualitative researchers working in this tradi-
tion use a system of coding to categorize video-
taped or observed behaviors, written responses to
survey questions, verbal responses to an interview-
er, or other data (Wimmer and Dominick 1997).
Once labeled, the observed behaviors can be count-
ed, sorted, and analyzed statistically. Coding sche-
ma can be standardized typologies that are used by
other researchers, or they can be developed in
light of a specific research question or body of
data. Chavez (1985), mentioned above, developed
a typology of settings and activities (e.g., child care
or working in an office) for the cartoon characters
based on what she found in her comic strip data
set. To aid in the analysis of transcript data, spe-
cialized computer software programs, such as
NUD#*IST, Ethnograph, or NVivo (a new program
that integrates text, image, sound, and video data
sets), are available. A critical component to coding
is establishing intercoder agreement; that is, a
measure to ensure that the coding schema can be
consistently applied to the same set of data by
different coders and the same or very similar
results obtained (Wimmer and Dominick 1997).

Ethical issues at this end of the continuum,
similar to those in quantitative research, focus on
methodological procedures, in particular honesty

and thoroughness in data collection and analysis.
Authors often elaborately spell out their research
procedures in their publications, making the pro-
cedures and data available for scrutiny in order to
justify claims or conclusions they draw. In science-
oriented qualitative research, authors stay behind
the scenes, portraying themselves as trustworthy
and credible through their disembodied discus-
sion of methods without showing in their texts
their own involvement or self-interest.

Those engaging in scientific approaches to
qualitative research usually adhere closely to the
writing style used by quantitative researchers. A
passive voice shadows the presence of the author
and obscures the “I”’ of the researcher (Gergen
1994). Statements such as “It was found that . ..”
and “The data revealed that ...” reinforce the
notion of neutral authors who have discovered
preexisting ideas, and who, without contaminat-
ing the material with their own perspectives, then
pass it along for readers to receive as knowledge.
Of course, researchers who see their work as scien-
tific often acknowledge that the author is not a
blank slate without values and beliefs, but their use
of a disinterested, passive voice remains a sign of
how important they view the ideal of distance and
objectivity, even if it is not fully attainable.

MIDDLE-GROUND APPROACHES TO
RESEARCH

Between science and art, one finds a sprawling
middle ground of qualitative researchers, who
seek to analyze events, find patterns, and create
models from their data (Neuman 1997). Here,
researchers do not adhere rigidly to the rules of
empiricism; but they are not likely to experiment
with narrative, poetic, or literary forms of writing
either. In the middle, researchers seek some com-
bination of scientific rigor and artistic imagina-
tion. How these two goals intersect differs for
various researchers and often connects to the
author’s specific location relative to art and sci-
ence on the qualitative continuum.

Middle-ground researchers use a variety of
methodologies to gather data for analysis, includ-
ing unstructured or semistructured interviewing
(Fontana and Frey 1994; Mishler 1986), focus
groups (Kitzinger 1994), participant observation
or fieldwork (Lincoln and Guba 1985; Lofland and
Lofland 1995), textual analysis (Reinharz 1992),
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and analysis of narrative (M. M. Gergen 1992;
Riessman 1993). While there are many ways to go
about selecting a sample, those in the middle
ground of qualitative research often use purpose-
ful sampling (Miles and Huberman 1984), in which
they try to obtain cases that are information rich,
or a “snowball” approach (Reinharz 1992), in
which they ask current participants to identify
other possible participants.

One of the most useful and widely applied
strategies associated with the middle ground is an
approach, developed by Glaser and Strauss (1967),
called grounded theory. In this approach, research-
ers emphasize the generation of categories and
theory from systematic coding and analysis of
qualitative data (often transcripts) (Charmaz 1990;
Glaser and Strauss 1967; Janesick 1994). This meth-
od of inductive reasoning differs from traditional
social science in which researchers use previously
established theory and test it deductively with data
to see whether the theory can be sustained.

Methodological concerns are very important
to grounded theory researchers, who often hold to
the belief that if you apply a valid and systematic
methodological approach, you’ll get closer to an
accurate representation of what’s actually going
on. In analyzing the data, some adhere rigidly to
formal steps in grounded theory research—data
notes, sort and classify, open coding, axial coding,
selective coding, with memo writing occurring
throughout the process (Charmaz 1990; Neuman
1997; Strauss and Corbin 1994). The more the
researcher adheres to systematic analysis, the great-
er the likelihood of using computer programs to
assist in coding. Other theorists, in the middle of
the continuum, who think of themselves as grounded
theorists, “eyeball” the data in less systematic ways,
perhaps not even completely transcribing or cod-
ing data into categories. Yet they too seek patterns
among the data they have collected, though they
view the process as more subjective and intuitive
than scientific and objective.

While some middle-ground researchers may
place less emphasis on scientific precision, they
usually adhere to criteria or guidelines concerning
the processes of data analysis, though these rules
may vary widely (see, for example, Charmaz 1997;
Glaser 1978; Strauss and Corbin 1997). Tompkins
(1994), for example, refers to representativeness,

consistency (for public and private texts), and
recalcitrance (sanction by research participants or
a similar group) as standards for evaluating data
used in qualitative research (see also Fitch 1994).
Working closer to the interpretive pole, Lather
(1986) argues that validity in openly ideological
research can be established through four guide-
lines: triangulation of multiple data sources, meth-
ods, and theoretical perspective; assessment of con-
struct validity through use of systematized reflexivity
between the daily experiences of people and the
theoretical constructs being developed; establish-
ment of face validity through sharing analysis with
respondents and refining analysis with their input;
and determination of catalytic validity, that is the
potential for bringing about positive change and
social transformation (p. 67). These different crite-
ria are similar insofar as they provide standards for
bridging researcher and participant perspectives,
so that findings reflect the meanings of the people
whose lives were examined.

Ethical issues for those in the middle group
focus on research practices such as covert re-
search, deception, informed consent, anonymity,
confidentiality, and revealing knowledge about
the less powerful. These issues then lead to ethical
questions about what should be studied, how, and
by whom (see Lofland and Lofland 1995).

Most middle-ground researchers note the
positionality of participants, such as race, class,
and sexual orientation, in order to avoid obscur-
ing these factors. For example, Ellingson and
Buzzanell (1999) studied a group of white, middle-
class, heterosexual breast cancer survivors in a
small Midwestern city. They acknowledged that
these demographic characteristics impacted the
results of the study; a more racially mixed group,
or a group composed of lesbians, for instance,
most likely would have produced a different set of
findings.

Just as those in the middle ground acknowl-
edge the positionality of participants, they also
sometimes acknowledge their standpoint, person-
al background, politics, and interests in the topic
(Collins 1991). Insofar as they see knowledge as
“constructed’ rather than discovered, middle-
ground researchers discuss their personal per-
spectives or political commitments as an acknowl-
edgment that all knowledge is generated from a
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specific social position and reflects the perspec-
tives of the researchers involved. Researchers in
the middle ground may try to decrease the power
disparity between themselves and the people they
study (DeVault 1990; Ellingson and Buzzanell 1999).
They generally refer to those in the study as re-
search participants or informants rather than sub-
jects, indicating a degree of respect for the people
whose lives are being studied (Reinharz 1992).

In the middle ground, researchers study a
variety of topics, including complex issues that are
difficult or impossible to address with quantitative
methodology, such as understanding hierarchy in
groups (Whyte [1943] 1993) or awareness contexts
in death (Glaser and Strauss 1964). Some seek to
make visible previously invisible aspects of the
lives of women and other groups underrepresented
in traditional social scientific research such as
ethnic and racial minorities, gays and lesbians, and
people with disabilities (Spitzack and Carter 1989).
Others examine groups that are hidden, unknown,
or inaccessible to most people, such as mushroom
gatherers (Fine 1992) or white supremists (Mit-
chell 1998). As the topics get more complex and
oriented toward meanings, subjectivity, and emo-
tionality, it becomes more difficult to invoke old-
er, more traditional, systematic “scientific meth-
ods” and apply them.

Writers in this tradition alter some of the
conventions of scientific writing. They may in-
clude standpoint statements within the introduc-
tory section of articles, indicating their personal
interest in the topic. They may use a conventional
format but preface the article with vignettes or
include excerpts from participant narratives in the
discussion of findings or in an appendix to add
texture and authenticity to the work. To acknowl-
edge their presence in the work, authors may write
in the first person. Nevertheless, researchers in
this tradition usually privilege theory generation,
typicality, and generalization to a wider world over
evocative storytelling, concrete experience, and
multiple perspectives that include participants’
voices and interpretations. They tend to write
realist tales in an authorial, omnipotent voice.
Snippets of fieldwork data then represent partici-
pants’ stories, primarily valued for illustrating gen-
eral concepts, patterns, and themes (see Van
Maanen 1988).

RESEARCH AS ARTISTIC ENDEAVOR

During the last two decades, many qualitative
researchers have moved toward an emphasis on
the artistic aspects of qualitative work (Wolcott
1995). Working from an orientation that blends
the practices and emphases of social science with
the aesthetic sensibility and expressive forms of
art, these researchers seek to tell stories that show
experience as lived in all its bodily, cognitive,
emotional, and spiritual aspects. The goal is to
practice an artful, poetic, and empathic social
science in which readers can keep in their minds
and feel in their bodies the complexities of con-
crete moments of lived experience. These writers
want readers to be able to put themselves in the
place of others, within a culture of experience that
enlarges their social awareness and empathy. Their
goals include: evoking emotional experience in
readers (Ellis 1997); giving voice to stories and
groups of people traditionally left out of social
scientific inquiry (DeVault 1990); producing writ-
ing of high literary/artistic quality (Richardson in
press); and improving readers’, participants’, and
authors’ lives (see Denzin 1997; Fine 1994).

According to Bochner, Ellis, and their col-
leagues (Bochner 1994; Bochner et al. 1998; Ellis
1997), the interpretive, narrative, autoethnographic
project has the following distinguishing features:
the author usually writes in the first person, mak-
ing herself or himself the object of research (Jack-
son 1989; Tedlock 1991); the narrative text focuses
on generalization within a single case extended
over time (Geertz 1973); the text is presented as a
story replete with a narrator, characterization, and
plot line, akin to forms of writing associated with
the novel or biography; the story often discloses
hidden details of private life and highlights emo-
tional experience; the ebb and flow of relationship
experience is depicted in an episodic form that
dramatizes the motion of connected lives across
the curve of time; a reflexive connection exists
between the lives of participants and researchers
that must be explored; and the relationships be-
tween writers and readers of the texts is one of
involvement and participation.

Rather than believing in the presence of an
external, unconstructed truth, researchers on this
end of the continuum embrace narrative truth
(Spence 1982), which means that the experience as
described is believable, lifelike, and possible.
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Through narrative we learn to understand the
meanings and significance of the past as incom-
plete, tentative, and revisable according to contin-
gencies of present life circumstances (Crites 1971).
In this research, authors are concerned about
issues of validity, reliability, and generalizability,
but these issues may be redefined to meet the goals
of the research.

Ellis and Bochner (in press), for example,
define validity to mean that the work resonates
with readers and evokes in them a feeling that the
experience has verisimilitude. A story is valid if it
stimulates readers to enter the experience de-
scribed or to feel and think about their own,
whether in memory, anticipated, or lived. Validity
might be judged by whether it offers readers assist-
ance in communicating with others different from
themselves, or a way to improve the lives of partici-
pants and readers or even the author’s own. Since
writers always create their personal narrative from
a situated location, trying to make their present,
imagined future, and remembered past cohere,
orthodox reliability does not exist in narrative re-
search. But reliability checks are still important.
Researchers often take their work back to partici-
pants and give them a chance to comment, add
materials, change their minds, and offer their
interpretations. Since we all participate in a limit-
ed number of cultures and institutions, lives are
typical and generalizable, as well as particular. A
story’s generalizability is constantly being tested by
readers as they determine whether the story speaks
to them about their own experiences or about the
experiences of others they know. Likewise, does it
tell them about people or lives about which they
are unfamiliar? Does a work bring “felt” news
from one world to another and provide opportuni-
ties for the reader to have vicarious experience of
the things told (Stake 1994)?

Interpretive research reflects the messiness of
lived experience and emotions. Unlike research-
ers at the scientific end and in the middle ground,
artful or interpretive researchers do not look for
common denominators and generalities, but in-
stead examine experience that is unique, particu-
lar, moving, and possible. They embrace their own
subjectivity not to acknowledge bias but to cele-
brate positionality and their particular construc-
tion of the world. While some of these writers
employ traditional analysis in their work, examin-
ing stories for concepts, patterns, and themes,

others argue for the importance of thinking with a
story, not just about a story. Thinking with a story
means to allow yourself to resonate with the story,
reflect on it, become a part of it (see Frank 1995b).
Others argue that theory is embedded in the story
(Ellis 1995b), that all good stories make a theoreti-
cal point.

Arguments about methods are not nearly as
prevalent here as in the other two groups. Meth-
ods articles are much more likely to emphasize
flexibility and emergence than to offer strict rules
for how to proceed (Ellis et al. 1997). One of the
most discussed methodological issues is whether
researchers should attempt to follow the rules of
traditional ethnographic methods or whether nar-
rative research should be approached more like
writing fiction. One’s position on that question
most likely intersects with one’s stance regarding
the role of criteria in evaluating narrative writing.
In the former, traditional ethnographic criteria
might be more commonplace; in the latter, narra-
tives might be judged by their usefulness, the
compassion they encourage, and the dialogue they
promote (Ellis and Bochner in press). Seeking to
position interpretive texts as an intersection of
social science and art form, Richardson (in press)
discusses five criteria she uses to evaluate interpretive
ethnography: (1) Substantive contribution: Does the
work contribute to an understanding of the text?
(2) Aesthetic merit: Is the text artistically shaped,
complex, and satisfying? (3) Reflexivity: Does the
writer reflect on the production of the text so that
the reader can make judgments about the point of
view employed in the text? (4) Impactfulness: Does
this work affect me and move me to respond or
act? (5) Expression of Reality: Does this work seem a
credible account of the real?

Rather than method and criteria, most articles
about interpretive/artful ethnography grapple with
issues of writing. For narrative researchers, writing
(the form) is inseparable from the process of data
interpretation (the content). As Richardson (in
press) phrases it, writing in interpretive qualitative
research is not a “mopping-up” activity at the end
of a research project but an integral part of data
analysis; authors write to find out what they have
to say about their data and their experiences. The
voice of the author is as central to the text as the
voices of those “being studied.” Writers experi-
ment with approaches and writing conventions to
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dislodge assumptions about science and incorpo-
rate the artistic into representations of data.

Interpretive research embraces a range of proc-
esses and approaches, including biographical meth-
od (Denzin 1989), observation of participation
(Tedlock 1991), ethnography (Van Maanen 1988),
autoethnography (Ellingson 1998; Reed-Danahay
1997), interactive interviewing (Ellis et al. 1997),
systematic sociological introspection (Ellis 1991),
co-constructed methods (Bochner and Ellis 1992),
personal experience methods (Clandinin and Con-
nelly 1994), narrative analysis (Bochner 1994), and
feminist methods (Reinharz 1992).

Examples of creative representation include
layered accounts (Ronai 1995), ethnographic fic-
tion (Angrosino 1998), personal essays (Krieger
1991), impressionist tales (Van Maanen 1988), co-
constructed narratives (Bochner and Ellis 1992),
poetic representation of data (Austin 1996; Glesne
1997; Richardson 1992, 1994), writing stories (Rich-
ardson 1997), ethnographic performance or
ethnodrama (Jones 1998; Mienczakowski 1996),
and polyvocal texts (Lather and Smithies 1997).

A particularly controversial narrative writing
practice and form is autoethnography, which is an
autobiographical genre of writing and research
that displays multiple layers of consciousness as it
connects the personal to the cultural. Several
autoethnographic genres currently exist side by
side (Ellis and Bochner in press): (1) Reflexive
ethnographies focus on a culture or subculture,
but authors use their own experiences in the cul-
ture reflexively to bend back on self and look
more deeply at self-other interactions. Reflexive
ethnographers ideally use all their senses, their
bodies, moment, feeling, and their whole being to
learn about the other (Jackson 1989). (2) In native
ethnographies, researchers who are natives of cul-
tures that have been marginalized or exoticized by
others write about and interpret their own cul-
tures for others. (3) In personal narratives, social
scientists take on the dual identities of academic
and personal selves to tell autobiographical stories
about some aspect of their daily life.

In all these forms of qualitative writing, narra-
tive researchers use fiction-writing techniques such
as dramatic recall, dialogue, flashback, strong im-
agery, scene setting, character development, inte-
rior monologue, suspense, and a dramatic plot
line that is developed through the specific actions

of specific characters with specific bodies doing
specific things. They ask readers to relive the
events with the writer and then to reflect on their
emotional responses and life experiences, and on
the moral questions and concerns that arise. Yet,
the work differs from fiction in that the writing
and publishing conventions used arise out of so-
cial science traditions, and in that the work often,
though not always, has more of an overt analytic
purpose and more of an analytic frame than fic-
tion has.

Ethical concerns include matters of how we go
about doing our research and what we owe those
who become characters in and readers of our
stories (Ellis 1995a). How do we deal with issues of
confidentiality when including people, such as
family members, who can be easily identified?
What do we do if characters in our stories disagree
with our interpretations or want us to omit materi-
al about them? How do we include multiple voices
and perspectives within our stories? What is the
role of the traditional authorial voice of the au-
thor? How do we stay true to our participants yet
not deceive our readers (Josselson 1996; see also
Chase 1996)? Is there value in working from an
ethic of care, empathy, and responsibility, rather
than informed consent, and is that ever possible in
the world of research (Collins 1991; Denzin 1997)?
How do we make our projects therapeutic for
ourselves as well as our participants and readers?
What do we want the world to be? How can we
contribute to making it that way and, in the proc-
ess, become better human beings?

CONCLUSION

Qualitative methods is a rich and varied set of
approaches to research. Journals such as Qualita-
twve Inquiry, Qualitative Sociology, Symbolic Interac-
tion, and the Journal of Contemporary Ethnography,
as well as a number of research annuals such as
Studies in Symbolic Interaction and Cultural Studies:
A Research Annual, along with subfield-specific
journals, such as Qualitative Health Research, show-
case examples of qualitative research in sociology
and provide forums for discussion of methodo-
logical issues. The joy (and sometimes the frustra-
tion!) of qualitative methods is the promotion and
valuing of a wide spectrum of methods, none of
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which should be viewed as the only way to conduct
research in sociology. It might be more comfort-
ing if there was one set of rules to follow, but that
comfort would come with the tragic price of close-
mindedness, silencing of voices, and narrowing of
vision. We agree with Rorty (1982), who says we
ought to learn to live with differences without
feeling we have to resolve them.
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QUALITATIVE MODELS

Qualitative models describe structure and meta-
morphoses among things or events or among
properties of things or events. Sociologists have
several ways of formulating qualitative models.

Qualitative modeling based on logic involves
the following ideas. Propositions are simple sen-
tences such as “All humans are mortal” and “A
dictator is a human.” Propositions can be true or
false, and negation of a proposition transforms
truth into falsity, or falsity into truth. Compound
statements are formed when two or more proposi-
tions are placed in disjunction or conjunction,
signified in English by the words or (or nor) and
and (or but). Compound statements are true if all
their component propositions are true, and com-
pound statements are false if all their component
propositions are false. Disjunction of true and
false propositions yields a compound statement
that is true, whereas conjunction of true and false
propositions yields a compound statement that is
false. These definitions are sufficient for logical
analyses, but a supplementary definition is useful:
the conditional “P implies Q,” or “If P, then Q,”
means that whenever proposition P is true, propo-
sition Q) is true also, but when P is false, ) may be
either true or false.

Set theory corresponds closely with logic, to
the point that logic formulations can be inter-
preted in terms of sets, and information about the
existence of elements in sets and subsets can be
interpreted in terms of logic. Logic also can be
translated to Boolean algebra (which operates as
does ordinary algebra except that there are on-
ly two numbers, 0 and 1, and 1 + 1 = 1), so
any formulation in terms of logic can be trans-
formed to an algebraic problem and processed
mathematically.

Logic models have been used to define socio-
logical constructs. Balzer (1990), for example, em-
ployed logic plus some additional mathematical
ideas in order to construct a comprehensive defi-
nition of social institution. Logic models also can
be used to compare competing sociological theo-
ries. Hannan (1998), for example, formalized dif-
ferent “stories” about how organizational age re-
lates to organizational demise, and he used a
computer program for automated deduction to
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prove that various empirical observations can be
derived from different theoretical assumptions.

Znaniecki (1934) systematized analytic induc-
tion as a method for deriving logic models from
statements known to be true as a result of socio-
logical research. For example (alluding to a study
by Becker [1953] that applied the method), field
research might have disclosed a set of fourteen
males who are marijuana users, all of whom were
taught to enjoy the drug; a set of three females who
use marijuana though they were never taught to
enjoy it; and a set of six males who were taught how
to enjoy marijuana, but who do not use it. Implicitly
it is understood that other people were never
taught to enjoy marijuana and do not use it. From
this information one might conclude that for males
like the ones who were studied, using marijuana
implies being taught to enjoy the drug. Robinson’s
critique of analytic induction (1951) led to a hiatus
in the development of logic models in sociology
until modeling difficulties were understood better.

Ragin (1988) developed a method for con-
structing logic models from cross-sectional data.
Empirically valid propositions about all cases in a
population are conjoined into a complex com-
pound statement, transformed into Boolean alge-
bra format, and processed by a computer pro-
gram. The result is a reduced compound statement
that is empirically true for the cases and the propo-
sitions studied. The approach differs from statisti-
cal analysis of multifold tables in ignoring count
information (other than whether a cell in a table
has zero cases or more than zero cases), and in
describing data patterns in terms of logic state-
ments rather than in terms of the effects of vari-
ables and their interactions.

Abell (1987) and Heise (1989) developed a
logic model approach for event sequence analyses.
Logic models for sequences do not predict what
will happen next but instead offer developmental
accounts indicating what events must have preced-
ed a focal event. A narrative of events is elicited
from a culturally competent consultant who also
defines prerequisites of the events in terms of
other events within the happening. Since prereq-
uisites define implication relations, a logic model
is obtained that accounts for sequencing of events
within the happening and that can be tested as a
possible explanation of event sequencing in other
happenings. Routines that appear to have little

surface similarity may be accountable by abstract
events in a logic model; for instance, Corsaro and
Heise (1990) showed that an abstract model ac-
counted for observed play routines among child-
ren in two different cultures. Abell (1987) suggest-
ed that abstraction involves homomorphic reduction:
That is, abstract events categorize concrete events
that have identical logical relations with respect to
events outside the category. Abbott (1995) re-
viewed logic models and other approaches to se-
quence analysis.

Careers are sequences in which the events are
status transformations. Heise’s logic model analy-
sis of careers (1990) emphasized that individuals’
sequences of status transformations are generated
in limited patterns from institutional taxonomies
of roles. Guttman scaling can be employed as a
means of analyzing individual experiences in or-
der to infer logic models that generate career
sequences (e.g., see Wanderer 1984). Abbott and
Hrycak (1990) applied optimal matching techniques
to the problem of comparing career sequences,
with the similarity of two sequences being meas-
ured as the minimum number of transformations
required to change one sequence into the other;
clusters of similar sequences discovered from the
similarity measures are identified as genres of
career patterns.

A formal grammar defines sequences of sym-
bols that are acceptable in a language, being “es-
sentially a deductive system of axioms and rules of
inference, which generates the sentences of a lan-
guage as its theorems” (Partee et al. 1990, p. 437).
A grammar, like a logic model, is explanatory
rather than predictive, interpreting why a sequence
was constructed as it was or why a sequence is
deviant in the sense of being unprincipled. Gram-
mars have been applied for modeling episodes of
social interaction, viewing sequences of social events
as symbolic strings that are, or are not, legitimate
within a language of action provided by a social
institution (Skvoretz and Fararo 1980; Skvoretz
1984). The grammatical perspective on institu-
tionalized action can be reformulated as a produc-
tion system model in which a hierarchy of if-then
rules defines how particular conditions instigate
particular actions (Axten and Fararo 1977; Fararo
and Skvoretz 1984).

Case frame grammar (Dirven and Radden 1987)
deals with how syntactic position within a set of
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symbols designates function. For example, syntac-
tic positioning in a sentence can designate an
event’s agent, action, object, instrument, product,
beneficiary, and location (e.g., “The locksmith cut
the blank with a grinder into a key for the custom-
er in his shop”). Heise and Durig (1997) adapted
case frame grammar to define an event frame for
theoretical and empirical studies of social rou-
tines. The case-grammar perspective also informed
Heise’s (1979) symbolic interactionist modeling of
social interaction by providing an agent-action-
object-location framework for analyzing social
events. Guttman’s facet mapping sentences (see Shye
1978) implicitly employ a case grammar frame-
work for analyzing a conceptual domain in terms
of sets of concepts that fit into different syntactic
slots and thereby generate a large number of
propositions related to the domain. For example,
Grimshaw (1989) developed a complex mapping
sentence that suggested how different kinds of
ambiguities arise in conversation and are resolved
as a function of a variety of factors.

The mathematics of abstract groups provide a
means for modeling some deterministic systems.
Suppose a few different situations exist, and com-
bining any two situations establishes another one
of the situations; the result of a string of combina-
tions can be computed by combining adjacent
situations two at a time in any order. Also suppose
that any situation can be reproduced by combin-
ing it with one particular situation, and this identi-
ty situation can be obtained from any other situa-
tion through a single combination. Then the set of
situations and the scheme for combining them
together constitute a group, and the group de-
scribes a completely deterministic system of trans-
formations. Kosaka (1989) suggested a possible
application of abstract groups by modeling the
aesthetic theory of a Japanese philosopher in which
there are sixty-four defined transformations, such
as “‘yabo” (rusticity) combines with “hade” (flam-
boyance) to produce “iki” (chic urbanity).

A classic sociological application of groups
involved kinship. Classificatory kinship systems
(which are common in aboriginal cultures) put
every pair of people in a society into a kinship
relationship that may have little relation to genetic
closeness, and each person implicitly is in a
societywide kinship class that determines relation-
ships with others. White (1963) showed through

mathematical analysis that classificatory rules re-
garding marriage and parentage generate clans of
people who are in the same kinship situation and
that the resulting classificatory kinship system op-
erates as an abstract group; then he demonstrated
that existing kinship systems accord with analytic
results.

Models of social networks sometimes employ
the notion of semigroup—a set of situations and a
scheme for combining them (i.e., a group without
an identity situation). For example, Breiger and
Pattison (1986) examined economic and marriage
relations among elite families in fifteenth-century
Florence and showed that each family’s relations
to other families constituted a semigroup that was
part of the overall semigroup of family relations in
the city; they were able to identify the allies and
enemies of the famous Medici family from the
structure of family relationships. Social network
research, a sophisticated area of qualitative model-
ing in sociology, employs other algebraic and graph-
theoretic notions as well (Marsden and Laumann
1984; Wasserman and Faust 1994).

In general, qualitative models describe sys-
tematic structures and processes, and developing
qualitative models aids in interpretating nebulous
phenomena. Creating and manipulating qualita-
tive models confronts researchers with technical
challenges, but software providing computer as-
sistance is lessening the difficulties.
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QUALITY OF LIFE

Although the concept of quality of life (QL) is not
new, quality of life as an area of research and
scholarship dates back only to the 1960s. Schuessler
and Fisher (1985) noted that President Dwight
Eisenhower’s 1960 Commission on National Goals
and Bauer’s book on social indicators (1966) are
often credited as providing the impetus for the
development of QL as an area of research. Camp-
bell (1981) suggested that the 1960s were favor-
able times for the development of QL research
because of the emergence then of a belief that
people must examine the quality of their lives and
must do so in an environment that goes beyond
providing material goods to foster individual hap-
piness. Campbell quotes President Lyndon John-
son, who stated in 1964:

The task of the Great Society is to ensure our
people the environment, the capacities, and the
social structures which will give them a
meaningful chance to pursue their individual
happiness. Thus the Great Society is concerned
not with how much, but with how good-not
with the quantity of goods but with the quality
of their lives. (Campbell 1981, p. 4)

Schuessler and Fisher (1985) note that the
Russell Sage Foundation promoted QL and re-
search on social indicators in the 1960s and 1970s
and that the Institute for Social Research at the
University of Michigan and the National Opinion
Research Center at the University of Chicago have
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conducted QL research since the late 1960s. De-
spite the high volume of QL research during the
1960s and 1970s, it was not until 1979 that “quality
of life” became an index entry in Sociological
Abstracts.

The emerging QL research in the 1970s pro-
vided a departure from previous work that fo-
cused on objective indicators, primarily economic
in nature, of individual well-being. The book The
Quality of American Life: Perceptions, Evaluations,
and Satisfactions, published by Campbell and col-
leagues in 1976, particularly promoted the use of
subjective or psychological indicators of well-be-
ing. The work reported was founded on the con-
viction that the relationship between objective and
subjective well-being indicators was weak and poorly
understood. Moreover, the rising affluence of the
post-World War II era had been accompanied by
steady increases in social problems afflicting Ameri-
can society as well as other Western societies.

The year 1976 also saw the publication of
another major work focusing on subjective indica-
tors of well-being. Social Indicators of Well-Being:
Americans’ Perceptions of Life Quality by Andrews
and Withy (1976) reported findings from inter-
views with representative samples of more than
5,000 Americans. The interviews focused on satis-
faction with the quality of various life domains. A
more recent volume, titled Research on the Quality
of Life and edited by Frank Andrews (1986), brought
together a variety of papers originating at a sympo-
sium honoring the memory of Angus Campbell,
one of the founders of the Institute for Social
Research. Although this volume included impor-
tant papers on cross-national differences in life
satisfaction and papers on African-Americans and
Hispanics, a number of the papers had no direct
relationship to QL research. Rockwell (1989) not-
ed that a useful focus of the field was lost in this
volume, the focus on subjective indicators of the
quality of life. Andrews also noted that support for
large-scale, wide-ranging surveys had become in-
creasingly difficult in the 1980s in the United
States, resulting in a lack of replication of the
national surveys conducted in the previous decade
by the Institute for Social Research.

Parallel to the large national surveys of subjec-
tive well-being during the 1970s, there was a prolif-
eration of studies focusing on the subjective well-
being of the elderly. In a useful article, Larson

(1978) reviewed three decades of research that
focused on the psychological well-being of older
people. Perhaps no other area of research in the
emerging field of gerontology had received as
much attention during the 1960s and 1970s as the
area of life satisfaction, morale, mental health, and
psychological well-being in general. Much of this
research was spurred by the lively debate over the
merits of disengagement theory (proposed by
Cumming and Henry 1961) and activity theory
(identified with various authors, including Havighurst
et al. 1968; Maddox 1968, 1970) in predicting
“successful aging.” Gerontological work in the
1980s showed a marked decline in the number of
articles predicting life satisfaction and morale and
an increase in articles focusing on specific dimen-
sions of psychological well-being, such as depres-
sion and psychological distress, positive and nega-
tive affect (Lawton 1996), as well as articles focusing
on the prediction of physical health outcomes
(Markides 1989).

An exception to the general decline of socio-
logical studies of QL in the 1980s was a study by
Thomas and Hughes of racial differences in QL in
the United States (1986), in which they found
significantly lower subjective well-being among
African-Americans than among whites over the
period 1972-1984. In their recent extension of
their work to 1996 using data from the General
Social Survey, Hughes and Thomas (1998) found
that African-Americans continue to have a lower
subjective QL than whites, as expressed in terms of
happiness, life satisfaction, marital happiness, and
self-rated health. This was in contrast to other
recent work that challenged the notion that Afri-
can-Americans had lower subjective well-being.
However, much of this work had examined such
indicators of QL as psychiatric disorders, includ-
ing depression (Kessler et al. 1994; Williams et al.
1992). Moreover, one analysis did not find that
race magnified the negative effect of socioeco-
nomic status on psychiatric disorders (Williams et
al. 1992). Hughes and Thomas conclude that their
findings suggest that their measures of subjective
QL capture separate dimensions of life rather than
measures of psychiatric disorder and that African
Americans in all social classes express lower QL of
“social life experience” (1998, p. 792). This is an
example of how different measures of QL can
produce substantially different results.
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The relative decline in research on the subjec-
tive QL of Americans in general, as well as on the
subjective well-being of the elderly during the
1980s, was accompanied by a marked increase in
QL research in medicine, which continued to
accelerate during the 1990s, both in North Ameri-
ca and in Europe. This development has included
the publication of the massive Quality of Life and
Pharmacoeconomics in Clinical Trials (Spilker 1996),
the journal Quality of Life Research, the Quality of
Life Newsletter, and the establishment of the Inter-
national Society for Quality of Life Research. In medi-
cine, as in the social sciences, the field of QL is
conceptually weak. As Lepleége and Hunt (1997)
recently argued, a problem has been the over-
whelming emphasis of the medical model on func-
tion and health status at the expense of attention
to social and psychological aspects of QL as ex-
pressed by patients themselves.

Within medicine, there has been particular
interest in studying the quality of life of cancer
patients. Before 1970, cancer research focused
almost exclusively on survival and life extension.
With extended survival from cancer becoming the
rule, research has given increasing attention to the
quality of life of the surviving patients afflicted
with cancer or patients treated for cancer. In 1987,
for example, a volume entitled The Quality of Life of
Cancer Patients was published. The volume, edited
by Aaronson and Beckman (1987), contains pa-
pers from researchers in a number of European
countries as well as the United States. More recent-
ly, Gotay and Muraoka (1998) reviewed thirty-four
studies published in English language journals
from 1980 to 1998 on the quality of life of long-
term survivors of adult-onset cancers.

Another parallel to this work has been the
focus on active life expectancy. The work has gone
beyond predicting extension of life in general to
investigating the extent to which recent extensions
of life expectancy have been accompanied by ex-
tensions of “active” life. A recent variant of this
work is the concept of health expectancy or the
proportion of life expectancy that consists of healthy
years (Olshansky and Wilkins 1998).

DEFINITIONS OF QUALITY OF LIFE

As seen in the previous section, there has been a
movement in recent decades away from objective,

quantitative research and toward subjective, quali-
tative assessments of QL in sociology and other
fields. Even within these broad approaches to QL,
there appears to be little agreement about an
appropriate definition of QL.

Some writings include under QL research the
social indicators movement. Land (1971) noted
that in the early years of the movement, the most
popular definition of social indicators was given in
Toward a Social Report:

A social indicator . . . may be defined to be a
statistic of direct normative interest which
Jacilitates concise, comprehensive and balanced
Judgements about the condition of a major
aspect of a society. It is in all cases a direct
measure of welfare and is subject to the
interpretation that, if it changes, in the “right”
direction, while other things remain equal,
things have gotten better, or people are “better
off.” Thus statistics on the number of doctors
or policemen could not be social indicators
whereas figures on health or crime rates could
be. (U.S. DHEW 1969, p. 97)

Land criticized the above definition and pro-
posed a broader one that treats social indicators as
both “outputs” and “inputs” in “a sociological
model of a social system or some segment thereof”
(1971, p. 324). Thus, for example, the number of
doctors is essential to understanding the health of
the population, as are other factors. Land’s defini-
tion has been largely accepted by the social indica-
tors movement (Mukherjee 1989, p. 53).

This article gives only limited attention to
social indicators, because a separate article is de-
voted to the topic. Yet the term “social indicators”
is often used interchangeably with “quality of life,”
atleast with respect to what Mukherjee calls “need-
based” quality of life research (1989, p. 49). Moreo-
ver, the journal Social Indicators Research is subti-
tled An International Journal of Quality of Life
Measurement.

In his book The Quality of Life Valuation in
Social Research, Mukherjee notes that QL research-
ers employ several dichotomies, such as “quanti-
ty” and “quality,” “behavior” and “perception,”
and ‘“‘objective’”’ and ‘‘subjective’” indicators.
He argues:

Economists and planners . . . are almost
exclusively concerned with behavioral research
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on the basis of quantitative variables to
improve the quality of life of the people. In
that context, they ignore qualitative variations
in the appraisal of a better quality of life or
treat these variations as introducing a classifi-
catory . . . distinction in the field of enquiry.
They also equate the individual-wise subjective
perception of reality to a group-wise “objective”
perception by experts. Their appraisal of social
reality in this manner leads them to formulate
what the people need in order to improve their
quality of life. (1989, pp. 37-38).

The dependent variables of this research tend
to be items or scales measuring satisfaction or
happiness. Milbrath, for example, argues: “I have
come to the conclusion that the only defensible
definition of quality of life is a general feeling of
happiness” (1978, p. 36). Even though such global
evaluations have been common, much of the re-
search has focused on describing and explaining
satisfactions with various life “domains” such as
work, family, and housing.

In discussing subjective indicators of QL, Land
notes the difficulties in relating them to objective
indicators. He notes, for example, that while in-
come levels tend to be associated with satisfaction
and happiness within given countries and at given
times, “higher per capita levels of national income
do not produce higher average levels of national
satisfaction over time or cross sectionally” (1983,
p- b). He goes on to suggest that from the stand-
point of generating theory of social change, it is
not clear that satisfaction indexes provide an un-
ambiguous criterion for the formulation of pub-
lic policy.

According to O’Boyle (1997), a more focused
definition of QL favored by those in the health
field has its origins in the original definition of
health by the World Health Organization (WHO)
that emphasized the presence of social, mental,
and physical well-being instead of only focusing on
the absence of disease. The WHO Quality of Life
Group offered the following definition:

Quality of life is defined as the individual’s
perception of their position in life in the
context of the culture and value systems in
which they live and in relation to their goals,
expectations, standards and concerns. It is a
broad ranging concept affected in a complex
way by a person’s physical health, psychological

state, and level of independence and their
relationships to salient features of their envi-
ronment. (WHOQoL Group 1993, p. 5)

MEASURING QUALITY OF LIFE

The broadest and most commonly employed dis-
tinction in measures of QL is between objective
and subjective measures. Among the former are
indicators such as per capita income, average calo-
rie consumption, percent of adult illiteracy, quali-
ty of air, average daily temperature, crime rates,
life expectancy, and a myriad of other indicators
that are best seen as causes of quality of life.

Any one of the above has shortcomings. For
example, gross national product (GNP) per capita
has been acknowledged to suffer from many well-
known limitations, including that it may not cap-
ture the spending power of the masses but rather
that of a small minority (Mukherjee 1989, p. 42).
To overcome the limitations of single indicators,
researchers have proposed a number of composite
indexes, such as the Physical Quality of Life Index
(PQLI; see Morris 1977), which includes, among
other variables, life expectancy at birth, infant
mortality, and literacy. The purpose of the PQLI is
to rank countries by physical well-being. Yet it has
limitations, as its proponent acknowledges, in-
cluding that “itis based on the assumption that the
needs and desires of individuals initially and at the
most basic level are for larger life expectancy,
reduced illness, and greater opportunity” (Morris
1977, p 147).

Another composite index of objective indica-
tors of QL is the Index of Social Progress (ISP)
proposed originally by Estes (1984) and revised
more recently by the same author (Estes 1988).
The latest version (ISP83) consists of thirty-six
indicators and is divided into ten subindexes cov-
ering “education, health status, status of women,
defense effort, economic, demographic, political
participation, cultural diversity and welfare effort”
(Estes 1988, p. 1). A number of equally impor-
tant indicators (e.g., crime rates, suicide rates,
maldistribution of wealth) were not included be-
cause reliable data were not available on the 124
nations studied.

There has also been a lively interest in devel-
oping indexes consisting of objective indicators to
rank quality of life of American cities on the basis
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of such domains of QL as economic, environmen-
tal, health, education, social, and political. Such
rankings of cities elicit national attention and of-
ten surprise individuals about how high or low
their community ranks. Rankings also do not of-
ten correlate with each other. For example, Berger
and colleagues (1987) found that their revealed-
preference rankings had a correlation of -0.075
with those proposed by Boyer and Savageau (1981)
and a correlation of 0.048 with Liu’s rankings (1976).

There have been numerous subjective meas-
ures of QL, with most relating to happiness or life
satisfaction. Some measures are global in the sense
that they aim at capturing happiness or satisfac-
tion with life as a whole, while others pertain to
happiness or satisfaction with certain life domains.
The studies by Andrews and Withy (1976) and by
Campbell and colleagues (1976) include measures
of both domain-specific and global life satisfaction
and employ the former as predictors of the latter.
In general, they find that the best predictors of
global satisfaction are marriage and family life,
leisure activities, work and finances, housing, the
community, and friendships.

Well before these landmark studies, W. Wilson
(1967) reviewed prior literature on subjective well-
being and concluded that the “happy person
emerges as a young, healthy, well-educated, well-
paid, extroverted, optimistic, worry-free, religious,
married person with high self-esteem, high job
morale, modest aspirations, of either sex and of a
wide range of intelligence” (1967, p. 294). He also
concluded that little progress had been made in
understanding happiness since the time of the
Greek philosophers. Diener (1984) noted that be-
tween W. Wilson’s 1967 article and 1984, over
seven hundred studies on subjective well-being
had been published. In general, Wilson’s conclu-
sions regarding predictors of well-being appeared
to be supported by the literature, including that
little theoretical progress had been made in the
field since the ancient Greeks.

This voluminous literature on subjective well-
being has employed a variety of single-item and
multiple-item measures of happiness and life satis-
faction. Among the best-known single-item meas-
ures are: Cantril’s “self-anchoring ladder” (1965),
which asks respondents to place themselves on a
nine-rung ladder ranging from “best possible for

you” to “worst possible for you”; Gurin and col-
leagues’s item (1960), ‘“Taking all things together,
how would you say things are these days?” with
possible response choices being ‘“‘very happy,”
“pretty happy,” and ‘“not too happy”’; and An-
drews and Withy’s item (1976), “How do you feel
about how happy you are?” with seven choices
ranging from “delighted” to “terrible.”

A problem with single-item measures is that
because internal reliability estimates cannot be
computed, the only way of assessing their reliabili-
ty is through temporal correlation, which makes it
difficult to separate measurement error from true
change. However, convergence with other meas-
ures of well-being has suggested that these single-
item measures enjoy moderate levels of validity.
They do suffer from other limitations, however,
such as positive skewness, acquiescence, and ina-
bility to capture the various dimensions of well-
being (Diener 1984).

There have also been a variety of multi-item
scales employed. Some of the best-known general
scales include: the Affect Balance Scale (Bradburn
1969), which consists of ten items capturing posi-
tive and negative well-being. Respondents are asked
whether in the past few weeks they felt: “particu-
larly excited or interested in something,” “so rest-
less you couldn’t sit long in a chair,” “proud
because someone complimented you on some-
thing you had done,” “very lonely or remote from
other people,” “pleased about having accomplished
something,” “bored,” “on top of the world,” “de-
pressed or very unhappy,” “that things were going
your way,” and ‘“‘upset because someone criticized
you.” Summing the positive items provides a posi-
tive score and summing the negative ones a nega-
tive score. An “affect balance score” is obtained by
subtracting the negative score from the positive
score. The two subscales have been found to be
relatively independent of each other and are some-
times used as different scales of positive and nega-
tive affect.

Another multi-item scale is Campbell and col-
leagues’ Index of General Affect (1976), which
asks respondents to describe their present lives
using semantic differential scales (miserable-en-
joyable, hard-easy, boring-interesting, useless—
worthwhile, lonely-friendly, discouraging-hope-
ful, empty-full, disappointing-rewarding, and
doesn’t give me a chance-brings out the best in me).
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Although happiness and satisfaction are often
used interchangeably, many writers believe they
are distinct measures of well-being. George, for
example, suggests that “happiness refers to an
affective assessment of quality of life,” while “life
satisfaction refers to an assessment of the overall
conditions of life, as derived from a comparison of
one’s aspirations to one’s actual achievements”
(1981, p. 351). Campbell and colleagues (1976)
prefer satisfaction measures over happiness meas-
ures because they are more sensitive to interven-
tion. While happiness tends to be transitory and
volatile, life satisfaction changes gradually and
systematically in response to changing life condi-
tions (see also Stull 1987). Satisfaction scales have
been particularly popular in gerontology.

QUALITY OF LIFE IN THE ELDERLY

An area in which lively interest has been shown in
subjective indicators of QL has been the field of
gerontology. As mentioned earlier, use of subjec-
tive measures of well-being was particularly high
during the 1960s and 1970s, when social geron-
tologists were occupied with assessing the merits
of disengagement and activity theories. In the late
1970s, Larson (1978) reviewed three decades of
research and concluded that the most consistent
predictors of subjective well-being are self-reports
of health.

Although gerontological studies have employed
general well-being measures (e.g., the Affect Bal-
ance Scale), they have also employed scales specifi-
cally developed for use with older people. The two
best known are the Life Satisfaction Index A
(Neugarten et al. 1961) and the Philadelphia Geri-
atric Morale Scale (Lawton 1975). The Life Satis-
faction Index A consists of twenty items, with
which respondents indicate agreement or disa-
greement. A combined life satisfaction score is
obtained by summing scores on all twenty items.
Twelve items are positive (e.g., “I am just as happy
as when I was younger,” “I expect some interest-
ing and pleasant things to happen to me in the
future,” “As I look back on my life, I am fairly well
satisfied”) and eight items are negative (e.g., “When
I think back over my life, I didn’t get most of the
important things I wanted,” “Most of the things I
do are boring and monotonous,” “Compared to
other people, I get down in the dumps too often’).

Because the index covers a variety of areas, includ-
ing happiness, satisfaction, and “activation level”
(see Cherlin and Reeder 1975), the combined
score confounds separate dimensions of well-be-
ing (Stull 1987).

The Philadelphia Geriatric Center Morale Scale
(PGCMS) originally consisted of twenty-two items
(Lawton 1972), and the revised version consisted
of seventeen items (Lawton 1975). Like the Life
Satisfaction Index, the PGCMS consists of positive
items (e.g., “Iam as happy now as I was when I was
younger,” “As I get older things are better than I
thought they would be,” “I have as much pep as I
did last year”) and negative items (e.g. ‘“Things
keep getting worse as I get older,” “I sometimes
feel life is not worth living,” “I sometimes worry so
much I can’t sleep”). Factor analyses have pro-
duced three dimensions: agitation, attitude to-
ward own aging, and lonely dissatisfaction. The
scale has problems similar to those of the Life
Satisfaction Index, such as the confounding of
satisfaction and happiness. The two scales are in
many ways similar (in fact, they share some items)
and have been found to be highly intercorrelated
(r=10.76; see Lohman 1977).

Liang (1985) attempted to integrate the Life
Satisfaction Index A and the Affect Balance Scale
by selecting seven items from the former and eight
from the latter. His analysis yielded four factors
(congruence, happiness, positive affect, and nega-
tive affect) that correspond to dimensions of well-
being discussed by Lawton (1983). However, Liang
acknowledged a gap between the operationalization
of well-being and its theoretical operationalization:
“Most instruments were developed with only a
general conceptual definition, and the sampling of
the item domain is usually based on intuition,
experience, and empirical experimentation” (Liang
1985, p. 553).

After reviewing the voluminous literature on
subjective well-being among the elderly, Gubrium
and Lynott (1983) concluded that it was time to
“rethink life satisfaction” in old age. One of their
key concerns was that the dominant measures
employed tended to dwell on the earlier years of
people’s lives and have less relevance for their
current circumstances. In addition, “current meas-
ures do not allow for co-equal dialogue between
subject and researcher about the content of items
and responses” (Gubrium and Lynott 1983, p. 37).
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Possibly because of these and other conceptu-
al and methodological problems in subjective well-
being measures, we have seen a substantial decline
in published studies in major journals aiming at
predicting life satisfaction, morale, and related
concepts during the 1980s and 1990s. Social ger-
ontologists have instead concentrated on predict-
ing more narrow dimensions of well-being, such as
psychological distress and depression (Ferraro and
Su 1999; Lawton et al. 1999; Lawton 1996), and are
increasingly employing a life-course perspective
that involves examination of main and interactive
effects of stress, social support, coping styles, and
related factors (e.g., George 1989). Measures of
depression and psychological distress are being
employed more frequently, perhaps because they
are perceived as more amenable to intervention
than are measures of life satisfaction and morale.

A general conclusion of the field of subjective
well-being in the elderly is that most elderly peo-
ple, particularly those who have reasonably good
health and finances, and are socially engaged,
report relatively high levels of well-being. Accord-
ing to some literature, elderly people may even
report higher levels of subjective QL than do
people in younger age groups (Lawton 1996).

STUDIES OF QUALITY OF LIFE IN
MEDICINE

Perhaps the most activity in the area of quality of
life is currently found in medicine, much of it
conducted by behavioral and social scientists. In-
terest in QL after medical treatments is based on
the realization that chronic diseases cannot be
cured, and, therefore, the goal of much therapy
becomes to limit the effects of illness so that
patients may live productive, comfortable, and
satisfying lives. Traditionally, success of medical
treatment was evaluated in terms of lengthening
lives and post-treatment complications. However,
there has been a realization that medical and
surgical treatments may extend survival but often
reduce quality of life (Eisman 1981).

Hollandsworth (1988) reviewed studies evalu-
ating the impact of medical treatment on QL
during the period 1980 to 1984 and compared
his results with those of studies conducted dur-
ing 1975 to 1979 (Najman and Levine 1981).
Hollandsworth’s comparison (1988) revealed a

marked increase between the two time periods in
both quantity and quality of studies. Although
recent studies tended to be more sophisticated,
the majority nevertheless relied on convenience
samples. One marked improvement in the recent
research is the increase in use of subjective meas-
ures of quality of life, with 60 percent of the recent
studies employing at least one such measure, com-
pared to only around 10 percent in the earli-
er period.

Another interesting outcome of Hollandsworth’s
analysis (1988) was the increase over time in the
proportion of studies that do not report favorable
outcomes. Studies published in the late 1970s
were almost unanimous in claiming favorable out-
comes of treatment, but this optimism must be
tempered by the many methodological limitations
of these studies (Najman and Levine 1981). Of the
more sophisticated studies published from 1980
to 1984, almost one-half reported either negative
outcomes or at least mixed results. In fact, it
appeared that the probability of reporting nega-
tive outcomes (or lack of positive results) tended
to be correlated with the methodological sophisti-
cation of the studies (Hollandsworth 1988).

The impact of a variety of medical treatments
have been examined, including cardiovascular
therapies (e.g., Jenkins et al. 1983; Wenger et al.
1984), end-stage renal disease (e.g., Evans et al.
1985) and chronic obstructive pulmonary disease
(e.g., McSweeney et al. 1982). However, by far the
most frequently studied area is that relating to
outcomes of cancer treatment (see Aaronson 1989;
Aaronson and Beckman 1987; Cella and Cherin
1988). Aaronson noted that while “there is no
universally accepted definition of the quality of life
concept, in oncology it is most often used to
describe such aspects of health status as physical
symptoms, daily activity level, psychological well-
being, and social functioning” (1989, p. 69). This
increasing use of subjective QL indicators is be-
coming an integral part of evaluation in clinical
cancer research, but a major challenge facing re-
searchers is the development of measures captur-
ing all dimensions of QL while meeting rigorous
standards of reliability and validity (Aaronson 1989).

In a recent review, Gotay and Muraoka (1998)
observed that recent studies of cancer survivors
have increasingly been using standardized instru-
ments relying primarily on self-reports to assess
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QL. They identified thirty-four studies published
in English-language journals during 1990 to 1998
that focused on the QL of patients surviving five or
more years. A variety of standardized instruments
were used measuring a variety of aspects of QL. As
in other studies of patients, a popular instrument
has been the Short-Form 36 Health Survey (SF-36)
(Ware and Sherbourne 1992). The SF-36 is a 36-
item short form of the Rand Corporation’s Medi-
cal Outcomes Study. It was designed to be a gener-
al measure of health status that can be used in
community studies as well as in studies of patients.
It consists of multi-item scales measuring eight
dimensions of health: general perceptions of health,
physical functioning, activity limitations due to
physical health problems, bodily pain, social func-
tioning, psychological well-being, activity limita-
tions due to emotional problems, and energy/
vitality.

During the 1990s the SF-36 has become the
instrument of choice in studies of health-related
QL in both community surveys and studies of
patients. Like other abbreviated instruments of
general health status and QL, the SF-36 has been
criticized on a number of grounds, including that
it covers some areas only superficially (McDowell
and Newell 1996, p. 454).

In their recent critical assessment of QL meas-
urement in medicine, Leplege and Hunt (1997)
have criticized the field for relying on instruments
(like the SF-36) that have physical, emotional, and
social functioning components. While these, ac-
cording to the authors, are measuring health sta-
tus, it is not clear that they are measuring QL. This
overwhelming emphasis on function, they argue,
ignores the person’s perspective on the meaning
and importance of functions and roles under study.
They go on to cite evidence that many physically
disabled people do indeed consider their QL to be
high despite severe limitations (Leplege and
Hunt 1997).

Leplege and Hunt (1997) are also critical of
the economic model of QL as expressed in the
notion of Quality Adjusted Life Years (QALYs).
The concept has evolved over the years as a tool for
health policy. Typically, the utility value of specific
health status measures, including function and
symptoms, during a given period of time is com-
bined with survival data. This perspective usually

assumes that rational human beings, if given a
choice, would prefer a shorter but relatively healthy
life, to a longer life with serious discomfort and
handicap. Leplege and Hunt argue that:

the methods used for the valuation of health
states do not encompass the fact that the same
people value the same state differently at
different times, while different people have
different preferences that become meaningless
if aggregated. The concept of utility . . .
operatively addresses what people think they
might (or should) do under artificial circum-
stances and not what they actually do in the
real world. (1997, p. 48)

An overview of the literature on medical treat-
ment outcomes does indeed reveal increasing use
of subjective QL measures. As in the broader QL
field, many studies tend to employ single-item
global indicators capturing life satisfaction or hap-
piness. However, an increasing number of studies
are employing the general multiple-item measures
discussed earlier, such as the Affect Balance Scale
and the Life Satisfaction Index Z. Other scales
capturing more specific and narrow dimensions of
QL include measures of mood, anxiety, self-con-
cept, and depression (Lawton 1996) as well as
more comprehensive instruments that capture
physical, emotional, and social functioning, such
as the McMaster Health Index Questionnaire
(Chambers et al. 1982) and the SF-36. A general
conclusion of much of the research is that most
patients, including cancer patients, demonstrate
an incredible capacity to cope with and adapt to
the challenges of life-threatening disease and disa-
bility. A welcome recent addition to the field has
been the development of a variety of disease-
specific QL measures (Bowling 1995).

CONCLUSION

This brief and selective overview of the field of
quality of life indicates a variety of perspectives
employed within sociology and in related fields. In
fact, it may be said that there is more interestin QL
outside the mainstream of sociology, as, for exam-
ple, in the area of medical treatment. While much
of the pioneer work and many of the large-scale
national studies in the 1970s were conducted by
sociologists, research on quality of life remains
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very much outside the mainstream of sociology.
For example, Schuessler and Fisher’s review (1985)
uncovered only one article (Gerson 1976) explicit-
ly on quality of life, which was published in the
American Sociological Review way back in 1976.
More recently, we noted the work of Thomas and
Hughes published in 1986 and 1998.

This overview also reveals some patterns and
trends in QL research in the last four decades.
First, there have been two broad approaches, one
focusing on objective indicators and one focusing
on subjective indicators. Related dichotomies not-
ed by Mukherjee (1989) include quantity versus
quality and behavior versus perception. It is clear
that there has been a trend away from relying
simply on objective indicators and toward relying
increasingly on people’s subjective reports about
the quality of their lives. Objective measures have
been the domain primarily of the social indicator
movement, with subjective approaches to QL in-
creasingly perceived as the domain of QL research.

Within the subjective QL approach, we also
see a trend away from single-item indicators cap-
turing global happiness and life satisfaction and
toward multiple-item scales such as the Affect
Balance Scale and the Life Satisfaction Index Z. At
the same time, there have been attempts to meas-
ure subjective quality of life in specific life do-
mains, and there has been continuing interest by
sociologists, economists, and others (including
popular magazines) in ranking urban areas ac-
cording to a variety of objective QL indicators.

During the 1960s and 1970s a great deal of
subjective QL research was conducted by social
and behavioral gerontologists, who used measures
of life satisfaction and morale as indicators of
successful aging. For a number of reasons, geron-
tologists began abandoning research on life satis-
faction and morale in favor of measures more
amenable to intervention, such as measures of
psychological distress, depression, and physical
health function. Perhaps the most exciting re-
search on QL currently being conducted is in the
area of medical treatment outcomes, particularly
cancer treatment. In this field, as in others, there is
considerable disagreement about what constitutes
quality of life and how it should be measured.

It is becoming increasingly difficult to obtain
funding to conduct large-scale national surveys of

subjective quality of life such as those conducted
during the 1970s. The future of QL research is
uncertain, at least as a broad unified field of
inquiry. Studies ranking urban areas are likely to
continue, because of the immediate and broad
appeal they elicit. It is also safe to predict that the
concept of quality of life will continue to have
some appeal in social gerontology. The most excit-
ing work may well take place in the area of medical
intervention outcomes. Sociologists and other be-
havioral scientists are increasingly conducting re-
search related to medicine, and much of this re-
search relates to quality of life. It is becoming
apparent that medical interventions (as well as
other factors) are enabling us to live longer, but it
is not clear that the added years of life are “quali-
ty” years. There will be increasing interest in find-
ing ways to improve the quality of the added years,
and sociologists have an opportunity and a respon-
sibility to help find ways of accomplishing that.

(SEE ALSO: Social Indicators)
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KYRIAKOS S. MARKIDES

QUASI-EXPERIMENTAL
RESEARCH DESIGNS

The goal of most social scientific research is to
explain the causes of human behavior in its myriad
forms. Researchers generally attempt to do this by
uncovering causal associations among variables.
For example, researchers may be interested in
whether a causal relationship exists between in-
come and happiness. One might expect a positive
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association between these two variables. That is,
an increase in income, the independent variable,
produces an increase in happiness, the dependent
variable. Unfortunately, observing a positive cor-
relation between these two variables does not
prove that income causes happiness. In order to
make a valid causal inference, three conditions
must be present: (1) there must be an association
between the variables (e.g., income and happi-
ness); (2) the variable that is the presumed cause
(e.g., income) must precede the effect (e.g., happi-
ness) in time; and (3) the association between the
two variables cannot be explained by the influence
of some other variable (e.g., education) that may
be related to both of them. The purpose of any
research design is to construct a circumstance
within which a researcher can achieve these three
conditions and thus make valid causal inferences.

Experimental designs are one of the most effi-
cient ways to accomplish this goal of making valid
causal inferences. Four characteristics are espe-
cially desirable in designing experiments. First,
researchers manipulate the independent variable.
Thatis, they actively modify persons’ environment
(e.g., provide some people with money they other-
wise would not have received)—as contrasted with
passively observing the existing, “natural” envi-
ronment (e.g., simply measuring the amount of
income persons normally make). Second, research-
ers have complete control over when the indepen-
dent variable is manipulated (e.g., when persons
receive supplementary income). Third, research-
ers have complete control over what they manipu-
late. That is, they can specify the exact content of
the different “treatment conditions” (different
levels) of the independent variable to which sub-
jects are exposed (e.g., how much supplementary
income persons receive and the manner in which
they receive it). Fourth, researchers have complete
control over who is assigned to which treatment
condition (e.g., who receives the supplementary
income and who does not, or who receives higher
versus lower amounts of income).

Of these four characteristics important in de-
signing experiments, only manipulation of the
independent variable and control over who re-
ceives the treatments are essential to classify a
study as a true experimental design.

Control over who receives treatment condi-
tions is especially powerful in enhancing valid

causal inference when researchers use the tech-
nique of random assignment. For example, in evalu-
ating the effect of income on happiness, investiga-
tors might randomly assign individuals who are
below the poverty level to treatment groups receiv-
ing varying levels of supplementary income (e.g.,
none versus $1,000).

Table 1 (a) illustrates this example. It depicts
an experimental design in which subjects are ran-
domly assigned to one of two groups. At time 1,
researchers manipulate the independent variable
(X): Each subject in group 1 receives $1,000 in
supplementary income. Conversely, no subjects in
group 2 receive any supplementary income. At
time 2, researchers observe (measure) the average
level of happiness (O) for group 1 versus group 2.
The diagram X—0 indicates an expected increase
in happiness when supplementary income increas-
es. That is, the average happiness score should be
higher for group 1 than for group 2.

By assigning each subject to a particular treat-
ment condition based on a coin flip or some other
random procedure, experimental designs ensure
that each subject has an equal chance off appear-
ing in any one of the treatment conditions (e.g., at
any level of supplementary income). Therefore, as
aresult of random assignment, the different treat-
ment groups depicted in Table 1 (a) should be
approximately equivalent in all characteristics (av-
erage education, average physical health, average
religiosity, etc.) except their exposure to different
levels of the independent variable (i.e., different
levels of supplementary income). Consequently,
even though there is a large number of other
variables (e.g., education, physical health, and
religiosity) that might affect happiness, none of
these variables can serve as a plausible alternative
explanation for why the higher-income group has
higher average happiness than does the lower-
income group.

For example, due to random assignment, physi-
cally healthy versus unhealthy persons should be
approximately equally distributed between the high-
er versus lower supplementary income treatment
groups. Hence, a critic could not make a plausible
argument that the treatment group receiving the
higher amount of supplementary income (i.e.,
group 1) also has better health, and it is the better
health and not the greater income that is produc-
ing the higher levels of happiness in that treatment
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Types of Research Designs

Causal inferencee for each design: * Xincome = O income *

RANDOMIZED EXPERIMENTAL DESIGN:
a. Posttest-only control group

Time1 Time2
Group 1 X$1,000 Ohappiness

Random
Assignment

Group 2 X$O Ohappiness
PREEXPERIMENTAL DESIGNS:
b. One-group pretest-posttest

Time1 Time2 Time3d Time4
Group 1 X$0 Ohappiness X$1,000 Ohappiness

c. Static-group comparison

Time1 Time2
GI’OUp 1 X$1,OOO Ohappiness
Group 2 X, 0,

happiness

QUASI-EXPERIMENTAL DESIGNS:

d. Time series

Time1 Time2 Time3 Time4 Time5 Time6 Time7 Time8 Time9 Time 10
Group 1 X$O Ohappiness X$0 ohappiness X$1,000 Ohappiness X$0 Ohappiness X$0 Ohappiness
e. Nonequivalent control group
Time1 Time2 Time3 Time4
Group 1 X$o Ohappiness X$1,000 ohappiness
Group 2 X$o Ohappiness X$0 Ohappiness
f. Multiple time series
Time1 Time2 Time3d Time4 Time5 Time6 Time7 Time8 Time9 Time 10
Group 1 X$0 Ohappiness X$0 Ohappiness X$1,000 Ohappiness X$O Ohappiness X$0 Ohappiness
GI’OUp 2 X$o Ohappiness X$0 Ohappiness X$0 Ohappiness X$0 Ohappiness X$0 Ohappiness

g. Regression—discontinuity
(See Figure 1.)
NONEXPERIMENTAL DESIGNS:
h. Passive static group comparison’

Time 1
GI’OUp 1 (Xhigh income Ohappiness)
GI’OUp 2 (Xmedium income Ohappiness)
Group 3

()(Iow income Ohappiness)

i. Panel (passive nonequivalent control group)?

Time 1 Time 2
Group 1 X$O Ohappiness (Xhigh income Ohappiness)
Group 2 X$O ohappiness (Xmedium income ohappiness)
Group 3 X$0 Ohappiness ()(Iow income Ohappiness)

Table 1
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Table 1, continued

NoTE: O = Observed effect on the dependent variable

X = Independent variable (the cause)

'"Parentheses around the independent and the dependent variable (X and O)indicates that the measure of X and O (income

and happiness) occur at the same time.

*The panel design depends on statistical controls to make groups equivalent in income (and happiness) at time 1.

group. Indeed, this same logic applies no matter
what other causal variables a critic might substitute
for physical health as an alternative explanation
for why additional income is associated with great-
er happiness.

In sum, strong causal inferences are possible
where social scientists manipulate the indepen-
dent variable and retain great control over when
treatments occur, what treatments occur, and,
especially, who receives the different treatments.
But there are times when investigators, typically in
“field” (i.e., nonlaboratory, natural, or real-world)
settings, are interested in the effects of an inter-
vention but cannot do randomized experiments.
More specifically, there are times when research-
ers in naturally occurring settings can manipulate
the independent variable and exercise at least
some control over when the manipulation occurs
and what it includes. But these same field research-
ers may have less control over who receives the
treatment conditions. In other words, there are
many real-world settings in which random assign-
ment is not possible.

Where randomized experiments are not pos-
sible, a large number of potential threats to valid
causal inference can occur. Under these less-than-
optimal field conditions, investigators may resort
to a number of alternative research designs that
help reduce at least some of the threats to making
valid causal inferences. These alternative proce-
dures are collectively referred to as quasi-experi-
mental designs. (See also Campbell and Stanley
1963; Cook and Campbell 1979; Cook and Shaddish
1994; Shaddish et al. in preparation.)

None of these designs is as powerful as a
randomized experiment in establishing causal re-
lationships, but some of the designs are able to
overcome the absence of random assignment such
that they approximate the power of randomized
experiments. Conversely, where the designs are
particularly weak in establishing causal relation-
ships, Campbell and Stanley (1963) have described

them as preexperimental designs. Furthermore, so-
cial scientists describe as nonexperimental designs
those studies in which the researcher can only
measure (observe) rather than manipulate the in-
dependent variable. As we shall see, however, one
type of nonexperimental design—the “panel’—
may surpass preexperimental designs and approach
the power of some quasi-experimental designs in
overcoming threats to valid causal inference.

Below we describe common threats to “inter-
nal validity” (i.e., the making of valid causal infer-
ences) in field settings, the conditions under which
such threats are likely to occur, and representative
research designs and strategies used to combat the
threats. Later we briefly examine threats to “exter-
nal validity,” “construct validity,” and “statistical
conclusion validity,” and strategies used to reduce
these threats. As we shall see, whereas randomized
experiments are the exemplary design for enhanc-
ing internal validity (causal inference), they often
suffer in comparison to other research designs
with regard to external validity (generalizability
across persons, places, and times) and construct
validity (whether one is measuring and manipulat-
ing what one intended).

THREATS TO INTERNAL VALIDITY

Where researchers are unable to assign subjects to
treatment conditions randomly, a large number of
threats to internal validity (causal inference) can
occur. These potential threats include effects due
to history, maturation, testing, instrumentation,
regression to the mean, selection, mortality, and
reverse causal order. (See Cook and Campbell
1979, and Shaddish et al. in preparation for more
elaborate lists.)

Research designs vary greatly in 2Zow many and
which of these potential threats are likely to oc-
cur—that is, are likely to serve as plausible alterna-
tive explanations for an apparent causal relation-
ship between an independent and a dependent
variable. As an example of a weak (preexperimental)
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research design in which most of the various threats
to internal validity are plausible, consider the “one-
group pretest-posttest design” (Campbell and Stan-
ley 1963). Furthermore, assume that researchers
have adapted this design to study the effect of
income on happiness. As depicted in Table 1 (),
investigators observe the happiness (O, ines,) Of
persons at time 2 following a period (during time
1) in which subjects (all below the poverty line)
receive no supplementary income (Xy,). Subse-
quently, subjects receive a $1,000 “gift” (Xj, o00) At
time 3, and their happiness is remeasured (O
) at time 4.

happi-

ness

The investigators find that posttest happiness
(i.e., time 4 Oy,,.,) is indeed substantially higher
than pretest happiness (i.e., time 2 Oy, ;..,)- Ac-
cordingly, an increase in supplementary income is
associated with an increase in happiness. But is
this association due to supplementary income’s
causing an increase in happiness? Or is the associa-
tion due to some alternative explanation?

Given this weak, preexperimental research
design, there are a number of threats to internal
validity that serve as plausible alternative explana-
tions for increases in happiness other than the
$1,000 gift. These plausible threats include effects
due to history, maturation, testing, instrumenta-
tion, and regression to the mean, with less likely or
logically impossible threats due to selection, mor-
tality, and reverse causal order.

History effects refer to some specific event that
exerts a causal influence on the dependent vari-
able, and that occurs at roughly the same time as
the manipulation of the independent variable. For
instance, during the period between the pretest
(time 2) and posttest (time 4) measure of happi-
ness as outlined in Table 1 (5), Congress may have
declared a national holiday. This event could have
the effect of elevating everyone’s happiness. Con-
sequently, even if the $1,000 gift had no effect on
happiness, researchers would observe an increase
in happiness from the pretest to posttest measure.
In other words, the effects of the $1,000 gifts are
totally confounded with the effects of the holiday,
and both remain reasonable explanations for the
change in happiness from time 2 to time 4. That s,
a plausible rival explanation for the increase in
happiness with an increase in income is that the
holiday and not the additional income made peo-
ple happier.

Maturation effects are changes in subjects that
result simply from the passage of time (e.g., grow-
ing hungrier, growing older, growing more tired).
Simply put, “people change.” To continue with
our current example using a weak, preexperimental
research design, assume that individuals, as they
grow older, increase in happiness owing to their
improved styles of coping, increasing acceptance
of adverse life events, or the like. If such develop-
mental changes appear tenable, then maturation
becomes a plausible rival explanation for why
subjects’ happiness increased after receiving the
$1,000 gift. That is, subjects would have displayed
an increase in happiness over time even if they had
not received the $1,000 gift.

Testing effects are the influences of taking a
pretest on subsequent tests. In the current study of
income and happiness, pretest measures of happi-
ness allow participants to become familiar with the
measures’ content in a way that may have “carryo-
ver” effects on later measures of happiness. That
is, familiarity with the pretest may make salient
certain issues that would not be salient had sub-
jects not been exposed to the pretest. Consequent-
ly, it is possible that exposure to the pretest could
cause participants to ponder these suddenly sa-
lient issues and therefore change their opinions of
themselves. For example, people may come to see
themselves as happier than they otherwise would
have perceived themselves. Consequently, posttest
happiness scores would be higher than pretest
scores, and this difference need not be due to the
$1,000 gift.

Instrumentation effects are a validity threat that
occurs as the result of changes in the way that a
variable is measured. For instance, in evaluating
the effect of income on happiness, researchers
may make pretest assessments with one type of
happiness measure. Then, perhaps to take advan-
tage of a newly released measure of happiness,
researchers might use a different happiness meas-
ure on the posttest. Unless the two measures have
exactly parallel forms, however, scores on the
pretests and posttests are likely to differ. Accord-
ingly, any observed increase in happiness may be
due to the differing tests and not to the $1,000 gift.

Regression to the mean is especially likely to
occur whenever two conditions are present in
combination: (1) researchers select subjects who
have extreme scores on a pretest measure of the
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dependent variable, and (2) the dependent vari-
able is less than perfectly measured (i.e., is less
than totally reliable owing to random measure-
ment error). It is a principle of statistics that
individuals who score either especially high or low
on an imperfectly measured pretest are most likely
to have more moderate scores (i.e., regress toward
their respective mean) on the posttest. In the social
sciences, almost all variables (e.g., happiness) are
less than perfectly reliable. Hence, whenever so-
cial scientists assign subjects to treatment condi-
tions based on high or low pretest scores, regres-
sion to the mean is likely to occur. For example,
researchers may believe that those persons who
are most unhappy will benefit most from a $1,000
gift. Therefore, only persons with low pretest scores
are allowed into the study. However, low scorers
on the pretest are likely to have higher happiness
scores on the posttest simply as a result of
remeasurement. Under such circumstances, re-
gression to the mean remains a plausible rival
explanation for any observed increase in happi-
ness following the $1,000 gift.

Selection effects are processes that result in
different kinds of subjects being assigned to one
treatment group as compared to another. If these
differences (e.g., sex) affect the dependent vari-
able (e.g., happiness), then selection effects serve
as arival explanation for the assumed effect of the
hypothesized causal variable (e.g., income). Be-
cause there is not a second group in the one-group
pretest-posttest design illustrated here, the design
is not subject to validity threats due to selection.
That is, because the same group receives all treat-
ment conditions (e.g., no gift versus a $1,000 gift),
the characteristics of subjects (e.g., the number of
females versus the number of males) remain con-
stant across treatment conditions. Thus, even if
females tended to be happier than males, this
effect could not explain why an increase in happi-
ness occurred after subjects received the $1,000 gift.

Mortality effects refer to the greater loss of
participants (e.g., due to death or disinterest) in
one treatment group compared to another. For
instance, in the study of the effects of income on
happiness, the most unhappy people are more
likely than other subjects to drop out of the study
before its completion. Because these dropouts
appear in the pretest but not the posttest, the
average level of happiness will increase. That is, an
increase in happiness would occur even if the

supplementary income had no effect whatsoever.
Mortality is not, however, a plausible alternative
explanation in the current example of a study
using the one-group pretest-posttest design. Re-
searchers can simply exclude from the study any
subjects who appear in the pretest but not the
posttest measure of happiness.

Reverse causal order effects are validity threats
due to ambiguity about the direction of a causal
relationship; that is, does X cause O, or does O
cause X? The one-group pretest-posttest design is
not subject to this internal validity threat. The
manipulation of the independent variable (giving
the $1,000 gift) clearly precedes observation of the
dependent variable (degree of happiness). In gen-
eral, where research designs manipulate rather
than measure the independent variable, they greatly
reduce the threat of reverse causal order.

As an overview, the reader should note that
the various threats to internal validity, where plau-
sible, violate the last two of three conditions neces-
sary for establishing a valid causal inference. Re-
call that the three conditions are: (1) an association
between two variables is present; (2) the presumed
cause must precede the presumed effect in time;
and (3) the association between the two variables
cannot be explained by the influence of a “third”
variable that may be related to both of them.

Only the violation of the first condition is not
covered by the list of specific threats to internal
validity. (But see the later discussion of threats to
statistical conclusion validity.) Reverse causal or-
der is a threat to internal validity that violates the
second condition of causal inference. Furthermore,
history, maturation, testing, instrumentation, re-
gression to the mean, selection, and mortality are
all threats to internal validity that one can broadly
describe as the potential influence of a “third”
variable—that is, threats that violate the third con-
dition of causal inference. That is, each of these
threats represents a specific type of third variable
that affects the dependent variable and coincides
with the manipulation of the independent vari-
able. In other words, the third variable is related to
both the independent and dependent variable.
Because the third variable affects the dependent
variable at the same time that the independent
variable is manipulated, it will appear that the
independent variable causes a change in the de-
pendent variable. But in fact this apparent causal
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relation is a spurious (i.e., noncausal) by-product of
the third variable’s influence.

As an illustration, recall how validity threats
due to history can produce a spurious correlation
between income and happiness. In the example
used earlier, Congress declared a national holiday
that increased subjects’ happiness and coincided
with subjects receiving a $1,000 gift. Hence, the
occurrence of a national holiday represents a
“third” variable that is related both to income and
happiness, and makes it appear (falsely) that in-
come increases happiness.

Research, in its broadest sense, can be viewed
as an investigator’s attempt to convince the scien-
tific community that a claimed causal relationship
between two variables really exists. Clearly, the
presence of one or more threats to internal validity
challenges the researcher’s claim. That is, the more
likely a validity threat seems, the less convincing is
the investigator’s claim.

When confronted with the specific threats to
internal validity in field settings, investigators can
attempt to modify their research design to control
one or more of these threats. The fact that a
specific threat is possible for a given research de-
sign, however, does not mean it is plausible. Im-
plausible threats do little to reduce the persuasiveness
of researchers’ claims. Therefore, the specific de-
sign researchers’ use should be determined in
large part by the specific threats to validity that are
considered most plausible.

Furthermore, as noted earlier, each research
design has a given number of possible threats to
internal validity, and some designs have more
possible threats than do other designs. But only a
certain number of these threats will be plausible
for the specific set of variables under study. That is,
different sets of independent and dependent vari-
ables will carry different threats to internal validi-
ty. Thus, researchers may select weaker designs
where the plausible threats for a given set of
variables are relatively few and not among the
possible threats for the given design. Campbell
and Stanley (1963) note, for example, that the
natural sciences can often use the one-group pre-
test-posttest design despite its long list of possible
threats to internal validity. Given the carefully
controlled laboratory conditions and focus on
variables measuring nonhuman phenomena, plau-
sible threats to internal validity are low.

The next section examines some common
quasi-experimental designs and plausible threats
to internal validity created by a given design. The
discussion continues to use the concrete example
of studying the relationship between income and
happiness. Examples using a different set of vari-
ables might, of course, either reduce or increase
the number of plausible threats for a given design.

QUASI-EXPERIMENTAL DESIGNS

When researchers have the opportunity to make
more than a single pretest and posttest, some form
of time series design becomes possible. Table 1 (d)
illustrates the structure of this design. The O’s
designate a series of observations (measures of
happiness) on the same individuals (group 1) over
time. The table shows that subjects receive no
supplementary income (X)) through the first two
(times 2 and 4) observational periods. Then at
time 5 subjects receive the $1,000 gift (X, )-
Their subsequent level of happiness is then ob-
served at three additional points (times 6, 8, and 10).

This quasi-experimental design has a number
of advantages over the single-group pretest-posttest
(preexperimental) design. For instance, by exam-
ining the trend yielded by multiple observations
prior to providing the $1,000 gift, it is possible to
rule out validity threats due to maturation, testing,
and regression to the mean. In contrast, instru-
mentation could still be a threat to validity, if
researchers changed the way they measured hap-
piness—especially for changes occurring just be-
fore or after giving the $1,000 gift. Moreover,
artifacts due to history remain uncontrolled in the
time series design. For example, it is still possible
that some positive event in the broader environ-
ment could occur at about the same time as the
giving of the $1,000 gift. Such an event would
naturally serve as a plausible alternative explana-
tion for why happiness increased after the treat-
ment manipulation.

In addition to eliminating some threats to
internal validity found in the one-group pretest-
posttest design, the time series design provides
measures of how long a treatment effect will oc-
cur. That is, the multiple observations (O’s) follow-
ing the $1,000 gift allow researchers to assess how
long happiness will remain elevated after the treat-
ment manipulation.
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In some circumstances, the time series design
may not be possible, owing to constraints of time
or money. In such cases, other quasi-experimental
designs may be more appropriate. Consequently,
as an alternative strategy for dealing with some of
the threats to internal validity posed by the single-
group pretest-posttest (preexperimental) design,
researchers may add one or more comparison groups.

The simplest multigroup design is the static-
group comparison (Campbell and Stanley 1963).
Table 1 (¢) provides an illustration of this design.
Here observations are taken from two different
groups (G, and G,) at the same point in time. The
underlying assumption is that the two groups dif-
fer only in the treatment condition (a $1,000 gift
versus no gift) they receive prior to the measure of
happiness. In many instances, this is not a safe
assumption to make.

The static-group comparison design does re-
duce some potential threats to internal validity
found in the single-group pretest-posttest design;
namely, history, testing, instrumentation, and re-
gression to the mean. That is, each of these threats
should have equal effects on the two experimental
groups. Thus, these threats cannot explain why
experimental groups differ in posttest happiness.

Conversely, the static-group comparison de-
sign adds other potential threats—selection, re-
verse causal order, and mortality effects—not found
in the single-group pretest-posttest design. Indeed,
these threats are often so serious that Stanley and
Campbell (1963) refer to the static-group compari-
son, like the single-group pretest-posttest, as a
“pre-experimental”” design.

Selection effects are generally the most plausi-
ble threats to internal validity in the static-group
comparison design. That is, in the absence of
random assignment, the treatment groups are
likely to differ in the type of people they include.
For example, researchers might assign poverty-
level subjects to the $1,000 gift versus no gift
treatment groups based on physical health crite-
ria. Subjects in poor health would receive the
supplementary income; subjects in better health
would not. Note, however, that poor health is
likely to reduce happiness, and that less healthy—
and therefore less happy—people appear in the
$1,000 treatment condition. Hence, it is possible
that this selection effect based on physical health
could obscure the increase in happiness due to the

supplementary income. In other words, even if the
$1,000 gift does have a positive effect on happi-
ness, researchers might make a false causal infer-
ence; namely, that supplementary income has no
affect on happiness.

This result illustrates the point that threats to
internal validity are not always ones that refute a
claim that a causal effect occurred. Threats to
internal validity can also occur that refute a claim
that a causal effect did not happen. In other words,
threats to internal validity concern possible false-
negative findings as well as false-positive findings.

The preceding example showed how false-
negative findings can result due to selection ef-
fects in the static-group comparison. False-positive
findings can, of course, also occur due to selection
effects in this design. Consider, for instance, a
situation in which researchers assign subjects to
treatment conditions based on contacts with a
particular governmental agency that serves the
poor. Say that the first twenty subjects who contact
this agency on a specific day receive the $1,000
gift, and the next twenty contacts serve as the no-
gift comparison group. Furthermore, assume that
the first twenty subjects that call have extroverted
personalities that made them call early in the
morning. In contrast, the next twenty subjects are
less extroverted and thus call later in the day. If
extroverted personality also produces higher lev-
els of happiness, then the group receiving the
$1,000 gift would be happier than the no-gift
comparison group even before the treatment ma-
nipulation. Accordingly, even if supplementary
income has no effect on happiness, it will appear
that the $1,000 gift increased happiness. In other
words, extroverted personality is a “third” vari-
able that has a positive causal effect on both level
of supplementary income and happiness. That is,
the more extroversion, the more supplementary
income; and the more extroversion, the more
happiness. These causal relationships therefore
make it appear that there is a positive, causal
relationship between supplementary income and
happiness; but in fact this latter correlation is
spurious.

Reverse causal order effects are another poten-
tial threat to internal validity when researchers use
the static-group comparison design. Indeed, re-
verse causal order effects are really just a spe-
cial case of selection effects. More specifically,
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reverse causal order effects will occur whenever
the dependent variable is also the “third” variable
that determines who is assigned to which treat-
ment groups.

By substituting happiness for extroversion as
the “third” variable in the preceding example, one
can demonstrate how this reverse causal order
effect could occur. Recall that subjects who con-
tacted the government agency first were the most
extroverted. Assume now, instead, that the earliest
callers were happier people than those who called
later (because unhappy people are more likely to
delay completing tasks). Under these conditions,
then, prior levels of happiness comprise a “third”
variable that has a positive causal effect on both
level of supplementary income and subsequent
happiness. That is, those subjects who are initially
happier are more likely to receive supplementary
income; and those subjects who are initially happi-
er are more likely to experience subsequent (posttest)
happiness. These causal relationships hence make
it appear that there is a positive, causal association
between supplementary income and happiness. In
fact, however, this correlation is spurious. Indeed,
it is not supplementary income that determines
happiness; it is happiness that determines supple-
mentary income.

Mortality is another possible threat to internal
validity in the static-group comparison design.
Even if the treatment groups have essentially iden-
tical characteristics before the manipulation of the
independent variable (i.e., no selection effects),
differences between the groups can occur as a
consequence of people dropping out of the study.
That is, by the time researchers take posttest meas-
ures of the dependent variable, the treatment
groups may no longer be the same.

For example, in the study of income and
happiness, perhaps some individuals in the no-gift
group hear that others are receiving a $1,000 gift.
Assume that among those people, the most likely
to drop out are those who have a “sour” disposi-
tion, that is, those who are likely to be the most
unhappy members of the group in general. Conse-
quently, the no-gift comparison group will display
a higher posttest measure of happiness than the
group would have if all members had remained in
the study. Thus, even if the $1,000 gift increases
happiness, the effect may be obscured by the
corresponding, “artificial” increase in happiness

in the no-gift comparison group. In other words,
mortality effects may lead researchers to make a
false causal inference; namely, that there isn’t a
causal relationship between two variables, when in
fact there is.

One of the most common quasi-experimental
designs is the nonequivalent control group design.
This design is an elaboration of the static-group
comparison design. The former is a stronger de-
sign than the latter, however, because researchers
administer pretests on all groups prior to manipu-
lating the independent variable. Table 1 (e) illus-
trates this design.

A major advantage of the pretests is that they
allow researchers to detect the presence of selection
effects. Specifically, by comparing pretest scores
for the different treatment groups before the ma-
nipulation of treatment conditions, it is possibly to
discern whether the groups are initially different.
If the groups differ at the time of the pretest, any
observed differences at the posttest may simply be
a reflection of these preexisting differences.

For instance, in the income and happiness
study, if the group receiving the $1,000 gift is
happier than the no-gift comparison group at the
time of the pretest, it would not be surprising for
this group to be happier at posttest, even if supple-
mentary income had no causal effect. The point is
that the nonequivalent control group design, un-
like the static-group comparison design, can test
whether this difference is present. If there is no
difference, then researchers can safely argue that
selection effects are not a threat to internal validity
in their study.

The inclusion of pretest scores also permits
the nonequivalent control group design to detect
the presence or absence of other threats to inter-
nal validity not possible using the static-group
comparison design—namely, mortality and reverse
causal order. Recall that threats due to reverse
causal order are a special subset of selection ef-
fects. Thus, the ability of the nonequivalent con-
trol group design to detect selection effects means
it should also detect reverse causal order effects.
Selection effects occur as a consequence of differ-
ences in pretest measures of the dependent vari-
able. Therefore, in the present example, differ-
ences between groups in pretest happiness would
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indicate the possibility of reverse causal order
effects. In other words, the amount of pretest
happiness determined the amount of supplemen-
tary income subjects received ($1,000 gift versus
no gift), rather than the converse, that the amount
of supplementary income determined the amount
of posttest happiness.

Furthermore, the pretest scores of the none-
quivalent control group design also allow assess-
ment of mortality effects. Regardless of which
subjects drop out of which treatment condition,
the researcher can examine the pretest scores for
the remaining subjects to ensure that the different
treatment groups have equivalent initial scores
(e.g., on happiness).

In sum, the nonequivalent control group de-
sign is able to reduce all the threats to internal
validity noted up to this point. Unfortunately, it is
unable to detect one threat to internal validity not
previously covered—selection by maturation interac-
tions. (For amore complete list of interactions with
selection, see Cook and Campbell 1979, and
Shaddish et al. in preparation.) This threat occurs
whenever the various treatment groups are matur-
ing—growing more experienced, tired, bored, and
so forth—at different rates.

For example, consider a situation in which the
pretest happiness of the group receiving no gift is
as high as the group receiving the $1,000 gift.
Moreover, the pretest measures occur when both
groups are in stimulating environments, in con-
trast to the boring environments for the posttest
measures. Assume now that there is a greater
proportion of people who become bored easily in
the no-gift group as compared to the $1,000-gift
group. That s, there is a selection effect operating
that results in different kinds of people in one
group compared to the other. But this difference
doesn’t manifest itself until a nonstimulating envi-
ronment triggers the maturational process that
generates increasingly higher levels of boredom.
The differential rates at which boredom occurs in
the two groups result in higher levels of boredom
and corresponding unhappiness in the no-gift as
compared to the $l,000—g1'ft group. In other words,
the group receiving the $1,000 gift will display
higher levels of posttest happiness than the no-gift

group, even if supplementary income has no effect
on happiness.

The multiple time series design incorporates as-
pects of both the nonequivalent control group and
the time series designs. Table 1 (f) illustrates the
results of this combination. By extending the num-
ber of pretest and posttest observations found in
the nonequivalent control group design, the multi-
ple time series design can detect selection-matura-
tion interactions. For instance, if differential reac-
tions to boredom explain why the group receiving
the $1,000 gift has higher happiness than the no-
gift group, then we should expect to see these
differences in at least some of the additional pre-
test measures (assuming that some of these addi-
tional group comparisons occur in nonstimulating
environments). We would also expect the differen-
tial reaction to boredom to manifest itself in the
additional posttest measures of the multiple time
series design. That is, whenever researchers take
posttest measures in stimulating environments,
they should observe no group differences. Con-
versely, whenever researchers take posttest meas-
ures in nonstimulating environments, they should
observe higher happiness among the group receiv-
ing the $1,000 gift.

Furthermore, by adding a second group to the
original, single-group time series, the multiple
time series reduces the threat of history that is a
major problem with the single-group design. Events
(e.g., national holidays) that coincide with the
manipulation of the independent variable (e.g.,
$1,000 gift versus no gift) should have equal im-
pacts on each group in the analysis.

By incorporating multiple groups with pretests
and posttests, the multiple time series and none-
quivalent control group designs can be effective at
reducing a long list of internal validity threats; but
in order to actually reduce a number of these
threats, researchers must assume that the different
treatment groups are functionally equivalent prior
to manipulating the independent variable. Pretest
scores allow researchers to detect, at least in part,
whether this condition of equivalence is present;
but what if the groups are not initially equivalent?
Under these conditions, researchers may attempt
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to equate the groups through “matching” or oth-
er, “statistical”” adjustments or controls (e.g., analysis
of covariance). However, matching is never an
acceptable technique for making groups initially
equivalent (see Nunnally 1975; Kidder and Judd
1986). And statistical controls are a better but still
less-than-desirable procedure for equating groups
at the pretest (see Lord 1967; Dwyer 1983;
Rogosa 1985).

In sum, an overview of pre- and quasi-experi-
mental designs using multiple groups indicates the
importance of establishing the equivalence of the
groups through pretest measures. Further, research-
ers should try to obtain as many additional obser-
vations as possible both before and after manipu-
lating the treatments. When groups are nonequivalent
at the outset, it is extremely difficult to discern
whether treatment manipulations have a caus-
al effect.

In certain field settings, however, ethical con-
siderations may mandate that groups be none-
quivalent at the outset. That is, researchers must
assign subjects to certain treatment conditions
based on who is most “needy” or “deserving.” If
the dependent variable (e.g., happiness) is associ-
ated with the criterion (e.g., physical health) that
determines who is most needy or deserving, then
the experimental groups will not display pretest
equivalence (e.g., the people with the worst health
and hence lowest pretest happiness must be as-
signed to the group receiving the $1,000 gift).

Fortunately, the regression-discontinuity design
(Thistlethwaite and Campbell 1960; Cook and
Campbell 1979) often allows researchers to make
relatively unambiguous interpretation of treatment
effects, even where groups are not initially equiva-
lent. Indeed, evidence indicates that this design,
when properly implemented, is equivalent to a
randomized experiment in its ability to rule out threats
to internal validity (Cook and Shadish 1994;
Shaddish et al. in preparation).

To continue with the example of income and
happiness, researchers may feel compelled to give
the $1,000 gift to those individuals with the poor-
est health. The investigators would therefore be-
gin by developing a scale of “need” in which

participants below a certain level of physical health
receive the gift and those above this cutting point
do not. This physical health scale constitutes the
“pseudo”-pretest necessary for the regression-dis-
continuity design. The usual posttest measures of
the dependent variable—happiness—would fol-
low the manipulation of the no-gift versus the
$1,000-gift treatment conditions. Researchers would
then regress posttest happiness measures on “pre-
test” measures of physical health. This regression
analysis would include the calculation of separate
regression lines for (1) those subjects receiving the
$1,000 gift and (2) those subjects not receiving it.

Figure 1 provides an illustration of the results
using the regression-discontinuity design. (The
structure of the design does not appear in Table 1
due to its relative complexity.) If the $1,000 gift
has a discernible impact on happiness, a “disconti-
nuity”” should appear in the regression lines at the
cutting point for “good” versus “poor’” health. An
essential requirement for the regression-disconti-
nuity design is a clear cutting point that defines an
unambiguous criterion (e.g., degree of physical
health) by which researchers can assign subjects to
the treatment conditions. It is the clarity of the
decision criterion, not its content, that is important.

Aninteresting characteristic of the regression-
discontinuity design is that it works even if the
decision criterion has no effect on the outcome of
interest (e.g., happiness). Indeed, as the variable
that forms the decision criterion approaches a
condition in which it is totally unrelated to the
outcome, the decision criterion becomes the func-
tional equivalent of assigning subjects randomly to
treatment conditions (Campbell 1975). Even where
the criterion is strongly related to the outcome,
the regression-discontinuity design, when proper-
ly implemented, can still approximate a random-
ized experiment in reducing threats to internal
validity.

There are, however, several threats to internal
validity that can occur in using the regression-
discontinuity design (hence the use of the above
qualifier: “when properly implemented”). One
threat emerges when the relationship between the
pseudo-pretest measure (e.g., physical health) and
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Figure 1. Regression-Discontinuity Design Showing Treatment Effect of Income on Happiness (Dashed line
indicates projected happiness scores for group 1 if the $1,000 treatment had no effect on happiness.)

the posttest measure (e.g., happiness) does not
form a linear pattern. In fact, a curvilinear rela-
tionship near the cutting point may be indistin-
guishable from the discontinuity between the sepa-
rate regression lines. Moreover, another threat to
internal validity arises if the investigators do not
strictly adhere to the decision criterion (e.g., if
they feel sorry for someone who is close to qualify-
ing for the $1,000 and thus gives that person the
“benefit of the doubt”). Additionally, if only a few
people receive a given treatment condition (e.g., if

only a few $1,000 awards can be made, for finan-
cial reasons), the location of the regression line
may be difficult to estimate with any degree of
accuracy for that particular treatment condition.
Accordingly, researchers should include relatively
large numbers of subjects for all treatment conditions.

In summary, quasi-experimental designs allow
researchers to maintain at least some control over
how and when they manipulate the independent
variable, but researchers lose much control over
who receives specific treatment conditions (i.e.,
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the designs do not permit random assignment).
Quasi-experimental designs differ in how closely
they approximate the power of randomized ex-
periments to make strong causal inferences. As a
general rule, the more observations quasi-experi-
mental designs add (i.e., the more O’s, as depicted
in the diagrams of Table 1), the more the designs
are able to reduce threats to internal validity.

NONEXPERIMENTAL DESIGNS

In contrast to quasi-experimental designs,
nonexperimental designs do not manipulate the inde-
pendent variable. Thus, researchers have no con-
trol over who falls into which category of the
independent variable when there is a change from
one to another category of the independent vari-
able, or what content the various levels of the
independent variable will contain. Rather than
serving as an agent that actively changes (manipu-
lates) the independent variable, the researcher
must be content to passively observe (measure) the
independent variable as it naturally occurs. Hence,
some social scientists also refer to nonexperimental
designs as passive-observational designs (Cook and
Campbell 1979).

When researchers can only measure rather
than manipulate the independent variable, threats
to internal validity increase greatly. Thatis, reverse
causal order effects are much more likely to occur.
There is also a much greater probability that some
“third” variable has a causal effect on both the
independent and the dependent variables, there-
fore producing a spurious relationship between
the latter two variables.

To illustrate these points, consider the most
widely used research design among sociologists;
namely, the static-group comparison design with
measured rather than manipulated independent
variables—or what we will refer to here as the
passive static-group comparison. Table 1 depicts the
structure of this nonexperimental, cross-sectional
design. Researchers generally combine this design
with a “survey” format, in which subjects self-
report their scores on the independent and de-
pendent variables (e.g., report their current in-
come and happiness).

Note that the structure of this nonexperimental
design is basically the same as the static-group

comparison design found in Table 1 (¢). To better
capture the various levels of naturally occurring
income, however, the diagram in Table 1 expands
the number of categories for income from two
manipulated categories ($1,000 gift versus no gift)
to three measured categories (high, medium, and
low personal income). Furthermore, whereas the
original static-group design manipulated income
before measuring happiness, the passive static-group
design measures both personal income and happi-
ness at the same time (i.e., when subjects respond to
the survey). Consequently, the temporal ordering
of the independent and dependent variable is
often uncertain.

Indeed, because researchers do not manipu-
late the independent variable, and because they
measure the independent and dependent vari-
ables at the same time, the threat of reverse causal
order effects is particularly strong in the passive
static-group comparison design. In the present
example, it is quite possible that the amount of
happiness a person displays is a determinant of
how much money that person will subsequently
make. That is, happiness causes income rather
than income causes happiness. What is even more
likely is that both causal sequences occur.

Additionally, the passive static-group compari-
son design is also especially susceptible to the
threat that “third” variables will produce a spuri-
ous relationship between the independent and
dependent variables. For example, it is likely that
subjects who fall into different income groupings
(high, medium, and low) also differ on a large
number of other (selection effect) variables. That
is, the different income groups are almost certain-
ly nonequivalent with regard to characteristics of
subjects in addition to income. One would expect,
for instance, that the higher-income groups have
more education, and that education is associated
with greater happiness. In other words, there is a
causal link between education and income, and
between education and happiness. More specifi-
cally, higher education should produce greater
income, and higher education should also pro-
duce greater happiness. Hence, education could
produce a spurious association between income
and happiness.

As noted earlier, researchers can attempt to
equate the various income groups with regard to
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third variables by making statistical adjustments
(i.e., controlling for the effects of the third vari-
ables). But this practice is fraught with difficulties
(again, see Lord 1967; Dwyer 1983; Rogosa 1985).

Itis especially sobering to realize that a design
as weak as the passive static-group comparison is
so widely used in sociology. Note, too, that this
design is a substantially weaker version of the
static-group comparison design that Campbell and
Stanley (1963) considered so weak that they la-
beled it “preexperimental.” Fortunately, there are
other nonexperimental, longitudinal designs that
have more power to make valid causal inferences.
Most popular among these designs is the panel
design. (For additional examples of passive longitu-
dinal designs, see Rogosa 1988; Eye 1990.)

Table 1 depicts the structure of this longitudi-
nal survey design. It is very similar to the none-
quivalent control group design in Table 1 (e). It
differs from the quasi-experimental design, how-
ever, because the independent variable is meas-
ured rather than manipulated, and the indepen-
dent and dependent variable are measured at the
same time.

In its simplest, and weaker, two-wave form
(shown in Table 1), the panel design can address at
least some threats due to reverse causal order and
third variables associated with the independent
and dependent variable. (This ability to reduce
threats to internal validity is strengthened where
investigators include three and preferably four or
more waves of measures.) The most powerful
versions of the panel design include data analysis
using structural equation modeling (SEM) with
multiple indicators (see Kessler and Greenberg
1981; Dwyer 1983; and for a more general intro-
duction to SEM, see Kline 1998). Simultaneous
equations involve statistical adjustments for re-
verse causal order and causally linked third vari-
ables. Thus, the standard admonishments noted
earlier about using statistical control techniques
apply here too.

Finally, Cook and his associates (Cook and
Shaddish 1994; Shaddish et al. in preparation)
have noted a real advantage of nonexperimental
designs over randomized experiments. Specifical-
ly, experimental designs lend themselves to study-
ing causal linkages (i.e., “descriptions” of causal
conditions) rather than the processes accounting

for these linkages (i.e., explanations of causal ef-
fects). In contrast, nonexperimental designs lend
themselves to using causal (path) modeling to
study “process”’—that is, intervening variables that
“mediate” the effect of the independent on the
dependent variable. The field of causal modeling
using nonexperimental designs has developed at a
tremendous pace, dominated by the very flexible
and sophisticated data analytic procedure of SEM
(Kline 1998).

RANDOMIZED EXPERIMENTS REVISITED

The great problems that nonexperimental designs
encounter in making causal inferences help illus-
trate the increased power researchers obtain when
they move from these passive-observational to quasi-
experimental designs. But no matter how well a
quasi-experimental design controls threats to in-
ternal validity, there is no quasi-experimental de-
sign that can match the ability of randomized
experiments to make strong causal inferences.
Indeed, threats to internal validity are greatly re-
duced when researchers are able to randomly
assign subjects to treatment groups. Therefore,
the value of this simple procedure cannot be
overstated.

Consider the simplest and most widely used of
all randomized experiments, the posttest-only con-
trol group design (Campbell and Stanley 1963), as
depicted in Table 1 (a). Note that it is similar in
structure to the very weak, preexperimental, static-
group comparison design in Table 1 (¢). These two
designs differ primarily with regard to whether
they do or do not use random assignment.

The addition of random assignment buys enor-
mous power to make valid causal inferences. With
this procedure, and the manipulation of an inde-
pendent variable that temporally precedes obser-
vation of the dependent variable, reverse causal
order effects are impossible. Likewise, with the
addition of random assignment, other threats to
internal validity present in the static-group com-
parison design dissipate. Specifically, selection ef-
fects are no longer a major threat to internal
validity. That is, selection factors—different kinds
of people—should appear approximately evenly
distributed between categories of the indepen-
dent variable (e.g., $1,000 gift versus no gift). In
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other words, the different groups forming the
treatment conditions should be roughly equiva-
lent prior to the treatment manipulation. Further,
given this equivalence, threats due to selection-
maturation interactions are also reduced.

Conversely, given that pretest measures of the
dependent variable (e.g., happiness) are absent,
mortality effects remain a potential threat to inter-
nal validity in the posttest-only control group de-
sign. Of course, for mortality effects to occur,
different kinds of subjects have to drop out of one
experimental group as compared to another. For
example, in the study of income on happiness, if
certain kinds of subjects (say, those who are un-
happy types in general) realize that they are not in
the group receiving the $1,000 gift they may refuse
to continue. This situation could make it appear
(falsely) that people receiving the $1,000 gift are
less happy than those not receiving the gift.

Naturally, the probability that any subjects
drop out is an increasing function of how much
time passes between manipulation of treatment
conditions and posttest measures of the depend-
ent variable. The elapsed time is generally quite
short for many studies using the posttest-only
control group design. Consequently, in many cases,
mortality effects are not a plausible threat.

In sum, one may conclude that random assign-
ment removes, at least in large part, all of the
major threats to internal validity. (But see Cook
and Campbell 1979, Cook and Shaddish 1994, and
Shaddish et. al. in preparation for some additional
qualifications.)

Two more points are noteworthy with respect
to random assignment. First, it is important to
realize that this procedure does not ensure that third
variables that might influence the outcome will be
evenly distributed between groups in any particu-
lar experiment. For instance, random assignment
does not ensure that the average level of education
will be the same for the group receiving the $1,000
gift as for the group receiving no gift. Rather,
random assignment allows researchers to calculate
the probability that third variables (such as educa-
tion) are a plausible alternative explanation for an
apparent causal relationship (e.g., between supple-
mentary income and happiness). Researchers are
generally willing to accept that a causal relation-
ship between two variables is real if the relation-
ship could have occurred by chance—that is, due

to the coincidental operation of third variables—
less than one time out of twenty.

Some researchers add pretests to the posttest-
only control group design in order to evaluate the
“success” of the random assignment procedure,
and to add “‘statistical power.” According to
Nunnally (1975), however, the use of a pretest is
generally not worth the attendant risks. That is,
the pretest may sensitize subjects to the treatment
conditions (i.e., create a treatment-testing interac-
tion). In other words, the effect of the indepen-
dent variable may not occur in other situations
where there are no pretest measures. Thus, any
gain from pretest information is likely to be offset
by this threat to “construct validity.” (For an exam-
ple of a treatment-testing interaction, see the sec-
tion on threats to construct validity, below).

Second, random assignment of subjects is dif-
ferent from random selection of subjects. Random
assignment means that a subject has an equal
probability of entry into each treatment condition.
Random selection refers to the probability of entry
into the study as a whole. The former issue bears
on internal validity (i.e., whether observed out-
comes are unambiguously due to the treatment
manipulation); the latter is an issue of external
validity (i.e., the extent to which the results of the
study are generalizable).

THREATS TO EXTERNAL VALIDITY

Whereas internal validity refers to whether or not
a treatment is effective, external validity refers to
the conditions under which the treatment will be
effective. That is, to what extent will the (internally
valid) causal results of a given study apply to
different people and places?

One type of threat to external validity occurs
when certain treatments are likely to be most
effective on certain kinds of people. For example,
researchers might find that a $1,000 gift has a
strong effect on happiness among a sample of
young adults. Conversely, a study of extremely
elderly persons might find that the $1,000 has no
effect on happiness (say, because very old people
are in general less stimulated by their environment
than are younger age groups). Cook and Campbell
(1979) label this external validity threat an interac-
tion between selection factors and treatment.
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Researchers sometimes mistakenly assume that
they can overcome this threat to external validity
by randomly selecting persons from the population
across which they wish to generalize research find-
ings. Random samples do not, however, provide
appropriate tests of whether a given cause-effect
finding applies to different kinds of people. Ob-
taining a random sample of; say, the U.S. popula-
tion would not, for instance, reproduce the above
(hypothetical) finding that a $1,000 gift increases
happiness among younger but not older people.
Combining younger and older persons in a repre-
sentative sample would only lead to an averaging
or “blending” of the strong effect for youths with
the no-effect result for the elderly. In fact, the
resulting finding of a “moderate” effect would not
be an accurate statement of income’s effect on
happiness for either the younger or older population.

Including younger and older persons in a
random sample would only increase external va-
lidity if the researchers knew to provide separate
analyses for young and old—among an infinite
variety of possible human characteristics that re-
searchers might choose to do subsample analyses
on (e.g., males and females). But if researchers
suspected that the treatment might interact with
age, then they could simply make sure that their
nonrandomly selected, “convenience” sample con-
tained sufficient numbers of both youths and eld-
erly to do separate analyses on each age group.

Additionally, threats to external validity occur
because certain treatments work best in certain
settings. Giving $1,000 to a person at a shopping
mall may increase their happiness substantially
compared to the same gift given to someone strand-
ed on a desert island with nowhere to spend the
money. Cook and Campbell (1979) label this exter-
nal validity threat an interaction between treatment
and setting. Given that quasi-experimental designs
are most often located in “real-life,” field settings,
they are somewhat less susceptible to this threat
than are randomized experiments—which most
often occur in “artificial,” laboratory settings.

Note that threats to external validity are con-
cerned with restricting cause-effect relationships
to particular persons or places. Therefore, the best
procedure for reducing these restrictions is to
replicate the findings on different persons and in
different settings—either within a single study or

across a series of studies (Cook and Campbell
1979; Cook and Shaddish 1994).

THREATS TO CONSTRUCT VALIDITY

Construct validity refers to the accuracy with which
researchers manipulate or measure the construct
intended rather than something else (Cook and
Campbell 1979; and for updates, see Cook and
Shaddish 1994; and Shaddish et al. in prepara-
tion). Thus, for example, investigators might es-
tablish that their manipulation of a variable la-
beled “income” does indeed have a causal effect
on their measure of the outcome labeled “happi-
ness.” That is, the researchers have avoided plausi-
ble threats to internal validity and, consequently,
have presented a convincing claim for a cause-and-
effect relationship. Critics might question, howev-
er, whether the manipulation labeled “income”
and the measure labeled “happiness” do in fact
represent the concepts that the investigators claim
they have manipulated and measured, respectively.

For instance, in providing supplementary in-
come to selected subjects, researchers might also
have manipulated, say, the perception that the
researchers really are concerned about the welfare
of the subjects. It may be subjects’ perceptions of
this “caring attitude,” and not an increase in “eco-
nomic well-being,” that produced the effect the
$1,000 gift had on happiness. In other words,
investigators were manipulating a dimension in
addition to the economic dimension they intend-
ed to manipulate.

Likewise, in asking subjects to answer a ques-
tionnaire that purportedly measures “happiness,”
researchers may not be measuring happiness but
rather the degree to which subjects will respond in
socially desirable ways (e.g., some subjects will
respond honestly to questions asking how de-
pressed they are, and other subjects will hide their
depression).

Cook and Campbell (1979) provide an exten-
sive list of threats to construct validity. The de-
scription of these threats is rather abstract and
complicated. Hence, the following discussion in-
cludes only a few concrete examples of potential
threats. For a more complete list and discussion of
these threats, the interested reader should consult
the original article by Cook and Campbell, as well
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as the update to their book (Shaddish et al. in
preparation) and other volumes on the construct
validity of measures and manipulations (e.g.,
Costner 1971; Nunnally and Bernstein 1994).

One type of threat to construct validity occurs
in research designs that use pretests (e.g., the
nonequivalent control group design). Cook and
Campbell (1979) label this threat an interaction of
testing and treatment. This threat occurs when some-
thing about the pretest makes participants more
receptive to the treatment manipulation. For ex-
ample, in the study of income and happiness, the
pretest may make salient to participants that “they
don’t have much to be happy about.” This realiza-
tion may, in turn, make subjects more appreciative
and thus especially happy when they later receive a
$1,000 gift. In contrast, the $1,000 gift might have
had little or no causal impact on happiness if
subjects were not so sensitized, that is, were not
exposed to a pretest. Accordingly, it is the combi-
nation of the pretest and $1,000 gift that produces
an increase in happiness. Neither condition alone
is sufficient to create the casual effect. Conse-
quently, researchers who use pretests must be
cautious in claiming that their findings would
apply to situations in which pretests are not pres-
ent. Because quasi-experimental designs are de-
pendent on pretest observations to overcome
threats to internal validity (i.e., to establish the
initial equivalence of the experimental groups),
researchers cannot safely eliminate these meas-
ures. Thus, to enhance the construct validity of the
manipulation, researchers should strive to use as
unobtrusive measures as possible (e.g., have trained
observers or other people familiar with a given
subject secretly record the subject’s level of happiness).

Another set of potential threats to construct
validity concerns what Campbell and Stanley (1963)
describe as reactive arrangements. Cook and Camp-
bell (1979) have subsequently provided more spe-
cific labels for these threats: hypothesis-guessing within
experimental conditions, evaluation apprehension, and
experimenter expectancies (see also Rosenthal and
Rosnow 1969). Threats due to reactive arrange-
ments result as a consequence of the participants’
knowing they are in a study, and therefore behav-
ing in a way that they might not in more natural
circumstances. With regard to this phenomena,
Orne (1962) used the term “demand characteris-
tics” to refer to the totality of cues that affect a

subject’s response in an research setting in the
sense that certain characteristics “demand” cer-
tain behaviors. For instance, subjects receiving the
$1,000 gift may guess the hypothesis of the study
when they are subsequently asked to respond to
questions about their state of happiness. Realizing
that the study may be an attempt to show that
supplementary income increases happiness, par-
ticipants may try to be “good subjects” and con-
firm the experimental hypothesis by providing
high scores on the happiness questionnaire. In
other words, the treatment manipulation did in
fact produce an increase in the assumed measure of
“happiness,” but the measure was actually captur-
ing participants’ willingness to be “good subjects.”

A classic example of reactive arrangements is
the Hawthorne effect (see Lang 1992 for a more
comprehensive review). The Hawthorne effect was
named for a series of studies conducted between
1924 and 1932 at the Hawthorne Works of the
Western Electric Company near Chicago (Mayo
1933; Roethlisberger and Dickson 1939). Research-
ers attempted to determine, among other things,
the effects of illumination on worker productivity.
The results were puzzling. There was no clear
relationship between illumination and worker per-
formance. Every change, even seemingly adverse
changes in which normal lighting was reduced by
50 to 70 percent resulted in increased productivi-
ty. In addition, productivity often remained high
even after workers were returned to their original
working conditions. Even more confusing was the
fact that not all the studies reported increased
productivity. In some studies, depending upon the
factors being manipulated, the effect was even
reversed, with workers apparently deliberately re-
ducing their output.

The three most common explanations for the
Hawthorne effect are: (1) subjects in studies re-
spond to special attention; (2) awareness of being
in a study affects subjects’ performance; and (3)
subjects react to the novelty of certain aspects of
the research procedures (Lang 1992). Subsequent
research has not supported any of these explana-
tions conclusively (Adair et al. 1989). Nor is there
widespread evidence of the Hawthorne effect in
either experimental or field settings (Cook and
Campbell 1979). What is clear, however, is that
employees, within organizations, are part of social
systems that can affect behavior in research set-
tings. Indeed, the Hawthorne studies provided
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impetus to the development of the new field of
“organizational behavior,” which has strong links
to sociology.

No widely accepted model of the processes
involved in subject reactivity presently exists. But
to reduce threats to construct validity due to reactive
arrangements, researchers may attempt, where
feasible, to disguise the experimental hypothesis,
use unobtrusive measures and manipulations, and
keep both the subject and the person administer-
ing the treatments “blind” to who is receiving
what treatment conditions. These disguises are
generally easier to accomplish in the naturally
occurring environments of quasi-experimental de-
signs than in the artificial settings of laboratory
experiments. Finally, there are additional, sophis-
ticated structural equation modeling procedures
for discerning where reactive arrangements may
be present in a study, and for making “statistical
adjustments” to correct for the bias that these
threats would otherwise introduce (Blalock 1985).

THREATS TO STATISTICAL CONCLUSION
VALIDITY

Before researchers can establish whether an inde-
pendent variable has a causal effect on the depend-
ent variable, they must first establish whether an
association between the two variables does or does
not exist. Statistical conclusion validity refers to the
accuracy with which one makes inferences about
an association between two variables—without con-
cern for whether the association is causal or not
(Cook and Campbell 1979; Shaddish et al. in prepa-
ration). The reader will recall that an association
between two variables is the first of three condi-
tions necessary to make a valid causal inference.
Thus, statistical conclusion validity is closely linked
to internal validity. To put it another way, statisti-
cal conclusion validity is a necessary but not suffi-
cient condition for internal validity.

Threats to statistical conclusion validity con-
cern either one of two types of errors: (1) inferring
an association where one does not exist (described
as a “Type I error,” or (2) inferring no association
where one does exist (described as a “Type 1I
error”’). Researchers ability to avoid Type II errors
depends on the power of a research design to
uncover even weak associations, that is, the power

to avoid making the mistake of claiming an associa-
tion is due to “chance” (is statistically insignifi-
cant) when in fact the association really exists.
Type II errors are more likely to occur the lower
the probability level that researchers set for accept-
ing an association as being statistically significant;
the smaller the sample size researchers use; the
less reliable their measures and manipulations;
and the more random error introduced by (1)
extraneous factors in the research setting that
affect the dependent variable, and (2) variations
among subjects on extraneous factors that affect
the dependent variable (Cook and Campbell 1979).

Investigators can reduce Type II errors (false
claims of no association) by: (1) setting a higher
probability level for accepting an association as
being statistically significant (e.g., p.05 instead of
p.01); (2) increasing the sample size; (3) correcting
for unreliability of measures and manipulations
(see Costner 1971); (4) selecting measures that
have greater reliability (e.g., using a ten-item com-
posite measure of happiness instead of a single-
item measure); (5) making treatment manipula-
tions as consistent as possible across occasions of
manipulation (e.g., giving each subject the $1,000
gift in precisely the same manner); (6) isolating
subjects from extraneous (outside) influences; and
(7) controlling for the influence of extraneous
subject characteristics (e.g., gender, race, physical
health) suspected to impact the dependent vari-
able (Cook and Campbell 1979).

Type I errors (inferring an association where
one does not exist) are more likely the higher the
probability level that researchers set for accepting
an association as being statistically significant, and
the more associations a researcher examines in a
given study. The latter error occurs because the
more associations one includes in a study, the
more associations one should find that are statisti-
cally significant “just by chance alone.” For exam-
ple, given 100 associations and a probability level
of .05, one should on the average find 5 associa-
tions that are statistically significant due to chance.

Researchers can reduce threats of making Type
I errors by setting a lower probability level for
statistical significance, particularly when examin-
ing many associations between variables. Of course,
decreasing Type I errors increases the risk of Type
II errors. Hence, one should set lower probability
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levels in conjunction with obtaining reasonably
large samples—the latter strategy to offset the risk
of Type II errors.

Research designs vary greatly in their ability to
implement strategies for reducing threats to statis-
tical conclusion validity. For example, very large
sample sizes (say, 500 subjects or more) are gener-
ally much easier to obtain for nonexperimental
designs than for quasi-experimental or experimen-
tal designs. Moreover, experimental designs gen-
erally occur in laboratory rather than naturally
occurring settings. Thus, it is easier for these
designs to control for extraneous factors of the
setting (i.e., random influences of the environ-
ment). Additionally, experimental designs are gen-
erally better able than quasi-experimental designs
to standardize the conditions under which treat-
ment manipulations occur.

SUMMARY AND CONCLUSIONS

Quasi-experimental designs offer valuable tools to
sociologists conducting field research. This article
has reviewed various threats that researchers must
overcome when using such designs. In addition, to
provide a context in which to evaluate the relative
power of quasi-experimental designs to make valid
causal inferences, this article also reviewed exam-
ples of experimental and nonexperimental designs.

It is important to note that the quasi-experi-
mental designs described here are merely illustra-
tive; they are representative of the types of re-
search designs that sociologists might use in field
settings. These designs are not, however, exhaus-
tive of the wide variety of quasi-experimental de-
signs possible. (See Campbell and Stanley 1963,
Cook and Campbell 1979, and Shaddish et al. in
preparation, for more extensive reviews.) In fact,
great flexibility is one of the appealing features of
quasi-experimental designs. It is possible literally
to combine bits and pieces from different stand-
ard designs in order to evaluate validity threats in
highly specific or unusual situations. This process
highlights the appropriate role of research design
as a tool in which the specific research topic dic-
tates what design investigators should use. Unfor-
tunately, investigators too often use a less appro-
priate design for a specific research topic simply
because they are most familiar with that design.
When thoughtfully constructed, however, quasi-
experimental designs can provide researchers with

the tools they need to explore the wide array of
important topics in sociological study.
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RACE

The study of race and race relations has long been
a central concern of sociologists. The assignment
of individuals to racial categories profoundly af-
fects the quality and even the length of their lives.
These assignments are ostensibly made on the
basis of biological criteria, such as skin color, hair
texture, and facial features. Yet the biological
meaning of race is so unclear that many social and
natural scientists argue that race, as a biological
phenomenon, does not exist. Others take the posi-
tion that while different races exist, extensive in-
terbreeding in many societies has produced large
numbers of people of mixed ancestry. The assign-
ment of these people to racial categories depends
on social, rather than on biological, criteria. Thus
the social consequences of biologically inherited
traits is the fundamental issue of the sociological
study of race.

BIOLOGICAL CONCEPTIONS OF RACE

While the terms race and ethnicity are often used
interchangeably, social scientists assign them dis-
tinct meanings. Scholars differ on the precise defi-
nition of ethnicity, but these definitions usually
include some or all of the following criteria. First,
ethnic groups are extended kinship groups, al-
though kinship may be defined loosely, as based
on a common homeland rather than common
ancestry. Second, coethnics share a distinctive cul-
ture, marked by differences ranging from lan-
guage and religion to styles of dress or cooking. A

distinctive culture need not be a matter of every-
day practice, however. It may be primarily symbol-
ic, as when a group’s traditional language is no
longer widely used, or its religious observance is
confined to holidays. Third, an ethnic group shares
a common history, in which key events such as
immigration, colonization, and the like form a
sense of collective memory. Finally, an ethnic group
is marked by self-consciousness, in that its mem-
bers see themselves as a people, and are seen as
such by others (Cornell and Hartmann 1998).

For most of human history, ethnic groups
living in close proximity did not differ significantly
in physical appearance. Thus the observable bio-
logical differences associated with race were not
used to distinguish friend from foe, and interracial
antagonisms were virtually unknown. The rapid,
long-distance migration required to bring mem-
bers of different racial groups together is a com-
paratively recent phenomenon that was accelerat-
ed by trade and the large-scale European exploration
and colonial expansion of the sixteenth through
the nineteenth centuries (van den Berghe 1981). It
was also during this period that Western science
assumed a central role in the attempt to under-
stand the natural and social worlds. Thus, as Euro-
peans became aware of peoples who differed from
them in culture and appearance, the concept of
race entered the popular and scientific vocabular-
ies as a means of classifying previously un-
known groups.

Not content merely to classify people into
racial groups, nineteenth- and early-twentieth-cen-
tury scientists attempted to sort these groups into
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a hierarchy. Darwin’s theory of evolution, which
holds that species are engaged in a struggle for
existence in which only the fittest will survive, was
gaining widespread acceptance during this period.
Herbert Spencer, William Graham Sumner, and
other early social theorists extended this evolu-
tionary argument, suggesting that different social
groups, including races, were at different states of
evolution; the more advanced groups were des-
tined to dominate groups less “fit.” This idea,
called social Darwinism (which Darwin himself did
not support), provided justification for European
imperialism and for America’s treatment of its
racial minorities.

Building on the notion that some races were at
a more advanced stage of evolution than others, a
number of scientists tried to measure differences
between the races, especially in the area of intelli-
gence. The first intelligence test was developed by
Alfred Binet and Theodore Simon in 1905. Modi-
fied versions of this test were administered to
approximately one million American soldiers in
World War I, and the results were used to argue
that there were large, genetically determined dif-
ferences in intelligence between blacks and whites.
Such a conclusion implied that blacks could not
benefit from education to the extent that whites
could; these findings were then used as a justifica-
tion for the inferior education made available
to blacks.

Binet himself rejected the notion that intelli-
gence was a fixed quantity determined by heredity,
or that intelligence could be measured with the
kind of precision claimed by other intelligence
testers, especially in the United States. Further-
more, other scholars demonstrated that the early
tests were heavily biased against members of cer-
tain class, ethnic, and racial groups, including
blacks. While the average scores of blacks have
tended to fall below the average scores of whites,
greater variation occurs within each group than
between the two groups; that is, many blacks
outscore many whites.

Charles Murray and Richard Herrnstein ar-
gue in The Bell Curve (1994) that much of the gap
between black and white average scores can be
attributed to heredity, rather than to environmen-
tal influences. These writers use an extensive array
of studies on race and intelligence to support their
claim. Yet their methods and conclusions have

been roundly attacked by leading scholars in the
field, some of whom contend that intelligence is
multidimensional, and cannot therefore be sum-
marized in a single test score. Others point out that
since intelligence tests measure academic achieve-
ment rather than innate potential, the impover-
ished background and substandard education of
some African Americans offers a reasonable expla-
nation for their lower average scores. Research has
repeatedly failed to demonstrate that racial groups
differ in terms of their innate capacity for learning.
Today, therefore, the vast majority of social scien-
tists reject the idea that any one race is superior in
intelligence or any other ability, at least to the
extent that such abilities are determined by heredi-
ty. (For interesting accounts of the race-intelli-
gence controversy, see Gould 1981; Fraser 1995.)

Controversy continues also on the subject of
race itself. In the nineteenth century the concept
was defined quite loosely, and the idea was widely
held that people of similar appearance but differ-
ent nationalities constituted different races. As
recently as World War II it was not uncommon to
hear people speak of the “British race,” the “Jew-
ish race,” and so on. Some physical anthropolo-
gists narrowed the concept to include three main
racial groups: the Negroid, Caucasoid, and Mon-
goloid, or black, white, and Asian races.

Others argue that human populations have
always exhibited some degree of interbreeding,
and that this has greatly increased during the last
few centuries, producing large groups of people
who defy such racial classification. “Pure races”
have probably never existed, and certainly do not
exist now. According to this thesis, race is a cultur-
al myth, a label that has no biological basis but is
attached to groups in order to buttress invidious
social distinctions. (For an interesting discussion
on the biological meaning of race, see Begley
1995; the following section owes much to this work.)

IS RACE A MYTH?

At the most basic level, biologists sort organisms
into species. A species is essentially a breeding
boundary, in that it defines the limits within which
interbreeding can occur. Thus golden retrievers
can be bred with standard poodles, but not with
pigs or cats. By this fairly straightforward criteri-
on, all humans, regardless of appearance, belong
to the same species. The difficulty arises when one
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attempts to identify subspecies, the technical equiva-
lent of races. In some species, this is relatively
simple because their distinctive traits are “concor-
dant.” That is, the same subgroups are produced
using any of a number of traits: a golden retriever
can be distinguished from a standard poodle on
the basis of fur color and texture, ear shape,
or body type. Among humans, however, identi-
fying subspecies is not so simple, because the
traits associated with human subpopulations are
nonconcordant. In short, using one trait will result
in one set of “racial” categories, while another
trait will produce an entirely different set.

Consider the traits commonly used to divide
humans into the three conventional races. These
traits include skin color, hair color and texture,
and facial features. Asians are usually identified
primarily by the epicanthic eye fold, yet if this
criterion were applied consistently, the San (Bush-
men) of South Africa would be considered Asian.
And while skin color certainly helps distinguish
Swedes from the Masai of East Africa, it also
distinguishes Swedes from Turks, both of whom
are considered ‘“‘white,” and the Masai from the
San, whose olive complexion more closely resem-
bles the Turk’s than the much darker Masai’s.

Humans are visual creatures, so that in catego-
rizing others, we fixate on differences of appear-
ance. But these criteria are biologically arbitrary;
other, less obvious traits associated with human
subpopulations might just as easily be used. A
common anatomic trait among Asians is front
teeth that are “scooped out,” or shovel shaped, in
the back. Yet Swedes and Native Americans also
share this trait, so we could divide the species into
one race with shovel-shaped incisors, and one
without. Considering biochemistry, some peoples
produce lactase (an enzyme that aids milk diges-
tion) into adulthood, while others do not. A “lactase-
positive race” would include northern and central
Europeans, Arabs, northern Indians, and many
West Africans, while other Africans, Native Ameri-
cans, southern Europeans, and Southeast Asians
would be in the “lactase-negative race.” Genetics
multiplies the possibilities even further: antimalarial
genes, including but not limited to the sickle cell
gene, could be used to distinguish a ‘“malaria-
resistant race” (in which Greeks and Italians would

be grouped with Southeast Asians, New Guineans,
and tropical Africans) from the “malaria-suscepti-
ble race” (which would place Scandinavians with
the Xhosa of South Africa). Because these various
traits are nonconcordant, classifying the human
species on the basis of one will produce a set of
“races” entirely different from the set based on
another trait.

Biologically speaking, then, all such classifica-
tion schemes are both arbitrary and meaningless.
The genetic variation contained within any identi-
fiable human subpopulation, including the con-
ventional “races,” is vastly greater than the varia-
tion between populations. That is, any two Asian
people are likely to have less in common than
either has with a randomly chosen white person.
To put it in slightly different terms, Harvard biolo-
gist Richard Lewontin once observed that if a
holocaust wiped out everyone on earth except a
small tribe deep in the New Guinea forest, almost
all the genetic variation found in the four (now
five) billion people currently on earth would be
preserved (cited in Gould 1981). Grouping people
into racial categories tells us nothing about how
biologically related they are. It tells us only that we
perceive them to share some trait that we humans
have chosen to consider important.

If racial categories tell us nothing meaningful
about biology, however, they tell us a great deal
about history, as we can see from another argu-
ment against the traditional view of race: that
individuals’ racial identification can change as they
move from one society to another. Americans are
accustomed to thinking of black and white as two
separate categories, and assigning people with any
African ancestry to the former category. This is the
“hypodescent rule,” in which the offspring of a
mixed union are assigned to the lower-ranked
group. In Brazil, however, black and white are
poles on a continuum, and individuals can be
placed at any point on that continuum, depending
on their facial features, skin color, and hair tex-
ture. Even siblings need not share the same identi-
ty, which also to some extent depends on social
class: the expression “money bleaches” reflects
the fact that upward mobility can move a person’s
racial assignment closer to the white end of the
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continuum (van den Berghe 1967). Thus, a black
American who is light skinned and well to do may
find that in Brazil he is not considered “black” at
all, and may even be labeled “white.” Should he go
to South Africa instead, our light-skinned black
American would be neither black nor white, but
“coloured,” the term that denotes a person of
mixed ancestry in that society.

Finally, consider this consequence of the
hypodescent rule: in America, a white woman can
give birth to a black child, but a black woman
cannot give birth to a white child. This convention
is biologically nonsensical and arbitrary; it can
only be understood historically. In the United
States, hypodescent was carried to the extreme of
the “one-drop rule,” in which one drop of African
blood was enough to designate a person as black.
This practice evolved out of a desire to maximize
the profitable slave population, and to maintain
the “purity” of the white race. Clearly, the racial
categories commonly used in America do not
reflect an underlying biological reality, but rather
the more grim chapters of our history. This point
has important implications, as we can see by re-
turning to the debate over the relationship be-
tween race and intelligence. If the precise nature
and meaning of intelligence remains unclear, and
if race itself has no biological significance at all,
then how are we to interpret a statistical associa-
tion between ‘“race” and “intelligence”? It be-
comes little more than a mathematical exercise,
yielding information of dubious value.

SOCIAL CONCEPTIONS OF RACE

While race may lack biological significance, it does
have tremendous social significance. Sociologist
W. I. Thomas’s famous dictum is certainly true of
race: “If men define situations as real, they are real
in their consequences” (quoted in Coser 1977, p.
521). Racial distinctions are meaningful because
we altach meaning to them, and the consequences
vary from prejudice and discrimination to slavery
and genocide. Since people believe that racial
differences are real and important, and behave
accordingly, those differences become real and
important. Hitler, for example, believed that Jews

constituted a distinct and inferior race, and the
consequences of his belief were very real for mil-
lions of Jews. Thus the major questions confront-
ing sociologists who study race relations concern
the social consequences of racial categorization.
To what degree are different racial and ethnic
groups incorporated into the larger society? How
can we account for variations in the economic,
political, legal, and social statuses of different groups?

American sociologists have found their own
society to be a natural laboratory for the study of
these issues. The United States has a wide variety
of racial and ethnic groups, and some of these
have been more successful in American society
than others. Within any group there is substantial
variation in economic achievement, and the suc-
cess of “model minorities” is often exaggerated.
Still, considered as groups, Jews and the Japanese
have been more successful in America, in material
terms, than have blacks and Mexicans. One expla-
nation for these differences that has found some
acceptance both within and outside scientific cir-
cles is that the cultures and values of these groups
differ. Some groups’ values are believed to be
more conducive to success than others. Jews, for
example, have traditionally been seen as valuing
scholarship and business acumen; as a result they
have worked hard in the face of discrimination,
educated their children, and pulled themselves up
from poverty. African Americans, by contrast, al-
legedly lacked these values; the result is their
continued concentration in the poor and working
classes.

Most sociologists reject this argument, which
Stephen Steinberg (1981) refers to as the “ethnic
myth.” Steinberg argues that this line of reasoning
is simply a new form of social Darwinism, in which
the fittest cultures survive. A closer look at the
experiences of immigrants in America (including
African Americans) reveals that not all immigrant
groups start at the bottom; some groups arrive
with the skills necessary to compete in the Ameri-
can labor market while others do not. Further-
more, the skills possessed by some groups are in
high demand in the United States, while other
groups find fewer opportunities. Thus Steinberg
argues that the success of an immigrant group
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depends on the occupational structure of its coun-
try of origin, the group’s place in that structure,
and the occupational structure of the new country.

Steinberg uses the case of American Jews to
support his argument. In terms of education, oc-
cupation, and income, Jews have been highly suc-
cessful. Thirty-six percent of the adult Jewish popula-
tion had graduated from college in 1971, compared
to 11 percent of non-Jews. Seventy percent of Jews
were in business or the professions, compared
with roughly a third of non-Jews. The median
family income of Jews in 1971 was $14,000, ap-
proximately 30 percent more than the average
American family. Again, it is possible to overstate
Jewish success, since many Jews are still poor or
working class; middle-class Jews are concentrated
in small business and the professions, and are
nearly absent from corporate hierarchies. Further-
more, Jews have experienced a great deal of eco-
nomic and social discrimination. Nevertheless,
when compared with other ethnic and racial groups
in America, they have been quite successful.

This success, Steinberg argues, is attributable
in part to the origins of Jewish immigrants, most of
whom came from Russia and eastern Europe, and
arrived in the United States in the late nineteenth
and early twentieth centuries. Since Jews in east-
ern Europe could not own land, they tended to live
in cities; even those who lived in rural areas were
mostly merchants and traders, rather than farm-
ers. The urban concentration and above-average
literacy rates of Jews affected their occupational
distribution: 70 percent of Russian Jews worked as
artisans or in manufacturing or commerce in 1897;
even unskilled Jews worked in industrial occupa-
tions. Sixty-seven percent of Jewish immigrants
who arrived in America between 1899 and 1910
were skilled workers, compared to 49 percent of
English immigrants, 15 percent of Italians, and 6
percent of Poles.

Furthermore, Jewish immigrants were dispro-
portionately represented in the garment industry,
which was growing at two to three times the rate of
other American industries. Jobs in the garment
industry were better paid than other industrial
jobs, and Jews, with their higher skill level, tended
to have the better-paid jobs within the industry.

The garment industry also offered unusual
opportunities for individual entrepreneurship,
since little capital was required to start a small
clothing business.

In sum, Jewish immigrants did well in America
because they brought industrial skills to an indus-
trializing country. Although the majority of Jewish
immigrants arrived with little money and encoun-
tered widespread discrimination, American indus-
try could not afford to ignore them completely.
Steinberg concludes that while a case can be made
that Jews have traditionally valued educational and
occupational achievement, and that this contribut-
ed to their success, Jews do not hold a monopoly
on these values. Furthermore, if they had encoun-
tered an occupational structure that offered no
hope for the fulfillment of these aspirations, Jews
would have scaled their goals down accordingly.

The inability of other racial and ethnic groups
to match the success achieved by Jewish Ameri-
cans has also been attributed to the cultures and
values of those groups. Glazer and Moynihan
(1970), for example, blame the persistent poverty
of blacks on “the home and family and communi-
ty. ... Itis there that the heritage of two hundred
years of slavery and a hundred years of discrimina-
tion is concentrated; and it is there that we find the
serious obstacles to the ability to make use of a free
educational system to advance into higher occupa-
tions and to eliminate the massive social problems
that afflict colored Americans and the city” (pp.
49, 50). Yet, as Gutman (1976) has shown, the
black family emerged from slavery relatively strong
and began to exhibit signs of instability only when
blacks became concentrated in urban ghettos. Fur-
thermore, for generations after emancipation,
blacks faced extreme educational and employ-
ment discrimination; the notion that a free educa-
tional system provided a smooth path to the high-
er occupations is simply inconsistent with blacks’
experience in America.

Most sociologists tend, like Steinberg, to lo-
cate the cause of African Americans’ poverty rela-
tive to white immigrant groups in the structure of
opportunity that awaited them after slavery. The
South was an economically backward region where
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blacks remained tied to the land and subject to
conditions that were in many cases worse than
those they had known under slavery. The vast
majority of white immigrants settled in the North,
where industry provided jobs and taxpaying work-
ers provided schools. The more agricultural South
had fewer educational opportunities to offer blacks
or whites. Immediately after the Civil War, when
they were provided access to education, blacks
flocked to southern schools. This opportunity was
short lived, however, since the scarcity of educa-
tional resources made it advantageous for whites
to appropriate the blacks’ share for themselves, a
temptation they did not resist.

By the time large numbers of blacks migrated
north, the industrial expansion that had provided
so many jobs for immigrants was on the wane.
Moreover, the newly freed slaves did not have
industrial skills and were barred from industrial
occupations. Given the generations of social, eco-
nomic, political, and legal discrimination that fol-
lowed, and the fact that blacks did take advantage
of the opportunities that presented themselves, it
is unnecessary to call on “inferior values” to ex-
plain the difference in achievement between Afri-
can Americans and white immigrants. (For an
interesting comparison of the struggle of blacks in
the postbellum South and the North to that of
black South Africans, see Frederickson 1981; for
a comparison of the conditions faced by U.S.
blacks and white immigrants, and the effects of
these differences on each group’s success, see
Lieberson 1980.)

CONCLUSION

Ever since Darwin proposed that the evolutionary
process of natural selection ensures that only the
fittest species survive, social science has been be-
deviled by the notion that some human groups,
especially races, are more biologically or culturally
fit than others. This extension of Darwin’s princi-
ple to competition for survival within the human
species, especially when applied to industrial or
postindustrial societies, cannot withstand close
scrutiny. While human subpopulations have evolved
certain traits such as malaria resistance and the

retention of lactase into adulthood as adaptations
to environmental conditions, these physical traits
do not sort our species into consistent categories,
and they are hardly relevant to performance in
today’s school or workplace.

Furthermore, cultural differences between
groups can be identified, and these differences
may have economic consequences, but they are
more likely to reflect a group’s historical experi-
ences than the value its members attach to eco-
nomic success. Thus, the current trend in sociolo-
gy is to explain differences in the success of racial
and ethnic groups in terms of the economic and
political resources possessed by those groups, and
by the groups with whom they are in competition
and conflict.

One reason for the longevity of the biological
and cultural forms of social Darwinism may be that
for many years most natural and social scientists
have been white, and middle class to upper class.
While the objective search for truth is the goal of
the scientific enterprise, race is an emotionally and
ideologically loaded concept, and even the most
sincere humanitarians have been led to faulty
conclusions by their own biases. An important
prospect for the advancement of the scientific
study of race, then, is the recruitment of new
scholars with a wide diversity of ethnic, racial, and
national backgrounds. This increasing diversity
will help to broaden the exchange of ideas so
necessary to scientific inquiry, and will yield an
understanding of race that is more balanced and
less subject to bias than it has been in the past.
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SusaN R. PITcHFORD

RACISM

See Discrimination; Prejudice; Race; Segregation
and Desegregation.

RAPE

See Sexual Violence and Exploitation.

RATIONAL CHOICE THEORY

Rational Choice theory is typically seen as the use
of economic reasoning in contexts that were tradi-
tionally the concern of disciplines other than econo-
mics, especially of political science, sociology, and
anthropology. If we take a more nuanced histori-
cal view, however, we might as soon see main-
stream economics as the stepchild of the kind of
reasoning about larger social institutions, norms,
behaviors, and so forth that was central to the
Scottish Enlightenment in the works of David
Hume, Adam Smith, and many others. The genius
of these thinkers was to make sense of such in-
stitutions, norms, and so forth as the products

of individuals acting from their own private in-
centives. Their concern was that of James Cole-
man (1990), to explain macrophenomena from
microchoices. Through most of the past two cen-
turies, economists increasingly focused such rea-
soning on explaining the nature and working of
the market, for example on prices and conditions
for an equilibrium of supply and demand, and the
earlier concern with broader sociological issues
faded. The great classical economists, such as Smith,
Alfred Marshall, and Vilfredo Pareto, were inter-
ested not only in the market but also in broader
social institutions and practices. Much of their
work can readily be counted among the great
contributions to sociology in their eras.

Contemporary rational choice theory repre-
sents a resurgence of such earlier efforts. The
efflorescence of such theory in our time has fol-
lowed on the development of game theory by
John von Neumann and Oskar Morgenstern, Ken-
neth Arrow’s demonstration that individual pref-
erences do not aggregate into analogous collective
preferences, and Anthony Downs’s analysis of
democratic participation. The largest bodies of
contemporary work are those on the study of
group behavior, under the rubric of Mancur Olson’s
logic of collective action, and on political partici-
pation, which in part can be seen as merely a
special case of collective action. Perhaps the fast-
est-growing area of inquiry today is in the analysis
of institutions, much of it focused on historical
institutions, as in the work of Douglass North.

A cognate area is social exchange theory, which
had its contemporary origins well before the works
of von Neumann, Arrow, and Downs. Its origins
were also distinctively sociological, as in the work
of George Homans, and anthropological.

A seemingly cognate area is economic sociolo-
gy, although much of economic sociology is like
the bulk of voting studies in that it takes the form
of simple correlations of behaviors with personal
characteristics—gender, age, ethnicity, education,
occupation, nationality, religion, and so on. Much
of economic sociology might therefore be counted
as behavioralist. Rational choice analysis at least
implicitly assumes intentionality. Hence, in effect,
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rational choice theory is contrary to the behavioralism
of much of sociology, especially political sociolo-
gy, in the mid-twentieth century. The point of
behavioralism is to avoid the use of mental or
intentional explanations of behavior, to treat the
mind as virtually a black box. Rational choice
theory imputes preferences and intentions to ac-
tors. In part, of course, these might derive from or
be explained by such sociological characteristics as
race, gender, or religion. Although there is a large
field of behavioral economics, economics in gen-
eral was not centrally influenced by the behavioral
movement just because it is largely about prefer-
ences and intentions. Indeed, much of the work on
behavioral economics is directed primarily at es-
tablishing the nature and content of preferences
and preference functions. It gives measures of the
preferences that might go into intentionalist ac-
counts of behavior.

Although much of rational choice theory ex-
plains behavior as a response to interests, such
theory need not be so narrowly restricted. In its
more general form, it explains behavior as the
product of preferences, which can cover virtually
anything from values to interests. For example,
holding all else constant, you might prefer a high-
er to alower income. But you might prefer a lower
income with peace to a higher income in a state of
war, even if your safety and livelihood are not at
risk in the war. In many contexts, however, inter-
ests seem to be adequate to explain behavior,
often because other values are not at stake in the
behavior to be explained or because they are
substantially less important than interests. Ration-
al choice theory is commonly most compelling in
contexts in which interests are predominant. In
part, this is because interests can often be more
systematically imputed to relevant actors than can
other values, although this is not always true. For
example, in a given population, particular relig-
ious values might regularly trump concern with
interests to some substantial degree in some as-
pects of life. Even when we might suppose other
values are very important, however, we might also
suppose that analyzing the force of interests gives
us a clear baseline for then coming to understand
the import or weight of these other values in
explaining behavior.

The value theory of rational choice theory is
essentially the utility theory that has been devel-
oped over the past few centuries by economists
and others. It is sometimes asserted that this is an
empty value theory and that we can put almost
anything we wish into utility functions. For exam-
ple, I can put your pleasures or various normative
commitments in my own utility function. While
this is technically correct, most of the major results
of rational choice analysis turn on the use of utility
functions that are about as spare as we can imag-
ine. They include nothing more than interests,
which are conceived to be resources, such as mon-
ey and time. The results surveyed here virtually all
depend only on such simple utility functions. Or
occasionally, in a somewhat fuller version, they
require inclusion of some of the pleasure one gets
from various consumptions, as in the account
below of the norm of conformity to neighborhood
tastes and manners.

Rational choice theory has been applied to so
many diverse issues that a full survey of its charac-
teristic results would be exhausting. I will there-
fore take up several applications, some of them
especially important both in establishing rational
choice theory and in recasting the nature of major
problems that had already long been the focus of
much research. I will first discuss the main meth-
odological or fundamental theories behind ration-
al choice theory. In applying such theory, I will
begin with the grandest of sociological issues: the
problem of social order. Then I will take up two
major areas of research that got the contemporary
field of rational choice theory under way: the study
of group action and the corollary study of political
participation. The first of these is historically a
major focus of sociological research, while the
second has naturally been the special domain of
political science. Then I will take up three efforts
that show the breadth of the approach. These are
the analyses of institutions, norms, and functional
explanation.

GAME THEORY

The methods of rational choice theory are essen-
tially the methods of economics, including stand-
ard equilibrium analysis, price theory, economet-
rics, and game theory. Game theory is less a theory
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Game Theory

GAME 1. PURE CONFLICT

COLUMN
Row I Il
| 1,2 2,1
Il 2,1 1,2
GAME 2. PURE COORDINATION
COLUMN
Row 1 Il
| 1,1 2,2

1 3,3 1,1
GAME 3: PRISONER’S DILEMMA OR EXCHANGE
COLUMN
Row Cooperate Defect
Cooperate 2,2 41
Defect 1,4 3,3

Table 1

than a format for presenting the array of choices
and outcomes that face two or more actors whose
outcomes are determined by the joint choices or
actions of all of them. Games can be represented
in many forms. In the matrix form, each player has
a set of choices or strategies, and outcomes are
determined by the intersection of the strategy
choices of all players. Games in which two players
have two strategies each are called two-by-two
games. Such games can be pure coordination,
pure conflict, or a mixture of these two, as repre-
sented in Games 1-3, in Table 1. In each of these
games, Row has two strategy choices available and
Column also has two choices. When both have
chosen their strategies, an outcome is determined.
The payoffs in each outcome are given in ordinal
terms. 1is the best payoff, 2 nextbest, and so forth.
The first payoff in each outcome is to Row and the
second payoff is to Column.

In the pure conflict game, one player can be
better off only if the other is worse off. In the pure
coordination game, both players achieve their best
payoft together. Mixed games are commonly called

mixed-motive games. There are many different types.
The one represented here is the prisoner’s dilem-
ma, which is surely the most studied of all simple
games, probably because it represents ordinary
exchange and is therefore ubiquitous and central
in social interaction. In the prisoner’s dilemma
both players can be made better off together in the
move from (3,3) to (2,2), so that the game has a
strong element of coordination. But Row is made
better off while Column is made worse off in the
move to (1,4) from any other outcome, so that the
game also has a strong element of conflict.

Unfortunately, the (3,3) outcome of a prison-
er’s dilemma is an equilibrium in the sense that we
cannot move to the Pareto superior (2,2) outcome
through individually beneficial or neutral moves,
because my change of strategy from defecting to
cooperating while you continue with your strategy
of defecting makes me worse off. To move to the
(2,2) outcome requires joint action. The prisoner’s
dilemma is the only one of the seventy-eight
ordinally distinct two-by-two games that has a Pareto-
dominated equilibrium. Its solution therefore com-
monly requires incentives from outside a single
play of the game. The incentive can be from the
benefits of cooperative play in an iterated series of
plays of the game or from external enforcement by
other parties, as under a legally binding contract.

SOCIAL ORDER

There are three grand schools on social order.
One of these is the conflict school associated with
Plato’s Thrasymachus, Karl Marx’s class theory,
Ralf Dahrendorf, and many others. Another is the
shared-values school of John Locke, Emile Durkheim,
and Talcott Parsons. A third is the school of ex-
change theory associated with Adam Smith, George
Homans, and others. These can be characterized
by the three classes of games represented above.
Because there can be all these—and many other—
classes of interactions in society, all these theories
are partially right about social order. There is a
fourth plausible account of much of the order we
see, an account that fits the coordination game.
We do not coordinate only because we share
values; we can coordinate merely to stay out of
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each other’s way while we pursue our different
values. (Indeed, in some sense we can share val-
ues—we both want the same thing—in such a way
as to have severe conflict.)

One of the simplest of social coordinations is
the coordination on driving that makes traffic flow
much faster and with less mishap. In North Ameri-
ca, we all drive to the right. That is merely one of
two possible conventions that could work equally
well. The other convention is that we all drive to
the left; this convention is followed in the United
Kingdom and many nations of the British Com-
monwealth. It is merely coordination that resolves
the traffic problem. But when you and I coordi-
nate on this convention, we do so not because we
share any substantial values. We might each be
utterly self-serving. The only value we share is to
keep others out of our way as much as possible.
This is characteristic of much of social order in
contemporary liberal societies, in which rampant
individualism and great diversity of values might
seem to lead to great and disruptive conflict. In-
stead, it commonly gets channeled in ways that
avoid conflict but that could hardly be called coop-
erative in the sense in which you and I might
cooperate in building a house.

Coordination without confluence of values
makes the problem of social order seem relatively
simple, as it must be for many activities in which
we spontaneously achieve order without either the
imposition of power by authorities, as is required
for the conflict school, or the relatively deliberate
cooperation of the exchange school. While such
coordination is not the original discovery of ra-
tional choice theory or game theory, it is made far
more perspicuous by these because these give it a
structure of motivation that makes sense of it in
many contexts, just as they make the other major
schools of social order clearer. Hume presented a
clear account of coordination and convention in
many social contexts in which stabilizing expecta-
tions is fundamentally important to social order.
Game theory provides a framework for character-
izing the interactions that we must govern if we are
to achieve order. Most forcefully, perhaps, game
theory suggests why we cannot ground an account
of social order in merely one of the traditional

schools, because it displays the greater complexity
of the forms of interaction that must be ordered.

GROUPS AND COLLECTIVE ACTION

There is a tradition, still alive today, in which it is
supposed that if the members of a group share an
interest in some result, they will act to provide
themselves that result. For example, Karl Marx’s
theory of revolution requires this simplistic as-
sumption coupled with his account of class con-
sciousness. Against this tradition, Olson (1965)
argued that, if our group interest requires for its
achievement that each (or at least many) of us
make a personally costly contribution to its achieve-
ment, then we commonly do not have individual
incentive to act for the collective good. Each of us
bears the full cost of our own contribution but
receives only a minuscule part of the small piece of
the larger collective good provided by that contri-
bution. Typically, therefore, the collective benefit
to me of my contribution to our collective provi-
sion will be less than the cost to me of that contri-
bution. Hence, if I am narrowly self-interested, I
will not make a contribution to the collective good
but will hope merely to free ride on the provision
that results from the contributions of others. If all
other members of my group have my structure of
interests, none of us will contribute and our collec-
tive good will not be provided. If we could vote to
have ourselves compelled to contribute, we might
all vote to do so. But if we must voluntarily contrib-
ute, none of us might do so. This is the logic of
collective action.

Olson used standard micro-economic analysis
to demonstrate this logic. He modeled the prob-
lem as an instance of Paul Samuelson’s theory of
public goods, in which the efficient price of access
to the public good would be zero even though, at
that price, there would be no voluntary supply of
the good. Olson’s logic can as well be demonstrat-
ed game theoretically as an instance of a large-
number prisoner’s dilemma (Hardin 1982). As in
the discussion of game theory above, individually
motivated action would not lead us out of the
dismal equilibrium of no cooperation, even though
the Pareto superior outcome in which all would

2338



RATIONAL CHOICE THEORY

contribute might be enormously superior to the
status quo equilibrium in which all defect.

A very large literature has been directed at
explaining the collective action and the achieve-
ment of collective benefits that we see despite this
logic. For example, we apparently see a great deal
of collective action in the form of social move-
ments that sometimes entail great individual costs
and even severe individual risks. Much of this
literature supposes that people are motivated by
commitments beyond self-interest, such as social
and moral commitments, but much of it supposes
that there are incentives apart from the directlogic
of collective action. For example, there may be
specific personal benefits corollary to the collec-
tive benefit. Alternatively, our group might be
provided its collective good but not through spon-
taneous individual actions. Rather, an entrepre-
neur might see the possibility of making a career
out of leadership in providing our group its collec-
tive benefit. Such an entrepreneur might especial-
ly arise if our group’s good could be provided by
government without requiring our voluntary
cooperation.

POLITICAL PARTICIPATION AND
DEMOCRACY

There are two main lines of theory on political
participation in a democratic system. One of these
began with Kenneth Arrow’s ([1951] 1963) impos-
sibility theorem. That theorem essentially says that
collective preferences cannot be modeled simply
on individual preferences. We might each indi-
vidually have well-ordered preferences over all the
choices we face, and yet we might collectively not
have such well-ordered preferences. Indeed, we
can generally expect not to have such collective
preferences over any complex realm of choice,
such as we often face in normal politics over the
large array of policies at issue. This has far broader
implications than merely that democratic choice
may have problems. Itis an important and broadly
interesting instance of the fact that the imputation
of various characteristics of individuals, such as
their pattern of preferences, to groups composed
of individuals is a fallacy of composition.

The typical implication of Arrow’s theorem
goes back to the Marquis de Condorcet and to
Lewis Carroll. It is that our collective preferences
may cycle through some set of possibilities. For
example, in majority votes we may collectively
prefer A to B, B to C, and C to A. If our collective
preferences were as well behaved as our individual
preferences, the fact that we prefer A to Band B to
C would entail that we prefer A to C. In majority
votes, the majority who prefer A to B can be
different from that who prefers C to A. For exam-
ple, my preferences may be A> B > C; yours may be
B> C> A; and a third person’s may be C> A > B.
These preferences yield the cycle above if the three
of us vote by manjority. Many institutional devices,
such as legislative practices of opposing new laws
against each other before opposing the winner of
such a series against the status quo, tend to block
any evidence of cyclic preferences; but such a
device gives a strong conservative bias to collec-
tive choice.

The other main line of rational choice theory
of democracy began with Joseph Schumpeter and
was developed extensively by Downs (1957). There
are two major classes of claims. First, Downs sup-
posed that two parties or candidates in an election
face an electorate that is divided along a left-right
dimension. If the voters have a normal distribu-
tion about some central tendency on this dimen-
sion, the two candidates will want to place them-
selves at the peak of that normal distribution.
Hence, the two candidates will tend to have quite
similar positions. Second, he supposed each voter
faces what is de facto alogic of collective action on
whether to vote. Suppose there are some costs
involved in casting a vote—waiting on line, travel-
ing in foul weather, and paying a fee for registra-
tion. It follows that individual voters should see
the election of candidate A over candidate B as
essentially a collective good to be provided at
individual cost to themselves. It is therefore sub-
ject to the perverse logic of collective action, and
we should expect that many voters would not vote
unless they have motivations that go beyond their
own interests. Furthermore, if it is not in my
interest even to vote, it is unlikely to be in my
interest to learn enough about the issues to vote
intelligently.
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INSTITUTIONS

The rational choice analysis of institutions has
roots in ancient accounts of the rise of civilization.
Among many such accounts in the era of the
Scottish Enlightenment is Smith’s theory (1978) of
the stages of development of society from very
primitive, to pastoral, to more nearly modern
society in his Lectures on Jurisprudence (these lec-
tures were not published in Smith’s time and have
played little role in the development of such analyses
since then). Smith’s account turns very clearly on
the incentives that individuals have to submit to
various forms of social order and, eventually, gov-
ernment. His later analysis of the wealth of nations
is itself a theory of one of the grandest of all
institutions: the economy of a modern commer-
cial society. Smith argued that the wealth of the
nation is a function of the efforts of individuals to
do well for themselves.

More recent work has gone in diverse direc-
tions. The two main directions are the microanaly-
sis of institutions and the behavior of individuals
within them and the more nearly macroanalysis of
why certain institutional forms arise and prevail.
The microanalysis is applied to a wide variety of
institutions, most of them of relatively small scale,
such as committee structures and formal organiza-
tions of many kinds. The macroanalysis is often
broadly historical and is directed at accounting for
the rise of economic and other institutions. For
example, there is extensive work on the rise of
devices for handling trade across a broad array of
cultures in the absence of any centralized govern-
mental authorities.

Much of the institutional analysis builds on
accounts of transaction costs. According to the so-
called Coase theorem, due to Ronald Coase, if
there were no transaction costs, property rights
assignments would have no effect on overall pro-
duction. Introducing transaction costs can distort
production substantially. Firms sometimes inter-
nalize functions for which transaction costs would
be high if they had to deal with outside suppliers
for those functions, and they externalize functions
for which markets work well to reduce transaction
costs so that competitive suppliers can drive down

production costs. Attention to the structure of
transaction costs therefore can explain much of an
economic organization’s structure. Attention to
changes in markets over time can also explain the
evolution of such organizations’ structures. While
most transaction cost analysis has so far been done
by economists, including economic historians, it is
also increasingly done by sociologists and others.

North (1990, p. 131) argues that the use of
standard neoclassical economic methodologies ex-
acts a heavy price in our effort to understand
institutions. Because such understanding must of
necessity be developmental, it must include stories
of how the institutions came to be what they are.
Neoclassical price theory is concerned with alloca-
tions at a specific moment in time under particular
institutional arrangements. Game theory lends
itself more readily to developmental stories, but to
some extent we lack the methodology for putting
such stories into order.

A clear implication of the transaction cost
analysis of institutions is that, once in place, insti-
tutions influence incentives and interests, so that
one cannot simply take institutions as dependent
on rational choice. They are, additionally, shapers
of rational choice. This is conspicuously true, of
course, for such institutions as those of govern-
ment and law, part of whose function is specifically
to give people incentive to behave in some ways
rather than others. It is true far more generally of
essentially all institutions that have significant val-
ue to us, even institutions whose purpose might be
seen as merely to produce certain goods or servic-
es. This means that the actual set of institutions we
have and the set of individual behaviors we see are
partly determined by the order and the era in
which institutions have developed. Some part of
what is commonly referred to as culture is merely
the happenstance dependency of such historical
developmental patterns.

NORMS

Much of the study of norms has been psychologi-
cal or even psychoanalytic, and perhaps most of it
has assumed that the motive for following norms is
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essentially normative or otherwise not self-inter-
ested. Efforts to explain the rise of norms, howev-
er, are often forced to take account of how the
interests of at least some people are to act on and
to enforce various norms. One way to characterize
the problem of creating and maintaining a norm is
as a problem of collective action. It would seem-
ingly be in the interest of almost all of us if a certain
norm prevailed, but it is in the interest of almost
none of us actually to abide by the norm unless
there is some sanctioning system to keep us in
line. In some theories, norms are morally or
psychologically internalized, so that the sanction-
ing system is internal to the actor. Such theories
require a substantial account of just how the
internalization works. No doubt, there is some
internalization of norms, but many norms must
still depend heavily on external sanctioning, either
for them to work at all or for them to work very
well. If that were not so, we could dispense with
institutionalized law.

Against accounts that require external sanc-
tions, it is sometimes supposed that sanctioning
has costs, so that sanctioning a violator of a norm
runs against the interests of those who would like
to see the norm upheld. For many norms, this is
apparently not true. For norms of exclusion, I may
actually prefer to shun you if you violate our norm.
Hence, I sanction you and benefit from doing so.
For example, if you do not follow neighborhood
norms of using a relevant slang or dressing in
certain ways, I might actively prefer not to associ-
ate with you, because your behavior makes me
uncomfortable. My reticence and that of others in
our neighborhood affects you and damages the
pleasures you might get from associating with us
or even shuts you out of such association.

For universalistic norms the problem is more
complex. Some of these, such as the norm of
promise keeping or truth telling, are enforced
between dyads or small numbers of participants.
In these cases, it may commonly be my interest to
sanction you by not cooperating with you on other
matters if you break your promise to me on some
current matter. Hence, these norms are like norms
of exclusion in that they can also be backed by
sanctions that serve the interest of the sanctioners.

For universalistic norms that govern large-number
interactions that are essentially instances of collec-
tive action, there may be no sanctioning device
that serves the sanctioner’s interest, and such norms
are, not surprisingly, relatively weak in compari-
son to dyadic universalistic norms and norms of
exclusion (Hardin 1995).

FUNCTIONAL EXPLANATION

An example of the ways in which rational choice
theory is applied to apparently contrary approach-
es is recent work on functional explanation. This
work does not contribute to the older school of
functionalism or structural functionalism, as rep-
resented in much of twentieth-century anthro-
pology or in the sociology of Parsons and many
others. Rather, it reconstructs functional accounts
in terms of individual incentives, as did Robert
Merton in his effort to be very clear about the logic
of functional argument. Oddly, the most impor-
tant contribution to this new work was intended as
a dismissal of functional analysis. Jon Elster (1979)
argued that, if the form of functional explanation
is properly spelled out, then very few supposedly
functional accounts fit that form.

Pared down to its essentials, Elster’s account is
as follows:

An institution or a behavioral pattern X is ex-
plained by its function F for group G if and only if:

1. Fis an effect of X;
2. F is beneficial for G;

3. F maintains X by a causal feedback loop
passing through G.

Many groups that benefit from some behavior on
the part of their members induce that behavior
through incentives that they give to their members.

As an example of a functional account of a
major institution, return to the problem of social
order, which is typically governed in substantial
part by alegal system. A common view of much of
law is that its function is to coordinate us or to
facilitate our interactions. Hence in a functional
explanation of law, F is coordination, X is law, and
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G is our law-governed populace. The feedback
loop passing through the populace is that our
coordination by law enables us to coordinate to
produce still further law to coordinate us still
further. Hence, law is functional for us. But we
would coordinate in such ways only because it is in
our interest to coordinate. Hence, we can explain
a major, pervasive, and seemingly all important
social institution in functional terms as grounded
in the rational choices of the actors.

CURRENT DIRECTIONS

Perhaps the easiest assessment of where the field
of rational choice will go and where it should go is
to extrapolate from current trends. Clearly, insti-
tutional work looms large for the near term and
normative work seems likely to become more
important. In both of these developments, one
might hope and even urge that research in rational
choice take the findings of other approaches seri-
ously. Doing this would entail two quite different
programs. The first and simpler program is merely
to make extensive use of findings from other
approaches. The second and intellectually more
challenging program is to attempt to show the
complementary relation of various other approach-
es to rational choice theory—or, alternatively, to
demonstrate their incompatibility, which is often
asserted but seldom shown. Sometimes, this might
even entail showing that some other approach is,
atleast in some applications, equivalent to rational
choice analysis. For example, work that has un-
packed the logic of functional explanation often
reveals the rationality of actors involved in replicating
some supposedly irrational or extrarational behav-
ioral pattern.

Perhaps the greatest challenge to rational
choice theory s to fitit to vast bodies of behavioral
research that does not focus on individual incen-
tives and intentions. Part of the task here would be
to impute incentives and intentions to relevant
actors, perhaps by analogy from other studies and
contexts. Another part of the task, as in the ration-
al choice analysis of institutions, functional expla-
nation, and norms, is to restructure the problems
in ways that make their choice structures clear.

Unfortunately, rational choice theory is less well
developed in sociology than in economics and
even political science, in part because it is embat-
tled. Despite the heyday of exchange theory in
anthropology earlier in the twentieth century, ra-
tional choice theory is almost entirely absent from
that discipline.

Finally, just because rational choice theory
focuses on the incentives for microchoices that
produce macroeffects, it is particularly suited to
policy analysis. Empirical work on incentive sys-
tems and how they work can be put to use in
designing policies to change behavior in produc-
tive ways. This is little more than common sense in
many contexts, but aresolute focus on the relation
of microincentives to macroresults is an especially
natural part of rational choice analyses.

(SEE ALSO: Social Exchange Theory)
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RELIABILITY

The reliability of a measured variable has two
components, consistency and stability. Consistency
is the degree to which two measures of the same
concept provide the same assessment at the same
time; consistency is based on “cross-sectional”
research. Stability is the degree to which a measure
of a concept remains unchanged across time; sta-
bility is based on ‘“longitudinal” research. Let us
illustrate consistency and stability on the measure-
ment of height.

THE MEASUREMENT OF HEIGHT

As an example, we often measure how tall people
are. Height, how tall someone is, is a measure of
distance. In order to measure distance, we estab-
lish an arbitrary standard. A common arbitrary
standard for measuring distance is the “yardstick.”

The yardstick is 36 inches long, and is broken
down into feet, inches, and fractions of inches.
Another common measuring rod is the “meterstick.”
The meterstick is 100 centimeters long, and is
broken down into decimeters, centimeters, and
millimeters. If we know how tall someone is in
inches, we can calculate how tall he or she is in
centimeters, and vice versa. For example, round-
ing to two decimal places, a 70-inch-tall person is
177.80 centimeters tall (1 inch = 2.54 centimeters;
70 x 2.54 = 177.80). Conversely, rounding to two
decimal places, if we know that someone is 160
centimeters tall, we also know that that person is
62.40 inches tall (1 centimeter = 0.39 inches; 160 x
0.39 = 62.40).

Indeed, the yardstick and the meterstick are
highly consistent. With reasonable attention to
proper measurement protocol, the correlation be-
tween height as measured by the yardstick and
height as measured by the meterstick across a
sample with sufficient variation in height would be
very high. For all intents and purposes, the yard-
stick and the meterstick are interchangeable; the
researcher need not establish their consistency.
This leads to the principle of consistency:

If two measures of the same concept are
perfectly consistent, they provide identical
results. When this is so, the use of multiple
measures is needlessly repetitive.

In this situation, the researcher need only use
either the yardstick or the meterstick; using both
sticks provides no additional information.

When babies are born, they are usually 18-24
inches “tall.” Parents (and developmental research-
ers) often measure how tall babies and children
are as time passes. This over-time height measure-
ment is a stability assessment. Ordinarily, children
grow a rough average of 3 inches per year for 15
years, resulting in most 15-year-olds being between
63 and 69 inches tall. Then female height growth
stops while male height growth continues. By the
time females are 18 years old, they average about
66 inches tall, while males of the same age average
about 72 inches. Their heights then remain rough-
ly stable for the remainder of their adult lives. This
leads to the principle of stability:
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A measure of a concept is perfectly stable when
it provides identical resulls at different points
in time. When this is so, repeated measurement
over time is needlessly repetitive.

Height measurement from year to year pro-
vides useful information for children but not for
adults. This is because the children grow taller
with the passage of time, but adults do not. Elderly
people who suffer from osteoporosis (loss of bone
density) will become shorter, but this decline in
height is slight, compared to their growth when
they were children.

Let us now turn to a discussion of how the
principles of consistency and stability apply to the
measurement of sociological concepts. We will
first discuss the protocols of good sociological
measurement. Then we will discuss the implica-
tions of these protocols for the assessment of the
consistency of self-esteem and the stability of
alienation.

PROTOCOLS OF GOOD MEASUREMENT

The Measurement of Self-Esteem. Researchers
often attempt to measure how well people feel
about themselves. Many decades ago, Charles
Horton Cooley (1902) and George Herbert Mead
(1934) theorized about the concept “self-esteem.”
In offering the “looking glass self,” Cooley as-
sumed that people develop a definition of them-
selves by evaluating what they believe others think
of them. Mead differentiated between what a per-
son actually is and what that person believes about
himself or herself.

Rosenberg (1965) wished to measure self-es-
teem as conceptualized by Cooley and Mead. He
did so by creating ten questionnaire items, each of
which he believed would provide an empirical
measure of the concept of self-esteem. His meas-
urement attempt will be discussed in detail later in
this paper. For now, let us assume that each of
these items positively but imperfectly represents
self-esteem. The positive representation implies
that the concept “self-esteem’ has a positive causal
effect on each item. The imperfectness of the
representation implies that there are other factors

that also cause each item. Under this condition,
none of these ten different measures of self-es-
teem was nearly as consistent as the yardstick and
the meterstick. That is, the correlations among
these ten questionnaire items were far from per-
fect. When this is so, the use of multiple measures
is more consistent than the use of any single
measure alone. Thus, the converse principle of
consistency:

If multiple measures of the same concept
provide imperfect assessments of the same
concept, then the use of multiple measures is
more consistent than the use of any single
measure alone.

Commonly, items presumed to measure so-
ciological concepts do so imperfectly. Therefore,
sociological researchers often turn to the use of
multiple items in social surveys as indexes to repre-
sent concepts. Combining their substantive knowl-
edge of the literature with their clinical knowledge
of people who exhibit various aspects of the con-
cept, these researchers design items to represent
each of these aspects. Then researchers are faced
with the tasks of evaluating the consistency and
stability of the items as measures of their respec-
tive concepts. In order to do this, good researchers
employ a set of protocols of good measurement.
We now turn to a discussion of these good meas-
urement protocols.

Good measurement of sociological concepts
satisfies the following criteria:

+ Clear definitions of concepts.

+ Multiple items.

+ Clear definitions of items.

- Strong positive interitem correlation.
+ Score construction.

+ Known groups validity.

+ Construct validity.

- Consistency.

- Stability.

These protocols represent the state of the art
not only in sociology (Mueller 1997), but also in a
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wide variety of other scientific disciplines. A com-
puter search of the literature revealed more than
five hundred articles citing these protocols in the
1990s, including: political science (Jackman and
Miller 1996); psychology (Hendrix and Schumm
1990); nursing research (Budd et al. 1997); the
family (Grandin and Lupri 1997); sports and lei-
sure (Riemer and Chelladurai 1998); computer
information systems (McTavish 1997); manage-
ment (Szulanski 1996); gerontology (Wright 1991);
genetics (Tambs et al. 1995); social work (Moran et
al. 1995); higher education (Aguirre et al. 1993);
market research (Lam and Woo 1997); and pre-
ventive medicine (Saunders et al. 1997).

Let us briefly discuss each of these protocols
in turn. Then we will focus the attention of the
remainder of this paper on the two major focuses
of reliability, consistency and stability.

Clear Definitions of Concepts. Good measure-
ment protocol requires that each concept be clear-
ly defined and clearly differentiated from every
other concept. Good measurement protocol can
document that an ambiguous concept is, indeed,
ambiguous. Moreover, such protocol may suggest
points of theoretical clarification. However, there
is no substitute for clear theoretical thinking aug-
mented by a thorough knowledge of the literature
and a clinical immersion in the domain of content.

Multiple Items. Good measurement protocol
requires that each aspect of a concept be assessed
using multiple items. A single item, taken alone,
suffers from measurement error. That is, the item
is, in part, a representation of its respective con-
cept. However, this same item may be a represen-
tation of other concepts, of systematic measure-
ment error, and of random content. These other
contents are called “error”; they reduce the de-
gree to which the item accurately represents the
concept it is designed to measure empirically. The
rationale for the use of multiple items revolves
around minimizing this measurement inaccuracy.
That is, all items designed to measure a concept
contain inaccuracies. If a single item is used to
measure the concept, the researcher is, in essence,
stuck with the specific inaccuracies of the single
item. However, if multiple items designed to meas-
ure the same concept are used, the inaccuracies of

one item may be offset by different inaccuracies of
the other items.

Clear Definitions of Items. Good measurement
protocol requires that each item be designed to
measure one and only one concept. The response
categories should be constructed so that the high-
er the code of the response category, the more
positive the respondent’s attitude on that concept.

Strong Positive Interitem Correlation. When mul-
tiple items are designed to measure a single vari-
able, the standard of the research industry has
long been that the items should be coded in such a
way that the higher the score, the more positive
the empirical representation on the concept. Good
measurement protocol requires strong positive
intercorrelations among items designed to meas-
ure a concept. Ordinarily, these intercorrelations
are presented in a correlation matrix. A visual
inspection of the correlation matrix will be reveal-
ing. An item that correlates strongly (e.g., r > .4)
with other items will generally emerge as a strong
contributor to the reliability of the resulting score;
anitem thathas a zero correlation with other items
will not add to the reliability of the score; and an
item that inversely correlates with other items
(assuming that it has been coded such that the
higher the score on the item, the higher the meas-
ure of the concept) will detract from the reliability
of the score.

To the author’s knowledge, the sole exception
to this principle was articulated by Curtis and
Jackson (1962, p. 199) who argued that “two equal-
ly valid indicators of the same concept may. . . be
strongly related to one another, or they may be
totally unrelated (or negatively related).” The difti-
culty with the Curtis and Jackson position is that it
effectively invalidates the most powerful empirical
argument that can be made for multiple items
representing a single dimension—that of the equiva-
lence established using convergence. Instead, the
author would argue that if two items are unrelated
or negatively related to one another, either they
represent different dimensions, or they are reflect-
ing a method artifact or both. For a more detailed
discussion of this matter, see Zeller and Carmines
(1980, p. 77-136) or Carmines and Zeller (1979).
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Factor analysis is the major statistical tech-
nique designed to describe a matrix of item
intercorrelatedness. As such, factor analysis en-
ables researchers to (1) describe alarge number of
items in terms of a small number of factors and (2)
select those items which best represent each of the
identified concepts (see Bohrnstedt 1970, p. 96;
and Zeller and Carmines 1980, p. 19-46). Items
that have high factor loadings on a factor that
represents a concept are then retained. These
items are then used to construct a score to repre-
sent the concept.

In evaluating the degree to which a large set of
items represents a small number of theoretical
concepts, the application of factor analytic tech-
niques is as much an art as it is a science. This is
because there are numerous ambiguities in the
measurement setting. The researcher defines one
or more concepts and explores the degree to
which the factors coincide with the hypothesized
concepts. For each item, the researcher wants to
know the degree to which it is a function of the
concept it was designed to measure, other con-
cepts, method artifacts, and random error.

Score Construction. Once the number of factors
and which items define which factors has been
established, the researcher needs to create scores.
One score should be created to represent each
concept empirically for each respondent. If the
items defining a concept have roughly equal vari-
ances, the simplest way to create a score is to sum
the items defining the concept. In practice, re-
searchers can tolerate moderate variation in the
item variances. For example, if the item variances
for a set of Likert items range from, say, .8 to 1.4,
summing the items seems to make the most sense.
However, if the variation in the items is severe (say
from .5 to 2.5), then the researcher should first
create standardized scores using the following
formula: z = (score — mean)/standard deviation.
The standardized scores have equal variances (i.e.,
1); the sum of these standardized scores will create
each desired score.

Known Groups Validity. Once scores have been
constructed, comparisons of scores between groups
known to be high and low on the dimensions of the

concept should be made. Known groups validity is
established if groups known to be high on the
concept have substantially higher scores than
groups known to be low on the concept.

Construct Validity. Construct validity is inti-
mately related to theory testing. Construct validity
involves (1) specifying theoretical relationships
among concepts, (2) assessing empirical relation-
ships among scores, and (3) interpreting how the
evidence clarifies the validity of any particular
measure. For more information on this concept,
see Carmines and Zeller (1979, pp. 22-26).

Consistency. Good measurement protocol re-
quires that the consistency among items designed
to measure a concept should be strong. This means
that the correlation between any two items de-
signed to measure the same concept should posi-
tively and strongly correlate. We will apply the
principle of consistency to Rosenberg’s attempt to
consistently measure the concept of self-esteem.

Stability. Good measurement protocol requires
that, if a concept does not change over time, a
score designed to measure that concept also does
not change over time. The trick of consistency is
that the researcher ordinarily does not know wheth-
er there is a change in the value of the concept over
time. We will apply the principle of stability to the
attempt by R. A. Zeller, A. G. Neal, and H. T. Groat
(1980) to stably measure the concept of alienation.

When these protocols of good measurement
are not followed, the researcher increases the risk
of torpedoing the best of conceptual schemes and
sentencing them to the intellectual trash heap,
whether they belong there or not. High-tech statis-
tical tools, such as structural equation modeling
(SEM), make requirements that, by definition, are
not present in the measurement development situa-
tion (Bollen 1989; Bollen and Long 1993; Hayduk
1987; and Hoyle 1995). That is, SEM requires both
strong theory and strong measurement a priori.
Indeed, SEM demands that the researcher know
beforehand:

- How many factors there are.

+ Which items represent which factors.

But these are precisely the major questions that
the researcher wants to answer! The end result of
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the factor analysis should be that the researcher
has inferred how many factors are represented by
the items, and which items define which factors.

We now turn to a discussion of the consistency
of self-esteem.

CONSISTENCY OF SELF-ESTEEM

Good measurement protocol requires that the
consistency be strong among items designed to
measure each dimension of a concept. This means
that the correlation between any two items de-
signed to measure the same concept should posi-
tively and strongly correlate. Often different meas-
ures of the same concept have relatively modest
positive intercorrelations.

In constructing the self-esteem scale, Rosenberg
created ten items using the response categories
“Never true,” “Seldom true,” “Sometimes true,”
“Often true,” and “Almost always true.” Five of
these were positive items; these items made a
positive statement about self-esteem. The other
five were negative items; these items made a nega-
tive statement about self-esteem. The response
categories for the positive items were assigned the
values 1 through 5, respectively, such that the
higher the score, the higher that respondent’s self-
esteem was inferred to be. These positively stated
items were:

“I feel that I have a number of good
qualities.”

“I feel that I'm a person of worth, at least
on an equal place with others.”

“I take a positive attitude toward myself.”

“I am able to do things as well as most
other people.”

“On the whole, I am satisfied with
myself.”

For the five negatively phrased items, a higher
score indicated a lower self-esteem. These items
had the same response categories as above, but the
assignment of values was reversed. That is, the
negatively stated items were assigned the values 5

through 1 respectively. That is, a “Never true”
response to the item “I wish I could have more
respect for myself” was assigned a 5 and an “Al-
most always true” response to that item was as-
signed a 1. These five negatively stated items were:

“I wish I could have more respect for
myself.”

“I feel I do not have much to be
proud of.”

“I certainly feel useless at times.”

“All in all, I'm inclined to feel that I am a
failure.”

“At times I think I am no good at all.”

Given the reverse scoring for these items, a higher
score indicated higher self-esteem. In order to
create a self-esteem scale, the scores were summed
into a value that ranged from 10 representing the
lowest measured self-esteem possible to 50 for the
highest possible measured self-esteem.

How consistent are these items? We suggest
the following as a consistency rule of thumb for a
variable to be used in sociological research:

If r is above .8, the score is highly
consistent.

If r is between .6 and .8, the score is
modestly consistent.

If r is less than .6, the score may not be
used in research.

In the author’s research (Zeller and Carmines
1976), interitem correlations among the ten
Rosenberg items designed to measure self-esteem
ranged from a low of .05 to a high of .58 with a
mean r of .32. These intercorrelations do not meet
this rule of thumb. When properly analyzed, how-
ever, they will. We now turn to a discussion of the
strategy for this analysis that will address this
criterion of consistency.

Split-Half Consistency. The “split-half” approach
to estimating the consistency of items designed to
measure a concept is to divide the items into two
subscores and calculate the correlation between
those subscores. For example, the ten items can be

2347



RELIABILITY

divided into two subscores of five items each. The
resulting split-half correlation between the two
subscores provides an estimate of consistency. If
the average interitem correlation equals .3, a score
created by summing the responses to the ten items
into two five-item subscores would have a split-half
correlation of .68.

However, it is well known that, given items
whose intercorrelations are equal (i.e., r = .3), the
greater the number of items, the higher the consis-
tency of a score resulting from those items. Thus, a
ten-item score will have more consistency than a
five-item score when both scores are made up of
items that intercorrelate .3. The split-half reliabili-
ty correlation, however, does not represent the
ten-item score, it is two subscores made up of five
items each. Therefore, this split-half correlation
will be lower than the actual consistency of the ten-
item score.

Two researchers, Spearman (1910) and Brown
(1910), independently recognized and solved this
statistical estimation problem. Specifically, they
noted that the split-half reliability correlation can
be adjusted to project what the consistency of a
ten-item score would have been if it had been
calculated on the basis of two ten-item subscores
instead of two five-item subscores. They shared
attribution for this solution and called the result
the Spearman-Brown Prophecy. It is presented in
formula (1):

Txo(’ = QTxJ( /(1 + Tx}()
where

r_, is the Spearman-Brown Prophecy (1)
formula.

1. is the split-half correlation
coefficient.

Using the example from above, we can see that
the Spearman-Brown Prophecy formula projects
the consistency of the entire ten-item scale using
formula (1) as follows:

r,=2 /(147 )= (2)(.68)/
(1+.68)=1.36/1.68 = .81

This .81 is an unbiased estimate of the consistency
of the total score. Applying the above rule of

thumb, such a scale is quite consistent and can be
used in sociological research.

In actual research, intercorrelations among
score items vary substantially. In the self-esteem
example, item intercorrelations varied from .05 to
.58. Moreover, the researcher must decide which
items to assign to which subscales. One assign-
ment of items to subscales will produce a different
reliability estimate than another. When this oc-
curs, the split-half reliability correlation between
the two subscales is beset with the problem of equiva-
lence: Which items are assigned to which subscales?
We now turn to a way of handling variations in
intercorrelations among items.

Equivalence Consistency The researcher could
assign the even-numbered items to one subscore
and the odd-numbered items to the other; or items
1,2, 3,4, and 5 to one subscore and 6, 7, 8, 9, and
10 to the other; or items 1, 4, 5, 8, and 10 to one
score and 2, 3, 6, 7, and 9 to the other. There are
many combinations of assignments that could be
made. Which one should the researcher use?

Lee Cronbach (1951) solved this dilemma by
creating Cronbach’s Alpha. Cronbach’s Alpha uses
the average of all possible split-half reliability cor-
relations that are Spearman-Brown projected to
the number of items in the score. This is presented
in formula (2):

o =NMean r_ )/[1+Mean r (N - 1)]
where
o is Cronbach’s Alpha. (2)

Nis the number of items.

Mean r_ is the mean interitem correlation.

Applying formula (2) to the ten-item score de-
signed to measure self-esteem where the mean
interitem correlation is .3, we get:

o = NMean r_)/[1+Mean r (N - 1)]
=10)(.3)/[1+(.3)9)]=3/3.7= .81

Thus, Cronbach’s Alpha produces the same value
that we obtained when we calculated a split-half
correlation and applied formula (1), the Spearman-
Brown Prophecy formula. This occurred because
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all the items were, we assumed, equally correlated
with each other.

Both the number of items and the average
interitem correlations influence the value of
Cronbach’s Alpha as follows:

+ As the number of equally intercorrelated
items increases, Cronbach’s Alpha
increases.

+ As the average intecorrelation among
the same number of items increases,
Cronbach’s Alpha increases.

We now turn to the implications of these two
patterns:

Number of Items The researcher often faces the
question “How many items should I use to meas-
ure a concept?” The oversimplified answer to this
question is, “More!” The more equally intercorrelated
items a researcher uses to measure a concept, the
higher the reliability will be.

The trick, of course, is that the items must be
equally intercorrelated. In most research situa-
tions, items designed to measure a concept are not
equally correlated. Some items will intercorrelate
more strongly with the set of items than others.
When this occurs, the researcher’s judgment must
be employed to decide how much of areduction in
interitem correlation offsets the increase in the
number of items in the score. At a minimum, the
researcher does not want to add an item which
decreases the Cronbach’s Alpha consistency of a
scale. Standard computer software provides an
option which allows the researcher to examine the
Cronbach’s Alpha if any item is removed from the
score. When the alpha with the item removed is
higher than the alpha when that item is included,
there is consistency justification for the removal of
that item from the scale.

This question can be posed in terms of how
many items the researcher needs to meet specific
alpha reliability thresholds given the mean interitem
correlations. Table 1 addresses this concern. In
Table 1, three alpha reliability thresholds (.7, .8,
and .9) and eight mean interitem correlations (1.
through .8) are specified. We then solved formula

Sample Size Needed for Various Alphas with
Various Mean Correlations

CRONBACH’S ALPHA

Mean r 7 .8 .9
A 21 36 81
2 10 16 36
3 6 10 21
4 4 6 14
5 3 4 9
.6 2 3 6
7 1 2 4
.8 1 1 3
Table 1

(2) algebraically for the sample size needed to
achieve each threshold, given each mean interitem
correlation using formula (3):

N =[e_(1-Mean r_ )]/
[(Mean » )(1-« )]

(3)

Using formula (3), the body of Table 1 presents the
number of items needed for each Cronbach’s
Alpha threshold for each mean interitem correla-
tion. For example, if the mean item intercorrelation
is .2, sixteen items will be needed in order to
achieve a Cronbach’s Alpha of .8.

An examination of Table 1 reveals that when
the mean interitem correlation is equal to .5, only
three items are needed for an alpha of .7, four
items for an Alpha of .8, and nine items for an
alpha of .9. If the mean interitem correlation is .3,
six, ten, and twenty-one items are needed for
alphas of .7, .8, and .9, respectively. Moreover, if
the mean interitem correlation is .1, twenty-one,
thirty-six, and eighty-one items are needed for
Alphas of .7, .8, and .9, respectively.

Thus, weak interitem correlations can be used
to achieve consistency thresholds when many items
are used. This is what ordinarily occurs in academ-
ic achievement tests. An exam of eighty-one items
with a mean interitem correlation of .1 reaches the
highly consistent .9 alpha; and an exam of only
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thirty-six items with a mean interitem correlation
of .1 is a reasonably consistent .8 alpha. At the
same time, strong interitem correlations reach
these thresholds with a small number of items.
This harkens back to the observation that if two
measures correlate strongly, the researcher mere-
ly picks the most convenient measure and uses it
with little concern for consistency reliability.

However, the law of diminishing returns sug-
gests that at some point, additional items with the
same average intercorrelation with other items
will not provide sufficient value in exchange for
the effort to be expended to include those addi-
tional items. When the number of items is small,
an additional equally correlated item adds sub-
stantial enough value to the reliability of the score
to warrant the effort needed to include it.

Table 2 presents Cronbach’s Alphas for vari-
ous numbers of items with various mean interitem
correlations. An examination of Table 2 illustrates
the law of diminishing returns. When the mean
interitem correlation is .9, the alpha is .98 with five
items; adding additional items does not, indeed
cannot, increase the consistency much. This is so
because the maximum consistency is a perfect 1.0.
When the mean interitem correlation is .3, the
alpha of .68 with five items is only marginally
consistent. However, the alpha increases to an
acceptable .81 when ten items are used and to a
highly consistent .9 when twenty items are used.
Finally, the alpha for five items with a mean
interitem correlation of .1 is .37. In order for a
score made up of such items to be adequately
consistent, the number of such items must be
increased substantially.

Cronbach’s Alpha can be calculated using for-
mula (2) above. Standard statistical computer soft-
ware packages can also be used for this purpose.
However, care must be taken in using these pack-
ages to assure that all the items and only the items
that define a specific score be included in the
calculations. Indeed, the attentive researcher will
want to produce the Cronbach’s Alpha by hand,
using formula (2), and by computer. When these
two measures are identical, the researcher can
take comfort that both are likely to have been done

Cronbach’s Alpha for Various Numbers of
Items with Various Mean Correlations

NUMBER OF ITEMS

Meanr 5 10 20 30 50
A .37 .53 .69 77 .850
2 .56 71 .83 .88 .930
3 .68 .81 .90 .93 .960
4 77 .87 .93 .95 .970
.5 .83 .91 .95 .97 .980
.6 .88 .94 .97 .98 .990
7 .92 .96 .98 .99 .990
.8 .95 .98 .987 .992 .995
9 .98 .99 .994 .996 .998

Table 2

properly. As a postscript on this discussion, we
note that the Cronbach’s Alpha consistency of
Rosenberg’s ten-item self-esteem score calculated
on the data presented in Zeller and Carmines
(1980, p. 92) was equal to a reasonably consistent
.83. More advanced procedures which take into
account which items are more highly correlated
with the total score, such as theta and omega, have
been omitted from this discussion. For a discus-
sion of theta and omega, see Carmines and Zeller
(1979, pp. 60-62) or Zeller and Carmines (1980,
pp- 60-63). Rosenberg’s self-esteem scale contin-
ues to attract academic attention (e.g., GrayLittle
et al. 1997).

STABILITY OF ALIENATION

The Measurement of Alienation. The concept of
alienation is one of the major “unit ideas” of
sociology (Nisbet 1966). But the concept is so
imbued with different meanings that some have
come to question its usefulness as a sociological
concept (Lee 1972). Seeman (1959) believed that
the conceptual confusion surrounding the study
of alienation can be addressed by construing it as
multidimensional. Neil and Rettig (1967) have
operationalized Seeman’s original conceptualizations.
Following the protocols of good measurement
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described above, Neal and Groat (1974) theoreti-
cally defined and empirically confirmed power-
lessness, normlessness, meaninglessness, and so-
cial isolation as the four dimensions of alienation.
Specifically, they constructed items designed to
measure each of the four dimensions of aliena-
tion, gathered data, conducted factor analyses,
noted that the observed factor structure coincided
with the conceptual dimensions, created factor-
based scores, and conducted substantive analyses.

R. A. Zeller, A. G. Neal, and H. T. Groat (1980)
conducted a consistency and stability analysis. Da-
ta on the same sample in 1963 and 1971 revealed
that reliabilities ranged from .64 to .83 in 1963 and
from .65 to .88 in 1971. The authors needed
accurate consistency estimates because they wished
to minimize the correction for attenuation. Cor-
rection for attenuation will be discussed shortly.
Zeller and colleagues wished to describe the amount
of stability in the dimensions of alienation over the
turbulent years between 1963 and 1971. Specifi-
cally, they wished to assess the degree to which
those who had high levels of alienation in 1963
would also have high levels of alienation in 1971.
In order to do so, they created scores for each of
the four dimensions of alienation in both 1963 and
1971. For each score, the correlation between the
1963 and the 1971 value represented the “stabili-
ty”” of that dimension over that time period. High
correlations would suggest substantial stability in
which respondents were alienated over that time
period; low correlations would suggest substan-
tial change.

Correction for Attenuation Due to Measure-
ment Inconsistency. In order to assess the stability
of the dimensions of alienation over time, Zeller et
al. (1980) calculated correlation coefficients be-
tween the scale scores for each dimension of al-
ienation. They found stability coefficients ranging
from .40 for normlessness to .53 for social isola-
tion. It would appear that there was substantial
stability over the eight years under investigation.
Before we jump to any conclusions, however, we
must consider that measurement inconsistency
attenuates (i.e., reduces) the observed correlation
from what it would have been if each concept had
been perfectly measured at each time point. That

is, they needed to correct their stability correla-
tions for measurement inconsistency. Formula (4)
presents the correction for attenuation:

T =Ty / SQRT(TXer)
where

r__is the correlation over time

xiyt
corrected for attenuation.

Ty is the observed correlation between
Xand Y.
r_is the Cronbach’s alpha for X.

(4)

T, is the Cronbach’s alpha for Y.

SQRT(r,r,) is the square root of the

product of the alphas at the two
points in time.

Let us apply the correction for attenuation to
Zeller and his colleagues’ meaninglessness score.
The meaninglessness stability correlation = .52;
meaninglessness had an omega consistency of .64
in 1963 and of .65 in 1971. Substituting these
estimates into formula (4), we get:

Txtyt

=71, ISQRT( 1) = 52/ SQRT(.64 * 65)
=.52/.64 = 81

Similar analyses were conducted on the other
dimensions of alienation.

This analysis led Zeller and colleagues (1980,
pp- 1202-1203) to conclude that their data “indi-
cate substantial stability in the dimensions of al-
ienation over an eight-year period.” They believe
that their longitudinal data “have provided evi-
dence to suggest that operationalizing dimensions
of alienation is not only feasible, but may be
accomplished with a high degree of confidence in
the (consistency) reliability of the measuring in-
struments. The obtained stability of alienation
scores over along period of time lends credence to
the search for the causal, antecedent conditions.”

Method Artifacts in Longitudinal Research.
There are several method artifacts that can artifi-
cially attenuate or inflate the estimation of stabili-
ty. As noted above, score inconsistency attenuates
the stability estimate. Memory tends to inflate the
stability estimate. That s, if, at time 2, respondents
remember what they answered at time 1 and wish

2351



RELIABILITY

to present themselves as being stable in their
answers, they will make the same response to the
item at time 2 that they made at time 1. We do not
believe that this “memory effect” operated to any
great degree in the analysis by Zeller and col-
leagues, because we doubt that respondents would
remember their specific response to a specific
questionnaire item for eight years. However, when
the interval between time 1 and time 2 is relatively
short, memory becomes a problem.

A conventional wisdom in stability research is
that the interval of time that elapses between time
1 and time 2 should be long enough that respon-
dents will not remember their specific answers to
specific items, but short enough that very little
change (i.e., instability) takes place in the interim.
We believe, on the contrary, that part of what we
wish to estimate in stability research is how much
change actually takes place. Given our perspective,
it does not matter how much time elapses between
time 1 and time 2.

Still, the threat of artifactual deflations and
inflations to the stability estimate is real. Consider
the effect of item-specific variance. The respon-
dent may answer an item in a “‘stable” fashion over
time not because of the stability of the concept it
measures, but because of some idiosyncratic nu-
ance of the item. Idiosyncratic nuances of items
unrelated to the concept the item is designed to
measure are systematic, not random, error. As
such, idiosyncratic nuances of items threaten to
inflate the stability estimate. We now turn to a
statistically advanced discussion of the identifica-
tion and removal of item specific variance from
stability estimation. This section requires a work-
ing knowledge of path analysis as described in
Asher [(1976), 1983].

COMBINING CONSISTENCY AND
STABILITY INTO A MEASUREMENT
MODEL

The path model presented in Figure 1 combines
consistency and stability into a measurement path
model. In this measurement model, X, and X,
represent the value of the concept at time 1 and
time 2; P,, is the theoretical causal path from X, on
X,, it represents stability, the theoretical effect of
X, on X,. This and the other effects in this model

X4 Poy ——— > X
P11 |P3q P12 |P32
/ P21 | Pa / Poo | P4
X11 PHit——»X1o
Xo1 Poot———»xpp
X317y P33t > X0
X41 Paat > Xa2

Figure 1. Consistency and Stability in a Measurement
Model

can be thought of as path coefficients. The x;
represent the observations; specifically, x,, is item
2 at time 1; xy, is item 3 at time 2. The p; are the
epistemic correlations, the effect of the concept
on each respective measure; specifically, p,, is
effect of X, onitem 2 at time 1; py, is the effect of X,
on item 3 at time 2. The p;, are the item specific
effects over time, the effects of an item at time 1 on
that same item at time 2; specifically, p,, is effect of
x;, on x,, over and above the effect mediated
through the concept. For a more complete discus-
sion of epistemic correlations, see Blalock (1969).

Figure 2 presents this consistency and stability
measurement model where the stability effect is
P,, = .8, the epistemic correlation are p; =.7, and
the item-specific effects are p, = .3. These are
approximately the effect parameters for the
meaninglessness measurement over time in Zeller
and colleagues (1980).

Table 3 presents the correlation matrix that
results from applying the rules of path analysis
[Asher (1976) 1983] to Figure 2. Specifically, with-
in the measurement model, the correlation be-
tween x,, is x,, is equal to the product of the path
from X, to x,, times the path from X to x,,. Thatis, r
= (p1)(Pps1) = (7)(.7) = .49. In the same way, all the
time 1 measures intercorrelate .49; all the time 2
measures correlate .49.

The correlation between the time 1 and time 2
items must differentiate between the correlations
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X1 .8 > Xo
7 17 \
/ 7 \7\ j7.7'7.7
X1y \ \ 3 > X2
X317y 3 > X32
X41 -3 > Xa2

Figure 2. Hypothetical Consistency and Stability Data
in a Measurement Model

between different items over time and the correla-
tions between the same item over time. Let us first
address correlations between different items
over time.

The correlation between x,; (item 1 at time 1)
and x,, (item 2 at time 2) is equal to the product of
the path from X to x,, times the path from X to X,
times the path from X, to x,,. That is, 7= (p,,)(Py)(Pss)
=(.7)(.8)(.7) = .39. In the same way, all the time 1-
time 2 correlations among different items are .39.

The correlation between x,, (item 1 at time 1)
and x,, (item 1 at time 2) is equal to the product of
the path from X, to x,, times the path from X, to X,
times the path from X, to x, plus p,,. That is, r =
(P1)(Po))(pr2) + pra = (7)(.8)(.7) + .3 = .69. In the
same way, all the time 1-time 2 correlations for the
same item are .69.

Using formula 2, we can solve for the Cronbach’s
alpha, at both time 1 and time 2, as follows:

o =NMean r )/[1+Mean r (N — D]
=4)(.49)/[1+(.493)]=1.96/2.47
=.79

Using the criteria described above, the score is
modestly, and almost highly, consistent.

The correlation between two scores can be
calculated using the correlation matrix with the
following formula:

r=elSQRT(a +2b)SORT (c = 2d)
where

ris the stability correlation between
a score at time 1 and time 2.

ais the number of items in the time
1 score.

(5)

bis the sum of the correlations at time 1.

c¢is the number of items in the time 2
score.

d is the sum of the correlations at time 2.

eis the sum of the intercorrelations
between the measures at times 1 and 2.

Applying formula 5 to the data in Table 3, we get:
a=4
b=(6)(.49)=2.94
c=4
d=(6)(.49) =2.94
e=(12)(.392) + (4)(.692) = 7.472
and
r=¢/SORT(a +20)SQRT(c =2d) ="7.472/
SQRTI4 +(2)(2.94)F
=7.472/9.98 =.756

Correcting this correlation for attenuation using
formula 4, we get:

Txtyt

=1, /SQRT(,y,) =76/
SQRT(.79) = .96

Thus, the stability coefficient is .96. But we speci-
fied this stability coefficient to be .8 in Figure 2!
What is wrong with our procedures? Why did we
overstate the stability of the model? We overstated
the model’s stability because we included the item
specific effects as stability effects. That is, the
observed correlations between the same item at
time 1 and time 2 represented the effects of both
stability and item-specific variance. We need to
remove the item specific variance from our estima-
tion of the stability coefficient.

We can estimate the item-specific effects by
subtracting the mean of the correlations of differ-
ent items at time 1 compared to time 2 (mean r =
.39) from the mean of the correlations of the same
item at time 1 compared to time 2 (mean r = .69).
Then we use only the variance that is not item-
specific in the same item correlations across time
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Correlation Matrix among Four Measures at Two Points in Time

Item Xq4 Xoq X34 X4 X4 Xop X3p X4
Xy — 49 .49 .49 .692 .392 .392 .392
Xoq — .49 .49 .392 .692 .392 .392
X3 — .49 .392 .392 .692 .392
Xa1 — .392 .392 .392 .692
Xio — 490 490 490
pon — 490 490
Xzo — 490
Xip —

Table 3

(r=.69 — .30 = .39) as our estimate of what these
correlations would have been if there had been no
item-specific variance.

We now reapply formula 5 to the adjusted
data in Table 3 to get:

a=4
b=(6)(.49)=2.94
c=4

d = (6)(.49) = 2.94
e =(12)(.39) + (4)(.39) = 6.24

and
r=e/SQRT(a +2b)SQRT(c = 2d) = 6.24/
SQRTI[4 +(2)(2.99) "
=6.24/9.98 =.63

Correcting this correlation for attenuation using
formula 4, we get:

rxtyt

=1 /SQRT(.y,)= 63
SQRT(.79)* = .80

Thus, the stability coefficient corrected for the
removal of item specific variance is .80; despite
rounding, this is equal to the .8 which was the
stability coefficient specified in Figure 2.

Estimating the stability of concepts measured
by scores across time is complex. A simple correla-
tion between a measure at time 1 and the same

measure at time 2 is subject to a variety of influenc-
es. First, this stability coefficient is attenuated due
to inconsistency of the item. We can address this
by using multiple measures. The multiple meas-
ures allows us to estimate the consistency of the
score and to correct the stability coefficient for the
attenuation that occurs because the score is not
perfectly consistent.

Second, the stability coefficient is artificially
inflated because of item-specific variance. We can
address this by estimating the size of the item-
specific variance and removing it from the correla-
tion matrix. Then we can correlate the score at
time 1 and time 2 on the correlation matrix (with
the item specific variance having been removed).
This correlation, corrected for attenuation, is an
unbiased estimate of the actual stability. For the
past twenty years, the author has been searching in
vain for someone who will solve for the model
presented in Figure 2 from the correlation matrix
presented in Table 3 using SEM techniques. Many
have claimed to be able to do so, but so far, to my
knowledge, no one has succeeded in doing so.

CONCLUSION

Thirty years ago, Hauser (1969, pp. 127-128) not-
ed that “it is inadequate measurement, more than
inadequate concept or hypothesis, that has plagued
social researchers and prevented fuller explana-
tions of the variances with which they are con-
founded.” We have come a long way since then.
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The scientific community has given greater atten-
tion to the measurement properties of the vari-
ables we use. Our capacity to conduct numerous
alternative data analyses on large and well-docu-
mented data sets has been substantially enhanced.
At the same time, nature is jealous of her secrets
and there are many land mines buried along the
paths we need to follow (or blaze) in order to make
sense of our social scene. Moreover, there are
many who seek shortcuts to sociological knowl-
edge. Hence, we continue to address the chal-
lenges of establishing the consistency and stability
of our measures.

REFERENCES

Aguirre, A., R. Martinez, and A. Hernandez 1993 “Ma-
jority and Minority Faculty Perceptions in Academe.”
Research in Higher Education 34(3):371-385.

Asher, H. B. (1976) 1983 Causal Modeling. Beverly Hills,
Calif.: Sage.

Blalock, H. M. 1969 “Multiple Indicators and the Causal
Approach to Measurement Error.” American Journal

of Sociology 75:264-272.

Bohrnstedt, G. W. 1970 “Reliability and Validity Assess-
ment in Attitude Measurement.” In G. F. Summers,
ed., Attitude Measurement. Chicago: Rand McNally.

Bollen, K. 1989 Structural Equations with Latent Variables.
New York: John Wiley.

——, and S. Long 1993 Testing Structural Models.
Newbary Park, Calif.: Sage.

Brown, W. 1910 “Some Experimental Results in the
Correlation of Mental Abilities.” British Journal of
Psychology 3:269-322.

Budd, K. W., D. RossAlaolmolki, and R. A. Zeller 1997
“Psychometric Analysis of the Self-Coherence Sur-
vey.” Archives Psychiatric Nursing 11(5):276-281.

Carmines, E. G., and R. A. Zeller 1979 Reliability and
Validity Assessment. Beverly Hills, Calif.: Sage.

Cooley, C. H. 1902 Human Nature and the Social Order.
New York: Scribner’s.

Cronbach, L. J. 1951 “Coefficient Alpha and the Inter-
nal Structure of Tests.” Psychometrika 16:297-334.

Curtis, R. F., and E. F. Jackson 1962 “Multiple Indicators
in Survey Research.” American Journal of Sociology
68:195-204.

Fredman, L., M. P. Daly, and A. M. Lazur 1995 “Burden
among White and Black Caregivers to Elderly Adults.”
Journals of Gerontology Series-B-Psychological Sciences
and Social Sciences 50(2):S110-S118.

Grandin, E., and E. Lupri 1997 “Intimate Violence in
Canada and the United States.” Journal of Family
Violence 12(4):417-443.

GrayLittle, B. V. S. Williams, and T. D. Hancock 1997
“An Item Response Theory Analysis of the Rosenberg
Self-Esteem Scale.” Personality and Social Psychology
Bulletin May 23(5):443-451.

Hauser, P. 1969 “Comments on Coleman’s Paper.” Pp.
122-128 in R. Bierstedt, ed., A Design for Sociology:
Scope, Objectives, and Methods. Philadelphia: American
Academy of Political and Social Science.

Hayduk, L. 1987 Structural Equation Modeling with
LISREL. Baltimore, Md.: Johns Hopkins Universi-
ty Press.

Hendrix, C., and W. Schumm 1990 “Reliability and
Validity of Abusive Violence Scale.” Psychological Re-
ports 66(3):1251-1258.

Hoyle, R. 1995 Structural Equation Modeling: Concepts,
Issues, and Applications. Newbury Park, Calif.: Sage.

Jackman, R. W., and R. A. Miller 1996 “A Renaissance of
Political Culture?” American Journal of Political Science
40(3):632-659.

Lam, S. S., and K. S. Woo 1997 “Measuring Service
Quality.” Journal of Marketing Research 39(2):381-396.

Lee, A. M. 1972 “An Obituary for Alienation.” Social
Problems 20(1): 121-127.

McTavish, D. G. 1997 “Scale Validity—A Computer
Content Analysis Approach.” Social Science Computer
Review 15(4):379-393.

Mead, G. H. 1934 Mind, Self, and Society. Chicago: Uni-
versity of Chicago Press.

Moran, J. R., D. Frans, and P. A. Gibson 1995 “A
Comparison of Beginning MSW and MBA Students
on Their Aptitudes for Human-Service Management.”

Journal of Social Work Education 31(1):95-105.

Mueller, C. 1997 “International Press Coverage of East
German Protest Events, 1989.” American Sociological
Review 62(5):820-832.

Neal, A. G., and H. T. Groat 1974 “Social Class Corre-
lates of Stability and Change in Levels of Aliena-
tion: A Longitudinal Study.” Sociological Quanrterly
15(4):548-558.

, and S. Rettig 1967 “On the Multidimensionality

of Alienation.” American Sociological Review 32(1):54-64.

Nisbet, R. A. 1966 The Sociological Tradition. New York:
Basic Books.

Riemer, H. A., and P. Chelladurai 1998 “Development
of the Athlete Satisfaction Questionnaire.” Journal of
Sport and Exercise Psychology 20(2):127-156.

2355



RELIGION, POLITICS, AND WAR

Rosenberg, M. 1965 Society and the Adolescent Self Image.
Princeton, N.]J.: Princeton University Press.

Seeman, M. 1959 “On the Meaning of Alienation.”
American Sociological Review 24:772-782.

Spearman, C. 1910 “Correlation Calculated from Faulty
Data.” British Journal of Psychology 3:271-295.

Szulanski, G. 1996 “Exploring Internal Stickiness.” Stra-
tegic Management Journal 17:27-43.

Tambs, D., J. R. Harris, and P. Magnus 1995 “Sex-
Specific Causal Factors and Effects of Common Envi-
ronment for Symptoms of Anxiety and Depression in
Twins.” Behavorial Genetics 25(1):33-44.

Wright, L. K. 1991 “The Impact of Alzheimers Disease
on the Marital Relationship.” Gerontologist 31(2):224-237.

Zeller,R. A., and E. G. Carmines 1980 Measurement in the
Social Sciences: The Link between Theory and Data. New
York: Cambridge University Press.

—— 1976 “Factor Scaling, External Consistency, and
the Measurement of Theoretical Constructs.” Politi-
cal Methodology 3:215-252.

Zeller, R. A., A. G. Neal, and H. T. Groat 1980 “On the
Reliability and Stability of Alienation Measures: A
Longitudinal Analysis.” Social Forces 58:1195-1204.

RICHARD A. ZELLER

RELIGION, POLITICS, AND
WAR

The Peace of Westphalia (1648) marked the end of
the Thirty Years’ War and the beginning of the
modern European state system. The development
and evolution of the principles laid out in the
Westphalian treaties made the territorially defined
independent sovereign state the dominant politi-
cal unit for managing and governing populations.
Those principles also led to recognition of the
state as the primary unit for interaction (including
the “interaction” of war) between territorially
bounded populations. By the end of the twentieth
century, the state system had encompassed the
entire globe.

An understanding of the relationship between
religion, politics, and war begins with an analysis
of regimes (Swanson 1967). A state governs a
population by means of a regime. A regime is
responsible for maintaining peace and securing
justice within the territorial bounds of a state. A
regime acts by exercising its own autonomous
powers and by implementing and enforcing laws.

Regimes take many forms, including (but not lim-
ited to) absolute monarchy (France under Louis
XVI), personality-centered dictatorship (Hitler’s
Germany), government by cabinet embedded in a
constitutional monarchy (the United Kingdom),
an executive presidential system linked through a
division of powers to legislative bodies (United
States of America), and rule by a single party
(People’s Republic of China).

The autonomous powers of a regime are, in
principle, unlimited, and they include the legiti-
mate use of force. The powers of a regime and a
regime’s performance can be (and usually are)
constrained and directed by laws and limitations
such as traditional rights, even where the regime is
amonarchy or dictatorship. In that regard, a major
question in the analysis of the state pertains to the
relationship between a regime and a society’s po-
litical system or body politic. Can interests (includ-
ing religious interests) be legitimately organized
and expressed within a political system in ways that
effectively influence a regime’s actions? Answers
to this question can be framed within answers to
another fundamental question. What is the direct
relation between a regime and the religious insti-
tutions of a society, the relation that is not mediat-
ed through an aggregation of interests in civil
society and their expression in a political system?
This question defines the church-state problematic.

CHURCH AND STATE

Although the categories “church” and “state” are
products of the history and experience of the
West, they can be applied to the analysis of relig-
ion, regimes, and politics across the contemporary
world (see Martin 1978). Two ideal-type models
and their variants specify the range of relations
between religion and the state. The interpenetration
model assumes a high degree of church-state (or
religion-regime) congruence and the effective uni-
ty of religious and political action. Important vari-
ants of this model include theocracy and caesaro-
papism. Where theocracy exists, the authority of
religion is decisive for the state. In the case of
caesaro-papism the tables are turned and the state
dominates religion.

The separation model posits institutional au-
tonomy for both religion and the state. Variants
include the two-powers and the strict separation
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subtypes. The two-powers subtype recognizes the
distinct jurisdictional domains of the state and
religion within a framework of church-religion-
state-regime accommodation that may include
church establishment (the official recognition and
support of a church by a state) but also may
encompass mutual suspicion, struggle, and cross-
institutional interference. Strict separation elimi-
nates all traditional, legal, and organizational bonds
and most forms of accommodation between the
state and religion. Each institution is not only
autonomous but also “out of bounds” with respect
to the other.

Contemporary examples of the interpentration
and separation models include the Islamic Repub-
lic of Iran (theocratic), Russia (caesaro-papist),
Poland (two powers), and the United States of
America (strict separation). The 1979 revolution
in Iran led by Ayatollah Ruhollah Khomeini im-
posed Twelver Shi’a Islamic law and tradition on
the Iranian state. This move invigorated the Irani-
an masses and was hailed as progressive in many
parts of the Muslim world. It also led to tension
between the development of Iran as a modern
state and the application of Islamic rules, princi-
ples, and laws as the authentic seal of the revolu-
tion (Arjomand 1993). The lawmaking power of
the state dominates the law finding power of the
traditional Shi’a jurists in Iran. Nevertheless the
country can be classified as a theocracy because
the resolution of disputes is constitutionally in the
hands of those who have been trained in Islamic
religious jurisprudence. As well, lay citizens may
serve in lower offices including the Majlis (parlia-
ment), but only clerics (religious jurists) can occu-
py high political, administrative, or judiciary posi-
tions in Iran.

The reforms of Peter the Great, czar of Russia
from 1682 to 1725, transformed the administra-
tion of the Russian Orthodox Church into an
office of the state and, thereby, instituted a caesaro-
papist regime. All religious activities were gov-
erned by regulations promulgated by the czar. The
church was the state’s instrument for controlling
and educating the population. It remained so until
the Bolshevik Revolution in 1917 and the founda-
tion of the Soviet state. Under Communist Party
rule, with Marxism as the official ideology of the
regime, Russian caesaro-papism became a nega-
tive, eradicating, secularizing force. Church prop-
erty was confiscated. The church was sheared of all

nonreligious functions. Religious practice was strict-
ly controlled.

After the collapse of the Soviet state (1989-
1991), a liberal constitution guaranteed freedom
of expression and practice for all religions. No
provision was made for an established church.
Subsequently, however, the Russian Orthodox
Church was recognized by the state as the preemi-
nent church in Russia, thus formally linking the
Russian state to the Russian church once again. In
the former Soviet Union, the autocracy of the
Communist Party replaced the autocracy of the
Russian czar. In both cases there was a caesaro-
papist relation between a regime and religion, a
relation that persists in the recognition of the
preeminence of the Russian Orthodox Church by
the liberalized, post-Soviet Russian state.

Unlike the Russian Orthodox Church, the
Roman Catholic Church in Poland has never ac-
ceded to nor successfully been forced into a caesaro-
papist relation with the state. The two-powers
variant of the separation model has always pre-

vailed, even during the period of Communist rule
(1948-1989).

In the early modern period, Poland did not
develop a state controlled by an absolute prince. A
protodemocratic republic of nobles resisted state
autocracy and, thereby, prevented control of the
church by a powerful, centralized regime. In the
nineteenth century, Polish national identity was
fused with Polish Roman Catholicism. Thus, the
stage was set for the church to serve as the defend-
er of the interests of the nation when those inter-
ests were at risk during the period of Commu-
nist rule.

Identified with the Polish nation, the Polish
church stood against the Polish state in a two-
powers relationship during most of the Cold War.
The opposition of the church in Poland to the
Communist regime made an important contribu-
tion to the downfall of communism in the Eastern
bloc of European states. As one of the most power-
ful actors in the civil society of post-Communist
Poland (having long organized itself as a hierarchic
weapon in defense of its own interests), the Polish
Roman Catholic Church now faces the challenge
of dealing with the tendency “in victory” to be-
come a quasitheocratic actor, a role that is incon-
sistent with the Vatican’s position that national
churches should be institutions with interests and
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not would-be hegemons in contemporary liberal
democratic societies (Casanova 1994).

Where Poland exemplifies the two-powers vari-
ant of the separation model, the United States is
the primary example of strict separation. Constitu-
tionally guaranteed free religious practice and a
constitutional provision forbidding the establish-
ment or state sponsorship of any religion under-
write the autonomy and differentiation of religion
and the state in a historically exceptional pattern.
Unlike the case of Russia, for example, where the
post-Communist state recognized the Russian Or-
thodox Church as the preeminent national relig-
ious body, no part (legislative, executive, or judi-
cial) of any American government (local, state, or
federal) can grant legal privileges to a religious
organization. By the same token, American gov-
ernments can neither limit nor curtail religious
practice, as happened in the former Soviet Union,
nor can they pass and enforce laws that impose
religious norms and rules on a population, as is the
case in Iran.

Unlike Poland, where the post-Communist
liberal constitution has not prevented the govern-
ment from granting funds to the Roman Catholic
Church in support of church-sponsored educa-
tion, no church or religious body could successful-
ly petition any government in America for materi-
al support. On the other hand, American churches
and religious organizations are not taxed by gov-
ernments unless they are, in effect, business or-
ganizations within the meaning and application of
the law. Thus, although the state neither interferes
with religious institutions nor provides recogni-
tion and material support for them, there is a
pattern of passive accommodation in America
whereby the state allows religious organizations to
operate as untaxed nonprofit corporate bodies.
Where strict separation holds, the state is not
anticlerical, nor is it a direct, overt benefactor of
religion.

The examples adduced above do not exhaust
the range of historical detail and local variance
that will be discovered where the fit of the
interpenetration or separation models to a par-
ticular state is assessed. The models, themselves,
however, do exhaust the range of possibilities for
the regime-religion relation and, thus, can be used
to classify any state and organize the history of its
intercourse with religion.

RELIGION, REGIMES, AND POLITICAL
SYSTEMS

The analysis of the church-state relation focuses
on links between the governing center of a society
(aregime) and religious groups and institutions in
a society. The analysis of religion and political
systems, on the other hand, addresses questions
pertaining to the organization and expression of
interests in a society. Variation in the form of
political systems and the relations between politi-
cal systems and regimes affects the organization of
interests in a society and the impact that interests
including religious interests can have on regimes.

Do most of the members of a society have a
role in determining who controls the society’s
regime? Do most of the members of a society have
a role in selecting those who make the society’s
laws? For most of human history, the answer to
both questions has been no. Kings, queens, emper-
ors, military despots, dictators, patriarchs, oligarchs,
leaders of single-party states, religious autocrats,
petty tyrants, and the like—those who attain office
without the broad-based consent of the people
whom they dominate—were the rule, not the ex-
ception, until well into the twentieth century. To-
day, the democratic election of state leaders and
lawmakers is a global norm, although there are

many departures from it in practice (see Meyer et
al. 1997).

The extent to which religious interests in a
democratic society are organized and expressed in
the society’s political system is conditioned on the
regime-religion (church-state) relation. As well,
the organization of democratic political systems
varies in ways that are independent of the regime-
religion relation and that can affect the political
expression of religious interests. Also, the proper-
ties of a society’s population can have an impact on
the political expression of religious interests. Fi-
nally, a state and its society may face external
conditions that influence the internal relation be-
tween religion and politics.

Canada, the United States, and Israel, for
example, are all modern democratic societies, but
there are significant differences between them
regarding religion and politics—differences that
reflect variations in the regime-religion (church-
state) relation, the organization of political sys-
tems, the populations, and external conditions.
An examination of these variations illustrates the
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range of linkages between religion and politics in
contemporary democracies.

A substantial majority of the population of
Israel is Jewish. Where religious matters are politi-
cally salient in Israel, controversies and conflicts
often reflect sharp differences between secular
and observant as well as Zionist and non-Zionist
Israeli Jews. Most Israelis do not identify them-
selves as religiously observant in a strict sense,
although only about 20 percent of the population
eschew all religious observance. The state was
founded (in 1948) and continuously governed for
many years by a social-democratic party (Labour)
whose members were for the most part secularized
Jews of eastern European origin. Immigration add-
ed a significant component of observant oriental
Jews to the Israeli population. Notwithstanding
the secular origins of the state and the persistent
secular orientation of many Israelis, religion is
highly salient in Israeli politics today (Liebman 1993).

The State of Israel does not have a written
constitution. Thus, the relation between religion
and the state is not formally defined in a constitu-
tional sense. No legislative or administrative acts
either separate religion and the state or establish a
particular variant of Judaism as the religion of the
state. This means, among other things, that the
resources of the state can be allocated on an ad hoc
basis to religious organizations, including schools
and welfare organizations that are controlled by
religious groups. In this circumstance, religious
groups have formed political parties to obtain
state support for their organizations and to secure
political goals linked to religious ideologies.

Representation in the Israeli parliament (Knesset)
is based on proportional voting for parties. Pro-
portional voting enables small parties to win seats.
This feature of the Israeli electoral system plus the
absence oflegal or constitutional provisions either
specifying or restricting the use of state resources
in support of religion have encouraged the devel-
opment of religious political parties in Israel. In
recent years both large secular parties (socialist
Labour and Likud) and smaller religious parties
have received enough votes to claim seats in the
parliament, but no single party has secured enough
seats (a majority) to form a government. In that
circumstance a government is formed by bargain-
ing between parties. The leader of the party with
the most seats negotiates with other parties to

form a majority coalition. Cabinet positions are
the important bargaining chips in the process.

By entering into agreements with large secular
parties when they need votes to form a govern-
ment, some religious parties in Israel have secured
cabinet portfolios. The electoral successes of some
religious parties have enabled them to pursue
interests and goals that in some cases are at consid-
erable variance with the sensibilities and inclina-
tions of secular Israelis, especially with regard to
territorial settlements and peace, but also in mat-
ters pertaining to religious observance and the
public presence of religion in Israeli life.

Israel, then, is a qualified variant of the
theocractic model of religion-regime relations in
the sense that there are no constitutional restric-
tions on the implementation of politically salient
derivations that could flow from the ideology of a
governing party. No religious party in Israel has
succeeded, so far, in becoming a governing party,
but were that to happen, there is no constitutional
limitation that would, in principle, prevent a relig-
ious governing party from imposing its prescrip-
tions and practices on the population of Israel.

Both Israel and Canada are parliamentary
democracies, but the presence of religion in the
contemporary political life of Canada is subdued
in comparison with its visibility in the Israeli public
arena. Reasons for this difference include the
form of the constitutionalization of the church-
state relationship in Canada, the organization of
the Canadian political system, the secularization
of cleavages or political fault lines in Canada, and
the religious composition of the Canadian population.

The constitution of Canada underwrites a “soft”
version of the caesaro-papist subtype of the
interpentration model of church-state relations.
There is both a guarantee of free religious practice
and the recognition of a form of religious estab-
lishment whereby public funds flow in support of
primary and secondary schools affiliated with some
churches. As well, hospitals and other health care
organizations owned by religious groups are pub-
licly funded.

Where education and health care are constitu-
tionalized provincial responsibilities, there are varia-
tions between provinces regarding patterns and
levels of funding for church-related schools. Also,
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provinces are free to expand support beyond con-
stitutionally required levels or to withdraw sup-
port in some circumstances. Thus, until 1999 Ro-
man Catholic secondary schools in Ontario were
not funded at the same level as public high schools.
Following a provincial referendum in Newfound-
land, church-related school boards were abolished
in 1999, although public funds continue to sup-
port religious instruction in all schools in the
province.

Constitutional and legal provisions pertaining
to the church-state relation in Canada circum-
scribe the possibilities for political action by relig-
ious actors. The state will not provide material
support to any religion for the asking, although it
does provide funds in support of the educational
and health care activities of designated churches,
of which the Roman Catholic Church is the most
notable example. This pattern has roots in the
accommodation of Roman Catholic francophone
Canada and Protestant anglophone Canada and
the political balancing act that has kept Canada
together since the founding of the Canadian state
in 1867. Essentially, federal governments act in
ways that are designed to ensure continuing ac-
commodation between divisive political actors.
The form that the constitutionalization of the
church-state relation has taken in Canada enables
governments to control the fissiparous tendencies
of religiously oriented political actors through
quasi-establishment (the funding of religiously af-
filiated schools and health care facilities) and
caesaro-papist policies that, in effect, limit the
public, political expression of divisive religious
views (Simpson 1985).

The organization of the Canadian political
system also encourages the containment of relig-
ious expression as a form of political action. The
electoral rule of “first past the post” (a plurality of
votes) makes it unlikely that the candidates of
small parties will win seats in the federal House of
Commons. This is unlike, say, the case in Israel,
where the proportion of votes obtained by a party
provides small parties with an opportunity for
representation in the Knesset. Views on issues
including religious views that lack a broad base in
the Canadian population are not likely to be repre-
sented in government.

A Canadian government is formed by the
appointment of a cabinet of ministers (who are the

government) by the leader of the party with a
majority of seats in the House of Commons. (Not
every member of parliament is a member of a
government.) Once formed, a government (as is
the case in any parliamentary system) can work its
will without bargaining with other parliamentary
parties—assuming that it is a majority govern-
ment, meaning that it has a majority of seats in the
House of Commons. Typically, matters related to
the country’s economy and the unity of Canadian
confederation dominate federal elections in Cana-
da and, thus, rise to the level of government policy
making, where they obscure other issues, includ-
ing those that have a base in sectarian religious
sensibilities.

The pattern of church-state articulation and
the mechanics of the electoral system work against
a simple, direct relation between religion and
politics in contemporary Canada. As well, there
has been shift in the last forty years in the nature of
the cleavage that divides Canada into the nation of
Quebec and the rest of Canada, a shift that has had
implications for the tie between religion and poli-
tics. The rapid institutional secularization of Que-
bec in the 1960s and parallel movements in
Anglophone Canada transformed the religion-lan-
guage duality of Canada into a culture-language
duality. Culture burst the bounds of religion and
church control (see Borduas 1948). By the 1970s,
Canada was officially defined as a bilingual and
bicultural society, an understanding that was con-
stitutionalized in 1982 along with provisions that,
in effect, recognized rights pertaining to cultural
maintenance and expression for all groups in Canada.

By moving the “game” of Canada to the poli-
tics of language, culture, and national expression
and away from the politics of the religion-language
link that was associated with Anglo dominance
and the power of the Roman Catholic clergy in
Quebec (a pattern that had been in place since
British ascendance in the 1760s), the secularization
of Canada in the post-World War II period gradu-
ally pushed religion out of the central place it had
once occupied in the Canadian political system
(Simpson 1988). While religion is no longer in a
commanding position, its voice is not dead in the
contemporary Canadian public arena. The Roman
Catholic Church, mainline Protestant denomina-
tions, and Jewish organizations provide a public
conscience in matters related to economic and
social justice, and they engage the political system
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with pursuant representations that are underwrit-
ten by the pattern of elite accommodation that
typifies the Canadian political system (Simpson
and Macleod 1985).

In recent years, a number of highly charged
issues pertaining to abortion, homosexuality, por-
nography, prayer in the schools, and extramarital
sex have been thrust into the American political
arena. While some of these matters have public
visibility in Canada, they have not generated the
same level of public attention and scrutiny that
they have in the United States, nor have they been
a source of sustained conflict and serious divisiveness
within the political arenas of Canada. Why?

The sociomoral issues that have been politicized
in America have a base in the moral practices
of conservative, sectarian Protestants as well as
those of Roman Catholics to some extent. The
reincorporation of sectarian Protestants into the
American presidential electoral party system in
the late 1970s brought sociomoral issues into the
American public domain with force (Simpson
1983). A comparison of the religious demography
of the Canadian and American populations sug-
gests why these issues, once they were defined as
public concerns, have had more prominence in
America than in Canada.

About 45 percent of Americans are conserva-
tive Protestant Christians, whereas less than 10
percent of the Canadian population falls into the
same category. Mainline Christian churches (in-
cluding Roman Catholic) account for about 65
percent of the Canadian population and 40 per-
cent of the U.S. population (Simpson 1988; Kosmin
and Lachman 1993). There are far fewer sectarian
Protestants in Canada than in the United States.
Canada, then, lacks the population base for gener-
ating, supporting, and sustaining a politics of
sociomoral issues. In the United States, on the
other hand, a substantial portion of the popula-
tion resonates with sociomoral issues that provide
a public presence for everyday moral sensibilities
anchored in conservative Protestant beliefs and
practices.

More than religious demography underwrites
the presence and tenacity of sociomoral issues in
the American political system. Once thematized as
politically relevant, issues have staying power that
can be traced to the organization of the American
system of government and, for religiously anchored

sociomoral issues, to the constitutionalization of
free religious practice and no establishment of
religion. Regarding the latter, practices in civil
society that are approved by many but have been
legally undone because they are not constitutional-
ly valid (for example, prayer in public schools) may
be a source of political agitation. A sense of
unresolvable grievance arises where unfettered
religious practice in the circumstance of no estab-
lishment leads to voluntaristic integrity, strength,
and, even, militance in pursuit of outcomes that
can only be achieved by violating the rule (no
establishment) that underwrites and sustains the
integrity and strength of religious practice in the
first place. Unresolvable grievances are the stuff of
primordial political mobilization. A politician sig-
nals that she or he is “onside” and wishes that
something could be done but that it cannot be-
cause it is unconstitutional. Where the principle of
no establishment is constitutionally moot, as in
Israel or Canada, for example, a sense of unre-
solved grievance pertaining to issues linked to
religion is less likely to persist, since a problem can
be solved, at least in principle, by political action
that entangles religion and the state.

Issues including politically relevant sociomoral
issues also persist because there are three centers
of political authority in the American form of
government: the president, the Senate, and the
House of Representatives. Each center is elected
separately, and law can be made only where there
is agreement among them. In this circumstance,
politicized issues have lives in multiple electoral
jurisdictions that encompass local, state, and na-
tional publics.

Although the majority party organizes the busi-
ness of the American House of Representatives
and the Senate, it does not form a government as a
majority party does in a parliamentary system (for
example, Canada or Israel). A government in a
parliamentary system does not need the agree-
ment of other centers of political authority to
make law since a parliamentary majority guaran-
tees that the political will of the majority party
leader and her or his cabinet can become law
without external advice or consent. In parliamen-
tary systems a politicized issue tends to have a
“half-life” that is as long as the attention span of
the leader of the government and her or his cabi-
net of ministers. Where the electorate, itself, is not
attuned to issues by virtue of its demographic
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characteristics—as is the case in Canada regarding
religiously linked sociomoral issues—it is unlikely
thatissues will rise to the level of serious considera-
tion by a government, and even if they do, a
government may not pay much attention to them.
In the U.S. system, on the other hand, there is a
tighter fit between what is on the public mind and
the exercise of political authority. As long as an
issue persists in the media, it has a guaranteed
hearing in multiple centers of political power at
the federal level.

Variations in the links between religion and
politics in modern democratic systems have been
illustrated above with an analysis of Israel, Canada,
and the United States of America. The analysis
could be extended to other democratic states and,
as well, to political systems that are not democrat-
ic—for example, to the People’s Republic of China
where single party, top-down government has im-
posed a strict caesaro-papist pattern of control on
religion. In any case, an analysis will examine the
social forms and properties that inscribe the de-
tails of the relationship between religion and poli-
tics: the religion-regime linkage, the organization
of a state’s political system, and the religious de-
mography of a state’s population.

RELIGION AND WAR

The state system that emerged from the treaties
ending the Thirty Years’ War in 1648 led to the
contemporary global international system. In this
system, a state and its regime are the elementary
units of interaction. Diplomacy, trade, and war are
the fundamental forms of international behavior.

By the time of World War I (1914-1918), the
international system was a mix of nation-states and
imperial powers with nation-state cores. Western
nation-states and imperial powers controlled near-
ly all the inhabited world. World War I dissolved
the Ottoman Empire and the Austro-Hungarian
Empire. World War II (1939-1945) led to the
rapid decline and breakup of the British Empire. It
also led to the bipolar Cold War that pitted the
West against the Soviet Union and its client states.
The bipolar system came to an end in 1989.

The outcome of each of the major wars in the
twentieth century, including the Cold War, led to
the decline or collapse of imperial and internation-
al structures. Each such decline or collapse, in

turn, led to the formation of nation-states. Typical-
ly (but not always), states were constructed from
the pieces of an imperial or a neo-imperial struc-
ture (the bipolar system of the Cold War). Thus,
Turkey emerged from the Ottoman Empire and
Hungary from the Austro-Hungarian Empire in
the wake of World War I. India, Pakistan, Burma,
and Indonesia were devolutions from the British
Empire and the Dutch Empire, which were broken
up following World War II. The end of the Cold
War led to the formation or revival of nation-states
that had been parts of the Russian empire consti-
tuted as the Soviet Union and the client states of
the Warsaw Pact. They include (but are not limited
to) the Baltic states (Estonia, Latvia, Lithuania),
Ukraine, Georgia, Kazakhstan, and Azerbaijan.

The history of state formation in the twentieth
century demonstrates a clear tendency for a na-
tion—that is, a people who share territory, lan-
guage, and religion—to form or seek to form a
state in which the leash of imperial control or
regional control with imperial-like features slack-
ens or disappears. When the Cold War global
structure collapsed, for example, so did the forces
that were the basis for the integration of the
former Yugoslavia, a regional, quasi-imperial pow-
er from the immediate post-World War II period
to the end of the 1980s.

War and state formation in the former Yugo-
slavia followed the path of ethnoreligious differ-
ences. Slovenia (Roman Catholic) and Macedonia
(Orthodox) were more or less peaceful devolutions.
Serbs (Orthodox) and Croats (Roman Catholic)
fought before the state of Croatia was secured.
Serbs, Croatians, and Bosnians (Muslim) fought in
Bosnia-Herzegovina prior to a Western-imposed
settlement. Having receded to the Orthodox prov-
inces of Serbia and Montenegro, Serb-dominated
Yugoslavia attempted to drive out the ethnic Alba-
nian (Muslim) population from the region of
Kosovo (a part of Serbia) before the North Atlantic
Treaty Organization (NATO) intervened in 1999.

Beyond the former Yugoslavia there are other
contemporary armed conflicts that are also rooted
in ethnoreligious differences. These include spo-
radic border fighting between India and Pakistan,
and armed civil conflicts of one variety or anoth-
er—guerrilla war, terrorism, state military sup-
pression—in the Philippines, Northern Ireland,
Indonesia, and Sri Lanka. In the Middle East,
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religiously oriented militant factions of Muslims
and Jews have complicated the pursuit of peace.
The successful testing of nuclear weapons by both
India and Pakistan has fortified the division of the
world along ethnoreligious lines.

Huntington (1996) argues that contemporary
patterns of conflict in the world provide evidence
that the ideologically based political divisions of
the Cold War have been replaced by a set of
differences that are grounded in the congruence
of religion, language, and territory. These differ-
ences support, encourage, and sustain action that
is rooted in collective and individual identities. At
the global level, identities are embedded in civiliza-
tions, and civilizations, according to Huntington,
are the key to understanding international order
and disorder in the twenty-first century.

Analysis of the conflicts in the former Yugo-
slavia provides a sense of the developing pattern of
global tension as envisioned by Huntington.
Ethnoreligious divisions within collapsing Yugo-
slavia were replicated in the religious identities of
the sources of support for the divisions in the
outside world. Orthodox Serbia received econom-
ic, military, political, and diplomatic support from
Orthodox Russia Germany and, in particular, the
heavily Roman Catholic state of Bavaria supported
Roman Catholic Croatia. Bosnians and ethnic Al-
banians received sympathy and aid from sources
in the Muslim world.

Jumping to the global level, Huntington ar-
gues that divisions in the world will increasingly
congeal along civilizational lines. The central civili-
zational players (and their core states) in the
intercivilizatonal global system of the twenty-first
century, according to Huntington, include Ortho-
dox civilization (Russia), Confucian civilization (Chi-
na), Hindu civilization (India), Japanese civiliza-
tion (Japan), Islamic civilization (no core state),
and Western civilization (a consortium of core
states consisting of the United Kingdom, France,
Germany, and the United States). International
conflicts and wars will tend to occur along civiliza-
tional fault lines with core states leading and/or
abating intercivilizational hostilities.

If Huntington is right, conflict and war at the
intercivilizational level in the twenty-first century
will resemble the European wars of religion (Ro-
man Catholics versus Protestants)—the so-called
Thirty Years War—that ended with the Peace of

Westphalia in 1648. In each case, ethnoreligious
or cultural identities have been the basis for the
cross-state attribution of lethal patterns of ‘“‘us
versus them.” Whereas the modern state emerged
from the seventeenth-century European wars of
religion as the dominant political unit for govern-
ing and managing populations, it remains to be
seen whether new forms of political organization
will arise from the intercivilizational tumults of the
twenty-first century.
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RELIGIOUS
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RELIGIOUS MOVEMENTS

Most people do not perceive religious beliefs as
changing very much over time. Religions, after all,
are engaged in the propagation of eternal truths.
While it is understandable that religious organiza-
tions may change, that process is perceived to
occur only very slowly. Indeed, changes in beliefs
are perceived to occur so slowly that adherents
and leaders alike hardly notice.

Contrary to popular perceptions, both relig-
ious beliefs and religious organizations are dynam-
ic, ever-changing phenomena. Changes in the be-
liefs and organizational structure of religions reflect
adaptations, accommodations, and innovations to
continuously changing cultural, political, and eco-
nomic environments. Without more or less con-
stant change, religions would become irrelevant to
their environments, and would simply become
defunct. Indeed, this has been the fate of many
religions in the history of humankind.

Changes in both beliefs and organizational
structure may occur as the result of actions taken
by leaders empowered to make such changes, but
even greater change occurs as the result of religious
movements. How religious movements effect change,
both within and outside religious organizations, is
the subject of this essay. The essay unfolds in three
parts. First, the classic scholarly literature about
religious movements is examined within the frame-
work of a simple typology that pivots on the ori-
gins and target of change sought by movements.
Second, the phenomenon of religious fundamen-
talism is examined as an exemplar of religious

movements. Selection of fundamentalism is ap-
propriate because it is one of the most important
religious movements of the twentieth century. In
the final part of the essay, the emerging theoretical
work on religious movements is linked to some
practical implications of religious movements and
the future of religion in human cultures.

UNDERSTANDING RELIGIOUS
MOVEMENTS

Religious movements may be understood as a
subcategory of social movements—that is, organized
efforts to cause or prevent change. There are three
discrete types or categories of religious move-
ments. First, endogenous religious movements consti-
tute efforts to change the internal character of the
religion. Second, exogenous religious movements at-
tempt to alter the environment in which the relig-
ion resides. Third, generative religious movements
seek to introduce new religions into the culture or
environment.

Religions consist of beliefs, symbols, practices,
and organizations. Endogenous movements seek to
change one or more of these aspects of a religion.
Some endogenous movements have had monu-
mental impact on both history and culture—for
example, the great schism that split Christianity
into Western Catholicism and Eastern Orthodoxy
in the eleventh century; and the Reformation,
which developed in the sixteenth century and split
Protestantism from Roman Catholicism. Other
movements, while important to the participants,
have been of little cultural significance.

Endogenous movements frequently resultina
schism—the division of the religious organization
into two or more independent parts. Protestant-
ism has been particularly schism-prone. Melton
(1996) has identified more than 750 Protestant
groups in North America alone. New religious
groups formed through the process of schism are
known as sects. Sectarian movements tend to be led
by laity, or lower-echelon clergy. Many religious
movements result in reform rather than schism.
Reform is a more likely outcome when movements
are initiated by the religious leaders, or when the
religious hierarchy responds to and coopts grass
roots demands for change. Through the centuries,
the Roman Catholic Church has been particularly
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effective in coopting and reincorporating move-
ments into the church. We see them today as
religious orders.

Pope John XXIII called the Second Vatican
Council (1962-1965) in response to strong inter-
nal pressures to modernize the Roman Catholic
Church and improve relations with other faiths.
The Council produced many wide-sweeping changes
in the Catholic Church. In addition, it spawned
many other religious movements within the Catho-
lic Church (e.g., liberation theology, the move-
ment for women’s ordination, and movements for
greater lay participation).

A second important hierarchically initiated
movement of the twentieth century was the Protes-
tant ecumenical movement. After several centuries of
denominational proliferation, mostly occurring as
the result of schism, the second half of the twenti-
eth century has witnessed a powerful ecumenical
movement that has resulted in the union of diverse
Protestant traditions.

Exogenous movements constitute a second gen-
eral type of religious movement. They are con-
cerned with changing some aspect of the environ-
ment in which a religious organization exists. All
religious organizations bring four imperatives to
the environments in which they exist: (1) survival,
(2) economic viability, (3) status, and (4) ideology
(Hadden 1980). As long as these interests are
secure, the religious organization exists in equilib-
rium or harmony with its environment. This is the
normal relationship between religions and the
culture. In sociological literature, these groups are
identified as churches, or denominations.

When a religious group’s interests are threat-
ened, or the leadership seeks to enhance or ex-
pand interests, religious movements may ensue.
Often, exogenous religious movements are indis-
tinguishable from social movements. Indeed, they
are frequently pursued in coalition with secular
social movement organizations.

In addition to legitimating religious move-
ments with transcendental principles, religious
leaders are often enlisted by secular social move-
ment leaders to legitimate their movements. As a
general proposition, religious leaders are special-
ists in the legitimization of social movement causes.

In the second half of the twentieth century,
liberal Protestantism has forged coalitions with

virtually every liberal cause on the scene. Evangeli-
cal (conservative) Protestantism, on the other hand,
has coalesced with economically and socially con-
servative causes. In both instances, religious or-
ganizations engage in movement activity to pro-
mote some element of their ideology. At the same
time, in doing so, they hope to enhance their
status. Much of the exogenous social activism of
evangelical Christian groups during the past quar-
ter-century has been grounded in the presupposi-
tion that a morally corrupt society threatens the
survival of culture itself.

The very essence of religious organizations is
that they carry cultural values, ideals, customs, and
laws that claim transcendental character. When
religious leaders engage in exogenous religious
movements, they almost always draw on these
transcendental principles to legitimate their cause.
The claim that movement objectives are part of a
divine plan, or that God is on the side of the
movement, may serve as a powerful motivation for
adherents of the faith to participate. Witness, for
example, the many occasions during the 1980s
when Islamic leaders exhorted their followers to
engage in jihad (holy war).

The civil rights movement in the United States
was substantially a religious movement. It was led
by black ministers, activities were organized in
black churches, funds were raised in liberal white
churches, white clergy bolstered the troops who
marched and picketed, and idealistic black and
white youth—motivated by their religious tradi-
tions—participated in civil rights campaigns and
projects.

The strength of the movement came not only
from the broad base of religious participation but
also from the ability of the leaders to legitimate the
movement constantly in terms of sacred religious
principles. For example, civil rights leaders repeat-
edly quoted the passage in the Declaration of
Independence that acknowledges the role of the
Creator in human rights: “We hold these Truths to
be self-evident, that all Men are created equal, that
they are endowed by their Creator with certain
unalienable Rights, that among these are Life,
Liberty, and the Pursuit of Happiness. . ..”

The Solidarity labor movement in Poland,
which was the first major social movement that led
to the collapse of communism in eastern Europe,
sought and received legitimacy from the Catholic

2365



RELIGIOUS MOVEMENTS

Church. Not only in Poland but also throughout
eastern Europe, religious traditions were deeply
involved in the movement for liberation from
communism.

Not all exogenous religious movements are
movements of liberation. Around the globe relig-
ious groups call on divine providence to help them
in struggles against other religions, ethnic rivals,
and unsympathetic governments.

There are literally hundreds of these move-
ments around the world in various stages of as-
cendancy or abatement. In predominantly Hindu
India, Muslims in the northern province of Kashmir
seek independence or union with Pakistan, while
Sikhs in the nearby province of Punjab have for
many years waged a bloody confrontation with the
government for independence. In Sri Lanka, just
off India’s southern shores, Tamils, members of a
Hindu sect, seek an independent state in a nation
that is predominantly Buddhist. In Northern Ire-
land, Protestants and Catholics have experienced
periodic conflict since Protestant settlers arrived
in the middle of the seventeenth century, but since
1968 the two rivals have been locked in a high level
of tension punctuated with intermittent outbursts
of violence.

The third type of religious movement is gen-
erative—a deliberate effort to produce a new relig-
ious movement. Either new religions are intro-
duced to a culture externally by missionaries, or
they are products of innovation (invention) by
members of the culture. Whereas schismatic move-
ments produce variations on an existing religion
within a culture, new religions are novel to the host
culture. Sociological scholars refer to these new
religions as cults.

New religions are not necessarily newly creat-
ed. Hare Krishnas, adorned in saffron robes and
chanting on street corners, first appeared in the
United States during the mid-1960s. The Krishnas
brought with them Hindu beliefs and practices
that were clearly novel to North America, but that
had been first practiced in India in the sixteenth
century. In contrast, the Reverend Sun Myung
Moon, a Korean and founder of the Unification
Church, created a religion that involved a blend-
ing of significantly reconstructed Christian beliefs
with important elements of Eastern religions. In
still another example, L. Ron Hubbard, a science
fiction writer, published a book in 1950 titled

Dianetics, which outlined psychotherapeutic or men-
tal health techniques. The book became a best-
seller, and in 1954 Hubbard founded the Church
of Scientology.

In these three groups we have examples of,
first, the importation of an old religion based on
sacred texts of Hinduism (Hare Krishna); second,
a newly created religion based on reported revela-
tion from the God of the monotheistic traditions
of Judaism and Christianity (Unificationism); and
third, an indigenous religion based on techniques
of modern psychotherapy (Scientology). All are
new and novel to North American culture.

The late 1960s and early 1970s produced a
flurry of new religious movements in the United
States. The youth counterculture of the 1960s
provided a receptive environment for new relig-
ions. Equally important, the repeal of the Oriental
Exclusion Acts in 1965 paved the way for many
Eastern gurus to come to the United States as
missionaries of their faiths. While not nearly as
extensive, this activity can be compared to that of
the Christian missionaries, who flocked to Africa
and Asia, during the late nineteenth and early
twentieth centuries, to seek converts to their faith.

This period of rapid cult formation was not
particularly unique. The nineteenth century, for
example, produced a large number of cult and
sectarian movements in the United States. Chris-
tian Science, Mormonism, Seventh-Day Adventism,
Jehovah’s Witnesses, and Theosophy are but a few
examples of groups that emerged in that time
frame and that remain viable in the late twentieth
century.

Significant social science literature exists on
all three types of religious movements: endoge-
nous, exogenous, and generative. The focus of
inquiry has shifted significantly over time, and the
discipline of the investigators has influenced the
selection of questions addressed.

During the formative years of sociology much
attention was devoted to discerning how new relig-
ions arise and evolve. This interest was motivated
by the legacy of early sociological writing on the
church-sect typology by Max Weber and Ernst
Troeltsch. Sects develop as a result of dissent
within churches, when the dissenters break away
and form sects. Over time, they institutionalize
and gradually become more like the churches they
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earlier broke from, even as new sects are being
formed. Sects tend to recruit disproportionately
from the “disinherited,” or the economically de-
prived classes. Further, sectarian groups tend to
socialize their members to the dominant middle-
class values of society.

Until the mid-1960s, much of the sociological
literature focused on movements that have here
been identified as endogenous. Much of this litera-
ture concerned questions relating to the forma-
tion of religious movements and could be classi-
fied as consisting of theories of: (1) deprivation
(socioeconomic and other), (2) social dislocation,
and (3) socioeconomic change.

Historical work has focused on exogenous
and generative movements. Norman Cohn’s monu-
mental work The Pursuit of the Millennium con-
cludes that revolutionary millenarian movements
during the eleventh and sixteenth centuries drew
their strength from groups on the margin of socie-
ty. Cohn uses the term marginal to describe per-
sons who are not just poor but who also have no
“recognized place in society [or] regular institu-
tionalized methods of voicing their grievances or
pressing their claims” (1970, p. 282). Historical
literature supports much sociological work that
finds religious groups emerging on the fringe of
society.

Anthropological literature tends to focus on
generative movements. The question that domi-
nates their inquiry was inherited from the evolu-
tionary agenda of Social Darwinism in the late
nineteenth century: What are the origins of relig-
ion? New religions, they conclude, emerge during
periods of rapid social change, disorganization,
and dislocation. In anthropological literature, this
cultural strain is most often identified as the result
of the invasion of an indigenous culture by a
militarily advanced culture—the typical pattern of
conquest and colonization by European cultures
from the late fifteenth century forward.

The new religions are variously identified as
“cargo cults,” “messianic movements,” “nativistic
movements,” and “revitalization movements.” An-
thropological literature postulates that new relig-
ions emerge as a means of dealing with cultural
stress. La Barre (1972) generalizes from the scores
of ethnographic studies of anthropologists to lo-
cate the origins of all religions in cultural crisis.
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Lanternari, surveying anthropological and histori-
cal literature on new religions that emerged as a
result of intercultural conflict, concludes that these
religions “tend to seek salvation by immediate
action through militant struggle or through direct
and determined opposition to the foreign forces”
(1965, p. 247).

Psychological literature has been much less
concerned with religious movements. Following
the logic of Sigmund Freud’s cultural bias against
religion, many psychologists have identified the
leaders of religious movements as psychopathological
and their followers as psychologically defective.
This literature has not been particularly produc-
tive of insights about religious movements.

The ferment of generative religious move-
ments in the wake of the youth counterculture of
the late 1960s stimulated a tremendous volume of
sociological inquiry. In terms of sheer volume,
research and theorizing about “new religious move-
ments” eclipsed all other subtopics of inquiry in
the social scientific study of religion during the
1970s and 1980s (Bromley and Hadden 1993).
These studies examined (1) the organizational
development of new religions, (2) the structural
and social-psychological dynamics of affiliation
and disaffiliation, and (3) the persistence of intragroup
conflict between new and established religious
traditions.

In addition, the 1980s saw significant theoreti-
cal developments in the conceptualization of the
role of religious movements in sustaining religion
in human cultures. By the early 1990s, this litera-
ture was beginning to be recognized as a distinct
departure from, and a challenge to, the prevailing
model of religion that dominated the social sci-
ences for most of the twentieth century. Indeed,
from the inception of the social sciences, scholars
worked within an intellectual framework that
viewed religion as incompatible with the modern
world that is dominated by science and reason.

In 1993 Stephen Warner published an article
that proclaimed a “new paradigm” in the sociolo-
gy of religion. The key theoretical ideas in Warn-
er’s argument were most closely identified with
the work of Rodney Stark and his colleagues.
Warner showed how support for the new para-
digm has been mounting in much social research,
but especially in the work of young social histori-
ans. We will return to the “new paradigm” in the
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final section of this essay and examine how it has
altered our understanding of the role of religious
movements in human culture. Further, we will see
how the new paradigm restructures the central
task of the sociology of religion as the study of
religious movements.

We turn next to an examination of fundamen-
talism, areligious movement that spans most of the
twentieth century. Several reasons are offered for
exploring fundamentalism in some depth. First,
fundamentalism is one of the most important
movements of the twentieth century and, thus,
deserves to be examined in its own right. Second,
the widespread cultural prejudice against this con-
servative manifestation of religion has spilled over
into scholarly literature, with the result that little
empirical understanding of fundamentalism de-
veloped until near the end of the century. Third,
the foundation for a much better understanding
of fundamentalism is now in place. We shall briefly
discuss the literature that constitutes this founda-
tional work, and point to some research tasks that
are required before a mature scholarly under-
standing of fundamentalism can be achieved.

RELIGIOUS FUNDAMENTALISM AS
EXEMPLAR

Fundamentalism is an important religious move-
ment that dates from the early twentieth century.
Fundamentalism may be understood as protest
against the quest of liberal Protestant scholars to
resolve the apparent contradictions between relig-
ious knowledge and scientific discoveries. Such an
effort, it was believed, could lead only to Christi-
anity’s capitulation to the ontological superiority
of science as a path to truth.

From the early years of fundamentalism, most
persons who have stood outside the movement
have seen it through stereotypical lenses—provid-
ed substantially by the mass media—and have
failed to grasp the complexity, nuances, and impli-
cations of the movement. Thus, almost from the
beginning of the movement, fundamentalism has
been a concept associated with religions that are
perceived to be backward and potentially dangerous.

Fundamentalism has four distinct meanings.
The first three meanings were in place by the end
of the first quarter of the twentieth century; the

fourth does not appear until the last quarter of the
century. The different meanings are often inter-
mingled in both mass media and scholarly usage,
with the result of considerable confusion and mis-
understanding of the phenomenon. Significant
theological and historical literatures are available
on fundamentalism, but neither a theoretical nor
an empirical sociological literature is well devel-
oped. This section of the essay of religious move-
ments first identifies the four distinct meanings of
fundamentalism and locates each in historical con-
text. It then turns to a discussion of how a seriously
flawed construct might be employed to better
understand the phenomenon, and especially its
utility for comparative sociological research.

First, fundamentalism refers to a Christian
theological movement that experienced its greatest
strength in the first quarter of the twentieth centu-
ry. This movement was concerned with defending
the faith against an internal movement seeking to
make changes to accommodate Protestant Christi-
anity to the modern world. As a theological move-
ment, fundamentalism sought to purge the teach-
ings of “modernism” from churches and theological
schools. Modernist teachings had emerged during
the late nineteenth century as a means of accom-
modating Christian doctrine to the evidence and
teachings of science.

The most basic teaching of fundamentalism is
that the scriptures are inerrant—that is, literally
true. Closely related is the doctrine of millenarianism,
which prophesies the imminent return of Christ.
In the early days of the fundamentalist movement,
these theological battles were waged in the leading
theological seminaries of the nation (e.g., Prince-
ton Theological Seminary).

An important development in this struggle
was the publication, between 1910 and 1915, of a
series of twelve books that sought to defend and
reaffirm “fundamental” Christian principles in
the face of the teachings of liberal scholars that did
not believe the Bible should be understood as
literal truth. Leading scholars from the United
States and England contributed articles to the
books, titled The Fundamentals, which were pub-
lished by two wealthy Christian brothers, Lyman
and Milton Steward. Copies of The Fundamentals
were distributed gratis to over a quarter-million
clergy members, seminary students, and teachers
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throughout the United States. These tracts provid-
ed the inspiration for the name of the movement.
The term ‘“‘fundamentalism,” however, was not
coined until 1920 by Curtis Lee Laws, a Baptist
newspaper editor.

Defense of the faith against the encroachment
of modernist theological teachings was at the core
of the movement. But the holiness movement pro-
foundly influenced fundamentalism, which was
just as concerned with correct behavior as funda-
mentalism was with correct belief. The personal
piety and renunciation of “worldly” vices of the
holiness movement was combined with the com-
bative spirit of theological fundamentalism to pro-
duce a political fundamentalism, the second distinct
meaning of fundamentalism.

Fundamentalism as a political movement has
had several phases. The first wave of political
fundamentalism was a shortlived but vigorous
conservative movement with several agendas, in-
cluding temperance and anticommunism. The criti-
cal and ultimately fatal crusade of the fundamen-
talist movement occurred in the arena of public
education policy. Charles Darwin’s theory of evo-
lution, which had gained popularity among scien-
tists and teachers, was clearly incompatible with a
literal reading of the Bible. Among other incom-
patible passages in the Bible, the Genesis story of
creation states that the earth and all that dwells
therein were created in six days. The fundamental-
ists launched a campaign to prohibit the teaching
of Darwinism in public schools, a campaign that
initially met with considerable success in sever-
al states.

The struggle came to a climax in 1925 in one
of the most celebrated trials of the twentieth cen-
tury. John Scopes, a substitute biology teacher, was
charged with violating a Tennessee state law that
prohibited the teaching of evolution. Dubbed the
“Monkey Trial,” this epochal event drew two of
America’s greatest trial lawyers to the tiny town of
Dayton, Tennessee. Speaking for the prosecution
was William Jennings Bryan, brilliant orator and
presidential nominee of the Democratic Party on
three occasions. Bryan was the unchallenged lead-
er of the fundamentalist political movement. Clar-
ence Darrow, a bitter foe of organized religion,
defended Scopes. Darrow gained prominence as a
defender of labor unions and in litigation against

monopolistic corporations. He was believed by
many to be the outstanding trial lawyer in the nation.

The highlight of the trial came when, in a
surprise move, Darrow called Bryan as a witness.
While Bryan claimed to have been a scholar of the
Bible for fifty years, his ability to defend some of
the finer points and implications of fundamental-
ist theology proved wanting. In the end, his testi-
mony was a debacle for the prosecution. George
Marsden described the scene thus:

Bryan did not know how Eve could be created
Jrom Adam’s rib, where Cain got his wife, or
where the great fish came from that swallowed
Jonah. He said that he had never contemplated
what would happen if the earth stopped its
rotation so that the sun would “stand still.”
(Marsden 1980, p. 186)

The trial was quintessentially a confrontation
between the emerging modern world and the
forces of tradition. The drama was played out on
the turf of traditionalism—a sleepy, small town in
Tennessee—but journalists who were sages of the
new modern order communicated the trial to the
world. The fundamentalists were portrayed as fos-
silized relics from an era long past. Darrow himself
portrayed the trial as a struggle of modern liberal
culture against “bigots and ignoramuses” (Marsden
1980, p. 187).

John Scopes was convicted, but that fact seemed
inconsequential. The forces of modernity and tra-
dition had met face to face, and modernity tri-
umphed. William Jennings Bryan collapsed and
died a few days after the trial without ever leaving
Dayton, Tennessee. In popular myth, Bryan died
of a broken heart. Bryan had planned a national
campaign to compel schools across the nation to
teach evolution as a theory, not a scientific fact.
There was no one else of Bryan’s stature to pick up
the cause. The first wave of political fundamental-
ism died when Bryan was unable to defend its
theological underpinnings.

The third distinct meaning of fundamental-
ism emerges from a melding of the theological and
political movements to create a popular caricature
of small-town Americans as culturally unenlight-
ened religious fanatics. Journalists H. L. Mencken
and Sinclair Lewis, writing in the second and third
decades of this century, set the tone and style of a
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genre of lambasting literature that subsequent
generations of writers have admired and sought to
emulate. Fundamentalists were portrayed as back-
water fools preyed on by hypocritical evangelists,
and as a withering species destined to disappear
from the modern world. They could be meddle-
some and annoying, but they were not viewed as
politically dangerous. In time they would most
certainly die off, even in the rural hinterlands of
America.

The Scopes trial clearly marked the demise of
the first wave of political fundamentalism. Funda-
mentalists in the major Protestant denominations
lost ground to the modernists on the theological
front. But biblical fundamentalism did not so much
wane as pass from high public visibility. A number
ofleaders bolted from mainline Protestant churches
and formed new denominations and seminaries.
But out of the limelight of the press and main-
stream culture, fundamentalism did not wither as
had been forecast. Rather, it continued to grow,
particularly in the Midwest and the South (Carpen-
ter 1997).

Fundamentalists also were schism-prone, so
that none of the scores of groups developed into
large new denominations, such as occurred with
the Baptists and Methodists in the nineteenth
century (Finke and Stark 1992). This, too, served
to diminish the fundamentalists’ visibility. An im-
portant development occurred during the 1940s
when fundamentalism effectively divided into two
camps. The first, which was more insular and
combative toward the larger culture, joined with
Carl Mclntire to create the American Council of
Christian Churches (ACCC). McIntire was mili-
tantly antimodernist, and he viewed the ACCC as
an instrument for doing battle with the liberal
Federal Council of Churches (FCC), which in 1950
became the National Council of Churches.

A second and larger contingent of fundamen-
talists, who were neither with the militant MclIntire
contingent nor the modernist tradition aligned
with the FCC, came together in 1942 to found the
National Association of Evangelicals (NAE).
Theologically the NAE might have considered them-
selves neofundamentalists, but they recognized
the negative cultural stereotype associated with
fundamentalism. The use of the term “evangeli-
cal” was a reappropriation of a term that most

Protestant groups used to describe themselves
before the modernist-fundamentalist schism. Some
of the leaders of the NAE later admitted that the
name “evangelical” was a strategy to escape the
negative cultural stereotypes against fundamental-
ism. The concept of evangelicalism was simply
more respectable.

Publicly NAE leaders stressed their desire to
emphasize the positive aspects of their beliefs in
contrast to the highly negative and combative
posture of the ACCC toward both theological
modernism and political liberalism. The label “evan-
gelical” has served well those millions of Chris-
tians whose theological beliefs are hardly discern-
ible from those identified as fundamentalists. Billy
Graham, perhaps the most respected religious
leader of the second half of the twentieth century,
is considered an evangelical. Theologically speak-
ing, his basic beliefs are virtually indistinguishable
from those of fundamentalist Jerry Falwell, or
from those of the leadership of the Southern
Baptist Convention, which staged a takeover of the
Southern Baptist denomination during the 1980s.

While fundamentalism continues to be de-
fined in terms of assent to biblical literalism, fun-
damentalism in the United States is highly varied
in terms of the social organization, nuances of
belief, and social class background of adherents.
To the general public, however, fundamentalists
are known in terms of the caricature that is the
legacy of the Scopes trial debacle—people who are
narrow-minded, bigoted toward persons different
from their own kind, obscurantist, sectarian, and
hostile to the modern world. The mass media
dredge up enough examples of people exhibiting
these traits to keep the stereotype alive.

From the 1930s forward there have been peri-
odic flurries of right-wing political activity led by
preachers and laypersons who have been labeled
fundamentalists. During the Depression, William
Dudley Pelley, Gerald B. Winrod, and Gerald L. K.
Smith led movements that blended religion with
anti-Semitism. For many decades from the 1940s
forward, Carl McIntire was a strident anti-Catholic
propagandist; Frederick C. Schwarz, Billy James
Hargis, and Edgar Bundy were among the most
visible anticommunist crusaders of the post-World
War II era.

Liberal political pundits and scholars have
always viewed fundamentalist groups with mixed
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feelings. Some have unequivocally looked on them
with great alarm, and that sense of alarm has
always been greatest during periods when funda-
mentalist movements were highly visible. Outside
periods of high visibility, the general consensus of
scholars is that the fundamentalist right embodies
doctrines and attracts an element that is on the
fringe of the mainstream of American politics.
While perhaps repugnant to the liberal ethos, they
have not been widely perceived as a serious threat
to democratic institutions.

This perception vacillated yet once more in
1979 when Jerry Falwell, a fundamentalist televi-
sion preacher, founded a political organization
named the Moral Majority. Initially the media paid
little attention, but when Falwell and his fellow
right-wing fundamentalists organized to help elect
presidential candidate Ronald Reagan, interest
picked up. When Reagan reached out and em-
braced the fundamentalists, attention escalated.
Following the Reagan victory, along with the de-
feat of several ranking senators and congressmen,
Falwell claimed responsibility. Pollster Lou Harris
agreed that the fundamentalist vote was the mar-
gin of victory for Reagan. Postelection analysis did
not support this claim (Hadden and Swann 1981),
but the high media profile of Falwell and his fellow
televangelists gave fundamentalism its highest pub-
lic profile since the 1920s.

This wave of concern about the political pow-
er of fundamentalists might have blown over quickly
were it not for the timing of the development with
the rise of the Islamic imam Ayatollah Khomeini.
Khomeini led a revolution that deposed the shah
of Iran. Shortly thereafter, his followers held sixty-
two Americans hostage for fourteen months. Po-
litical analysts concerned with the power of the
fundamentalists in America were soon comparing
the religious right in America with the followers of
Ayatollah Khomeini and other radical Muslim fac-
tions in the Middle East. From these comparisons
was born the concept of Islamic fundamentalism.
This linkage was quickly followed by the labeling
of selected politically active religious groups around
the world as “fundamentalist.”

Thus was born the concept of global fundamen-
talism, the fourth distinct meaning of fundamen-
talism. During the 1980s the idea of global funda-
mentalism became widely accepted by the mass
media and scholars alike. But like previous uses of

the term, global fundamentalism has suffered from
lack of systematic conceptualization and consis-
tent application. The global application of the
concept thus has many of the same underlying
presuppositions of the popular caricature of fun-
damentalism in U.S. Protestantism.

“Global fundamentalism,” thus, is an uncom-
plimentary epithet for religious groups that are
viewed as out of sync with the modern world.
Fundamentalism, whether the American variety or
of some other culture and faith, is characterized by
blind adherence to a religious dogma or leader,
and by zealous rejection of the modern world. It is
also widely assumed that fundamentalists are con-
temptuous of democratic institutions. The con-
ceptis notapplied to religious movements that are
perceived to be on the side of human betterment.
Thus, liberation theology, which is global in charac-
ter, is not considered to be fundamentalist in spite
of the fact that it bears some considerable resem-
blance to movements that have been characterized
as fundamentalist.

Inconsistencies in the application of the con-
cept fundamentalism are readily apparent. This
was nowhere so evident as the failure to apply the
concept to Afghan Muslim guerrillas who fought
the Soviet army to a standoff during the 1980s.
Both theologically and politically the Afghan re-
bels were unmistakably Islamic fundamentalists,
but they were almost never so identified in the
Western press. Rather, these Afghans are almost
always referred to as the mujaheddin, usually with
positive references such as “courageous,” “brave,”
and “freedom fighting.” But seldom did anyone
mention that mujaheddin means, literally, one who
fights a jihad or holy war. This and other instances
of inconsistent application suggest that the con-
cept of fundamentalism is reserved for religious
zealots who are disapproved.

In sum, popular use of the concept of global
fundamentalism has tended to connote the same
stereotypical content that the term conveys when
it is applied to Protestant fundamentalists in the
United States. Given this history, it might be ar-
gued that fundamentalism has not been a concept
of great utility for sociological analysis and, thus,
its use should be discouraged. In support of this
argument, it can be said that the social scientists
have done little work to define, conceptualize, or
measure fundamentalism.

2371



RELIGIOUS MOVEMENTS

To propose that fundamentalism should be
abandoned as a social science concept may be
premature. The introduction of the idea of global
fundamentalism has served to focus rather consid-
erable attention on the phenomenon—whatever it
may be. The suggestion that the phenomenon
might exist across cultures and world religions
invites comparative analysis that was lacking when
the concept was restricted to American Protestantism.

By the late 1980s serious comparative analysis
of fundamentalism had begun. One of the first
things learned from comparative inquiry is that
fundamentalism cannot be explained away as part
of a broader conservative cultural resistance to
innovation. Bruce Lawrence’s research on Islam
led him to the conclusion that fundamentalism is a
product of modernity and, thus, is a phenomenon
that did not exist prior to modernity.

To view fundamentalism as merely an unen-
lightened backwater resistance to innovation is to
give it amisplaced emphasis. Lawrence argues that
fundamentalism is a product of modernity, and
“because modernity is global, so is fundamental-
ism” (Lawrence 1989, p. 3).

Shupe and Hadden (1989) similarly argue that
“fundamentalism is a truly modern phenomenon—
modern in the sense that the movement is always
seeking original solutions to new, pressing prob-
lems” (p. 112). Further, the solutions the propose
are new. Secularization, the cognitive counterpart
to modernization, has progressively sought to com-
partmentalize religion from, and defined it as
irrelevant to, other institutional spheres. Funda-
mentalism acknowledges that religion has lost au-
thority in the secular world. Further, it perceives
secular values to be seriously at variance with the
sacred tradition it proclaims.

Fundamentalism may be seen as a movement
that seeks to reintegrate religion into the main-
stream of culture. Thus conceived, fundamentalism
may be defined as a proclamation of reclaimed au-
thority of a sacred tradition that is to be reinstated as an
antidote for a society that has strayed from its cultural
moorings. Sociologically speaking, fundamentalism
involves (1) a refutation of the radical differentia-
tion of the sacred and the secular that has evolved
with modernization and (2) a plan to dedifferentiate
this institutional bifurcation and thus bring relig-
ion back to center stage as an important factor of
interest in public policy decisions.

Fundamentalism is clearly an assault on the
cognitive components of modernization. Insofar
as the process of modernization is not globally
uniform, the development of fundamentalism may
be expected to manifest a different character in
different cultures. Thus conceived, the varieties of
fundamentalism can be examined without the bag-
gage of presuppositions that assume it is necessari-
ly a regressive force in culture.

So conceived, fundamentalism is not antimodern.
Fundamentalists, for example, are typically not
against the use of modern technology, but rather
certain applications of technology viewed to be at
variance with the faith. Fundamentalists have
proved themselves to be particularly adept at util-
izing technology, particular communications tech-
nology, to their own ends. From the invention of
radio to the development of syndicated television
broadcasting, fundamentalists have dominated the
use of the airwaves for religious broadcasting in
the United States. They have also succeeded in
developing a significant global presence. In terms
of sheer volume, the four major international
religious broadcasting organizations transmit more
hours per week in more languages than the BBC,
Radio Moscow, and the Voice of America together
(Hadden 1990, p. 162).

The American Academy of Arts and Sciences
launched the most ambitious comparative study of
fundamentalism to date in 1987 with a substantial
grant from the John D. and Catherine T. MacArthur
Foundation. Over a period of five years, the Fun-
damentalism Project, led by historian Martin E.
Marty, brought together scholars of religion from
around the world to prepare studies of groups that
have been identified as fundamentalist.

This project was important for several rea-
sons. First, it both encouraged a large number of
scholars to study the phenomenon seriously, and
provided resources for them to do so. Second, by
bringing these scholars together to critique one
another’s work, the project significantly leavened
the individual and collective intellectual products.
Third, the monumental five-volume work pub-
lished by the University of Chicago Press, with
over one hundred research papers, constitutes an
enormous repository of information about funda-
mentalist and fundamentalist-like groups in every
major faith tradition around the world. (See Marty
and Appleby 1991, 1993a, 1993b, 1994, 1995.)
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The one major fault of this otherwise marvel-
ous inquiry into the nature and scope of funda-
mentalism is that the leadership early made a
strategic decision not to define the subject matter.
From the onset, project leaders spoke of family
resemblances. 1f a group shared some family
resemblances, it was an appropriate group for
investigation. This strategy served to avoid long
debates that would most certainly have ensued
among scholars from many disciplines, cultures,
and faith traditions. But in the end, the family
resemblances became a proxy for a definition. The
proxy, in turn, became a typology that suffers the
same conceptual flaw as the church-sect typology—
the indiscriminate mixing of correlates with attrib-
utes in a definition (Stark and Bainbridge 1979).

A serious result of this study design flaw is an
inability to differentiate between fundamentalism
and that which is not fundamentalism. The impli-
cations of the flaw become evident when, for
example, one seeks to differentiate between fun-
damentalist and nationalist movements. This criti-
cism notwithstanding, the Fundamentalism Pro-
ject has given an enormous boost to an understanding
of the nature, origins, and scope of a phenomenon
that has been substantially shrouded in misunder-
standing for almost a century. Clearly, this is a fine
example of scholarly inquiry into the study of
religious movements moving in the right direc-
tion. Further, the raw data in the form of five
volumes of published papers is a valuable resource
for others to use in advancing understanding of
fundamentalism.

EMERGING THEORETICAL
UNDERSTANDING OF RELIGIOUS
MOVEMENTS

During the last two decades of the twentieth centu-
ry, the study of religious movement became the
cutting edge in the development of sociological
theory about religion. To understand how and
why this occurred, it necessary to back track just a
bit to explore the development of the sociology of
religion during the century.

For the better part of the twentieth century,
the sociology of religion was presaged by the
classic writings by the founding generation of
social science: Emile Durkheim, Sigmund Freud,
William James, Bronislaw Malinowski, Karl Marx,

Max Weber, and a few other notables. By midcentury,
the advent of survey research added a new dimen-
sion of interest in studying religion. Much of this
work could be characterized as applied, not very
theoretical, and conducted by nonacademic schol-
ars. In the academy, scholars of religions studied
the classics with an eye toward fine-tuning the
founding fathers’ brilliance, or aligning their own
work with classic writings.

In 1973 Charles Y. Glock and Phillip Ham-
mond, working under the imprimatur of the So-
ciety for the Scientific Study of Religion, published
a volume of essays entitled Beyond the Classics? The
question mark in the title of this stock-taking
volume reveals the negative conclusion—social
scientists had not moved much beyond the classic
statements about religion.

Insofar as their perceptions of religion were
concerned, the classic scholars held highly variable
views, but they tended toward a common assess-
ment of the future of religion. The prospects of
religion against the rising tide of rational thought,
science, and modernity were highly precarious.
Secularization theory was a template laid over the
work of the classicists to explain the fate of relig-
ion. In a phrase, secularization is the process where-
by human cultures and institutions are loosed
from ecclesiastical dominance.

From the perspective of secularization theory,
the concept religious movement almost has the quali-
ty of an oxymoron. Many scholars who studied
modernization during the second third of the
century viewed religious movements as a kind of
“residual noise” that had no relevance to the main
currents of social change. Anthropologists fre-
quently viewed religion as a prime mover in the
formation of “‘revitalization movements,” but the
evidence of their case studies pointed to less than
felicitous conclusions for aborigines; that is, in the
end, modern cultures triumph over “primitive
cultures.” And modern culture is secular. If relig-
ion is moving toward extinction, the study of this
phenomenon is less interesting than if it were
perceived to have a buoyant quality in the face of
dynamic new ways of understanding the world and
the human condition.

Beginning in the 1960s, several factors would
serve to point intellectual thought in the sociology
of religion away from the presuppositions of
secularization theory. First, those who studied the
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civil rights movement, and the human rights move-
ments that quickly followed, could hardly ignore
the role of religion both in leadership roles and as
a force that legitimated movement activity. Sec-
ond, the youth counterculture of the late 1960s
began with young people’s “freaking out” on drugs
and then came to a conclusion with many of those
same youths’ “freaking out” on Jesus, or some
guru from Asia. Third, the power of religion to
energize large communities of people became in-
creasingly evident in the late 1970s and early 1980s
with the coincidence of a renewed fundamentalist
political movement in the United States, and the
politicized Muslim youth in Iran. Once scholars
began to focus their attention beyond the United
States, the presence of religious movements on
every continent and in every faith tradition be-
came increasingly clear.

Each of these developments drew the atten-
tion of scholars who found resources to investigate
the phenomenon. In differing ways, each of these
developments called attention to the incongruity
of religion as a dynamic and vital force in culture
and the inherited legacy of secularization theory
that had long ago sentenced religion to extinction.
If religion is dead, or about to slip into a comatose
condition, why are religious movements thriving
everywhere scholars turn?

In the discipline of sociology, more persons
gravitated to the study of new religious (genera-
tive) movements then any of the other move-
ments. Many scholars began their inquiries much
as anthropologists might pursue ethnography, but
soon they were engaged in comparative work, and
looking at the history of new religions in the
United States during the nineteenth century. Even-
tually the scholars of new religious movements
would see the discordant implications of their
work for secularization theory.

As noted in the conclusion to the first part of
this essay, Warner has argued that the sociology of
religion is in the midst of a process of ferment that
he characterizes as a ““paradigm shift.” His argu-
ment is framed in Thomas Kuhn’s classic state-
ment, The Structure of Scientific Revolutions (1962).
The accumulation of anomalous findings to the
prevailing theory has mounted to the point of
producing an intellectual crisis. Defenders of the
old paradigm rally to shore up their position, while

new evidence accumulates that simply cannot be
incorporated.

The tone of Warner’s unrelenting presenta-
tion of evidence in support of a new paradigm
appears early in his forty-page essay:

The emerging paradigm begins with the
theoretical reflection on a fact of U.S. history
highly inconvenient to secularization theory:
the proportion of the population enrolled in
churches grew hugely throughout the 19th
century and the first half of the 20th century,
which, by any measures, were times of rapid
modernization. (1993, pp. 1048-1049)

Warner draws heavily on historians who col-
lectively have accumulated enormous evidence
that demonstrates American religious history sim-
ply does not fit the secularization model. Warner
finds an explanation for this in the historical fact
of disestablishment, that is, the separation of church
and state in the American Constitution. By pro-
tecting the institutionalization of religion, but pro-
tecting no religion in particular, the Constitution
creates an environment in which religions can
compete and, thus, thrive and grow, or atrophy
and die. Sociologically speaking, the Constitution
legitimated a social structure in which pluralism is
not only permitted but also encouraged. Whereas
religious monopolies discourage the expansion of
religion, pluralism promotes the growth of religion.

Warner is cautious in not making his claim for
a paradigm shift beyond the U.S. boundaries, but
his limiting of the argument to the United States
seems clearly to be overly cautious (Hadden, 1995).
The role of disestablishment in promoting the
growth of religion is important in the case of the
United States, and Warner’s argument can be fully
incorporated into a larger framework of a global
paradigm.

Over the past two decades, the seminal work
of Rodney Stark and his colleagues has galvanized
the study of religious movements and contributed
almost immeasurably to the development of the
new paradigm that Warner invisions. As the senior
scholar in the enterprise, Stark has surrounded
himself with a group of exceptionally able collabo-
rators. Together they have developed a theory,
identified a research agenda, pursued that re-
search agenda vigorously, and inspired others who
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have joined the task of building a new model for
understanding religion.

For almost a decade, Stark’s principal collabo-
rator was William Sims Bainbridge. Stark and
Bainbridge’s work together began in 1979 with an
article that bore a modest subtitle, “Preliminary
Concepts for a Theory of Religious Movements.”
In this paper they identified and defined key con-
cepts for the study of religious movements. They
then proceeded to fill in details with more than
twenty published papers over the next five years.
These papers were published together in 1985
under the title The Future of Religion. Two years
later Stark and Bainbridge published A Theory of
Religion (1987), a work of monumental impor-
tance. A Theory of Religion goes beyond religious
movements to provide a comprehensive theory
that accounts for the origins, dynamics, and per-
sistence of religions in human cultures. Beginning
with six axioms, these authors deductively create
more than a hundred definitions and nearly three
hundred and fifty propositions.

The theory has sweeping implications for an
understanding of religion in the modern world.
First, the theory deduces why religion must neces-
sarily be ubiquitous in human cultures. Second,
religious institutions are human constructions and,
thus, subject to constant change. Third, religious
movements are the principal mechanism through
which religious change occurs. Hence, if religious
are constantly in flux, and religious movements consti-
tute the principal mechanism for change, it follows that
the core focus of inquiry for social science is the study of
religious movements.

The theory is clearly inspired by rational choice
theory. Stark’s collaborations with Roger Finke, a
sociologist, and Lawrence Iannaccone, an econo-
mist, are especially rich with concepts and imagery
from economics. They speak of a religious economy
as embracing all the religious activity of a given
culture, and they work comfortably with concepts
like markets, niches, supply-side religion, monopoly,
and competition. Still, both Stark and Bainbridge
vigorously object to the criticism that the para-
digm is “nothing more” than a wholesale borrow-
ing from economics and rational choice theory.
(See Bainbridge 1997, pp. 350-356; Stark and
Finke 2000).

As of the writing of this essay, the new para-
digm lacked a name and, hence, the reference to

the “new paradigm.” Rational choice theory has
emerged as a significant development within Ameri-
can sociology. The American Sociological Associa-
tion now has a rational choice section, and there is
a journal entitled Rationality and Society. This per-
spective has also been referred to as the “theory of
religious economy,” but this too implies a narrow-
er perspective than either Stark or Bainbridge
wishes to communicate. In 1994 Lawrence Young,
of Brigham Young University, convened a confer-
ence on “Rational Choice Theory and Religion,”
at which the principal contributors to the “new
paradigm” were participants. Stark’s own reserva-
tions to the name “rational choice theory” are
communicated in his opening essay to the pro-
ceedings, entitled “Bringing Theory Back In.” His
concluding remark captures his commitment to
follow theory wherever it may lead to fruitful
insights: “My goal is to bring real theories into
sociology, not to found a new theoretical sect.”

Rejecting the names “rational choice theory”
and “theory of religious economy” would appear
to be a wise strategy, at least for the present time.
Many scholars who are presently studying relig-
ious movements would also reject the identifica-
tion of their work with either of these names. Still,
a very large proportion of the emerging schol-
arship about religious movements is informed
by and also adds credence to the emerging new
paradigm. For a more detailed examination of
this literature, and an annotated bibliography of
religious movements studies that are informed
by the new paradigm, see Hadden’s Religious
Movements Homepage on the Internet, http://
www.religiousmovements.org (1999). To locate
these materials, go to the front page and search on
“new paradigm bibliography.”

REFERENCES

Bainbridge, William S. 1997 The Sociology of Religious
Movements. New York: Routledge.

Bromley, David G., and Jeffrey K. Hadden, eds. 1993
Handbook of Cults and Sects in America, 2 vols. Green-
wich, Conn.: JAL

Carpenter, Joel A. 1997 Revive Us Again: The Reawakening
of American Fundamentalism. New York: Oxford Uni-
versity Press.

Cohn, Norman 1970 The Pursuit of the Millennium. New
York: Oxford University Press.

2375



RELIGIOUS ORGANIZATIONS

Finke, Roger, and Rodney Stark 1992 The Churching of
America: 1776-1990. New Brunswick, N.J.: Rutgers
University Press.

Glock, Charles Y., and Phillip E. Hammond, eds. 1973
Beyond the Classics? New York: Harper and Row.

Hadden, Jeffrey K. 1980 “Religion and the Construc-
tion of Social Problems.” Sociological Analysis 41:99-108.

—— 1990 “Precursors to the Globalization of Ameri-
can Televangelism.” Social Compass 37:161-167.

—— 1995 “Religion and the Quest for Meaning and
Order: Old Paradigms, New Realities.” Sociological
Focus 28:1(February):83-100.

1999 “Annotated Bibliography of ‘New Para-
digm’ Research in the Sociology of Religion.” Relig-
ious Movements Homepage. University of Virginia.
http://www.religiousmovements.org. Search on “new
paradigm bibliography” to access.

, and Charles E. Swann 1981 Prime Time Preachers.
Reading, Mass.: Addison-Wesley.

Kuhn, Thomas S. 1962 The Structures of Scientific Revolu-
tions. Chicago: University of Chicago Press.

La Barre, Weston 1972 The Ghost Dance. New York: Delta.

Lanternari, Vittorio 1965 The Religions of the Oppressed.
New York: Mentor Books.

Lawrence, Bruce B. 1989 Defenders of God. San Francis-
co: Harper and Row.

Marsden, George M. 1980 Fundamentalism and American
Culture. New York: Oxford University Press.

Marty, Martin E., and R. Scott Appleby, eds. 1991
Fundamentalism Observed. The Fundamentalism Project,
vol. 1. Chicago: University of Chicago Press.

, eds. 1993a Fundamentalisms and Society. The
Fundamentalism Project, vol. 2. Chicago: University of
Chicago Press.

, eds. 1993b Fundamentalisms and the State. The
Fundamentalism Project, vol. 3. Chicago: University of
Chicago Press.

, eds. 1994 Accounting for Fundamentalisms. The
Fundamentalism Project, vol. 4. Chicago: University of
Chicago Press.

, eds. 1995 Fundamentalism Comprehended. The
Fundamentalism Project, vol. 5. Chicago: University of
Chicago Press.

Melton, J. Gordon 1996 The Encyclopedia of American
Religions, 5th ed. Detroit, Mich.: Gale Research.

Robbins, Thomas 1988 Cults, Converts and Charisma.
Newbury Park, Calif.: Sage.

Shupe, Anson, and Jeffrey K. Hadden 1989 “Is There
Such a Thing as Global Fundamentalism?” In Jeffrey

K. Hadden and Anson Shupe, eds., Secularization and
Fundamentalism Reconsidered. Religion and the Political
Order, vol. 3. New York: Paragon House.

Smith, Christian 1998 American Evangelicalism: Embat-
tled and Thriving. Chicago: University of Chicago Press.

Stark, Rodney 1987 “How New Religions Succeed: A
Theoretical Model.” In David G. Bromley and Phillip
E. Hammond, eds., The Future of New Religious Move-
ments. Macon, Ga.: Mercer University Press.

, and William Sims Bainbridge 1979 “Of Church-
es, Sects, and Cults: Preliminary Concepts for a
Theory of Religious Movements,” Journal for the Sci-
entific Study of Religion 18:2(June):117-131.

, 1985 The Future of Religion. Berkeley: University
of California Press.

——, (1987) 1996 A Theory of Religion. New Brunswick,
N.J.: Rutgers University Press.

, and Roger Finke 2000 The Human Side of Relig-
ion. Berkeley: University of California Press.

Wallace, Anthony F. C. 1966 Religion: An Anthropological
View. New York: Random House.

Warner, Stephen 1993 “Work in Progress Toward a
New Paradigm for the Sociological Study of Religion
in the United States.” American Journal of Sociology
98(March):1044-1093.

Young, Lawrence A. (ed.) 1997 Rational Choice Theory
and Religion. New York: Routledge.

JEFFREY K. HADDEN

RELIGIOUS ORGANIZATIONS

The social organization of religion in the United
States is diverse and complex. Most religious or-
ganizations are local churches (congregations, par-
ishes, synagogues) tied to national religious bodies
(usually referred to as denominations). The Year-
book of American and Canadian Churches lists 189
denominations in the United States with a total of
almost 360,000 churches. The membership re-
ported by these churches equals almost 58 percent
of the U.S. population (Lindner 1999). The largest
denominations are the Roman Catholic Church
(61,207,914 members in 1996), the Southern Bap-
tist Convention (15,891,514 members in 1997),
and The United Methodist Church (8,496,047 mem-
bersin 1996). Most denominations are quite small.
In all, the twenty-one denominations with mem-
bership in excess of one million members account
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for more than 140,000,000 members—about 91
percent of all church members in the United
States. In contrast, the seventy-seven denomina-
tions with fewer than 25,000 members account for
about 586,000 members, fewer than one-half of 1
percent of church members (figures calculated
from information in Lindner 1999).

Typically, local churches hold worship servic-
es at least once a week and also have educational
activities, especially for children and youths. Most
churches organize various groups within the church
to accomplish particular tasks (for example, mis-
sions, evangelism, or community action), or for
the association of persons with common interests
(such as women, youths, or senior citizens). Wom-
en’s groups are especially active. Many churches
serve as community centers providing space for
meetings of all sorts of neighborhood and commu-
nity organizations. Ammerman’s recent work (1997)
shows the crucial role churches play in their com-
munities. “Not only are they linked to other parts
of the community through the multiple member-
ships and loyalties of their members, but they are
also linked as organizations to larger organizational
networks” (p. 360) that pursue community-
based goals.

Local churches usually have a pastor (or a
priest or rabbi) and alay governing board. There is
great variation from denomination to denomina-
tion on the authority of lay boards, and, within
denominations, there is variation from church to
church in informal power. Research has shown
that control by inner circles of informal leaders is
likely to emerge when formal mechanisms of con-
trol and official leaders are not performing effec-
tively (Hougland and Wood 1979).

The degree of control of the denomination
over the local church depends in large part upon
the polity, or political structure, of the denomina-
tion. Students of religious organizations place de-
nominations in three categories according to poli-
ty. Congregational polity is the weakest. In this
polity the local church owns its own property and
hires and fires its own pastor. In contrast, in a
hierarchical (often episcopal) polity the national (or
regional) body holds title to the property and
controls the placement of pastors. An in-between
category is often called presbyterial. There are a
number of correlates of polity. For example, de-
nominations with strong polities were more active

supporters of the civil rights movement and more
aggressively pressed for the integration of their
churches (Wood 1981).

Denominational polities continue to evolve as
they adapt to changing social environments (Dykstra
and Hudnut-Beumler 1992). Recent years have
seen a growth in the influence of local congrega-
tions—with a concomitant gain in local control—
even within the most hierarchical polities. Given
the communications revolution, which allows the
almost instant dissemination of information through-
out the church, this trend toward local control is
congruent with Michels’ argument (1962) that
leaders’ control of information is a principal basis
of hierarchical control. A major study being con-
ducted by researchers at Hartford Seminary, “Or-
ganizing Religious Work for the 21st Century,”
will provide massive data for the understanding of
how denominational polities are adapting to their
changing environments.

Though the organization of Jewish synagogues
is similar to that of many Protestant churches in
the United States, the Jewish perspective on relig-
ious organization is somewhat different. In 1987
the officials of the congregational organizations of
the Orthodox, Conservative, and Reform branch-
es of Judaism reported 3,750,000 persons associat-
ed with their synagogues and temples. However,
there are approximately six million Jews, who are
seen as an ethnic, social, and religious community
(Jacquet 1989, pp. 243-244). Daniel Elazar stresses
that Jews see no meaningful line of separation
between “churchly” purposes and other commu-
nal need, and hence Jewish organizations are not
neatly divided into religious and nonreligious ones.
“It is not simply association with a synagogue that
enables a Jew to become part of the organized
Jewish community. Affiliation with any of a whole
range of organizations, ranging from clearly philan-
thropic groups to ‘secularist’ cultural societies,
offers the same option” (Elazar 1980, p. 133).
Elazar argues that local Jewish federations for
welfare, educational, and cultural activities should
be seen as religious organizations (p. 133).

RELIGIOUS ORGANIZATIONS IN
SOCIOLOGICAL CONTEXT

Religious organizations provide patterns for the
interaction of religious individuals. Social forces
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change these patterns, but in turn, the collective
action of religious people influences society. Soci-
ologists looking at religious organizations have
been interested especially in their importance as
plausibility structures that foster specific beliefs
and values (Berger 1967) and as structures of
action that mobilize people to seek social change.

Until the 1970s the sociological approach to
religious organizations was guided primarily by
the church-sect typology. This theoretical frame-
work helped to explain the number and variety of
religious bodies and differences in their behaviors
by reference to the social class of their adherents.
Max Weber distinguished between a church, a
continuously operating rational, compulsory asso-
ciation that claims a monopolistic authority, and a
sect, “a voluntary association [that] admits only
persons with specific religious qualifications” (We-
ber 1978, p. 56). “One becomes a member of the
church by birth. . . [buta] sect. . . makes member-
ship conditional upon a contractual entry into
some particular congregation” (p. 456). Weber’s
student, Ernst Troeltsch (1961), developed a ty-
pology from these concepts and some variation of
the church-sect typology has been used repeatedly
in studying U.S. religious organizations.

In the Weberian tradition, H. Richard Niebuhr
stressed the sociological sources of sect formation
and the way in which social forces tended to turn
sects into churches. He argued that sects originate
“in the religious revolts of the poor, of those who
were without effective representation in church or
state” (1954, p. 19) and who employed a democrat-
ic, associational pattern in pursuing their dissent
because it was the only way open to them. Niebuhr
observed that the pure sectarian character of or-
ganization seldom lasts more than one generation.
As children are born to the voluntary members of
the first generation,

the sect must take on the character of an
educational and disciplinary institution, with
the purpose of bringing the new generation
into conformity with ideals and customs which
have become traditional. Rarely does a second
generation hold the convictions it has inherited
with a fervor equal to that of ils fathers, who
fashioned these convictions in the heat of
conflict and at the risk of martyrdom. As
generation succeeds generation, the isolation of

the commumity from the world becomes more
difficult. Furthermore, wealth frequently in-
creases when the sect subjects itself to the
discipline of asceticism in work and expendi-
ture; with the increase of wealth the possibili-
ties for culture also become more numerous
and involvement in the economic life of the
nation as a whole can less easily be limited.
(Niebuhr 1954, pp. 19-20).

Nancy Ammerman’s work continues the re-
search tradition that relates the evolution of church-
es to social class backgrounds. Ammerman traces
the rise of fundamentalism in the Southern Baptist
Convention to the erosion of cultural support for
traditional beliefs. She finds that fundamentalism
decreases with increased levels of education and
with increased levels of income. But “many at the
edges of this transition are likely to respond by
embracing fundamentalist beliefs more vigorously
than ever (Ammerman 1986, p. 487).

According to James Beckford, “The question
of the degree to which any particular organisation
was church-like or sect-like was taken seriously for
what it implied about that organisation’s capacity
to survive in the modern world” (1984, p. 85). The
church-sect theorizing was dominated by consid-
erations of rationalization and compromise. Beckford
detected a shift in the focus of sociologists study-
ing religious organizations in the 1970s toward
“the capacity of religious organisations to foster a
sense of personal authenticity, conviction and self-
identity” (p. 85). The 1970s saw a great many
studies about recruitment and mobilization by
religious organizations. Many of these studies fo-
cused on the growth and decline of traditional
organizations, but many others dealt with religious
movements that were new, or at least new upon
the U.S. scene. Beckford refers to a number of
authors who have found that cultlike formations
are appropriate to an age marked by rationaliza-
tion, bureaucratization, and privatization. That is,
small groups of people cultivating esoteric religion
in private are flexible and adaptable to the condi-
tions of highly mobile and rapidly changing socie-
ties. Some of these scholars have linked cults’
ability to inspire and mobilize their members to
their distinctive forms of organization.

In recent years more emphasis is placed on
applying general organization theory to religious
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organizations. Many recent studies of religious
organizations are characterized by an open-sys-
tems approach, which views organizations as adap-
tive organisms in a threatening environment
(Scherer 1980). The questions of adaptability to
the modern world and of inspiration and mobiliza-
tion of followers come together in studies of the
Roman Catholic Church. John Seidler and Kathe-
rine Meyer (1989) examine that denomination’s
accommodations to the modern world, many of
which involve important structural changes, such
as priest’s councils, and other changes that allowed
both priests and lay people to have more say in the
operation of the church.

A relatively new theoretical perspective within
the sociology of organizations and social move-
ments—resource mobilization—has illuminated
much of the current scene of new religious move-
ments. Bromley and Shupe did a detailed resource
mobilization analysis of the Unification Church.
They argue that one key element in the church’s
establishment in the United States was the devel-
opment of mobile fund-raising teams (1979).

CURRENT ISSUES

A more varied theoretical approach to religious
organizations has allowed scholars to focus on
different kinds of issues. A major concern has
been the decline of the liberal mainline denomina-
tions and the significance of that decline (Roof
and McKinney 1987; Hoge and Roozen 1979). The
liberal mainline churches in the United States
share with other churches in a vast mobilization of
voluntary time and money in activities caring for
individuals such as the poor, the sick, and the
elderly. Churches are particularly effective at such
mobilization because they instill philanthropic val-
ues and present information and opportunities
for philanthropic activities in face-to-face settings
such as worship services and Sunday School class-
es. The liberal churches have played the additional
role of implementing socially liberal policies, that
is, policies designed to change the structure of
society so that, for example, income as well as
opportunities for individual achievement are more
widely distributed throughout society. The liberal
social agenda also includes sharp criticism of the
U.S. government’s role as promoter of U.S. busi-
ness interests abroad. Mobilizing individuals and

groups to press for the acceptance and implemen-
tation of a liberal social agenda may be these
churches’ most significant contribution to U.S.
society (Wood 1990).

Social and cultural changes in the United States
in the last three decades have led to important
changes in most traditional denominations and to
the decline of membership and resources in many
of them. At the same time, a new form of religious
organization—the megachurch—has spread rap-
idly. These large (usually having at least 2,000
members), multiservice congregations are rare-
ly affiliated with any denomination. However,
megachurches are often associated with one an-
other in networks that provide some of the servic-
es that denominations provide their member
churches. In the twenty-first century, megachuches
and their networks continue to provide significant
competition for denominations. Yet these church-
es are themselves not immune to social and cultur-
al change. Already there are reports that some of
the leading megachurches are finding it necessary
to make major changes in their programs to attract
post-baby boomers (Jorstad 1999).

Another issue related to denominational poli-
ty is the role of women in the ministry. Chaves
(1997) argues convincingly that the great variabili-
ty in denominations’ approval of women’s ordina-
tion can be explained as responses to the denomi-
nations’ significant social environments.

In an era of rapid social and cultural change,
religious organizations play a crucial role in the
process of consensus formation in our society.
Amitai Etzioni (1968) argues that a healthy society
is one in which the relationship between citizens
and national leaders is mediated by a large net-
work of groups and organizations where multiple
perspectives are reduced toward consensus. The
effect of any direct appeal by national leaders or by
mass media campaigns to individual citizens is
determined largely by the multiple membership of
the citizens in groups and organizations. This
mediation protects against mass emotional ma-
nipulation. At the national level the many “legisla-
tures” within the major religious bodies in this
country are of enormous importance in shaping
the working consensus that enables both the for-
mulation and the implementation of national poli-
cies. The representative selection procedures for
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national meetings and the deliberative consensus
formation processes typical of the major denomi-
nations are an important contribution to informed
public opinion in U.S. society.

At the local level, congregations provide fo-
rums in which differing opinions can be expressed
in a context of mutual respect. David Knoke and
James Wood (1981) show that a wide variety of
nonreligious social influence associations did not
attract people with views as diverse as those in the
church. They suggest that “in most of these organi-
zations, policy-dissatisfied members probably do
not feel the social pressure to remain in the organi-
zation comparable to that felt by dissatisfied church
members” (p. 103). Churches’ multiple goals and
their emotional and value ties provide holding
power that keeps members with different views
together in the same church. Voluntary associa-
tions in which individuals can debate the critical
issues face to face encourage individuals to act out
their selfless values rather than their selfish inter-
ests, and provide a bulwark against the manipula-
tion of the public by computer-generated direct
mailing and mass media campaigns for a particu-
lar group’s vested interest in ideology, money,
or power.

Wood (2000) argues that the consensus for-
mation process described above is contributing to
the resolution of the issue of homosexuality, one
of the most controversial social issues in church
and society today.

OTHER RELIGIOUS ORGANIZATIONS

Robert Wuthnow (1988) has described the rise of
numerous special-purpose organizations that are
rooted in religion, drawing legitimation and re-
sources from the more traditional religious or-
ganizations but with the objective of achieving a
quite specific purpose.

These organizations provide new options for
religious people in addition to participation in
local churches. A wide variety of purposes are
pursued, including the advancement of nuclear
disarmament and meeting the spiritual needs of
senior citizens. Wuthnow suggests that “as far as
the society as a whole is concerned, these organiza-
tions may be the ones that increasingly define the
public role of American religion. Rather than

religion’s weight being felt through the pressure of
denominations, it may be exercised through the
more focused efforts of the hundreds of special-
purpose groups now in operation” (1988, p. 121).
Though these special-purpose groups are in many
ways a revitalizing influence on traditional relig-
ious organizations (denominations and local church-
es), they may also have important sociological
implications. For example, while the traditional
organizations have often held together people of
diverse social backgrounds, special-purpose groups
may have a tendency toward homogeneity.

There are also a number of important umbrel-
la organizations, such as the National Council
of Churches and the National Association of
Evangelicals, that facilitate the cooperation of sets
of denominations. The National Council of Church-
es was particularly important in mobilizing a seg-
ment of the church population into the civil rights
movement (Wood 1972). There has also been a
growth of community councils of churches.

NEW RELIGIOUS ORGANIZATIONS

In recent years a number of the religious organiza-
tions have been in the news are unrelated either to
the Judaeo-Christian heritage or to immigrant
groups. They draw their adherents largely from
the broad center of the U.S. middle class. Robert
Ellwood and Harry Partin (1988) discuss more
than forty of these groups. None of them are very
large and in most of them most of their members
remain affiliated for less than a year. Perhaps their
greatest importance from the sociological per-
spective is that they introduce new organizational
models into the U.S. scene.

THE FUTURE

New immigrant people are bringing their religions
with them to the United States. Islam in particular
is growing rapidly. People in the United States may
have to start thinking of themselves as a Protes-
tant, Catholic, Jewish, Islamic nation. According to
one source, in 1973 there were fifteen or twenty
local centers of Muslim worship in the United
States; by 1980 these centers were reported in all
of the three hundred largest cities in the United
States. Two million adherents were reported in
1980; at the end of the century most authorities
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estimate that there are between three and four
million Muslims in the United states (some esti-
mates go as high as six million). Most Islamic
organizations in the United States are local centers
(variously called Islamic Societies, Islamic Centers,
or Muslim Mosques). Each of these organizations
provides a place of worship and a place for other
religious, social, and educational activities. Islam
does not have an organized hierarchy, but several
regional and national groups help to coordinate
the work of local groups and promote unity among
them (Jacquet 1989). If, as Elazar contends, many
Jewish organizations in addition to the synagogue
play a religious role, in Islam it appears that the
religious centers play many roles in addition to the
religious one. Perhaps this is always the case with
the churches of recent immigrants.

Stark and Bainbridge (1985) say that tradition-
ally organized religion may decline drastically as
more and more people pursue individualistic “ca-
reers” of going from one self-enhancement group
to another. If they are correct, any societal influ-
ence of religious organizations would be felt more
through influence on individuals than through
collective action of large religious bodies. Howev-
er, there is much evidence that the traditional
structure of religious organization in the United
States will persist in the twenty-first century.

REFERENCES
Ammerman, Nancy T. 1986 “The New South and the
New Baptists.” The Christian Century (May 14):486-488.

—— 1997 Congregation and Community. New Brunswick,
N.J.: Rutgers University Press.

Beckford, James A. 1984 “Religious Organisation: A
Survey of Some Recent Publications.” Archives de
Sciences Sociales Des Religions 57:83-102.

Berger, Peter L. Sector 1967. The Sacred Canopy Garden
City, N.Y.: Doubleday.

Bromley, David G., and Anson D. Shupe, Jr. 1979
“Moonies’ in America: Cult, Church, and Crusade. Bev-
erly Hills, Calif.: Sage.

Chaves, Mark 1997 Ordaining Women: Culture and Con-
Slict in Religious Organizations. Cambridge, Mass.: Har-
vard University Press.

Dykstra, Craig, and James Hudnut-Beumler 1992 “The
National Organizational Structures of Protestant De-
nominations: An Invitation to a Conversation.” In
Milton ]J. Coalter, John M. Mulder, and Louis B.

Weeks, eds., The Organizational Revolution: Presbyteri-
ans and American Denominationalism. Louisville, Ky.:
Westminster/John Knox.

Elazar, Daniel J. 1980 “Patterns of Jewish Organization
in the United States.” In Ross P. Scherer, ed., Ameri-
can Denominational Organization. Pasadena, Calif.:
William Carey Library.

Ellwood, Robert S., and Harry B. Partin 1988 Religious
and Spiritual Groups in Modern America. Englewood
Cliffs, N.].: Prentice Hall.

Etzioni, Amitai 1968 The Active Society. New York:
Free Press.

Hoge, Dean R., and David A. Roozen 1979 Understand-
ing Church Growth and Decline: 1950-1978. New York:
Pilgrim.

Hougland, James G., Jr., and James R. Wood 1979
“Inner Circles’ in Local Churches: An Application
of Thompson’s Theory.” Sociological Analysis 40:226-
239.

Jacquet, Constant H., Jr. (ed.) 1973, 1980, 1989 Yearbook
of American and Canadian Churches. Nashville, Tenn.:
Abingdon.

Jorstad, Erling 1999 “Megachurch Regrouping after
Growth Lull.” Religion Watch 14:1.

Knoke, David, and James R. Wood 1981 Organized for
Action: Commitment in Voluntary Associations. New
Brunswick, N.]J.: Rutgers University Press.

Lindner, Eileen W., ed. 1999 Yearbook of American and
Canadian Churches. Nashville, Tenn.: Abingdon.

Michels, Robert 1962 Political Parties. New York: Free Press.

Niebuhr, Gustav 1998 “American Religion at the Millen-
nium’s End.” Word and World 18(Winter):5-13.

Niebuhr, H. Richard 1954 The Social Sources of
Denominationalism. Hamden, Conn.: Shoe String.

Roof, Wade Clark, and William McKinney 1987 Ameri-
can Mainline Religion: Its Changing Shape and Future.
New Brunswick, N.J.: Rutgers University Press.

Scherer, Ross P. 1980 American Denominational Organi-
zation. Pasadena, Calif.: William Carey Library.

Seidler, John, and Katherine Meyer 1989 Conflict and
Change in the Catholic Church. New Brunswick, N.J.:
Rutgers University Press.

Stark, Rodney, and William S. Bainbridge 1985 The
Future of Religion: Secularization, Revival, and Cult
Formation. Berkeley, Calif.: University of Califor-
nia Press.

Thumma, Scott 1996 “The Kingdom, the Power, and
the Glory: Megachurches in Modern American So-
ciety.” Ph.D. diss., Emory University.

2381



RELIGIOUS ORIENTATIONS

Troeltsch, Ernst 1961 The Social Teachings of the Christian
Churches. New York: Harper and Row.

Weber, Max 1978 Economy and Society, vol. 1. Berkeley:
University of California Press.

Wood, James R. 1972 “Unanticipated Consequences of
Organizational Coalitions: Ecumenical Cooperation
and Civil Rights Policy.” Social Forces 50:512-521.

—— 1981 Leadership in Voluntary Organizations: The
Controversy over Social Action in Protestant Churches.
New Brunswick, N.J.: Rutgers University Press.

—— 1990 “Liberal Protestant Social Action in a
Period of Decline.” In Robert Wuthnow and Virginia
A. Hodgkinson, eds., Faith and Philanthropy in Ameri-
ca: Exploring the Role of Religion in America’s Voluntary
Sector. San Francisco: Jossey-Bass.

—— 2000 Where the Spirit Leads: The Evolving Views of
United Methodists on Homosexuality. Nashville, Tenn.:
Abingdon.

Wuthnow, Robert 1988 The Restructuring of American
Religion: Society and Faith since World War 1. Prince-
ton, N.]J.: Princeton University Press.

JaMmes R. Woob

RELIGIOUS ORIENTATIONS

Sociologists generally conceive of religion as a
system of symbols that evokes a sense of holistic or
transcendent meaning (Bellah 1970, p. 16; Geertz
1973, pp. 90-125). This definition reflects sociolo-
gy’s claim that symbols are essential to the human
capacity to experience and interpret reality (Berg-
er and Luckmann 1966). Symbols are acts, objects,
utterances, or events that stand for something—
that is, that give meaning to something by connect-
ing it to something else. Symbols give order and
meaning to life. Without them, life would be expe-
rienced as senseless and chaotic. Indeed, research
suggests that individuals are able to experience
and understand only those aspects of their worlds
for which they have symbols (Farb 1973).

Sociologists’ emphasis on holistic or transcen-
dent meaning as the defining feature of religion
arises from their view that meaning is always con-
textual (Langer 1951). The meaning of a particular
word depends on the other words that form its
immediate context. For example, the word “courts”

means one thing if it appears with the word “ten-
nis,” but something different when the word “jus-
tice” or, the word “dating” is present. Similarly, in
their daily lives people give meaning to their activi-
ties by associating them with various frames of
reference. Hitting a tennis ball has meaning, for
example, because it is associated with the rules of
the game of tennis. Each frame of reference, moreo-
ver, has meaning because it can be placed within a
more encompassing symbolic context (tennis, say,
within the context of physical exercise and health).
Butif each symbolic framework requires a broader
framework to have meaning, then, some form of
holistic or transcendent symbol system that em-
braces all of life must be present. These are what
sociologists call religious orientations or religious
systems (Berger 1967; Roberts 1984).

The questions that typically invoke religious
symbols involve the quest to make life itself mean-
ingful. Such questions arise at the extremities of
human existence: Where did I come from? Why
am I here? What happens when I die? These
questions, framed at the individual level, may also
be asked about the collectivity to which one be-
longs or about humanity in general: How did our
tribe originate? Where is humanity headed? Other
questions focus on the absolutes or landmarks that
make life recognizable in its most basic sense:
What is beauty? What is truth? How can we know
truth? What is essential about the human condi-
tion? There are also questions that arise because
the events they deal with make no sense to us on
the surface: Why must I die? Why is there suffering
in the world? What is the reason for evil?

Transcendent symbol systems address these
questions at a variety of levels. Elaborate philo-
sophical and theological doctrines sometimes sup-
ply rational answers that satisfy canons of logic and
empirical evidence. In daily life these questions
are more likely to be addressed through narra-
tives, proverbs, maxims, and ikonic representa-
tions rich with experiential connotations. Relig-
ious orientations are likely to be structured less by
abstract deductive reasoning than by parables that
raise questions but leave open precise answers, by
personal stories that link experience with wider
realities, and by creeds and images that have ac-
quired meaning through long histories of inter-
pretation in human communities (Greeley 1982,
pp- 53-70).
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Like other symbol systems, religious orienta-
tions are thought to be the products of social
interaction. Although the role of such factors as
divine revelation cannot be ruled out, sociologists
focus on the ways in which symbols come to have
meaning through the interaction of individuals
and groups in human communities. Sometimes
these communities invent collective symbols to
articulate powerful experiences they may have
undergone. More commonly, communities bor-
row symbols available within their cultural tradi-
tions, but then adapt these symbols to their own
use, giving them new meanings and interpreta-
tions. Communities also underwrite the plausibili-
ty of religions belief systems (Berger 1967, p. 45).
They do so by providing evidence that such beliefs
are not the product of individual imaginations
alone, by encouraging the public expression of
beliefs, and by creating occasions on which beliefs
may be enacted and predictions fulfilled. Without
the ongoing interaction of people in communities,
itis doubtful whether belief systems could long be
sustained. Research has also demonstrated that
personal religious orientations are more likely to
have behavioral consequences if these orienta-
tions are supported by communities of like-mind-
ed individuals (Roof 1978).

In defining religion as a symbol system that
deals with ultimate questions, sociologists assume
that humans have the capacity to question their
experience and a desire to make sense of their
worlds. Whether all people pursue this desire with
equal intensity is more doubtful. It is possible, for
example, to explain a plane crash by observing that
a rivet came loose. It is also possible to let the
incident raise questions about the meaning of
pain, the frailty of human existence, or the mean-
ing and purpose of one’s own life. How much the
quest for holistic meaning and transcendence en-
ters into people’s lives is, therefore, a matter of
variation. Studies indicate that most people say
they have thought about the meaning and purpose
of life, but individuals vary in the extent to which
they have been troubled by this issue. They also
vary in the amount of explicit attention they have
devoted to it and in their views about the possibili-
ty of arriving at definite answers (Stark and Glock
1968, p. 77). Agnosticism, for example, is a relig-
ious orientation that grants the importance of
ultimate questions about meaning and purpose

but denies the possibility of finding answers to
these questions.

The kinds of symbols that come into play in
relation to such questions are also matters of
variation. While all such symbol systems may per-
form functionally similar roles, it is useful to distin-
guish them substantively. These substantive dis-
tinctions are usually the basis on which religious
orientations are delineated in popular discourse.
At the broadestlevel, sociologists distinguish theis-
tic meaning systems, which recognize the exist-
ence of a God or divine being, from atheistic
systems, which do not acknowledge a divine being
(Glock and Stark 1965, pp. 3-17). Christianity is an
example of the former; Marxism, of the latter.
Insofar as it addresses the same higher-order ques-
tions about the meaning of life, Marxism would be
considered functionally similar to Christianity. But
this does not mean that Marxism necessarily func-
tions this way. Just as one might study Marxism to
derive economic principles, so one might study
Christianity simply as an example of literature. In
neither case would it be appropriate to say that a
religious orientation is at work. Only as they func-
tion to evoke holistic meaning and transcendence
do symbol systems become religious orientations.

The distinction between theistic and atheistic
meaning systems is useful when the relevant con-
cept is the presence or absence of a divine entity.
But this distinction may be less useful in other
contexts. For example, contemporary discussions
in theology and in science sometimes distinguish
religious orientations on the basis of whether they
posit a reality that is humanly knowable or ulti-
mately mysterious, whether reality is empirical or
includes a supraempirical dimension, or whether
being implies something that is not being itself but
the ground of being. In these debates the bounda-
ry between varieties of ultimate meaning systems
is often ambiguous.

In contemporary societies religious orienta-
tions are often distinguished in popular belief
according to the dominant force or power that
people perceive as governing their lives (Wuthnow
1976). Some people may conceive of this force as
God; others, as luck or fate. Natural or human
causes may also be considered dominant; for ex-
ample, the force of heredity, of scientific law,
society, or individual willpower. Whether a part of
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elaborate philosophical systems or simple pieces
of folk wisdom, such understandings help people
to make sense of their lives by identifying the
causal agents that control human events.

Sociologists have insisted that religious orien-
tations become important to the study of human
behavior insofar as these orientations are internal-
ized as part of the individual’s worldview. A
worldview can be defined as a person’s guiding
outlook on life. The essential aspects of a religious
orientation are the person’s beliefs and assump-
tions about the meaning of life and such matters as
the existence and nature of God, goodness and
evil, life beyond death, truth, and the human
condition. These beliefs and assumptions help the
individual make sense of life cognitively. They also
have an emotional dimension, perhaps including a
feeling of awe, reverence, fear, or peace, comfort,
and security. In addition, they are regarded as
behavioral predispositions that lead to various
actions, each as participation in worship, prayer,
or ethical decisions (Spilka et al. 1985).

The importance of religious orientations for
ethical decisions has been of longstanding interest
to sociologists. In the classical work of Max Weber
(1963), religious orientations were conceived of as
symbolic frameworks that made sense of the world,
in part, by providing explanations for the exist-
ence of evil (also known as theodicies). Some
religious orientations, for example, explained evil
as a struggle between God and the devil, others
saw evil as part of a cycle of regeneration and
renewal, while still others attributed evil to the
workings of an all-powerful but inscrutable deity.
The implications for ethical action derived from
the prescriptions for salvation implied by these
different conceptions of evil. In one tradition, for
example, people might be expected to pray and
meditate in order to escape from the cycle of evil
and regeneration; in another tradition, they might
be expected to do good deeds as a way of siding
with the forces of good against those of evil.

Much of the research by sociologists on relig-
ious orientations has dealt with their subjective
aspects (Blasi and Cuneo 1986). Assuming that the
important feature of symbolism is its meaning,
researchers have tried to discover what religious
symbols mean to individuals. Efforts have been
made to tap the deeper predispositions presumed

to underlie such religious expressions as prayer
and worship, to say how deeply implanted the
religious impulse is, and to classify varieties of
religious outlooks and experiences.

Recent developments in sociological theory
have resulted in some rethinking of this emphasis
on subjective religiosity. Current research is begin-
ning to focus more on the observable manifesta-
tions of religious symbolism itself, rather than
claiming to know what lies beneath the surface in
the subjective consciousness of the individual
(Wuthnow 1987). Discourse, language, gesture,
and ritual have become more important in their
own right (Tipton 1982). The contrast between
this and the earlier approach can be illustrated by
comparing two statements: “I believe God exists”
and “God speaks to us through the Word.” A
subjective approach would treat both statements
as manifestations of some inner conviction of the
individual. The more recent approach would pay
closer attention to the language itself, noting, for
example, the more personalized style of the first
statement and the collective reference contained
in the second.

The value of the more recent approach is that
it recognizes the public or social dimension of
religious orientations. Observers may not know
what goes on in the dark recesses of the believer’s
soul. But if that person tells a story, or participates
in worship, the researcher can then study the
observable manifestations of that person’s faith.

To account for variations in religious orienta-
tions, sociologists usually look at the social condi-
tions to which people are exposed. They assume
that most people do not make up their own relig-
ions from scratch. Rather, they borrow from the
various symbol systems that are available in their
environment. The most significant borrowing oc-
curs in early childhood. Family is thus an impor-
tant factor, and it, in turn, is influenced by broader
conditions such as social class, levels of education,
race and ethnicity, and exposure to regional
subcultures.

A generation ago, sociologists often held the
view that scientific generalizations could be made
about the relationships between social factors and
religious orientations. For example, much work
was inspired by the hypothesis that theistic relig-
ious orientations were more common among per-
sons with lower levels of education than among
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persons in better-educated social strata. Another
common hypothesis suggested that religious ori-
entations were likely to be associated with various
kinds of social deprivation, since the deprived
would presumably seek solace in otherworldly
beliefs. Empirical studies have found some sup-
port for such hypotheses, but the ability to make
generalizations has remained limited. Different
relationships seem to be present in different com-
munities and in different time periods.

More attention has turned in recent years,
therefore, toward describing the rich and complex
processes by which religious orientations and so-
cial environments intermingle. In one setting peo-
ple without college educations may turn to relig-
ious views that shield them from the uncertainties
of science and other modern ideas. In another
setting people with high levels of education may
also turn to religion, but do so in a way that
combines ideas from science and Scripture or that
focuses on the therapeutic needs of people work-
ing in the professions. In both settings, religious
orientations provide answers to ultimate ques-
tions. But the composition of these orientations
reflects ideas present in the different social settings.

An earlier generation of social theorists also
sought to explain the variations in religious orien-
tations in ways that often reduced them to little
more than the by-products of social or psychologi-
cal needs. Sociologists following in the tradition of
Karl Marx, for example, regarded religion merely
as areflection of class 