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University of Warsaw and Infobright, Poland

Xiaokang Yang
Shanghai Jiao Tong University, China



Wenjun Zhang Xiaokang Yang Zhixiang Xu
Ping An Qizhen Liu Yue Lu (Eds.)

Advances on Digital Television
and Wireless Multimedia
Communications

9th International Forum on Digital TV
and Wireless Multimedia Communication, IFTC 2012
Shanghai, China, November 9-10, 2012
Proceedings

13



Volume Editors

Wenjun Zhang
Shanghai Jiao Tong University, China
E-mail: zhangwenjun@sjtu.edu.cn

Xiaokang Yang
Shanghai Jiao Tong University, China
E-mail: xkyang@sjtu.edu.cn

Zhixiang Xu
Shanghai University, China
E-mail: xuzxiang@163.com

Ping An
Shanghai University, China
E-mail: anping@shu.edu.cn

Qizhen Liu
Fudan University, Shanghai, China
E-mail: qzliu@fudan.edu.cn

Yue Lu
East China Normal University, Shanghai, China
E-mail: ylu@cs.ecnu.edu.cn

ISSN 1865-0929 e-ISSN 1865-0937
ISBN 978-3-642-34594-4 e-ISBN 978-3-642-34595-1
DOI 10.1007/978-3-642-34595-1
Springer Heidelberg Dordrecht London New York

Library of Congress Control Number: 2012950367

CR Subject Classification (1998): I.4, I.5, I.2.10, H.5.2, H.3.1, H.3.3, K.8.1

© Springer-Verlag Berlin Heidelberg 2012
This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.
The use of general descriptive names, registered names, trademarks, etc. in this publication does not imply,
even in the absence of a specific statement, that such names are exempt from the relevant protective laws
and regulations and therefore free for general use.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

Over the past few years, smart TV and multimedia communication have
enjoyed tremendous growth, driven by communication, broadcasting, microelec-
tronics industries and technologies, the wide deployment of digital television
networks, and the proliferation of smart wireless devices. As digital broadcast-
ing and broadband communications networks are both becoming more common,
many people can now enjoy high-quality broadcasting content as well as a large
variety of content provided via the Internet. Therefore, new-generation digital
television is evolving toward many new features, such as controllable, rich/new
media, ubiquitous, immersive, social, and new experiences. The evolution digital
TV (DTV) and multimedia communications requires advanced image-processing
techniques for content production, adaption, analysis and interactions, as well as
new paradigms of next-generation DTV and wireless multimedia communication
systems that enable more advanced services in terms of quality, diversity, and
flexibility.

The annual International Forum on Digital Television and Wireless Multi-
media Communication (IFTC) provides an international forum for extensively
exchanging the latest research advances in DTV and wireless communication
around the world as well as the relevant policies of industry authorities. The
forum also aims to promote the technology, equipments and applications in
the field of DTV and multimedia by comparing the characteristics, frameworks,
significant techniques and their maturity, analyzing the performance of various
applications in terms of scalability, manageability, and portability, and discussing
the interfaces among various of networks and platforms.

IFTC 2012, the 9th international annual forum, took place in Shanghai dur-
ing November 9–10, 2012. It brought together international and local researchers
to share the visions on DTV and wireless multimedia communication. The forum
was co-hosted by Shanghai Image and Graphics Association (SIGA), Springer
CCIS, and The China International Industry Fair 2012 (CIIF 2012), and co-
sponsored by Shanghai Jiao Tong University (SJTU), IEEE BTS Chapter of
Shanghai Section, Shanghai Institute of Communication, and the Shanghai Soci-
ety of Motion Picture and Television Engineers (SSMPTE). IFTC 2012 received
117 full submissions for ten sessions (Image Processing and Pattern Recognition,
3D Video, Multimedia Communication etc.). Among the submissions, 69 were
accepted as regular papers, with an acceptance ratio of 58.97%. Each submission
was rigorously reviewed by at least two Program Committee members.

We want to thank many people who contributed to the high quality of the
technical program. Special thanks go to the Technical Program Committee mem-
bers who accomplished their tasks with competence and timeliness, and the ex-
ternal reviewers who maintained a focus on high quality while providing their
punctual reports, among their busy schedules. Our sincere thanks go to the
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authors for their excellent contributions that have resulted in a high-quality
and exciting technical program that was enjoyed by all conference attendees.
We are also grateful to the local organizers, coordinated by Shanghai Jiao Tong
University, and volunteers for their valuable help; the sponsors, in particular
BESTV for making the event financially viable; Celine Chang for coordination
with the publication of the proceedings; and Springer for agreeing to print this
volume. Finally, many other people contributed to the success of IFTC 2012,
whose names cannot be listed here due to space limitation. However, we owe
them our gratitude.

August 2012 Wenjun Zhang
Xiaokang Yang

Zhixiang Xu
Ping An

Qizhen Liu
Yue Lu
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Research on Networked Integration Technology  
of Remote Sensing Image Processing 

Chao Jiang, Ze-xun Geng, Xiao-feng Wei, and Chen Shen 

Institute of Surveying and Mapping, Information Engineering University 
Zhengzhou 450052, China 

Abstract. Traditional image process method cannot share data efficiently and 
realize process interoperately, this paper presents a server-side image process 
method based on JNI package the local process function, combined with the 
Web Processing Service standard which is formulated by OGC to design and 
realize a three-tier network architecture. This architecture is a network 
integration framework for image process function. The experimental 
demonstrates that the image process algorithms of local library can package as a 
WPS service and clients can call the service through the network.  

Keywords: OGC WPS, Web Service, JNI, Image Process. 

1 Introduction 

With the development of earth observation technologies, we can easily obtain a large 
number of remote sensing images, remote sensing image as a large-capacity information 
carrier, which contains a lot of information available. It is a data sources which have 
such property of large area, dynamic, near real-time, and it plays an irreplaceable role  
in many areas of the military, resources, environment and disaster prevention. How 
efficient organization, management and use of these distributions, heterogeneous image 
data is a problem. The traditional image processing methods can not share data 
efficiently and realize process interoperability. 

With the development of Web Service technology, it provided an opportunity to the 
people for solving the sharing and interoperability for the distributed and heterogeneous 
data. Web service can be characterized by cross-platform, cross-language, cross-
hardware interoperability. Based on the above-mentioned advantages of Web service, 
the researchers consider whether in practice by providing geographic information data 
into a geographic information services. Thus, the organization OGC (Open Geospatial 
Consortium Open GIS Union) which committed to sharing and interoperability of 
spatial data proposed a series of Web Service standards such as: WMS (Web Map 
Service), WFS (Web Feature Service) and WCS (web coverage the Service). The 
release of these standards is better to solve the problem of spatial data sharing. 

The all standards of Web Service's are generic and therefore can not be a good 
solution to specific professional disciplines. Such as geo-spatial information field in 
the transfer agreement does not contain spatial information metadata information, as 
well as the standardization of spatial information data, making the Web Service to 
resolve functional interoperability deficiencies[1]. Aim at the weakness of functional 
interoperability and increasing need for web-based spatial data process, OGC has 
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developed a Web service standard WPS (Web Processing Service), the standard can 
packaging of any type of spatial data processing functions. WPS aims to describe the 
service, to provide processing services that can be performed through the Web, and 
allows the user to input data and call the service when the underlying mechanism is 
transparent to the user. 

2 The Profile of OGC WPS 

WPS[2][3] is a Web Service standard which is proposed by OGC and play a 
important role in process interoperability. WPS defines a standard interface, making 
the release of spatial processing steps, discovery and binding the process more easier. 
"Process" refers to the algorithm of the operation of spatial reference data, calculation 
or model. "Publish" means that can be obtain machine-readable binding  information 
and human-readable metadata to run the service for finding and using. 

The WPS interface specifies three operations that can be requested by a client and 
performed by a WPS server, all mandatory implementation by all servers. Those 
operations are: 

GetCapabilities: This operation allows a client to request and receive back service 
metadata (or Capabilities) documents that describe the abilities of the specific server 
implementation. This operation also supports negotiation of the specification version 
being used for client-server interactions. 

DescribeProcess: This operation allows a client to request and receive back detailed 
information about one or more process(es) that can be executed by an Execute 
operation, including the input parameters and formats, and the outputs. 

Execute: This operation allows a client to run a specified process implemented by the 
WPS, using provided input parameter values and returning the outputs produced. 

These operations have many similarities to other OGC Web Services, including the 
WMS, WFS, and WCS. 

Figure 1 is a simple UML diagram summarizing the WPS interface. This class 
diagram shows that the WPS interface class inherits the GetCapabilities operation 
from the OGC Web Service interface class, and adds the DescribeProcess and 
Execute operations. 

 
Fig. 1. The UML diagram of WPS interface 
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3 Design and Implementation od Integrated Framework Based 
on WPS 

The OGC WPS as a solution to the spatial information sharing and processing 
interoperability, which can be realized in many way. Because three or multi-tier 
architecture can separation the display layer (ie, client), business logic layer(ie, the 
WPS service implementation layer) and the data layer to the logical and physical, ease 
of system maintenance and upgrades, reducing system coupling between the layers, 
therefore this architecture become the first choice for building Web-based application 
systems. Based on the above considerations and accord with the WPS standard 
specification, this paper reference the OpenGIS's three-tier network architecture[4] 
and propose the three-tier architecture of WPS service, shown in Figure 2. 

 

Fig. 2. The three-tier architecture of WPS service 

The top level of the three-tier architecture for the client is responsible for receiving 
and sends the user's request, the user can use the browser to directly access, can also 
be via a standard Web service client calls the service provide by the business logic 
layer. The middle layer is the service layer, the core part of the whole architecture. 
Under the service layer is the data layer, data layer is responsible for the upper layer 
and provide the necessary data, data layer either realized by WFS service or spatial 
database directly. 

The server side is based on existing Web container, the underlying algorithm 
module as a plug-in and can be dynamic load to the server. Each algorithm is 
transparent for the service code[1]. 

Service's realization were included in the the contents of two parts: WPS server and 
data management components. WPS server includes a processing engine and 
algorithms Center. The processing engine is the core part of the WPS service, each 
module is driven by it, structural response message and complete the service. 
Specifically, the processing engine's work is mainly reflected in the response of the 
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three operations defined for the WPS specification: first, GetCapabilities request, the 
processing engine will query the algorithm center, access to the registered metadata 
information of all algorithms, including algorithms identifier, the name of the 
algorithm, and a description of the algorithm. Second, the DescribeProcess request, 
processing engine query algorithm centers according to the identifier of the request 
processing and  returns the processing details, including input and output of the 
algorithm name, and each input and output's illuminate. Finally, for the Execute 
request, processing engine based on the user's request, decide whether to call the data 
service middleware to obtain the data, then the algorithm identifier in the request 
query algorithm Centre, algorithm implementation class is called after the class to 
complete processing and in accordance with the requirements of the request will 
return the result to the client. The algorithms center's main work is to maintain the 
metadata information of the algorithm class, including the identifier of each 
algorithm, the class name, input parameters of the algorithm, and return type. In the 
initialization of the service, the use of Java's reflection mechanism for dynamic 
discovery of an existing algorithm, and its registration to the algorithm center for the 
processing engine queries and calls. The UML sequence diagram of WPS service is 
shown in Figure 3. 

 

Fig. 3. The UML sequence diagram of WPS service 

Data management components in the system plays the role of connecting the data 
and services, the bear's main job is to read the data from different data sources and 
standardization the data to provide to the WPS server to use. Vector files which need 
to process can be uploaded to the server by the client, there are two ways: the first is a 
direct HTTP send vector-based binary file, such as SHP files. Another approach is the 
input file on the client side transform to GML format and sent to the service side; 
after server-side processing is still in GML format back to the client [5]. Other than 
by the client upload, the WPS specification also supports access to a data file by 
calling the WFS service, we usually only need the data service middleware contains 
WFS client program can achieve this feature. 
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4 Server-Side Image Process Method Based on JNI Technology  

The previous section, we have designed a functional integrated system framework, in 
this section, we introduce the server-side image processing algorithms to achieve and 
WPS packages. 

The server-side algorithm is implemented by Java, Java to implement image 
processing algorithms can be implemented in two ways: 1、an image processing 
package using Java itself, or to rewrite the image processing algorithms using the Java 
language; 2、using JNI technology to call stable and mature third-party image 
processing library[6]. Image processing package provided by Java only provides some 
simple image processing class enables developers to write image-processing program 
has become very convenient, but Java provides the image processing package that 
contains only a small number of processing functions and image formats supported by 
default too less, can not meet the needs of users, to rewrite the image processing 
algorithms using the Java language also involves many time-consuming computing 
tasks, less time-consuming algorithms operating efficiency of Java than in C / C + +. 
At present, image processing library (such as OpenCV and CxImage)has been widely 
used In the open source community, these libraries are not only high operating 
efficiency, but also include the mainstream of the field of image processing 
algorithms. Using this method can directly call the library of image processing 
algorithms to greatly shorten the development cycle, so it is an excellent choice for 
server-side image processing algorithms. 

This paper presents a server-side image processing module shown in Figure 4, the 
image processing functions is realized by a third-party image processing library, we 
use JNI technology as a interface between Java and third-party library  so we can 
make a direct call to a third party processing functions in the library. The input of this 
module is the processed image file path name, the output is the results of image 
processing after the processing module of the algorithm. 

 

Fig. 4. The architecture of image process module 
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About the processing function packaged, we introduction of a server-side 
implementation of GeoServer[7]. GeoServer as an open source project, users can be 
downloaded directly to the source code for the entire project, the project provided the 
WPS service package interface, so the server-side can easily achieve the package 
through call the API provided by GeoServer. 

In the specific of the packaging process, we define two classes, for example, we 
define ImageProcessFactory, and ImageProcess class, while the two classes inherit 
from the SingleProcessFactory and the SimpleProcess class which come from 
GeoTools. Process method in ImageProcess provide specific processing algorithms, 
the Create method in the class of ImageProcessFactory is used to register the process 
algorithm which realized in the class of ImageProcess in order to facilitate the client 
to make calls. Packaging process, as well as concrete implementation of the WPS 
services are shown in Figure 5: 

 

Fig. 5. The packing process of WPS service 

5 Experiment Results and Analysis 

The server-side's framework design and image processing's packaging and 
implementation are described in Section 3 and 4. Server-side processing algorithms 
implemented using JNI technology called the fusion of the OpenCV, Canny edge 
detection; CxImage's adaptive binarization and histogram equalization. 

In this article we use the open-source JavaScript framework-OpenLayers as a 
client-side[8], OpenLayers as a B/S system, the client has been very strong, it can 
package WMS requests and load map slices in the browser. In addition to drag, zoom 
feature is also very well cross-browser operation. On the client use the form of a web 
browser, users only need to enter the URL address of the WPS service, we can easily 
obtain the services of processing functions. But WPS different from the data services, 
it can not be displayed directly on the client, so the client using the Widget for display 
the results of WPS call. 

According to the above programs, several remote sensing image processing 
algorithms package for WPS service and call on the client through the Widget, the 
main interface of the client is shown in Figure 6, the results of process is shown in 
Figure 7a-7f (except for image fusion using the two original images(a and b), the rest 
results all use the original images one). 
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Fig. 6. The interface of client 

  
a.original image 1 b.original image 2 c.image fusion 

  
d.canny detection e.adaptive binarization f.histogram equalization 

Fig. 7. The original image and the results of client call 

6 Conclusion and Outlook 

With the continuous development of network technology, the demand of spatial data 
processing based on network are increasing. Remote sensing data because of its 
convenient access and contains a lot of available information, it would become an 
important part of spatial data. How efficient organization, and use of these 
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distributions, heterogeneous image data is a problem which worthy of study. The 
traditional image processing methods can not share data efficiently and realize 
process interoperability. this paper presents a server-side image process method based 
on JNI package the local process function, combined with the Web Processing 
Service standard which is formulated by OGC to design and realize a three-tier 
network architecture. This architecture is a network integration framework for image 
process function. The experimental demonstrates that the image process algorithms of 
local library can package as a WPS service and clients can call the service through the 
network. 
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Abstract. Today, modern steganalysis needs to start using high-dimensional 
feature spaces, which makes the complexity of traditional classifiers such as 
support vector machine (SVM) increase rapidly. This paper proposes a frame of 
selective ensemble classifiers as an alternative to SVM for steganalysis by 
applying the selective theory that ensemble some instead of all the available 
base learners. A family of weak classifiers is built on random subspaces of the 
high-dimensional feature spaces. Then, assign a random weight to each 
classifier and employ genetic algorithm to evolve those weights based on a 
validation set. The Final classifier is constructed by fusing the decisions of 
individual classifiers whose weight is bigger than a pre-set threshold λ. 
Experiments with the steganographic algorithms nsF5 and MBS demonstrate 
the usefulness of the approach over current popular methods. 

Keywords: steganalysis, high-dimensional feature space, random subspace, 
ensemble classifiers, selective strategy, fisher linear discriminants, SVM.  

1 Introduction 

Steganalysis is the art of detecting hidden information in cover objects with little 
knowledge about the steganography algorithm. Blind steganalysis tries to analysis any 
steganographic tools with little knowledge in advance, which makes blind 
steganalysis more practical than specific steganalysis. We also constrain our 
discussion to the blind steganalysis in this paper. 

Today, most of modern blind steganalysis algorithms in digital images are usually 
implemented as supervised classifiers. The process of blind steganalysis comprises 
two important steps: feature extraction and classification. With the increased 
sophistication of steganographic algorithms, steganalysis has already begun extracting 
feature spaces of increased dimensionality, e.g., Shi proposed an efficient method 
using 324 features [1] based on JPEG blocks differences modeled by Markov 
processes and later extended to twice its size by Cartesian [2] calibration, Liu [3] 
proposed 216 neighboring joint density features extracted from the DCT coefficient 
array and the absolute array on both intra-block and inter-block. Once the features are 
extracted, a classifier such as SVM (Support Vector Machine) [7] is trained to 
distinguish the stego image from the cover. SVM always gives impressive results and 
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seems to be by far the most popular choice. However, the complexity of SVM will be 
increased rapidly with the dimensionality of feature space growing. To address the 
complexity issues arising in staganalysis, Kodovsky [8,10] proposed ensemble 
classifiers built as random forests by fusing decisions of an ensemble of simple base 
learners that are inexpensive to train, their results demonstrated ensemble classifiers 
can achieve performance as good as or even better than the SVM with low cost. Zhou 
[4] proposed an ensemble theory that many could be better than all, which means that 
ensembling some instead of all the available base learners, a better result can be 
generated.  

In this paper, we improve the ensemble classifiers by applying the theory of 
selective strategy [4] and propose a frame of selective ensemble classifiers for 
steganalyisis in high-dimensional feature space in section 3. Experiments with the 
steganographic nsF5 and MBS demonstrate the usefulness of the selective ensemble 
classifiers over current popular approaches. 

2 Ensemble Classifier for Steganalysis 

Hansen and Salam [5] firstly proposed an ensemble neural networks which shows that 
the generalization ability of a neural networks system can be significantly improved 
through ensembling a number of neural networks, i.e., training many neural networks 
and then combing their predictions. Since it behaves remarkably well, recently it has 
become a very hot topic in machine learning communities. Kodovsky [8] successfully 
proposed an ensemble classifier with the ensemble theory to solve the complexity 
issues of steganalysis in high-dimensional feature space. The ensemble classifier 
consists of a number of individual base learners. The base learners are Fisher Linear 
Discriminants (FLDs) rather than neural networks or SVMs because of its low 
complexity, weak, and unstable classifiers desirably increase diversity. All base 
learners are trained on feature spaces of a fixed dimension dsub that can be chosen to 
be significantly smaller than the full dimensionality d. After collecting L base 
learners, the final class predictor is formed by combining their individual decisions. 
The performance of the ensemble classifiers is far better than that of each individual 
base learner and successfully solves the complexity issues of steganalysis in high-
dimensional feature space. 

3 Frame of Selective Ensemble Classifier 

In general, a typical ensemble algorithm is constructed in two steps [9], i.e., training a 
number of base learners and then combining all the component predictions. As for the 
ensembling neural networks, Zhou [4] analyzed the relationship between the 
ensemble and its component neural networks and then proposed a selective ensemble 
theory that many could be better than all. 
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3.1 Selective Strategy 

Zhou [4] proposed an effective selective strategy for the ensemble neural networks, 
we briefly introduce it and apply it to form the selective ensemble classifier. Assume 
each neural network(base learner) can be assigned a weight that could characterize the 
fitness of selecting network in the ensemble. Suppose the weight of the ith component 
neural network is wi, 0≤wi≤1, Then we get a weight vector w = (w1, w2, …, wN), N is 
the number of the component neural networks. The process of finding the optimum 
weights wopt can be viewed as defining an optimization problem. Firstly, assign a 
random weight to each neural network and then employ genetic algorithm to evolve 
those weights based on a validation set. Finally it selects the networks whose weights 
are bigger than a pre-set threshold λ to make up the ensemble. In the experiments of 
this paper, we set the threshold λ = 1/N as the default value as paper [4]. 

3.2 Selective Ensemble Classifiers for Steganalysis 

We design a selective ensemble classifier by applying the selective strategy to the 
ensemble classifiers. Firstly, we randomly select about 30% of the Training set 
including cover and stego images as validation set for the genetic algorithm of 
selective strategy and the rest part as the final training set for the selective ensemble 
classifiers, denote Ntrn and Nval the number of the final training and validation 
examples from each class. 

Denote d as the dimensionality of the high-dimensional feature space, Ntst the 
number of testing examples from each class, and L the number of base learners. 
Furthermore, let x(m), y(m)∈ d, m = 1, …, Ntrn, and b(k) ∈  d, k = 1, …, Ntst, be the 
cover and stego feature vectors for the final training set, validation set and the testing 
set. The selective ensemble classifier is described using Algorithm 1. For D ⊂ {1, …, 
d}, x(D) is the subset of features { x(k)} k∈D. 

 
Algorithm 1. Selective Ensemble classifiers 

1: Randomly select about 30% samples from the training set as validation set and the 
rest part as the final training set 

2: for l=1 to L do 
3: Randomly select Dl ⊂ {1, …, d}, | Dl | = dsub < d 
4: Train a classifier Fl on cover features xm

(Dl) and stego features ym
(Dl), m =1, …, Ntrn. 

Each classifier is a mapping Fl:
d
→{0, 1}. 

5: Make decisions on validation set using Fl: 

             Fl (b) [ Fl (b
(1)), …, Fl (b

(N
val

))]∈{0, 1} N
val

                        (1) 

6: end for 

7: Assign a random weight to each base learner w = (w1, w2, …, wL), then employ 
genetic algorithm to evolve those weights based on the decisions set F of 
validation and get the optimum weights wopt  = (wo1, wo2, …, woL). 
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8: Get the indexes of the selected base leaner by the threshold λ . 

  if woi > λ , S(i) = 1; if woi ≤λ , S(i)=0, i=1, …, L, S is the index vector of the 
selected base learners. Lopt is the number of the selected base learner. 

                       Lopt  = sum(S)                                     (2) 
9: for l=1 to L do 

  if S(l)==1, Make decisions on testing set using Fl: 

             Fl (b) [ Fl (b
(1)), …, Fl (b

(N
tst

))]∈{0, 1} N
tst

                           (3) 

10: end for 
11: Fuse all decisions of selected base learners by voting for each test example 

k∈{1, …, Ntrn }: 

         
( ( ))

( )1
1 ( ) / 2

( )
0

optL s i
s i opti

when F b L
F k

otherwise
=

 >= 


                    (4) 

12: return F(k), k=1, …, Ntst 
 

Fig 1 gives the frame of the proposed selective ensemble classifier, B
−

 = [
1B

−
, …, 

NB
−

], N = Lopt, B
−

 is the set of the selected individual base learners, which produced 

by the individual base learners Bl, l = 1, …, L. Because the seteganalysis methods 
always have a large simple sets with high dimensional feature spaces, it is critical 
important to select a weak and low complexity classifier as the base learners for the 
selective ensemble classifiers. The fisher linear discriminants would be the best 
choice as the base learner. The optimal L and dsub, in fact the optimum is quite flat, we 
simply select dsub by hand after a initial trails as the paper [8] . 

 

Fig. 1. The frame of proposed selective ensemble classifier  

4 Experimental Results  

We analyze the selective ensemble classifier on the steganographic algorithms MBS 
(Model-Based steganography) [11] and nsF5 (no-shrinkage F5) [12]. All experiments 
carried out on a database of 2000 images coming from the BOSSbase [6], JPEG 
compressed with quality 75 and resized to 512×512, use the MBS and nsF5 
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algorithms to create stego images carrying a range of different payloads. Each 
experiment consists of training samples and testing samples, both of the sample sets 
include 500 cover images and 500 stego images with a specified payload.  

We extract 216 Liu [3] features and 648 SHI [1] features for the experiments. 
Compare the Selective ensemble classifiers with Ensemble classifiers [8] and SVM 
[7] as Table 1. Set dsub = 200, L = 101 for the SHI features of the ensemble classifiers 
and the selective ensemble classifiers, Set dsub = 80, L = 101 for the LIU features of 
the ensemble classifiers and the selective ensemble classifiers. After employing the 
selective strategy, selective ensemble classifiers select Lopt base learners to join 
ensemble finally. The value of Lopt is far less than L and always selects about 40% 
base learners to join ensemble. The results in Table 1 show that the selective 
ensemble classifiers have a better performance over the ensemble classifiers and 
SVM. 

Table 1. Detection error rates of Ensemble classifiers, Selective ensemble classifiers and SVM 

Embedding Payload LIU-216 SHI-648 
algorithm (bpac) Ensemble[8]SelectiveSVM[7]Ensemble[8] Selective SVM[7] 

  0.05 36.85% 36.23% 38.71% 42.35% 42.00% 43.50% 
 0.1 23.16% 22.72% 25.43% 34.14% 33.22% 37.32% 

nsF5 0.15 11.43% 11.05% 15.27% 24.51% 23.90% 29.61% 
  0.2 5.51% 5.17% 7.40% 14.61% 13.93% 21.30% 
 0.01 37.62% 37.11% 40.41% 42.65% 41.52% 42.90% 
 0.02 30.57% 29.73% 33.12% 33.42% 33.01% 35.92% 

MBS 0.03 18.22% 17.90% 22.43% 26.31% 25.27% 29.84% 
 0.04 12.78% 12.35% 16.46% 19.42% 19.04% 22.78% 
  0.05 7.71% 6.92% 9.65% 15.33% 14.40% 17.80% 
 
Fig.2 gives the steganalysis of nsF5 for SHI features using Ensemble classifiers, 

Selective ensemble classifiers and SVM. The performance of ensemble classifiers is 
far better than that of SVM for different payload and the selective ensemble classifiers 
can improve the performance of the ensemble classifier by about 1% with much less 
base learners. 
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Fig. 2. Steganalysis of nsF5 for SHI features using Ensemble classifiers, Selective ensemble 
classifiers and SVM  
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5 Conclusion 

In this paper, we apply the selective ensemble theory that ensemble some instead of 
all the available base learners and propose a frame of selective ensemble classifiers 
for steganalysis. The experiments show that the selective ensemble classifiers can 
improve the performance of the ensemble classifiers with much less base learners 
targeted at current popular embedding algorithms nsF5 and MBS. Our feature work 
will be directed towards designing a better selective strategy for the frame of selective 
ensemble classifiers. 
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Abstract. In this paper, we propose a parallel-friendly algorithm for k-
nearest neighbor based patch match. Based on jump flooding algorithm,
an efficient pattern of communication, our algorithm is fully parallelized
at patch-level. To improve the performance, we propose and analyze its
variants, and implement them with GPU. Compared with state-of-the-
art approximate patch match algorithm, the GPU implementation of
our algorithm achieves up to 100 times speedup over its CPU imple-
mentation, and 5 times faster than the GPU implementation of Barnes’s
algorithm, a most recently benchmark algorithm.

Keywords: Patch-matching, kNN, GPU, CUDA.

1 Introduction

As a fundamental problem of classification and clustering, the k-nearest neighbor
(kNN) search is widely employed in many research domains [1]. Patch match is
a specific occasion of kNN search problem. In this scenario, each patch in the
image is one point in the d-dimension space, which can be defined by arbitrary
descriptor. Many algorithms and subdomains of image processing and computer
vision have to solve this basic issue at different levels, from video coding such
as motion estimation, to image denoising such as non-local means [2] and block-
matching and 3D filtering (BM3D) denoising [3], to image analysis such as image
segmentation and completion. In some subdomains of image processing, approx-
imate patch is eligible and can obtain significant speedup. In [4] of Connelly
Barnes et al., a novel randomized algorithm for approximate nearest neighbor
was proposed. In terms of memory usage, speed and even the error of match, this
algorithm has outperformed tree structure based methods (e.g., kd-tree [5]). In
[6], this algorithm has been generalized to address kNN problem. Nevertheless,
for an image of 0.15 mega pixels and k equals to 3, it still takes more than 10
seconds.

Recently, numerous publications proposed parallel-friendly algorithms suit-
able to be implemented on GPU to gain significant speedup. Compute Unified
Device Architecture (CUDA

TM

) enables researchers to use GPU for general pur-
pose computation easily. In [1], the general problem of kNN was solved by brute-

force method using CUDA
TM

. To the contrary, some constraints of the scale of

W. Zhang et al. (Eds.): IFTC 2012, CCIS 331, pp. 15–21, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



16 P. Yu, X. Yang, and L. Chen

kNN problem, e.g. the maximum number of points of the set is limited to 65536
because of the highly memory-consuming nature, prevent it to be widely used
in other domains, such as image processing, in which the scale of problem is in
the magnitude of million patches.

In this paper, we propose a parallel-friendly algorithm for kNN patch match
and implement it on GPU. Compared with state-of-the-art approximate patch
match algorithm. The GPU implementation of our algorithm achieves up to
100 times speedup over its CPU implementation, and 5 times faster than the
GPU implementation of Barnes’s algorithm with comparable matching accuracy.
The rest of this paper is organized as follows. Section 2 presents our algorithm
and its variants. Section 3 describes how we implement this algorithm through
CUDA

TM

, and how we optimize it for performance. Section 4 describes and
analyzes the experiment results. Section 5 concludes this paper.

2 Algorithm

For nearest neighbor, nearest-neighbor field (NNF) is defined as a function
f : A �→ R

2 over all possible coordinates of patches (here coordinate of patch is
defined as the coordinate of top-left corner) in image A [4]. The value of function
f is the offset of matched patch to query patch, which means for a patch coor-
dinate a in image A and its nearest neighbor b in image B, f(a) = b − a. D(v)
denotes the patch distance between the patch at (x, y) in image A and patch at
(x, y) + v in image B. Under the context of k nearest neighbors, the k-nearest
neighbor field (kNNF) f is a multi-valued map with k values, each of which
indicating the offset of one of the k nearest neighbors, i.e. each fi(a)(i = 1 · · · k)
denotes the offset of one of the k nearest neighbors to query patch [6].

2.1 Approximate K-Nearest Neighbor Algorithm

The proposed algorithm is based on Jump Flooding algorithm, an efficient com-
munication pattern proposed to compute an approximation to the Voronoi dia-
gram [7]. For a grid containing n×n points, the flood process is completed in logn
rounds with step lengths of n/2, n/4, · · · , 1. In each flood round with step length
l, each grid point at (x, y) passes its content, which contains information about
its closest seed, to other grid points at (x+w, y+h)(w ∈ {−l, 0, l}, h ∈ {−l, 0, l})
as their new candidate.

Based on the above scheme, we propose our algorithm for k-nearest neighbor
based patch match. It contains two fundamental components, initialization and
propagation. The initialization process fills the originally vacant kNNF with
randomized information needed in further improvement. And the propagation
process improves the kNNF by passing kNN of each patch to its neighbors as
candidates.

Initialization: Initialization builds the initial kNNF needed in further improve-
ment. The k-nearest neighbor field is initialized with random offsets, which are
independent uniform samples of all effective patch coordinates in image B. For
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Fig. 1. Illustration of propagation. The step length is halved. In each round, each patch,
e.g., the red patch, inquiries eight blue 8-neighbors, and takes fi(x + w, y + h)(i =
1 · · · k, w ∈ {−l, 0, l}, h ∈ {−l, 0, l}) as candidate offsets of kNN.

efficiency, we build a max-heap to store the patch distances D of the k-nearest
neighbors of each effective patch in A. To avoid testing a patch already in the
k-nearest list, a hash table is constructed for each patch in A.

Propagation: Propagation is to improve initial kNNF, which is far from the
exact kNNF. This process contains many rounds. For n × n image A, there
are logn + 1 rounds with halved step lengths of n, n/2, n/4, · · · , 1. Figure 1
illustrates how the information of kNN is propagated. In each round with step
length l, for each patch at (x, y) in image A, we exhaustively inquiry each v =
fi(x + w, y + h)(i = 1 · · · k, w ∈ {−l, 0, l}, h ∈ {−l, 0, l}) as its new candidate
offset. For each i, w and h, let

f1(x, y) = argmin{D(f1(x, y)), D(fi(x+ w, y + h))} (1)

(i = 1 · · · k, w ∈ {−l, 0, l}, h ∈ {−l, 0, l})

where f1(x, y) is the worst matched patch in max-heap. This new unit f1(x, y) is
sifted down to an appropriate position in the max-heap. Then we test the next
candidate.

2.2 Variants

As mentioned, the proposed algorithm only generates an approximation to the
exact kNNF. To further improve kNNF, this subsection proposes some vari-
ants of our proposed algorithm. These variants modify the propagation mod-
ule to propagate the information further. To reduce the occurrences of errors,
Guodong Rong et al. proposed some variants of Jump Flooding algorithm [7],
most of which added some additional rounds in propagation process. Similarly,
we propose two variants of our original algorithm (JF ). One (JF + 2) adds
two additional rounds with step lengths of 2 and 1, respectively. The other one
(JF + log n + 1) adds logn + 1 rounds with step lengths of n, n/2, · · ·2, 1. In
section 4, we will fully compare these two variants with the original one in terms
of speed and the average distance between matched patches.
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Fig. 2. Illustration of parallelism. In each round of propagation, the processes of all
patches are run simultaneously. Each patch needs two max-heaps.

3 CUDA
TM

Implementation

In our implementations, the hardware is Core
TM

i7-2600k 3.4GHz(3.7GHz) and

NVIDIA
TM

GeForce GTX 560Ti with 1GB dedicated graphic memory. Consid-
ering the inherently parallel-friendly nature, our algorithm can be implemented
efficiently on GPU with CUDA

TM

. In detail, it is parallelized at patch-level, i.e.
each thread in the kernel computes k-nearest neighbors to one patch in image A
as depicted in image 2. The patches of different threads are mutually exclusive.
Only one kernel function for propagation is needed. Each launch of kernel com-
pletes one complete propagation round with step length of l. Since the threads of
different blocks cannot be synchronized, we have to store two k-nearest neighbor
heaps, one for the former round, and one for the current round. In initializa-
tion, two heaps share the same value. In the propagation process, each thread
inquiries the offset stored in the former heap, compares it to the one in current
heap, and completes the sift down operation in current heap if needed. After
each round of propagation, value of current heap is copied back to the former
one.

4 Experimental Results

In terms of the accuracy of kNNF and speed, this section analyzes our original
algorithm (JF ) and its two proposed variants (JF +2, JF +logn+1). We have

applied algorithms, including CUDA
TM

implementations of Barnes’s algorithm,
our original algorithm and the ones of JF + 2, JF + logn + 1, to real-world
images chosen from Caltech-256 dataset [8]. We randomly choose 40 images
from 20 categories of images in the dataset. The size of images spans from 0.06
MP to 0.35 MP. We also vary the patch size from 3× 3 to 16× 16 and the k of
kNN from 3 to 16.
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Table 1. Comparison of average error and speedup

average error of same images average error of less similar images speedup

Ours 0.3045-22520 10.327-57369 3-115
Barnes’s 0.3050-21564 9.213-56253 1-24

To assess the performance and the error of the approximate kNNF, we define
two criteria, one of which is speedup,

speedup = T0/T (2)

where T0 denotes the running time of Barnes’s algorithm on CPU, T denotes
the running time of new algorithm. The other one criterion is error rate. Before
this, we qualify the average error of kNNF as

E =

n2∑

x=1

k∑

i=1

MSE(A(x), B(x + fi(x))/kn
2 (3)

where MSE is the standard function for computing mean squared error between
two patches located at x in image A and x+ fi(x) in image B, n2 is the amount
of effective patches in image A. To intuitively compare the matching error of
our algorithm with the one of Barnes’s algorithm, a most recently benchmark
algorithm, the second criterion error rate (ER) is defined as

ER = E/E0 (4)

where E and E0 are the average errors of new algorithm and the original
Barnes’s, respectively. Considering different degrees of similarity between query
patch and reference one, these algorithms are tested on same images, i.e. image
A is the same as image B, and on less similar images, i.e. image A and image B
are from the same category. The Barnes’s algorithm runs for 5 iterations. Table 1
depicts the average error and speedup of CUDA

TM

implementations of our pro-
posed JF +2 algorithm and the Barnes’s. All of the CUDA

TM

implementations
are optimized under the same way as depicted in section 3. While attaining a
comparable matching error, our algorithm achieves a substantial speedup.

To discuss efficiency and accuracy of our original algorithm and its variants,
we implement these algorithms and test them on same images. Figure 3 shows
the evolution of error rate and speedup as a function of k (of kNN), for patch
size of 6 by 6 and 16 by 16, respectively. The error rate is roughly a convex
function. And the speedup is roughly a linear increasing function of k. As more
additional propagation rounds are added, the error rate ameliorates while the
speedup deteriorates. Error rate of JF +2 is much smaller than the original one,
and very close to JF + logn + 1. In practical, JF + 2 will be the best choice
considering both error rate and speed.
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Fig. 3. The comparison of error rate and speedup of our original algorithm and its
variants. Patch size of (a) and (b) is 6 by 6, and the one of (c) and (d) is 16 by 16; (a)
and (c) denote the error rate of our algorithm and its variants; (b) and (d) depict the
speedup of GPU implementation.

5 Conclusion

In this paper, we propose a parallel-friendly algorithm for approximate k-nearest
patch match. This algorithm and its variants are implemented on GPU with
CUDA

TM

. The speedup and error rate are analyzed. Compared with Barnes’s
algorithm, the GPU implementation of our algorithm achieves up to 100 times
speedup over its CPU implementation, and 5 times faster than the GPU imple-
mentation of Barnes’s algorithm with comparable matching accuracy.
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Abstract. This paper presents a novel approach for skew estimation of scanned 
documents. Haar-like features are firstly proposed to construct objective 
function and then a modified coarse-to-fine search strategy is implemented to 
reduce computation. Experimental results show that our skew estimation 
algorithm performs well on general printed documents with different contents, 
languages and layouts. The accuracy of skew angle estimation is comparable 
with or better than state-of-the-art methods. 

Keywords: skew estimation, Haar-like feature, coarse-to-fine search. 

1 Introduction 

Document skew estimation and correction refer to estimate the skew angle of digital 
document and correct it to zero-skewed image. It is important for document analysis 
system (DAS) where page layout analysis, optical character recognition (OCR), or 
document retrieval usually need zero-skewed input image. Many skew estimation and 
correction algorithms have been developed for general document processing. 

Projection profile analysis (PP) method [1,2] is a popular method, in which the 
horizontal or vertical projection profile of the document image at a number of angles 
close to the expected orientation is computed. The estimated angle responses to the 
angle where projection profile get its max value. Because of exhaustion computation, 
projection profile based approaches are computationally expensive. Sadri [2] 
modified the Projection Profile method using spline curves and defined a new 
objective function based on the difference between the global maximum value and the 
minimum value, at the same time, particle swarm optimization (PSO) is introduced to 
search for the best skew angle avoiding exhaustive search. Another widely important 
approach is HT based method [3-5], which applies the Hough transform to every 
black pixel in the binary image and the peak in the Hough space indicates the skew 
angle. HT method is typically slower than the non-iterative projection profile 
technique, however the accuracy is typically high. Recently, some new methods have 
been proposed for skew estimation. Chou [6] used piece-wise coverings of objects by 
parallelograms (PCP) to estimate skew angle of a scanned document. In this method, 
A document image is divided into a number of non-overlapping slabs in which each 
object is covered by parallelograms. Then skew angle is estimated when maximum 
white space occurs. One of limitation of this technique is that noises in the 
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background area easily affect skew angle estimation. Alireza[8] proposed an efficient 
skew estimation technique based on Piece-wise Painting Algorithm (PPA) for 
scanned documents, in which two separate painted images are initially obtained after 
employing PPA on document image horizontally and vertically, subsequently 
candidate bands are selected from these painted images in which few lines are drawn 
based on the lists of points utilizing linear regression. The slope of the best-fit line 
indicates the final skew angle. 

In this paper, we propose a novel method to estimate skew of document images. 
Firstly, we introduce Haar-like features when constructing objective function. 
Secondly, a coarse-to-fine search scheme is proposed to reduce computing 
complexity. The experimental results show our skew estimation approach can achieve 
high estimation precision for general printed documents. 

The rest of our paper is organized as follows. In Section 2, we will explain our 
method in details. Experimental results are showed in Section 3. Second 4 draws our 
conclusion. 

2 Methodology 

In this section, we describe the details of our skew estimation algorithm. In the first 
subsection, Haar-like feature is introduced. At the same time, we will explain how to 
use Haar-like feature for skew estimate and give the corresponding objective function. 
Then in the next subsection, we give a brief description for the modified search 
strategy in order to reduce the computing complexity. 

2.1 Haar-Like Features and Objective Function 

Haar-like features are digital image features widely used in object recognition. Viola 
and Jones [7] adapted the idea of using Haar wavelets and developed the so called 
Haar-like features used for rapid objection detection. A Haar-like feature considers 
adjacent rectangular regions at a specific location in a detection window, sums up the 
pixel intensities in these regions and calculates the difference between them [9]. 

For general documents, usually they are composed of text lines and blank spaces 
between them. Given a document image without skewing, Haar-like features have a 
very high response where text lines transmit to blank space. However, for a skewed 
document image, no matter scanned horizontally or vertically, there are no such 
transitions that Haar-like features have relatively small response. 

The simplest two-rectangle feature is used in this paper for skew estimation. The 
value of this feature is the difference between the sums of the pixels within two 
rectangular regions. The regions have the same size and shape and are horizontally or 
vertically adjacent (see Fig. 1). 

In order to calculate the final objective function, first, we need to define the size of 
the sliding window, where two types of feature are calculated. For H-type and V-type 
feature, we define the size of the sliding widow as C כ H(pixels) and W כ C(pixels) 
respectively, where H, W are the height and width of the input image. And C can be 
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odd numbers such as 2,4,6  The sensitivity of our method to different value of C is.ڮ
given in Section 3.Then, we slide the window with the step of C/2 on the image and 
calculate the corresponding feature value within the sliding window. These two 
values are denoted by H(i) and V(j) respectively, where i, j is the column and row 
index of the sub image. In the end, these values are summed up as the final value of 
the Haar-like feature for the whole image using formulation (1)-(2),                                    FeatureH ൌ ∑|Hሺiሻ| , i ൌ 0, C 2⁄ , C FeatureV (1)                                     . ڮ ൌ ∑|Vሺjሻ| , j ൌ 0, C 2⁄ , C  (2)                                    . ڮ

 
Fig. 1. Calculation of two-rectangle feature`s value. The sum of the pixels within the white 
rectangle is subtracted from that in the black rectangle. 

For the input image Ι, we rotate it from – A˚ to A˚ (“-“means the image is rotated 
anticlockwise), with the step of some degree. For each rotated angle, we calculate two 
Haar–like features mentioned above on the image, denoted as FeatureH  and FeatureV. It is worth mentioning that ether binary or normal 8 bit gray image can be 
used for this computation. By selecting the bigger one as the final response to the 
rotated angle, the objective functionFሺθሻ can be defined as:                             Fሺθሻ ൌ maxሼFeatureሺθሻH, FeatureሺθሻVሽ .                                     (3) 

where, θ  is the rotation angle. When Fሺθሻ  gets its maximum value, then the 
corresponding rotated angle θ is the skew angle estimated. That is,                                                θ ൌ arg maxሾFሺθሻሿ .                                                          (4) 

2.2 Coarse-to-Fine Search Strategy  

In order to estimate the skew angle, function (3) is calculated for each rotation angle. 
When adopting exhaustive search, such operation is time consuming. For example, 
suppose the range of the search angle is [-15˚, 15˚] and the search step length is 0.1 
degree, it needs 300 times rotation operation on input image and 301 times evaluation 
of function (3).In order to reduce the number of the search, we do some modifications 
on the basic exhaustive search employing the so called coarse-to-fine search.  
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We assume that the skew angle of each document image is within the 
range ሾെA˚, A˚ሿ.There are two main stages in our search strategy: coarse search and 
fine search. In the coarse search, we search the skew angle using 1˚as the search step 
length. When this stage is finished, we obtain a coarse estimation of the skew angle 
denoted as θ′.Then in the next stage of fine search, first we search the finer skew 
angle from θ′ െ 0.9˚ to θ′  0.9˚ with a smaller search step length of 0.2 degrees. 
After obtaining the skew angle θ′′, we select the best skew angle from the following 
three angles:θ′′ െ 0.1, θ′′and θ′′  0.1˚as the final estimation of the skew angle, 
which is denoted as θ. Adopting the improved search scheme, for the search range 
[-15˚, 15˚], only 42 times of rotation operation and 43 times of evaluation of function 
(3) are needed. 

In addition, the Haar-like feature can be computed in parallel way which will 
further accelerate the process speed when parallel computing can be used such as 
today’s multicore CPU. 

3 Experimental Results 

3.1 Performance Evaluation and Dataset 

In order to evaluate the proposed technique, we use the same dataset used in [6]. Two 
evaluation factors (average error and variance of errors) are explored for each group 
of data in our experiment. These factors are described as follows: 

Average Error:  µ ൌ 1N ሺθᇱ െ θ୧ሻN
୧ୀଵ  . 

Variance:  σଶ ൌ ଵN ∑ ሺθ୧ െ µሻଶN୧ୀଵ . 

Where, θ′ is the ground truth of skew angle;θ୧ is the skew angle estimated in the 
proposed method and N is the number of the document image in the dataset. 

The dataset [6] includes several types of objects such as horizontal textlines, 
vertical textlines, tables and figures. They are divided into five categories, that is, 
1) English documents containing no figures or tables. 2) Documents in 
traditional/simplified Chinese or Japanese. 3) Documents with horizontal textlines 
and large scale figures.4) Documents composed of horizontal textlines and tabular 
regions.5) Document in several languages, including Greek, Arabic, Hindi, Nepalese, 
Bulgarian, Thai, Vietnamese and Hebrew. Each category has 100 document images 
and there are 500 test images in all. 

3.2 Results and Analysis 

We compare the results of our present work with that of recently published papers [6, 
8]. Both PCP [6] and PPA [8] are representations of the state-of-the-art methods, and 
they have outperformed the other techniques in the literatures. A detailed comparison 
result of three techniques is shown in Table 1 where we set C=4. Fig.2 is the 
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estimation results of the skew angle for sample document from 5 categories. The 
experiment was conducted on opencv/c++ platform. We directly select the original 
image as the input image to be processed.  

As shown in Table 1, the proposed method has smaller average error and variance 
on pure text document images (English, Chinese&Japanese and Multilingual 
documents). However, its average error is a bit worse on documents containing large 
scale Figures. The main reason is that Haar-like feature of figures in this type 
document image disturbs the skew angle estimation. As is mentioned at the beginning 
of section2, the motivation of adopting Haar-like feature is that the transition from 
text line to space is helpful to estimation of the skew angle; however for document 
containing large scale figures, such figures have weakened this kind of effect. 
Therefore, the value of the Haar-like features of zero skewed figures does not 
necessarily get its maximum value any more in this case. 

Table 1. Comparative of results of the different techniques on different categories of the dataset 
used in [6], C=4 

Dataset Algorithms 
All images 
Average 
Error 

Variance 

1st Category 
(English) 

PCP[6] 0.1490 0.1290 
PPA[8] 0.1427 0.0830 
Ours -0.0170 0.0788 

2st Category 
(Chinese & 
Japanese) 

PCP[6] 0.1390 0.1430 
PPA[8] 0.1237 0.0690 
Ours -0.0790 0.0291 

3st Category 
(Figure) 

PCP[6] 0.2310 0.1350 
PPA[8] 0.2680 0.0980 
Ours 0.4950 0.0575 

4st Category 
(Table) 

PCP[6] 0.0770 0.0750 
PPA[8] 0.0600 0.0155 
Ours 0.1320 0.0278 

5st Category 
(Multilingual) 

PCP[6] 0.1110 0.1250 
PPA[8] 0.1075 0.0657 
Ours 0.0160 0.0045 

All500images 
PCP[6] 0.1414 0.1200 
PPA[8] 0.1404 0.0700 
Ours 0.1094 0.0814 

To test the sensitivity of proposed method to different size of the sliding window, 
we set C=2, 4 and 8, results are listed in Table 2. We can see the proposed method is 
not very sensitive to the value of C used to vary the size of sliding window, although 
the bigger of the C usually results in the smaller average error and variance. 
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Table 2. Average and Variance of estimation errors ( ° ) with different value of C for sliding 
window 

C(pixels) 2 4 8 

1st Category 
µ -0.0180 -0.0170 -0.0340 σଶ 0.0877 0.0788 0.0910 

2st Category 
µ -0.0780 -0.0790 -0.0660 σଶ 0.0311 0.0291 0.0324 

3st Category 
µ 0.5250 0.4950 0.4590 σଶ 0.1169 0.0575 0.0680 

4st Category 
µ 0.1350 0.1320 0.1210 σଶ 0.0275 0.0278 0.0265 

5st Category 
µ 0.0160 0.0160 0.0150 σଶ 0.0045 0.0045 0.0031 

All Images 
µ 0.1166 0.1094 0.0990 σଶ 0.0045 0.0045 0.0031 

 

 

Fig. 2. Estimated skew angle values (and ground truths) of sample images in (a) 1st Category. 
(b) 2st Category. (c) 3st Category. (d) 4st Category. (e) 5st Category. 

It is easy to see that the speed of the proposed method depends on both the size of 
input image and search range. For a typical case in previous experiments, where input 
is an 8-bit grey image of A4 size with 300dpi (2480 ൈ 3508) and search range is 
constrained as [-15˚, +15˚] with accuracy of 0.1˚, current implementation still takes 
about 20s to finish on a PC platform with 2.33 GHz CPU and 2GB RAM. It is 
expected that speed can be improved a lot after parallel computation and code 
optimization are employed. 

4 Conclusion 

Skew estimation is an important step in document image processing system. In this 
paper, we proposed a new method of skew estimation for general printed documents. 
We introduced Haar-like features to construct objective function and speed up 

(a) 6.1˚ (6.0˚)  (b)-12.0˚ (-12.0˚) (c) 0.0˚ (-0.5˚)  (d) 11.7˚ (12.0˚)   (e)-6.0˚ 
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exhaustive search in a coarse-to-fine way to reduce computing complexity. Our 
experimental results show that our algorithm performs well on general documents 
with different contents, languages, and layouts. The present work is comparable with 
or better than several state-of-the-art methods. In the future, we are going to improve 
our technique in dealing with document with large scale figure, improve its speed and 
accuracy. 
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Abstract. Current research works on high dynamic range (HDR) images put 
emphasis on the perception quality of the reconstructed image, where an 
enhanced low dynamic range (LDR) image is directly output as an HDR image 
from a sequence of LDR images. These works are useful to improve the limited 
ability of display devices. However, the dynamic range is not actually expanded 
and the physical properties of real scenes are unavailable in these works. For 
example, the radiance map of the surrounding scene cannot be recovered in 
such a direct way, which is an important issue in many industrial and aerospace 
applications. This paper proposes an efficient synthesizing and displaying 
system for HDR images. It focus on providing solutions of the following open 
problems: 1) LDR image registration under camera shaking and object motion; 
2) HDR image reconstruction for physical property analysis of real scenes; 3) 
Structure preservation when compressing dynamic range of HDR image for 
LDR display devices. 

Keywords: Motion compensation, Camera response function, High dynamic 
range image synthesis, Tone-Mapping. 

1 Introduction 

The dynamic range of a real scene can be extremely high, about 109~14 levels in 
general, whereas that of a typical digital image keeps poorly 256 levels (or still just 
65536 levels in even special cases). Although the existing display devices are still 
limited on dynamic range, there are indeed many situations where we need to analyze 
physical properties of the real scene. For instance, irradiance maps are widely used in 
the detection of mineral substance on a planet and the analysis of deep space. 

However, current research works are mainly focused on the perception quality of 
the display devices. They use the information recorded in the sequence of differently 
exposed LDR images or even a single LDR image to reconstruct a so-called HDR 
image like the Apple iPhones, which indeed has the same dynamic range as LDR 
images but only enhanced in visual quality [1]. These works are very useful in the 
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situations where visual effects are most concerned about. However, these works 
would be unavailable when we need the radiance maps of the captured scenes for 
analysis or display on some advanced HDR display devices. 

In this paper, we aim to design a system which has the ability to reconstruct a 
genuine HDR image for recovering the radiance map of real scenes, and still to 
provide enhanced visual effects on LDR display devices. The proposed system 
contains 4 fundamental modules: (1) We obtain the registrated LDR image sequence 
after motion computation among the input LDR images. It should be noted that there 
exists motion among the sequential LDR images which is usually ignored in current 
HDR research works [2]. Thus, we propose an efficient motion compensation module 
to avoid motion blurring effects in reconstructed HDR image. (2) The module for 
camera response function (CRF) recovery. (3) Synthesizing module of reconstructing 
the radiance map of real scenes. (4) The terminal displaying module of the system is 
developed to obtain enhanced visual quality using tone-mapping technique when 
compressing dynamic range of HDR image for LDR display devices. The 
experimental results demonstrate that the proposed system can recover high dynamic 
range of real scenes and well preserve structure information when outputting HDR 
image on LDR display devices. 

2 LDR Image Registration under Camera Shaking and Object 
Motion 

In practical uses, it should be noted that the sequential LDR images are taken 
asynchronously. This phenomenon is usually incurred by camera shaking and moving 
objects. Also, varied lighting would introduce challenges to accurate motion 
estimation among LDR images. In fact, camera shaking would result in global motion 
between images while moving objects produce varied local motion distribution. In 
this section, we establish a two-layer motion computation scheme to registrate the 
sequential LDR images, so that ghosts or motion blurring effects would be avoided in 
following reconstructed HDR image. 

To withstand noises, geometric distortions and sharp luminance changes during 
capture of LDR sequence, we adopt SURF features [3] to estimate global motion 
under camera shaking. We assume that the camera is far away from the scene or the 
camera shaking is not violent, so that we can ignore depth difference in motion 
estimation. Then two input images can be related by a three-dimensional 
transformation matrix, namely homography matrix.  

Suppose there are two images, the reference image A and the source image B. If 
SURF point P located at (x, y) in image A has its corresponding point P’ located at 
(x’, y’) in image B, we can establish homography transformation C between them 
using homogeneous coordinates X = (x, y, 1)’ and X’ = (x’, y’, 1)’, that is X’ = CX (1)

C is a 3×3 transformation matrix. There are quite a few ways to estimate matrix C, 
for instance the least square method (LSM). But considering that there are always 



 An Efficient Synthesizing and Tone-Mapping System for HDRI 31 

some mismatched pairs encountered in LSM, we adopt the Random Sample 
Consensus (RANSAC) method to achieve robust estimation [4].  

Moving objects in the scene will cause blurs and ghosts in the following HDR 
result even after camera shaking is compensated. It is necessary to conduct motion 
compensation for local moving objects. Actually, residual motion vectors after 
camera shaking compensation in layer 1 can represent the local object motion 
distribution. 

In our system, we set a magnitude threshold for the residual vectors. Those SURF 
pairs whose residual vector magnitudes are greater than the threshold are assumed to 
belong to the region of moving objects. As for multiple moving objects, we categorize 
these dominant residual vectors and obtain local motion distribution using k-means 
method. 

Motion compensation for camera shaking and moving objects can be conducted by 
six steps: 

1) Extract SURF points and descriptors for two successive LDR images, and find the 
best matched pairs between them; 

2) Randomly select three pairs of matched points whose location vectors are 
independent with each other, and calculate the transformation matrix Cj; 

3) Iterate the second step for m times, and use RANSAC method to find the most 
accurate transformation matrix C; 

4) Compensate global motion using matrix C. 
5) Set magnitude threshold for residual motion vectors to find the region of moving 

objects. 
6) Categorize these dominant residual motion vectors to locate each moving object 

and determine their central motion vector. 

As shown in Fig. 1, ghosts are eliminated in the HDR reconstruction results if motion 
compensation module is added in our system.  

 

Fig. 1. Effects of motion compensation: the left one is synthesized directly without motion 
compensation while the right one is synthesized after relatively accurate motion compensation 

3 Camera Response Function Recovery and LDR Image Fusing 

The recovery of CRF is a key module in our system. CRF is actually the composition 
of several non-linear mappings that occurred in the photographic process and easy to 
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change when using different imaging systems or in varied situations. So, we need to 
recover it each time for reconstructing the radiance map.  

Given the shutter time, we used D. & M.’s algorithm [2] to conduct camera 
response function recovery. This process can be formulated as: 
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where i is a spatial index and j indexes over exposure time △t. Z and E represent 
pixel values of LDR images and the radiance map respectively. g’’ is the second 
derivation of g, which is introduced to ensure the smoothness of CRF, and λ is a 
weighting coefficient. Finally, the recovered function g represents the CRF. 

To reduce the errors caused by intensity truncation and noises, a weighting term is 
introduced to improve CRF estimation, 
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where the weighting function shows a “hat shape”, 
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It should be emphasized that the sample set should be selected to cover all of the gray 
levels and the whole image spatially, so that the estimation errors can be further 
reduced. See the left figure in Fig. 4. 

4 Color Space Selection for Radiance Map Recovery and 
Fusing  

Current research works are concerned about radiance map recovery (RMR) from gray 
LDR images, but color images contain much more useful information for RMR 
solution. In this section, we provide the guidance of rational selection of color space. 

 

Fig. 2. Color HDR image synthesized in different color space. The left one is synthesized in 
RGB color space, while the heavily distorted one on the right is synthesized in HSI color space. 
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An intuitive approach to deal with a color image is in a monochrome way, that is, 
to treat each channel (R, G and B) as a gray image and process them separately. In 
image processing tasks, researchers used to select two kinds of color spaces, i.e. 
digital imaging color spaces and mathematical color spaces. RGB color space is a 
typical digital imaging color space with much inter-color redundancy. HSI color is a 
typical mathematical color space that decouples the brightness information from the 
color information.  

Fig. 2 shows sample images synthesized in these two color spaces. The undistorted 
one on the left is synthesized in RGB color space while the heavily distorted one on 
the right is reconstructed in HSI color space. Thus, we can get two conclusion 
remarks: (1) RGB images are generated by a digital imaging system, so the CRFs 
recovered from each color channel are very close to each other, as shown by the right 
figure in Fig. 4. Therefore, no color distortion can be observed while radiance map E 
recovered from these CRFs in a fusion way. (2) Brightness cannot be completely 
separated as the I channel in HSI color space, so inter-color redundancy results in 
color distortion in the synthesized radiance map. 

5 Display of HDR Image on LDR Device  

Recently, tone-mapping techniques are utilized to compress images’ dynamic range to 
fit LDR display devices. Then it should preserve structure information as much as 
possible according to Human Vision System properties like traditional contrast 
enhancement algorithms, i.e. gamma correction. Thus, the main challenge is how to 
enhance sharpness and details while compressing HDR images. 

To fully utilize the limited dynamic range of display devices, just noticeable 
difference (JND) is taken into account to emphasize the noticeable structures. 
According to Weber’s law, JND is proportional to brightness of background, which 
indicates that brighter regions can be more compressed. Hence, after comparing with 
recent tone-mapping works [5], [6] and [7], we adopt Global Optimized Linear 
Windowed (GOLW) algorithm to achieve LDR image with promising visual quality 
[1]. As for the regions exhibiting significantly high dynamic range but with smooth 
radiance shifting, we need to reduce their average intensity value to get compressed 
dynamic range. As for the regions exhibiting sharp and significant local radiance 
change, we compress local contrasts to further reduce the dynamic range of the whole 
image. 

The algorithm performs adjustments on small overlapped windows over the entire 
input image. In the i-th window wi, a simplest linear compression function is used 

iijij wjqEpZ ∈+= ,
 (5)

where Z and E represent LDR image and HDR radiance map respectively. Parameter 
pi controls the compression ratio of local contrast and qi controls the average intensity 

value in the window. The compressed LDR image can be constructed by minimizing  
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ci controls the compression ratios of local contrasts and is introduced to avoid trivial 
solutions. The inner minimization problem is easy to solve by setting the partial 
derivations of function fi to zeros with respect to pi and qi. After that, Z can be 
obtained by solving a linear system. 

6 Experimental Results 

Fig. 3 shows two synthesized HDR images and their original LDR image sequences. 
It can be observed that the delicate textures of the sea surface, the ground and the 
clouds make these HDR images have pleasing visual effects. Fig. 4 shows the uniform 
distribution of the selected points for CRF recovery in gray level space, and CRFs 
recovered for each channel in a color image. 

 

Fig. 3. HDR images displayed on an LDR device. Left: An HDR image that records the details 
from the darkest shadows to the brightest sun with its original sequence; Right: An HDR image 
that clearly records the brightest sun as well as the darkest ground and the original sequence. 

 

Fig. 4. Left: CRF recovered from the left photo in Fig. 3, using the selected points distributed 
uniformly in both spatial and gray level spaces; Right: CRFs for RGB channels of the right 
photo in Fig. 3 
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Fig. 5. HDR images synthesized using the algorithm proposed in [2] (the first row) and our 
system (the second row) 

Fig. 5 shows another two examples which are compared with HDR images 
synthesized using the algorithm proposed in [2]. HDR images synthesized by our 
system lay on the second row, which show pleasing visual effects especially in the 
regions of the sky, the surface of sea and the ground. 
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Abstract. Nowadays, IVF-ET (In Vitro Fertilization-Embryo Transfer) has 
become one of the best choices to treat infertility. For IVF-ET, the successful 
rate largely depends on the receptivity of the endometrium, while there is 
potential application of digital image processing to help the automatic 
assessment of the receptivity of the endometrium. This paper studies proper 
methods to get quantitative analysis of HE (Hematoxylin-Eosin) staining 
medical images in the womb, including the number, density, area and perimeter 
of the glands. Instead of using monochrome analysis for color images, we 
represent the color medical images in the form of quaternion matrix to well 
preserve interrelationship between color channels. Quaternion Singular Value 
Decomposition (QSVD) is imposed on quaternion matrix to conduct dimension 
reduction of color vector data and to obtain color texture segmentation using 
k-means technique. Quaternion-based edge detection and pattern matching are 
then implemented on segmentation results to locate glands. Consequently, the 
quantitative analysis is available based on the extracted glands. Rather than 
reading a large number of medical images all by themselves, doctors can 
provide diagnosis more efficiently and more accurately using the proposed 
automatic quantitative analysis of pathological signal. 

Keywords: IVF-ET, quantitative analysis, Quaternion, QSVD, k-means, color 
texture segmentation, color edge detection. 

1 Introduction 

In recent years, infertility has become one of the most severe diseases involving both 
human multiply and population quality. Medical survey shows that all over the world, 
one of ten couples suffer from this disease. With the development of medical 
technology, the In Vitro Fertilization-Embryo Transfer (IVF-ET) has made great 
progress and becomes the first choice to treat infertility. However, the successful rate of 
IVF-ET is limited (only about 40%), which is considered the biggest obstacle to its 
application. The following medical investigation shows that the endometrial receptivity 
of womb plays an important role in IVF-ET. 

As digital image processing has been widely applied in many aspects of medicine 
despite of IVF-ET, this paper focuses on how to automatically get quantitative data of 
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the HE staining medical images such as the number, density, area and perimeter of the 
glands, which are regarded as key indicators for doctor’s diagnosis, through digital 
image processing technics.  

Since the traditional color image processing technics usually treat the three color 
channels (r,g,b) separately, the interrelationship between the color channels might be 
destroyed and erroneous analyses would be introduced in the processing results. In this 
paper, quaternion algebra is used to represent color vectors, which builds an efficient 
way to treat the color pixels as units. Then an automatic quantitative analysis scheme 
for glands is established on the basis of quaternion-based color texture segmentation 
and color edge detection. The experimental results demonstrate that the proposed 
quantitative analysis scheme can help doctors provide diagnosis more efficiently and 
more accurately. 

2 Quaternion Representation of Color Image 

Quaternion [1] is a kind of numbers which exist in four dimensions, ܽ ൌ ݐ  ݔ · ݅  ݕ · ݆  ݖ · ݇                             (1) 

RGB color vectors can then be represented using pure quaternions, i.e. the real 
part  t ൌ 0. For example, we can use the pure quaternion ܳ ൌ ݎ · ݅  ݃ · ݆  ܾ · ݇ to 
represent color pixel   ൌ ሼݎ, ݃, ܾሽ. The multiplication between two pure quaternions ࢇ ൌ ሼݔ, ,ݕ ࢈ ሽandݖ ൌ ሼݔᇱ, ,ᇱݕ ࢇ ,ᇱሽ is computed as followݖ ൈ ࢈ ൌ ሺെݔݔᇱ െ ᇱݕݕ െ ᇱሻݖݖ  ሺݖݕᇱ െ ᇱሻ݅ݕݖ  ሺݔݖᇱ െ ᇱሻ݆ݖݔ  ሺݕݔᇱ െ ᇱሻ݇ݔݕ ൌ ሺࢇ ٔ ሻ࢈ െ ሺࢇ ڄ  ሻ   (2)࢈

where symbol ‘·’  denotes dot product operator and ‘⊗’ denotes the cross product 
operator. Thus, HE staining medical images can be represented as a quaternion matrix, 
that is, each element of the matrix is formulated as a pure quaternion. Accordingly, all 
the color vector operations can be realized with the rules of quaternion algebra 
operations. 

3 Automatic Quantitative Analysis of Pathological Signal 

As the HE staining medical images have such a high resolution as 2088×1550 pixels, 
we first down-sample the images to the size of 522×388 pixels for efficiency.  

3.1 Color Texture Segmentation Using QPCA and K-means Clustering 

After down-sampling, QSVD (singular value decomposition) is used to decompose an 
m×n quaternion matrix into its singular value form. Supposing an m×n quaternion 
matrix Xq, it can be written in the following form, ܺ ൌ ܺ  ܺ ڄ ݅  ܺ ڄ ݆  ܺ ڄ ݇                          (3) 

where Xr, Xi , Xj and Xk are all m×n real matrixes. Then we can define the equivalent real 
matrix ܺ௨,of the quaternion matrixܺ [2], 
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ܺ௨. ൌ ێێۏ
ۍ ܺ ܺെ ܺ ܺ ܺ ܺെܺ ܺെ ܺ ܺെܺ െ ܺ ܺ െ ܺܺ ܺ ۑۑے

ې
                          (4) 

To implement QSVD, we first transform quaternion matrix into its equivalent real 
form, then use SVD to get its singular values, finally transform these acquired singular 
values into quaternion form as, ݔ ൌ ሾݔଵሿ െ ሾݔଶሿ ڄ ݅ െ ሾݔଷሿ ڄ ݆ െ ሾݔସሿ ڄ ݇                       (5) 

where ݔ  is the singular value vector of ܺ, a ݊ ൈ 1 quaternion vector; ݔଵ, ,ଶݔ ,ଷݔ  ସݔ
are n ൈ 1 real vectors, consisting of the singular value vectors of ܺ௨,[3]. Thus, we 
can summarize QSVD as: 

1. Use Equation 3 to get the equivalent real matrix Xequ,r of the quaternion matrix Xq; 
2. Use the traditional SVD to get the eigenvectors and singular values of matrix 

Xequ,r; 
3. Use Equation 4 to get the quaternion eigenvectors and quaternion singular values 

of matrix Xq; 

Given QSVD result, we present QPCA method to reduce the dimension of color 
images. After a quaternion matrix is decomposed by QSVD: ܳ ൌ ܷ ڄ ߉ ڄ ܸு ൌ ୀଵோߑ ߣ ڄ ሺݑ ൈ  ுሻ                        (6)ݒ

where ui and vi are the i-th column and row of quaternion matrices U and V. λ୧ is the ith 
element of diagonal matrix Λ. R is the rank of Q. Every ui×vi

H yields an eigen-image. 
Hence the color image can be considered as the linear combination of R color 
eigen-images. As i increases, λ୧ would decrease and less low-frequency components 
of an image would be contained in ith color eigen-image. Therefore, we can just take use 
of the first several eigen-images to represent the main feature of a medical image.  

         

                      (a)                                      (b) 

Fig. 1. Texture segmentation results using QPCA method and k-means clustering. (a) Original 
HE staining medical image. (b) Texture segmentation results, where red region and yellow region 
represent cell nucleus and cell wall respectively, and green region denotes both extracellular 
matrices and cytoplasm. 
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As for an M×N HE staining medical image, we divide it into overlapped W×W 
neighboring windows (total number is M×N). The contents of each image window are 
approximated by projecting them onto the dimension-reduced basis space using QPCA 
method. Therefore, the projection results can then be used as the color texture feature 
for image segmentation. This procedure includes two steps: 

1. Feature Extraction. We train the classifier on a small amount of samples from the 
image. By applying the QSVD algorithm to the matrix of training data Tq, whose size is 
W2×MN. Each column of eigenvectors U represents a basis function of the 
transformation. Supposing that the first K columns of U can represent the dominant 
structures of the whole image, we can reduce the training data Tq to Tq

K, where Tq
K = 

Uq
K ·Tq. In the experiment, we found that K=1 would be the best choice for efficiency.  
2. Texture Classification. We use K-means algorithm to realize classification step 

and thus achieve texture segmentation results. The number of kinds is set as 3 in the 
experiments. As shown in Fig.1, we can obtain 3 kinds of segmented textures: Red 
region and yellow region represent cell nucleus and cell wall respectively, and green 
region extracts both extracellular matrices and cytoplasm. 

3.2 Location of Glands Using Quaternion Color Edge Detection 

To realize automatic quantitative analysis of HE staining medical image, we should 
first locate the glands since the indicators of their number, density, area and perimeter 
are very useful to provide receptivity of the endometrium. With the texture 
segmentation result as the input image, we propose to use quaternion color edge 
detection to outline glands. 

The following pair of masks is defined by Sangwine as a new filter to detect 
horizontal and vertical color edges [4][5]. The vertical color edge masks can be 
obtained from the horizontal ones with rows and columns transposed. These filters can 
be considered as the expansion of the famous Prewitt filter in quaternion domain. 

Horizontal:  1 1 10 0 0തܴ തܴ തܴ൩ ൈ ሾ ሿ ൈ  1 1 10 0 0ܴ ܴ ܴ൩ and vertical:  1 0 തܴ1 0 തܴ 1 0 തܴ൩ ൈ ሾ ሿ ൈ  1 0 ܴ1 0 ܴ 1 0 ܴ൩  (7) 

where R is defined as ܴ ൌ ሾܿݏሺߨ 2⁄ ሻ  ߤ ߨሺ݊݅ݏ 2⁄ ሻሿ √6⁄  and ߤ ൌ ାା√ଷ  defines the 

gray line. When these filters are applied, the pixels covered by the first row/column 
remain unchanged, while the ones in the third row/column are flipped by π. Hence, we 
can extract color edges from texture segmentation result using these quaternion filters. 
The procedure includes three steps: 

1. Represent the segmentation image using the form of normalized quaternion 
matrix; 

2. Apply both the horizontal and vertical filters to the quaternion matrix; 
3. Set up thresholds on the filtering results to extract distinct color edges, ݄݈݄ܶ݀ݏ݁ݎ ൌ ௩ሺ௱ሻଵ , ߂ ൌ ,ሺ݅ሻ݂݁൫ܿݔܽ݉ ,ሺ݆ሻ݂݁ܿ ሺ݇ሻ൯݂݁ܿ െ ݉݅ ݊൫݂ܿ݁ሺ݅ሻ, ,ሺ݆ሻ݂݁ܿ  ሺ݇ሻ൯   (8)݂݁ܿ

where averageሺ߂ሻ  computes the average value of ߂   over the whole picture. ߂ 
provides a measure to compute the distance between the coefficients of three imaginary 
parts. It is noted that the threshold is adaptively computed in varied image contents. 



   Pathological Signal Quantitative Analysis Using Quaternion-Based Image Processing 41 

It is important to identify contours of glands from all the detected edges. Here we firstly 
apply the breadth-first search algorithm (BFS) to filter out all the closed curves. Then we 
define a shape factor for describing the shape complexity of the region of interest, ܵ ൌ                                             (9) 

For a closed edge region, if the shape factor S is above 2.8, we consider it as the contour 
of glands, as shown in Fig.2. Once all the contours are located, we can easily calculate 
the number, area and perimeter of glands.  

     
                  (a)                                        (b) 

Fig. 2. Detection of glands using color edge map and shape facor. (a) Color edge map of texture 
segmentation image. (b) The glands filtered out by thresholding shape factor.  

3.3 Outlier Detection Using Pattern Matching Method 

However, there are still some areas falsely labeled as a gland. We called them “the fake 
gland” and choose simple pattern matching method to remove these outliers. 

We manually cut out a part of the cells in the HE staining medical image as a sample 
and then compute its statistical chrominance distribution. For each pixel of the 
processed image, we extract its spatial neighborhood of size 6×6 pixels and compare its 
chrominance distribution with the sample, ݀݅ݏ ൌ ሻܿ݅ሺܪ~గሾߑൈ௫ߑ െ  ሻሿଶ                     (10)݉ܽݏሺܪ

where ‘dis’ is a similarity measure and H(.) computes the histogram of chrominance 
distribution. If it gets a smaller value than a given threshold, then the pattern around 
current pixel is considered to match the sample. All the matching areas are outlined as 
the cells. It should be noted that the area of the gland’s cells is also a useful indicator for 
doctor’s diagnosis. 

To remove “the fake gland”, we define a ratio factor as follows. ݅ݐܽݎ ൌ    ௐ்௧                               (11) 

As for a closed edge region, which is filtered out as a candidate gland in section 3.2, it 
would be labeled as a fake gland if its edge does not mainly consist of cells. That is, the 
gland is judged as “the fake gland” when the computed ratio is smaller than the 
empirical threshold 0.7. As shown in Fig.3, one fake gland is removed after pattern 
matching. 
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Fig. 3. Fake gland removal using pattern matching. Up-left: The original image. Up-right: 
Gland’s cell areas extracted using pattern recognition. Bottom-left: location of glands using 
quaternion color edge detection. Bottom-right: fake gland (marked with gray color) removed by 
pattern matching.  

4 Experimental Results  

In this paper, the images are segmented before color edge detection. In fact, there are 
several traditional edge detection technic, such as Sobel operator and Canny operator. To 
demonstrate the efficiency of quaternion-based color image processing, for comparison, 
Fig. 4 shows the results -- using Sobel edge detector and Canny edge detector. 

       

                 (a)                                         (b) 

Fig. 4. Edge detection results of traditional methods. (a) Edge detection result of Sobel operator. 
(b) Edge detection result of Canny operator. 

Compared with the proposed method using quaternion algebra, the traditional 
detection methods, Sobel operator and Canny operator, mainly have the shortcomings as 
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follows: (1) The detected edges in region of interest is not clear and entire enough to 
form closed curves, which is necessary for glands to be detected (Fig. 5); (2) 
Monochrome processing technique cannot reliably segment color texture regions into 
cell nucleus, cell wall and matrices. Thus the related quantitative analysis is unavailable. 

Through color texture segmentation, our quaternion-based processing scheme can 
remove trivial structures around glands, which enhances the contour strength of glands 
in the following color edge maps. Accordingly, we could extract these glands entirely 
as closed contours. In contrast, the traditional edge detection techniques only focus on 
the change of gray scale. As a result, the trivial structures around glands would be 
extracted together with the glands due to similar gradient variations. Thus, it is very 
difficult to segment glands as closed contours in the edge maps since gland’s contour 
connected with trivial structures’ edges formed an extremely complicated open area. 

       
(a)                                    (b) 

Fig. 5. Closed curve detection results of Fig. 3 (Up-left) using traditional methods. There are nine 
glands in Fig. 3 (Up-left). (a) Closed curve detection result of Sobel operator. None of the nine 
glands are detected. (b) Closed curve detection result of Canny operator. Six glands are missing. 

   
(a)                         (b)                         (c) 

   

(d)                         (e)                          (f) 

Fig. 6. Image processing results. (a) and (d): The original image; (b) and (e): Corresponding texture 
segmentation results of (a) and (d); (c) and (f): Corresponding detected glands of (a) and (d). 
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The quantitative analysis of HE staining medical images are shown in the four tables 
below: 

Table 1. The proportion of three texture areas in Fig. 1 

Color Segment Type Proportion (%) 
Red Cell nucleus 21.07 
Green Matrices 42.35 
Yellow Cell Wall 36.59 

Table 2. The quantitative analysis for glands in Fig. 1 

No. Area(pixel) Perimeter(pixel) 
1 2896 381 
2 2641 277 
3 5098 608 

Table 3. The proportion of three texture areas in Fig. 3 (Up-left) 

Color Segment Type Proportion (%) 
Red Cell nucleus 25.47 
Green Matrices 39.13 
Yellow Cell Wall 35.41 

Table 4. The quantitative analysis for glands in Fig. 3 (Up-left) 

No. Area(pixel) Perimeter(pixel) 
1 346 94 
2 792 188 
3 495 136 
4 447 131 
5 594 173 
6 453 158 
7 1849 329 
8 1823 252 

5 Conclusion 

Until now, doctors still need to read a large number of medical images all by 
themselves to provide diagnosis. It is much exhausting and inefficient. In this paper, we 
take efforts to provide an efficient scheme to provide automatic quantitative analysis of 
pathological signal. 

Instead of utilizing the commonly-used monochrome way to process color images, 
this paper exploits quaternion to represent color image, which offers a better way to 
encode interrelationship among three color channels. Color texture segmentation, color 
edge detection and color pattern matching methods are all employed to establish a 
highly-efficient analysis scheme to automatically obtain indicators of the receptivity of 
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the endometrium. This scheme is applicable to a real system of pathological signal 
analysis. 
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Abstract. There is always noise mixed with cardio-electric signal via hardware 
acquisition, which impede patients’ diagnosis. Wavelet transform can well 
analyze regional signals, and achieve good result in separating signal and noise 
by taking advantage of their differences shown in both time and frequency 
domain. Yet wavelet decomposition focuses on approximate coefficient vector, 
which leads to loss of original features in time domain during the de-noising 
preprocess as it continues decomposing in lower frequency direction. Wavelet 
packet transform is proposed in order to overcome wavelet decomposition’s 
low frequency resolution ratio in high-frequency section and weak time 
resolution ratio in low-frequency section. It’s a more elaborate method for 
signal analysis, and well enhances resolution ratio in both time and frequency 
domain. This paper mainly presents application of wavelet packet transform in 
cardio-electric signal de-noising.  

Keywords: ECG signal, wavelet, wavelet packet. 

1 Introduction 

Cardio-electric signal is a type of weak and low-frequency physical electric signal, 
usually in the range of 0.05Hz~100Hz, and its amplitude is less than 4mV [1]. Due to 
poor contact of electrode with patient’s skin, frequent body movement, muscular 
tension, tachypnea, over gastrointestinal peristalsis and so forth, the distributed 
capacitance and wire loop of the electrode may be disturbed by 50 Hz power-line 
interference from electromagnetic field, which often adds noise to cardio-electric 
signal’s collection. Basically, there are three kinds of interferences according to wave 
form classification, i.e. baseline drift, myoelectric high-frequency interference and 
strong noise interference.  

Filter is the most traditional and simple tool to deal with the above problems, in 
which wavelet filtering is a common approach that can effectively reduce interference 
mixed in the signal. But it cannot partition signal during the high-frequency, which 
becomes a tough drawback. Based on wavelet filtering, wavelet packet transform is a 
good tool for time-frequency analysis, it has unique feature by dividing signal into 
different frequency sections without missing required information. 
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2 Wavelet and Wavelet Packet 

2.1 Wavelet Transform  

For signal f(t), its continuous wavelet transform [2] denotes as: 

1
( , ) ( ), ( ) ( ) ( ),

t
WT a f t t f t dtaf aRa

τ
τ ψ ψτ

−∗=< >=  . (1)

in which , ( )a tτψ  is wavelet’s primary function, a is the scale factor,τ  is shift 

factor, ( , )fWT a τ  is wavelet transform coefficient, and meets 

1

2( ) | | ( ), , {0},
t

t a b R a Ra
a

τ
ψ ψτ

− −
= ∈ ∈ − . (2)

As to continuous wavelet, the scale value a, time t and time-related offset τ   
are all continuous values. If calculating via computer, we must first discretize  
them to obtain the transform. For scale discrete currently the available approach is to 

adopt discrete of power series, i.e. set Zja
j

aa ∈>= ,00,0 , and its respective 

wavelet function :  

2 [ ( )], 0,1, 20 0

j
j

a a t jψ τ
−

− − = … . (3)

in which 
0 0
jkaτ τ= . Usually we uniformly discrete τ  so as to cover the whole time 

axis, and τ  meets Nyquist sampling theorem. When 2 ja = , the responsive sampling 

interval is 2 0
j τ  alongτ  axis. And when 0 2a = , if j increases by 1, a  doubles  

but its respective frequency reduces to half. In this case, the sampling rate halves 

without losing the information we need. Usually, we set 0a =2, then 

2 ja = , 2 0
j kτ τ= , so the sampling interval is 2 0

jτ τ= , and ( ), taψ τ   

becomes 2
, 02 (2 )

j
j

j k t kψ ψ τ
−

−= − , and 
*
,( , ) ( ) ( )f j kWT j k f t t dtψ=  , 0,1,2...;j k Z= ∈ . 

Furthermore, after normalizing 0τ , we get 2( ) 2 (2 ),

j
jt t kj kψ ψ

−
−= − , and the 

respective fWT is *
,( , ) ( ) ( )f j kWT j k f t t dtψ=  . 

2.2 Wavelet  Packet 

In wavelet packet we denote a sequence function { }( )W xn  and it meets the requirement 

below: 



48 G. Wang et al. 
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in which 0 (x)W  is scale function or primary function, (x)1W  is the respective 

wavelet function, and 
/2 /2

2 (2 )
j j

h W x knkk
−  is denoted as wavelet packet 

function. As to kh and kg , they meet 
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After deducing from format (4), we get wavelet packet’s double-scale equation set: 

( ) 2 (2 )2

( ) 2 (2 )2 1

W x h W x knn kk

W x g W x knn kk

= −

= −+






. (6)

3 De-noising Model and Principle in Wavelet Packet 

The filtering process of wavelet packet is generally completed in three steps. First we 
need to have wavelet transform and then deal with wavelet packet coefficient so as to 
filter the noises. In the end, reverse transformation is adopted. We assume the 

observed data is 
2; 1, 2,..., , ( 2 )f g i N Ni i i= + ε = =

.
It consists of signal ig  and 

noise iε , if we denote it by vectors, we get f g= + ε . Then our goal is to estimate g 

after observing the f. Assumme the observed data is being wavelet transformed, then 

we gain w = θ + η . Denoting ( , )D • •  and 1( )W − •  to be wavelet packet transform 

and reverse transform operator respectively, then the above three steps of filtering can 

be descripted as 1ˆ( ), ( , ), ( )w W f w D w t g W wt t
−= = = ， in which ( , )D • •  is 

nonlinear filtering operator, and it is the core of filtering problem. Obviously, such 
fundamental summary does not address how has ( )W •  or ( , )D • •  been functioned 

in certain signal, neither does it consider selection methods of different operators and 
their related filtering results. Through selecting of different ( )W •  or ( , )D • •  can 

obtain different filtering approaches, as for wavelet filtering, in order to reduce or 
remove noise without losing two much useful signal, its core principle is to modify 
wavelet coefficients according to the regulation offered in step two. There are roughly 
two kinds of threshold filtering ways, i.e. soft and hard threshold filtering [3]. 
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3.1 Threshold Function 

We can get soft threshold filtering function expression ( ) (| | )w wI w Tη = >  from Fig.1 

on the right and get hard threshold filtering function ( ) ( sgn( ) ) (| | )w w w T I w Tη = − >  

from Fig.1 on the left, the horizontal axis represents the original coefficient of the 
signal, vertical axis represents wavelet coefficient after thresholding. There is no 
denying the fact that hard threshold filtering function can comparatively better to 
preserve signal‘s saltation, while soft threshold filtering function can make signal 
much more smooth. 

( )wη

T− T w

        

( )wη

T− T w

 

Fig. 1. Hardware and software threshold function 

3.2 Common Threshold Estimation Methods 

Uniform threshold de-noising method [4] aims at dealing with distribution of multi-
dimensional independent normal variables, and getting optimal threshold between the 
limit of minimal and maximal estimation when dimensions approach to infinite. Its 

selection of threshold meets 2 lnT Nnσ= .  

Stein unbiased risk estimation threshold method is an adaptive threshold selection 
method based on Stain unbiased risk estimation [5]. For a certain threshold t, we first 
calculate its likelihood estimation and then get minimal t of non-likelihood estimation 

in order to obtain the threshold we need. Assume , ...1 2P p p pn=    , the element of P 

is the square of wavelet packet coefficient arranged from smallest to largest. Defining 
risk vector R, of which the elements are as follows: 

( )
1

2 /
n

k
k

r N i N i p p Ni i =
= − − − +  
  

, 1, 2, 3, ...i N= . (8)

Choosing minimal br  as value-at-risk from elements set of R, and calculating 

respective threshold according to subscript of br , which is 2T pkσ= . 

Heuristic threshold method integrates the previous two methods. Assuming P is the 
quadratic sum of N wavelet packet coefficients, set ( ) /u P N N= −  

and 3/2(log )2v N N= , then 1
3 min( )1 2

T
T

T T
=
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4 Simulation Analysis 

This paper adopts cardio-electric signal with the sampling frequency of 333Hz, and 
the data source is from arrhythmia database of MIT. We set signal’s length to N=500, 
the power interference is simulated via sine wave of 50Hz and myoelectric high-
frequency interference is simulated via AWGN (Addictive-White Gaussian Noise).  

We choose SNR  and MSE as evaluation criterions for de-noising result, which are 
respectively defined as follows[6]: 

[ ]22 2

1 1 1

1ˆ ˆ10 log( ( ) / ( ) ( ) ), ( ( ) ( ))
n n n

i i i
SNR X i X i X i MSE X i X i

N= = =
= − = −   . (20)

in which ( )X i  represents pure signal and ˆ ( )X i  represents impure cardio-electric 

signal after de-noising. 
Randomly select case number of 100, 103 and 123 from MIT-BIH database, and 

input different SNR, select Sym4 wavelet, then the SNR and MSE before and after de-
noising are shown in the following tables. 

Table 1. Software and hardware threshold method’s SNR before and after de-noising  

 
Case 

 
Impure signal 
(dB) 

Wavelet threshold 
   method(dB) 

Wavelet packet Threshold 
method(dB) 

Software Hardware Software Hardware 

100 8.0884 12.9657 15.3407 13.4690 15.4380 
103 8.7157 12.7411 15.5530 12.8931 15.8633 
123 16.0792 20.8596 24.2335 20.9450 24.2854 

Table 2. Software and hardware threshold method’s MSE before and after de-noising 

 
Case 

 
Impure signal 

Wavelet threshold 
   method 

Wavelet packet Threshold 
method 

Software Hardware Software Hardware 

100 2.04% 67% 39% 69% 38% 
103 2.04% 71% 43% 65% 43% 
123 2.04% 65% 35% 65% 34% 

 
From Table 1, we can conclude that wavelet packet via soft and hard threshold 

methods are all better than wavelet via soft and hard threshold methods. Besides, hard 
method is superior to software method generally. From Table 2 we can also conclude 
that MSE are relatively lower when wavelet packet threshold methods are adopted. 
Again, hard methods generally surpass soft methods.Taking case No. 100 as an 
example, seen from the wave form after de-noising via hardware method on the 
rightmost of Fig. 2, we know that it well reflects the characteristics of original signal 
without introducing redundant oscillation or resulting in cutting peak problem. 
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Fig. 2. From the leftmost to the rightmost are respectively original, impure signal with noise 
and de-nosied signal via wavelet packet hard threshold method 

5 Conclusion 

This paper adopts wavelet packet algorithm combined with threshold analysis, which 
takes the place of traditional wavelet transform as a way to deal with 
electromyography disturbance and power interference. Simulation shows wavelet 
packet’s soft and hardware threshold algorithms can well preserve the signal while 
suppressing noises. And they have high SNR and low mean square error compared 
with wavelet threshold de-noising approaches, especially that the hardware threshold 
method can preserve singular points more perfectly, which is suitable for post-
recognizing of feature points.  
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Abstract. It is crucial to get the moving foreground for variety video processing 
system in complex scenes. An improved GMM-based method is developed that 
can real-time segment moving foreground efficiently. The Gaussian mixture 
model is improved to effectively detect motion foreground objects even if the 
object moves slowly. Some relationships between H and S components in HSV 
space are adopted to suppress shadow caused by moving objects. The 
shortcoming in literature that more parameters are needed to remove shadow. 
Experimental results highlight that the proposed method is computationally 
cost-effective and robust to segment foreground by comparison. 

Keywords: Foreground segmentation, shadow suppression, GMM. 

1 Introduction 

In recent years serious public safety situation made intelligent visual surveillance 
popular, as an active research topic in computer vision, intelligent visual surveillance 
attempt to detect, and track certain objects, further more understand the sense and  
the objects behaviors. To complete the task, it takes an important rule that segment the 
moving object (foreground) from the background quickly and accurately and affects the 
following works. It's the foundation of the system works well or not. 

Moving detection is one important part of visual surveillance system. The 
representative schemes of moving object segmentation are frame difference [1], [2], 
Background subtraction [3], [4] and optical flow [5], [6]. Many literatures are proposed 
over the years which are based on the schemes of background subtraction [7], [8], [9]. 
The Gaussian mixture model (GMM) [10], [11] is one of the most commonly used 
methods for background subtraction. As time goes on, new pixel values update the 
mixture of Gaussians using an online approach [12]. Another background subtraction 
method is the codebook model [13], [14]. Sample background values at each pixel are 
quantized into codebooks which represent a compressed form of background model for 
a long image sequence. The background learning is required and robust threshold 
parameters cannot always be measured accurately, especially for highly compressed 
videos.  

Shadow is one of challenging problem in segmenting foreground. The difficulties 
associated with shadow arise since shadows and moving objects share some important 
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visual features [15]. Color constancy is one of the fundamental abilities of human 
vision. Humans tend to assign a constant color to an abject even under changing 
illumination over time or space. 

In this paper, improved GMM-based moving foreground segmentation is proposed 
with HSV color space video sequences. The proposed algorithm generates a mask of 
moving objects using GMM based background subtraction. To get more accuracy of 
background, different learning rates are adapted. Cast shadow areas are detected inside 
each moving object segmented. The integral moving foreground is obtained by using 
morphological methods.  

2 Foreground Segmentation 

The background modeling plays an important role in segmenting foreground. Since the 
background is changing, we need to constantly update the background by using the 
weighted average of the background and the current frames. Due to light mutation and 
other environmental impact, it is hard to get a very clean and clear background. 

In GMM for one frame, K Gaussian distribution models are defined to describe the 
state of one pixel. K is usually takes between 3 to 5 [16]. The pixel is classified as 
background if it matches one of K Gaussian models. Assuming one pixel value is{X1, 
X2... Xt}, the probability of the pixel values Xt can be defined with K Gauss equation. If 
Xt+1 meet one of K Gaussian distributions, it is classified as background pixels. Since 
the moving target, light conditions and noise will affect the background model, we need 
to update the Gaussian model in real time. 

Three video sequences (laboratory, campus and running) are selected from public 
library to observe the change of the model parameters. In Fig. 1, d, e, f show the mean 
curves of four points selected from the above video sequences separately, and g, h, i 
show the curves of standard deviation. The background pixel (290, 19) (wall) and 
(33, 223) (table) without moving object have the curves in standard deviation and 
mean without any changes. The pixel (170, 188), (184, 220) and (170, 143) with 
moving objects have the ones with significant changes. So learning rate of variance 
should be more than that of mean to get an accurate model. Based on the fact, 
different update rates are set for variance and mean. The update equations are as 
follows: 

( ), 1 , , ,i t i t i t i toω ω α ω+ = + −  (1)
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i t i t i t i t
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where δi, t = Xt -μi, t, oi ,t is set to 1 for the component with largest ωi, t and the others are 
set to zero. 
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Fig. 1. Changes in the mean and variance. The first row is original images, the second and the 
third rows are results of mean and variance values corresponding to different pixels marked with 
green color in the original image, respectively. 

For GMM based method, the background modeling needs learning over time. There 
is a problem that when the moving object keeps being stationary for a long time, the 
background updates slowly. To classify pixels robustly, combine Gaussian model with 
the frame difference method to improve the integrity of the foreground. By finding out 
the connected domain and filling the blank region, a more complete profile and better 
results can be gotten. 

3 Shadow Suppression 

The choice of color model is one of the problems associated with this view. The 
common two color models are RGB, and HSV. The RGB color model is an additive 
color model in which red (R), green (G), and blue (B) light is added together in various 
ways to reproduce a broad array of colors. In RGB color space, it is sensitive to 
illumination and view direction for shadow suppression. HSV color model is the most 
common cylindrical-coordinate representations of points in an RGB color model. HSV 
stands for hue (H), saturation (S), and value (V). In HSV color space, the luminance is 
separated from chrominance and the three components are orthogonal and independent. 
It has been proven that it is easier than the RGB space to set a mathematical formulation 
for shadow detection. By comparison, the HSV color space is fit for visible shadow. 

By this reason, we analyze the moving shadow in the HSV color space. Cucchiara  
et al. [17] presented a non-model-based shadow detection approach. They defined a 
shadow mask for each point from motion segmentation, but there are multiple 
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parameters that need to be adjusted, the choice of the parameters are less 
straightforward, and for now is done empirically. 

In this paper, we proposed a quickly and efficiently method for shadow detection 
and exploit the relationship between H and S components in HSV space. By shadow 
suppression, two important features associated with visual experience come into play 
as figure 2 shows: First, the hue of the shadow is closer to the hue of background under 
the same lighting conditions; second, the shadow part has the lower saturation. Based 
on this fact, we check each pixel belonging to the objects resulting from the 
segmentation, if it is a shadow. First, we compare the saturation between the object and 
the background. In addition, we also consider the hue component which is proven 
experimentally to change within a certain limit. We now take care of this matter by 
applying the following conditions defined as: 

( ) 1
,

0

I B
S

I B
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p x y H H

ot her wi se

τ
 −

≥= −



 (4)

where p(x, y) is the image mask used to label out the shadow pixels. SI, SB and HI, HB 
denote S, and H components of the current image and the background at point (x, y), 
respectively. In binary case, the mark p(x, y) =1, if the pixel(x, y) is determined to 
shadow. Otherwise p(x, y) = 0. Fig. 2 shows some results of suppressing shadow. One 
can note that the shadow is suppressed efficiently. Some pixels may be misclassified 
because of the noise. In getting a better result, some morphological processing can be 
used to overcome this problem. 

 

Fig. 2. Some results of shadow suppression. Original image, H component, S component and 
detected shadow results (marked as red color), from left to right, respectively. 

4 Experimental Results 

To demonstrate the validity and accuracy of the method, we have conducted 
experiments where five indoor and outdoor video sequences are employed: A: hall 
(indoor, 352×288 pixels); B: Intelligent Room (indoor, 320×240 pixels); C Lab 
(indoor, 320×240 pixels); D campus (outdoor, 352×288 pixels); E run (outdoor, 
180×144 pixels). A is obtained from the standard test sequences. B, C and D are 
obtained from the CVRR database [18]. E is from the database in [19]. The results of 
experiments are given at an Intel Pentium E5300 2.6GHz, 2G RAM computer in MS 
Visual C++ development circumstance. 
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The experiments compared the time-consuming and the integrity of the foreground 
among the Gaussian mixture background modeling [11], the code book [14], and the 
proposed algorithm. We use the two metrics for characterizing the TPR and the FPR as 
following:  

)/(),/( FNTRFPFPRFNTPTPTPR +=+=  (5)

where TPR is also called detection rate. TP (true positive) is the detected regions that 
correspond to moving objects. FP (false positive) is the detected regions that do not 
correspond to a moving object. FN (false negative) is the moving objects not detected. 
The experiments result is given in table 1. From table 1, one can notice that the 
proposed method can effectively deal with the interference of the shadow and noise, 
and get better performance. 

Table 1. Comparison of different methods on five tested datasets 

Data set                Detection rate( TPR/FPR) 

                 GMM[11]       Codebook [14]      Proposal  

Run           0.9821/0.1654     0.9832/0.023     0.9812/0.0432 

Hall           0.6780/0.2143     0.5563/0.0122    0.7631/0.0232

Intelligent room  0.9120/0.5632     0.8194/0.0782    0.9681/0.0937

Lab            0.9644/0.5431     0.9527/0.3542   0.9611/0.0983 

Campus        0.9424/0.5231      0.9251/0.3416   0.9562/0.1325  
 

Some examples of foreground segmentation result are shown in Fig. 3. 

 

Fig. 3. Some examples of foreground segmentation result based on GMM, Codebook and 
proposal. The first column is results of GMM, the second column is results of Codebook, and the 
third is results of proposal.  

Time consumed by three algorithms investigated over each video sequence is shown 
in Fig. 4. 
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Fig. 4. Comparison of running time 

5 Conclusions 

This paper has presented an approach to segment the foreground and suppressing 
shadow from video sequences. We use Gauss mixture model to extract foreground, and 
the combination of HSV color space to effectively suppress the shadow. Based on the 
related video database testing, for the complex and simple scene, our algorithm has a 
good foreground extraction and shadow suppression effect. The proposed approach is 
more efficient and has better performance at accuracy, integrity, time-consuming. After 
it, we get effective and reliable movement region of the acquisition. In the future, with 
some stable detection information, we would like to get useful features to manifest 
movement. 
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Abstract. Since the existing object-scene fusion method based on IHS 
transform has two defects: emergence of the scene image’s illusion in target 
area and the illumination inconformity of the fusion object, this paper proposes 
an improved algorithm through rearranging the hue component  and saturation 
component of the new scene image which are used to carry out IHS inverse 
transform. Subjective quality evaluation and objective quality assessment data 
of comparative fusion experiment results show that the new algorithm not only 
can get rid of the two drawbacks of the existing object-scene fusion method 
based on IHS transform effectively and achieve better fusion result in the 
application of object-scene fusion, but also performs fast. 

Keywords: Fusion of object and scene, IHS transform, Image rearrangement, 
Quality evaluation. 

1 Introduction 

As a visual simulation technology and application branch of image fusion, fusion of 
object and scene (object-scene fusion) refers to segment the target object of interest 
from the original scene image then blend it into another scene graph through 
overlying, combination and processing. The fusion image must look real and natural. 
Object-scene fusion has been widely used in image editing field [1], [2], especially in 
the film production process. Many shots can not be obtained through on-the-spot 
shooting, such as embedding the actor's behavior which is conducted in the real world 
into a fantasy environment. These lenses can use object-scene fusion technology to 
realize [3]. The simplest method for the fusion of object and scene is to copy directly. 
What we need to do is no more than to adjust the size or orientation of object in order 
to suit its position in the new scenarios. When the illumination contrast between the 
object and the new scene is large, the fusion result will lack sense of reality. Fusion 
effect of Poisson image editing technique is inferior when a great texture difference 
exists between the object and the new scene graph, causing color distortion of the 
object. Alpha blending algorithm performs poorly when the object is inconsistent with 
the new scene in illumination. At present, three-dimensional (3D) illumination 
method is the most accurate. But it needs a certain number of images to rebuild 3D 
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structures, and it requires more conditions and is complex to implement, this is 
unnecessary and not practical for general fusion applications [4]. Currently, image 
fusion method based on IHS transform is basically only used in remote sensing field 
and multi-focus image fusion applications.  

2 Object-Scene Fusion Based on IHS Transform 

The greatest advantage of the image fusion scheme based on IHS transform lies in 
simpleness and rapidness. It has become one of the basic methods in remote sensing 
image fusion since proposed by Haydan et al in 1982. One important application of 
this method is to fuse the multispectral (MS) image with the panchromatic (PAN) 
image in order to inject the spatial information from the PAN image into the MS 
image without overly modifying the spectral information of the latter. The main steps 
of using the standard IHS transform to carry out this fusion are: 1) Transform MS 
from RGB into IHS; 2) Replace intensity component I with PAN; 3) Convert MS 
back to RGB. 

Since the correlation between intensity (I) component and the other two 
components, hue (H) component and saturation (S) component, is not obvious, we can 
process I independently.  

Based on IHS transform and the concept of intensity modulation, a new framework 
for the fusion of object and scene has been proposed in [4] recently. The framework 
first uses IHS transform and intensity modulation as intensity fusion tools to generate 
an illumination mask image, then restores the object's details on the mask image to 
achieve the purpose of fusion. The main steps of it are: 

1. Segment and overlie. First create a copy graph of the new scene image Image1 
named Image1', then segment the target object from the original scene picture and 
overlie it onto a suitable position of Image1'. The overlap area of the target object and 
new scene is defined as target area and the rest areas are called background area. The 
overlying result is labeled Image2. 

2. IHS transform. Transform Image1 and Image2 from RGB into IHS, the 
transformation results are Image1_ihs and Image2_ihs. Fetch I components of them 
which are labeled I1 and I2 respectively. 

3. Intensity fusion. Fuse I1 with I2 to form fusion intensity I1' by means of a 
certain fusion algorithm. 

4. IHS inverse transform. Replace I component of Image1_ihs with I1', and 
perform IHS inverse transform on the Image1_ihs to get the illumination mask image 
Maskimage. 

5. Detail restoration. The final fusion image could not be gained until a proper 
detail restoration algorithm is employed to restore the details of the object on the 
Maskimage.  

Intensity fusion is the core link of the framework. Standard IHS transform technique 
and weighted wavelet technique have already been introduced as intensity fusion tools 
to verify the framework’s practicality and the experimental data suggest that standard 
IHS transform fusion scheme performs better than weighted wavelet fusion scheme 
[4]. Standard IHS transform fusion scheme do the intensity fusion like this: 1) I2 
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histogram matched to I1 , the result is I2'; 2) I1'= I2'. Histogram matching is adopted 
to minimize the modification of the spectral information of the original image during 
the fusion [5]. It accomplish the detail restoration by adding weighted Image2 to 
weighted Maskimage as below: 

SMF ⋅+⋅= βα  (1)

where 1=+ βα , M and S stand for Maskimage and Image2, F is the final fusion 
image. The metric α  determines the illumination degree of the fused object, and 
metric β  determines its details' richness degree. When α  is too large ( β  is too 
small), the object's details should not be rich enough, and the target area will emerge 
an illusion of the scene image. On the contrary, if β  is too large (α  is too small), 
fused illumination of the object cannot be well demonstrated, and the object will look 
unnatural in new scene. So the choice of weights is very important. For fuse the same 
object into different scenes may require different weights, we must choose 
appropriate weights according to the actual situation. 

Although this scheme is simple, it may cause two problems. First, through a large 
number of experiments, we have come to a conclusion that when the texture of the 
object is simple or the illumination contrast between object and new scene image 
Image1 is large, we must appropriately increase the value of α  in (1). But if the 
texture of the object is simple and that of Image1 is complex, at the same time, the 
illumination contrast between object and Image1 is great, we have to amplify α  to 
make the object commensurate with the illumination condition of Image1. 
Unfortunately, before we can achieve this goal, α  may already be too large causing 
the target area emerge an illusion of the scene image. On the other hand, illumination 
of the fusion object is strongly dependent on the information of Image1 in target area 
because hue component and saturation component used to carry out IHS inverse 
transform are both from Image1. When the target area of Image1 owns different 
levels, that is to say, different subareas of the target region have different brightness 
and color, the fusion object may not be harmonious because different parts of the 
object will present different illumination.  

In order to reveal these two defects, we conduct a fusion experiment with the same 
experimental pictures employed in [4]. Experiment results are shown in Fig. 1, where 
the spatial resolution of the new scene image is 900×675. Fig. 1(c) and Fig. 1(d) are 
both the fusion results of standard IHS transform fusion scheme. Detail restoration 
coefficients used in (c) are 2.0=α , 8.0=β , and that used in (d) are 3.0=α , 

7.0=β . Meanwhile, we magnified the new scene image and (d) to fetch detail 
pictures of the identical regions of them. These detail graphs are shown in (e) and (f) 
respectively. (c) and (d) illustrate that increase of α  makes brightness and color of 
the object more close to the new scene and natural. But (e) and (f) demonstrate the 
side-effect of this augment of detail restoration coefficient. We can catch sight of the 
illusion of scene image on the boy’s body obviously which prevents us to amplify  
the value of α  further. Moreover, neither (c) nor (d) have achieved a successful 
modulation since the illumination of the boy’s body is reasonable in the new scene, 
but the head of the boy should not present such a high brightness under the dim light 
of background. 
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     (a) Candidate images                 (b) Copy directly          (c) Standard IHS transformⅠ 

      
 (d) Standard IHS transform Ⅱ      (e) Detail of new scene           (f) Detail of Fig. 1(d) 

Fig. 1. Fusion experiment revealing the defects 

Therefore, in order to overcome these shortcomings and also attain fast object-
scene fusion without degrading fusion result, we improve the existing object-scene 
fusion method based on IHS transform and propose a modified algorithm. 

3 Improved Algorithm 

The main cause of the two drawbacks explained in Section 2 is that fusion process is 
heavily dependent on the information of the new scene image Image1 in target area. 
Since Image1 has its own texture and the illumination of its target area may vary from 
subarea to subarea, fusion object may contain the texture of the scene and display an 
inharmonious illumination. So what we need to do is to remove the texture in target 
area of Image1 and get rid of the illumination inconformity between subareas of target 
area in Image1. One useful tool to remove texture is smoothing filters, such as 
averaging filter and Gaussian filter. However, they could do little to eliminate 
illumination inconformity fundamentally.  

We don’t care about the content in the target area of Image1. What we need is only 
its color information. So we can rearrange the target area: replace the pixel value of 
one subarea with that of another subarea, then they will have the same illumination 
information. Further, we can select a pixel which is able to reflect the illumination 
that object will present after fusion process from the entire Image1 and pad the whole 
target area of Image1 with it. Thus, the target area not only contains no texture, but 
also has uniform illumination. In fact, since only the hue component and saturation 
component of Image1 are utilized in fusion process, we just need to rearrange the hue 
image and saturation image of Image1 respectively like this: 
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where (i,j) is a pixel of the image that will be rearranged and pixel(i, j) is the value of 
it, HRi ≤≤1 , VRj ≤≤1 , HR is the horizontal resolution of the image and VR is the 
vertical resolution. The selected(M,N) is the value of the pixel which is selected to 
pad the target area, M and N are constants. In addition, since segmentation algorithm 
is not within the research scope of this paper, we will not discuss "segment and 
overlie" in detail but only focus on the fusion operation and assume Image2 is ready-
made as the input of fusion algorithm. Then we can give the implementation steps of 
the improved algorithm as following: 

1. Transform Image1 and Image2 from RGB into IHS, fetch the I components of 
Image1_ihs and Image2_ihs which are labeled I1 and I2 respectively. 

2. I2 histogram matched to I1, the matched result is I2'. 
3. Select an appropriate pixel (M,N) from the hue image H of Image1_ihs, then 

rearrange H using (2), the rearranged result is H'. Select the same pixel on the 
saturation image S of Image1_ihs and rearrange it using (2) too, the rearranged result 
is S'. 

4. Replace I component of Image1_ihs with I2', and perform IHS inverse transform 
on Image1_ihs with I2', H' and S' to get the illumination mask image Maskimage. 

5. Conduct detail restoration on Maskimage using (1). 
 

             
      (a) Improved algorithm                             (b) Detail of Fig. 2(a) 

Fig. 2. Fusion effect of improved algorithm 

Fig. 2 shows the fusion effect of the improved algorithm. The central pixel of the 
blue rectangle marked on Fig. 2(a) serves as selected(M,N). With the same detail 
restoration coefficients as that adopted by standard IHS transform fusion scheme in 
Fig. 1(d), new method can both accomplish the fusion of object and scene well and 
surmount the two defects of the existing algorithm effectively. Fig. 2(a) shows the 
intensity modulation is very successful because the illumination of the boy’s head is 
consistent with that of the body. This makes the object more lifelike. Fig. 2(b) 
illustrates that illusion of the scene image no longer appears on the fusion object for 
the content in target area of the new scene image has been remove after 
rearrangement, only leaving color information. Hence, we could enlarge the value of 
α  enough in detail restoration procedure to get a more vivid illumination on the 
object that is close to the background enough. 

Fig. 3 demonstrates more fusion effects of the improved algorithm, where four 
images in the same row serve as a group. Four images in a group, from left to right, 
are original scene image, new scene image, effect of the existing object-scene fusion 
method based on IHS transform and the fusion effect of the improved algorithm 
respectively. 
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Fig. 3. More fusion effects of the improved algorithm 

4 Quality Evaluation 

Fig. 1 and Fig. 2 have shown a comparative fusion experiment and subjective quality 
evaluation has verified the superiority of the improved algorithm. In this section, we 
will carry out objective quality assessment on Fig. 1(b), Fig. 1(d) and Fig. 2(a) with 
four objective evaluation indexes: 

1. Correlation Coefficient (CC). By calculating the CC between the background 
area of Image2 and that of fusion image, we can measure how the fusion process 
impact on the background area. The more CC is close to 1, the less this impact is. 

2. Sum of mutual information (MIF
AB). We can evaluate fusion quality of target 

area through computing the MIF
AB of fusion image F, Image1 and Image2 in this area 

[6]. The greater MIF
AB is, the better object information and scene information are 

fused within the area. 

3. Average gradient ( G ). For the sake of definition of fusion image and the ability 
of it expressing the tiny detail contrast and texture variation feature, we calculate the 

G  of fusion picture. Generally speaking, the larger G  is, the more levels fusion 
image has and the clearer it is [7]. 

4. Ratio of fusion time. We use fusion processing time as an index out of 
consideration of computation efficiency. Likewise, we only count the time consumed 
during image fusion procedure, without regarding to the time spent on "segment and 
overlie". Same operation will be implemented on the same algorithm 100 times, and 
the average execution time will serve as the final processing time. In order to 
eliminate the influence imposed by experiment environment on evaluation, we set the 
time taken by the standard IHS transform fusion scheme 1, then give the time ratios 
with it of other schemes. 
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Table 1 and Table 2 give the objective evaluation data on hue component and 
intensity component separately. Table 3 shows the ratios of fusion time. M1, M2 and 
M3 stand for copy directly, standard IHS transform and the improved algorithm 
respectively.  

Table 1. Objective Evaluation Data on H 

Fusion 
scheme 

CC  MIF
AB G  

M1 1 None 
1.3908e-

004 

M2 99.58% 2.7032 
1.7256e-

004 

M3 99.58% 4.0763 
1.5533e-

004 

Table 2. Objective Evaluation Data on I 

Fusion 
scheme 

CC  MIF
AB G  

M1 1 None 
7.3182e-

005 

M2 99.86% 12.0661 
7.0503e-

005 

M3 99.86% 13.4521 
6.9564e-

005 

Table 3. Ratios of Fusion Time 

 M2 M3 
Time 
ratio 

1 1.1025 

 
Direct copy scheme hasn't fuse the information of object and new scene in target 

area, so MIF
AB which reflects the amount of information extracted by fusion image 

from object and scene graphs is meaningless to it and corresponding table cell is filled 
with “None”. Judging from CC, direct copy method makes no difference to 
information of background area, thus the CC is 1. The remaining two schemes both 
have certain influence on the hue and intensity of background area. These two 
methods which are both based on IHS transform modulate the intensity of object and 
that of the whole background area at the same time in order to make the target object 
look consistent in illumination in the new scene. However, CC of them are all above 

99.58%, this impact is not evident. MIF
AB and G both indicate that the improved 

algorithm performed better than the standard IHS transform method here. For fusion 
processing time, new algorithm is almost equivalent to standard IHS transform, it can 
also achieve fast object-scene fusion. 
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5 Conclusion 

Object-scene fusion technique is increasingly being applied to the film production, 
which endows great practical significance to its research [8, 9]. This paper improves 
the existing object-scene fusion method based on IHS transform and proposes a 
modified algorithm. Quality evaluation of comparative fusion experiment results 
shows that the new method can not only accomplish the fusion of object and scene 
well and overcome the two defects of the existing algorithm effectively, but also 
performs fast. Thus, it has significant application value. 
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Abstract. In this paper, a multiple moving vehicle detecting and tracking 
framework on aerial range data provided by the unmanned aerial vehicle (UAV) 
which is installed with a video camera is proposed. The system consists of two 
modules: moving vehicle detection, multi vehicle tracking. First of all, detect 
moving vehicles by clustering the singular points obtained after the motion 
estimation. Then, build a specific data structure to store multi-vehicle’s data and 
track several vehicles in the shaking video sequence from the UAV. After 
tracking the vehicle in the video sequence, the speed of the vehicle and record 
them as traffic flow information would be estimated. Finally, the method on 
real aerial data and the experiments are estimated and demonstrate the 
effectiveness of approach. 

Keywords: aerial video, dynamic background, multiple target tracking, cluster 
singular points. 

1 Introduction 

Compared with sensors located on the ground, UAV visual surveillance platform has 
many advantages. Low cost, easy to deploy, high mobility, UAV can save time and 
money to acquire information from a sparse highway system by just let the aircraft to 
patrol itself. The key point of UAV traffic information acquisition is to detect and 
sense the traffic element precisely.  

The UAV visual surveillance system also brings exceptional problems to vehicle 
identification. Unlike the still background in traditional surveillance system, the 
background in the UAV surveillance platform changes frequently because of the high 
speed of the aircraft. To identify traffic status and incidents, the complex background 
should be filtered, traffic features should be detected, both of which should be 
accomplished en-route, so it has a very high demand of the performance of the 
algorithm [1].  

To deal with these problems, a lot of relative works have been done widely. 
HulyaYalcin [2] and Hsu-Yung Cheng [3] proposed a detection approach of moving 
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vehicles based on dense optical flow estimated by a Bayesian framework.  But this 
method didn’t achieve good performance under the condition of camera vibration and 
noise interference. So as to counteract the influence of vibration, 

Wang Wen-long [4] developed a detection method with some restriction conditions 
and fuzzy classification in the context of varying background to identify moving and 
static vehicles. Although this method could differentiate the moving and static 
vehicles, it only worked well when the background is not complex. 

2 Moving Vehicle Detection 

In this stage, detect the moving vehicle based on singular points clustering for three 
times. But before that singular points first by selecting reliable singular points for 
motion estimation should be detected. Use restrictions to select the best image points 
to compute image motion.  The first restriction selects the points whose gradient 
magnitude value is above a noise-adaptive threshold. The points are characterized by 
their large principal curvature along the edge. By adopt the approach of Harris and 
Stephen [5].  A non-maximal suppression is applied to obtain the final selection of 
singular points. K-means [6] clustering algorithm has been used in this system. First 
clustering classifies the singular points for three parts: the vehicle whose direction is 
opposite with the plane, the background, and the vehicle whose direction is same with 
the plane. The motion vector Dis(Pi) of each singular points Pi is: 

Dis(Pi) = Coordinate(Pm) – Coordinate(Pn) (1)

Pm, Pn are the matched points in consecutive images.  The motion vector Dis(Pi) of 
singular points in vehicle whose direction is opposite with the plane is larger than the 
background, which is larger than the vehicle whose direction is the same with the 
plane. So the result of clustering is well just with a little false clustering.  

In the second clustering, the number of clusters is calculated first, and which is also 
the number of moving vehicles. 

Third clustering: the singular points are clustering for two clusters: vehicle and the 
noise. And in two clusters, the distance between singular points is different. The 
vehicle is the cluster that has less distance. The noise is the cluster that has larger 
distance. The results of moving vehicle detection are shown in Fig. 5(a). 

3 Vehicle Tracking and Velocity Estimation 

There are several tracking algorithm being used in tracking targets including Kalman 
filter, Meanshift [7] tracker. But none of them can have a good performance in an 
aerial video capture in the UAV. The sudden shake can cause the tracker lost the 
target because the region of interest is too small for the tracker to find the target in the 
next frame during one shaking frame.  

The region of interest value is set before the track begin to work. So it can not 
predict the vector lenth of shake in the video sequence there would be. if the shake is 
big enough to let the object goes out of the tracking field. The track will be lost. 
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In order to solve the tracking problem in a shaking video sequence, template match 
algorithm [8] is used to find the vehicle in the one frame first. Suppose we want to 
find a position which has the maximum correlation with the template image data in 
search position, the correlation degree by template matching can be computed. 

 

Fig. 1. A schematic diagram of template matching algorithm 

Assumed that the template b is put to cover on the source image A and moving. 
The area that covered by template B is called sub-image Si,j, in which “i” and “j” is 
the coordinate of the left up point in the source image that the sub-image is covering. 
From the Fig.1 the value range of i, j can be got as:1 1,  1 1i K M j L N≤ ≤ − + ≤ ≤ − +  

Then measure the correlation between the template T and the sub-image Si,j. the 
following measure can be used 

, 2

1 1

( , ) [ ( , ) ( . )]
M N

i j

m n

D i j S m n T m n
= =

= −
 

(2)

Matching location algorithm can finish the entire small matching error point search in 
matching area, which is expressed as a formula (3): 

1 1
, 2

min
1 1 1 1

( , ) [ ( , ) ( , )]
K M L N M N

i j

i j m n

D i j Min S m n T m n
− + − +

= = = =

= −  
 

(3)

The impact of the size of template on the performance of the system and the 
calculation cannot be underestimated. In actual operation, when the template size is 
32x16, the effect is perfect. So it had been done in the UAV tracking platform.  

Realized that if the source image is big, the program needs to do a large number of 
looping according to the formula (3). Matching results shows that the matching error 
decreased rapidly near the matching point which is significantly different from other 
position. According to this feature, coarse-fine searching method can be used to lock 
up the target area quickly; this can reduce the times of global matching in the whole 
image. Use the image of the vehicle that is detected in the current frame as the 
template of matching in the next frame as Fig. 2 shows. 
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Fig. 2. Link the object through timeline and frame 

Template matching algorithm can be only used for matching and tracking one 
target. It will link the coordination of the target through the time line. But now there 
are several targets appear in each frame and there are several frames containing 
targets. So it is very important to build a proper data structure to store and manage all 
matching and tracking data. 

So a structure like this could be built: 

Table 1. Data structure of tracking algorithm 

variant Type comment 
X,Y float The coordinate given by the detect module  
Vehicleid integer The unique id of the target 
Direction bool Direction of the vehicle 
Velocity integer Velocity of the vehicle 
Lastshifting integer The coordinate given by the last tracking loop 
Shifting integer The coordinate given by the current tracking loop 
Tpl image Template of the target vehicle 
Similarity float Similarity in matching 
Stats integer State of the target including enabled and disabled 
Startframe integer The frame number that tracking starts 
Stopframe integer The frame number that tracking ends 

 
The table above refers to a certain data structure. Each target vehicle can be stored 

separately in the data structure and containing the property defined in the structure 
which ensures the possibility of tracking several targets in one frame. When the detect 
module give a signal that it detected a target. There will be a new object created in the 
database which inherits and initialize all of the property.  

Now it is necessary to introduce a concept that is tracking period (Fig. 3) which is 
the time length of each object lives. In a tracking period, whether an object is valid or 
not depends on whether the object is in the field of frame. After one period, system 
will terminate tracking even if the target vehicle is in the field of frame and begin to 
calculate the velocity of the target vehicle.  
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Fig. 3. Introduction of tracking period 

From a target vehicle being detected, the tracking period is valid until the vehicle 
disappear or timeout. Some information such as vehicle speed can be acquired from 
the data structure. 

Velocity: In one tracking period, we can calculate the distance (Fig. 4) that the target 
goes along the road to make out how many pixels there is between the startframe’s 
coordination and endframe’s coordination. Project the vector to the direction of the 
road. The real distance can be calculated if given the scale of the video.  

 

Fig. 4. Calculation of velocity 

4 Conclusion 

In this paper, by using an UAV platform in a sparse highway system, both detecting 
and tracking module are working correctly. Even in shaking video sequences, the 
velocity of vehicle estimation accuracy can be up to 88% and vehicle detecting 
accuracy can be up to 90%. 

If using Kalman filter in tracking the objects in the same video sequence. The 
detecting accuracy can be up to 84%, but in some shaking scenes, the accuracy drops 
to 42%, which means only 21 in 50 vehicles can be detected in the whole sequence 
including the shaky scenes. 
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The red line in the figure shows the path that the target goes through the frames 
that are tracked. 

  

(a)Vehicle detecting result             (b)vehicle tracking period result 

Fig. 5. Vehicle detecting and tracking result 

Not only the velocity information can be calculated, but traffic flow, vehicle 
coordination and direction information can also be collected. 
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Abstract. Bus detection and recognition in real transportation scenes is a 
fundamental task for public security road crossing application. In this paper, a 
novel system is proposed to overcome the high computation complexity and the 
hard task of training large set of 3D models of the current algorithms. In the 
proposed system, the 3D model is built according to the contour information of 
the vehicle itself so that the system is more robust and practical. Meanwhile, the 
line features of the vehicle are extracted using the LSD (line segment detector) 
method. Finally, the line features are matched with the 3D model using a 
combined matching algorithm which reduces the computational complexity of 
the matching process. Experiments on real videos show the proposed method 
has a good performance in terms of the high recall ratio and low fall-out ratio.  

Keywords: vehicle detection, vehicle recognition, 3D model, LSD, template 
matching method, combined matching method, computing efficiency. 

1 Introduction 

Model based vehicle detection and recognition in real transportation scenes is a 
fundamental issue for the public security road crossing application [1]. Since the bus 
is such an important vehicle in the urban road traffic that providing the information 
about the bus, such as the type and the location of it, would be very significant.  

To recognize the vehicles, traditional algorithms, the tree search [2], the attributed 
graph search [3], the generalized Hough Transform [4] and so on, try to achieve the 
2D-3D correspondence. 2D features like edge points, edge lines and vertices are first 
extracted as vehicle descriptions. Then recognition is realized by establishing the 
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match between the fixed model and the extracted features. However, the extraction 
and the matching of 2D geometric primitives such as lines and curves might be time-
consuming and error-prone.  

In recent years, most work in this field was based on fixed vehicle models (e.g., in 
[5]-[7]). In this case, vehicle recognition is based on comparing evaluation scores of 
different vehicle models. Success of the strategy depends strongly on how accurately 
the 3D model captures the geometry of the real vehicles. Since there are so many 
different states of vehicles in reality, a large set of models are needed to capture 
accurately their geometries, respectively, which is quite a difficult task. Even worse, 
the processing time of the fixed-model-based methods is linearly proportional to the 
number of vehicle models. Moreover, the focus of these algorithms [5][8][9] was on 
vehicle tracking instead of recognition.  

To summarize, the mentioned algorithms could not directly be applied to bus 
recognition of the public security road crossing surveillance because of the high 
computational complexity and the low recall ratio. In this paper, a recognition system 
is proposed based on 3D model, which is constructed according to the contour 
information itself, thus there is no need to collect a large sample of 3D models in 
advance [5]-[7], which may be a formidable work. And in the matching stage, a novel 
algorithm is proposed which combines the template matching method and the 
minimized distance method. Since the minimized distance method just matches the 
points left by the template matching method, the compute time would be much lower 
than the traditional method [2][3][4].  

The main object of our system is to assist the public security road crossing 
surveillance, providing the information about the bus, such as the type and the 
location of it. The remainder of this paper is organized as follows: the structure of the 
system is presented in section 2. Then the details of the bus recognition algorithm are 
discussed in section 3. In section 4, experiment results of the proposed system will be 
shown. Finally, the conclusion is made in section 5. 

2 System Architecture 

The system mainly includes two modules, which is shown in Fig. 1: module I denotes 
the vehicle detection process and module II denotes the vehicle recognition process. 

 

Fig. 1. System structure of vehicle detection and vehicle recognition 
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Referring to Fig. 1, in module I, motion detection segments foreground from the 
back-ground based on the mixture-of-Gaussian background modeling [8]. 

In module II, the calibration is firstly applied, which establishes a connection 
between world coordinate and image coordinate. Then, the contour information is 
extracted. Since it is time-consuming to construct the 3D model and apply the 
matching algorithm for all vehicles, a bus filter is applied to roughly get rid of the 
vehicles (except bus) according to the vehicle size in world coordinate. Next, the 3D 
model is constructed based on the contour information, the real size and the shape of 
the bus which are prior knowledge in our paper. Meanwhile, the line features of the 
vehicle will be extracted via the LSD method [11]. Finally, a combined matching 
algorithm is applied to the 3D model and the line features, the matching results will 
tell us whether the vehicle is a bus or not. 

In the next section, we will focus on module II.  

3 Vehicle Detection and Recognition 

3.1 Calibration and Contour Detection 

To construct the 3D model of the bus, contour detection is applied to the foreground 
image to extract the contour information of the vehicle. Since the real size of the bus 
is different from other vehicle, e.g. car, vehicles could be preliminarily filtered to 
avoid constructing the 3D model and implementing the match process for all vehicles. 

First, the perspective transformation H between image coordinate and world 
coordinate should be computed. Then, the contour information of the vehicle is 
extracted. For each bus, a minimum rectangle R is gotten which contains all contours 
of the bus. The two bottom points of R are the base to construct the 3D model. After 
that, to reduce the workload of the follow-up procedure, a bus filter is applied to 
preliminarily judge whether the vehicle is a bus or not according to the position of the 
bottom points and the real length of a bus. Suppose all the buses have the same length 
l, using the bottom points p1 and p2, a new point pm is created via Eq.1 in world 
coordinate. Since the length of bus is much longer than other vehicle, e.g. car, pm 
would belong to R after converting to image coordinate if the vehicle is a bus. Fig. 
2(a) shows an example of this relationship. 

  (1) 

3.2 3D Model Construction 

In this section, the 3D model [5][7][8][9] of each filtered vehicle is constructed based 
on the bus model. The two bottom points p1 and p2, the real length l, width w and 
height h of the bus have been known, then the 3D model could be constructed. 
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Step 1, the shape of the bus front is like a square so that we can get the top points p3 
and p4 in world coordinate as described in Eq.2. 

  (2) 

 (3) 

Step 2, the bottom points p5 and p6 of the bus rear could be computed by the 
geometric relationship through Eq.3, as shown in Fig. 2(b) and (c).  

 
  (a)               (b)             (c) 

Fig. 2. An example of 3D model: (a) preliminary bus filter; (b) the top view of the bus; (c) 
geometric relationship 

Step 3, the top points p7 and p8 of the bus rear are extracted as step 1 described. The 
generation process of the eight points is shown in Fig. 3. 

 

Fig. 3. The generation process of the eight points 

Step 4, now the bus lines could be decided as follows: (1) Fig. 4(a) shows six lines 
which could be caught by the front camera. (2) (p5, p6) is a line which could not be 
caught by our camera, as Fig. 4(b) shows. (3) (p2, p6), (p6, p8) are two lines which the 
camera might be caught according to the position p6, if p6∈Rect(p1, p2, p3, p4), (p2, 
p6), (p6, p8) are invisible, as Fig. 4(b) shows. So do (p1, p5), (p5, p7). (4) The lines which 
are visible to the camera are selected as the lines of the 3D model. 
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                        (a)           (b) 

Fig. 4. Lines of 3D model: (a) visible lines; (b) invisible lines   

3.3 Line Feature Extraction 

Now the line features of the vehicle need to be extracted to match with the 3D model. 
Here, a fast line segment detector (LSD) [11][12] will be adopted on the foreground 
image. LSD which is a linear time detector could give accurate results, a controlled 
number of false detections, and require no parameter tuning. Fig. 5 shows an example 
of LSD.  

 
  (a)                                    (b) 

Fig. 5. An example of LSD: (a) original image; (b) line feature 

3.4 Matching Algorithm 

To match the line features and the 3D model, the template matching method and the 
minimized distance method are combined. As Fig. 6(b)-(d) show,  is the line feature 
image extracted by LSD,  is the 3D model image whose pixel value belongs to 

,  means dilating image  and  is defined as follows: 

  (4) 

Then, the matching ratio  could be calculated by the template matching method via 
Eq.5: 

  (5) 
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where , representing the overlap 
region between the line features and the 3D model, as Fig. 6(e) shows. To compensate 
the missing detection of LSD, the line feature image is dilated. The ratio  means 
the similarity between the line features and the 3D model and if  is larger than a 
threshold (here 0.7 is selected), the vehicle could be preliminary judged as a bus and 
if  is larger than a higher threshold (here 0.8 is selected), the vehicle could be 
confirmed as a bus, then the follow-up procedure would be ignored. 

Suppose , representing the rest part of the 3D model except the 
overlap region, as Fig. 6(f) shows. , 
representing the rest part of line feature image except the overlap part.  
represents the gray scale value of the pixel .  represents the image coordinate 
of the pixel . Then, the following algorithm is applied. 

(a) Get the location ( ) of the pixel , where  and . Then, a 
searching window  of  centered in  is built. 

(b) Search the point  in the window  of the image , where 

  (6) 

(c) If , set  and . 
(d) Repeat step (a) until all the pixels in  have been iterated. 

 

Fig. 6. an example of matching: (a) original image; (b) line feature image; (c) 3D model image; 
(d) dilated image; (e) overlap region; (f) rest of 3D model 

Afterwards, the ratio  is computed. 

  (7) 
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The image  is the 3D model point set except those that has been matched via the 
template matching method, the ratio  represents the similarity between the line 
features and the rest 3D model points. When  is also larger than a threshold (here 
0.9 is selected), the vehicle can be confirmed as a bus.  

In conclusion, a vehicle could be confirmed as a bus via Eq.8. 

  (8) 

4 Experiments and Results 

In this work, the video sequences are captured from the public security road crossing 
application. The size of each frame in the test video is 1600x1200. The test video 
including 100 buses and 150 other vehicles (cars, trunks etc.) will be used as the 
experiment samples. 

First, the bus filter proposed in subsection 3.1 is applied on the test video and the 
filter output is shown in table 1. This step aims to detect the buses as many as possible 
while get rid of some cars. Higher fall-out ratio occurs in the following cases: (1) two 
or more cars drive successively on the same road so that they are detected as a unity; 
(2) there are trucks or other vehicles whose shapes are similar to buses on the road. 

Table 1. Output of the bus filter 

Filter Output Buses Others(cars etc.) 

Number 96 50 

 
To decrease the fall-out ratio as much as possible while ensure the recall ratio 

remains in a proper level, the detected vehicles are recognized by the matching 
methods. The recognition results of the template matching method and the combined 
matching method are respectively shown in table 2.  

From table 2, it can be seen the fall-out ratio declines rapidly after the vehicle 
recognition process because the line features of buses and other vehicles like trunks 
are different, which would be recognized through the matching methods. However, 
the recall ratio also decreases since the built 3D model is not so ideal and the 
omission of LSD exists.  

The proposed combined matching method would decrease the fall-out ratio further 
as it will go on matching the rest points left by the template matching method. 
Meanwhile, it is not good for the recall ratio even in some cases the recall ratio will 
decline. From table 2, it can be seen the recall ratio of the combined method stays in 
the same level with the template matching method while the fall-out ratio falls. 

We have achieved a recognition (process of module II) rate of approximately 0.7 
fps using a standard PC machine (Intel i7-2600 3.4GHz). In the public security road 
crossing application, the algorithm is applied to the bus lane part of the image other 
than the whole scene so that it fits for the real-time application. 
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Table 2. Result of matching algorithms 

Rate 
Method 

Recall ratio Fallout ratio Omission ratio 

template matching 90%(90/100) 6.8%(17/250) 10%(10/100) 
combined matching  90%(90/100) 2.4%(6/250) 10%(10/100) 

5 Conclusion 

In this paper, a novel system is proposed to detect and recognize the bus for the public 
security road crossing application. In the proposed system, the foreground is firstly 
detected using the mixture-of-Gaussian background modeling and the contour 
information of the vehicle is then extracted. To reduce the workload of the follow-up 
procedure, a bus filter is applied. Afterwards, the 3D model is built according to the 
contour information and the real bus shape. Meanwhile, the line features of the 
vehicle are extracted through the LSD method. Finally, the line features are matched 
with the 3D model using a combined algorithm. 

Since our 3D model is built on the contour information of the vehicle itself, the 
system does not need extra model database and the training process is also avoided. 
Thus the video surveillance system is more robust and practical. The bus filter avoids 
constructing the 3D model and implementing the match process for all vehicles and 
the combined matching algorithm combines the template matching method and the 
minimized distance method, both would reduce the computational complexity. 
Experiments on real videos show that the proposed method has a good performance in 
terms of the high correct detection rate. 
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Abstract. Human intrusion detection is widely used in intelligent video
surveillance systems. It requires not only high accuracy but also real-time
performance. In this paper, a real-time human intrusion detection algo-
rithm is proposed to achieve good trade-off between detection accuracy
and real-time performance: Firstly, fast HOG-based human recognition is
designed, where HOG feature based human recognition is used to increase
the detection accuracy, and one spatial-temporal joint detection region
shrinking method is developed to reduce the computational load. Con-
sidering that the recognition accuracy of HOG-based human detection
will drop markedly under occlusion, footstep recognition and a Bayesian
Network based video-audio fusion model are proposed to achieve joint
decision, which can improve the detection robustness further. Experimen-
tal results show that: compared with the existing methods, the proposed
scheme can achieve better balance between the time consumption and
detection accuracy.

Keywords: human intrusion detection, audio-visual fusion, HOG, foot-
step recognition, Bayesian network.

1 Introduction

Human intrusion detection is widely used in intelligent video surveillance. It
requires not only high accuracy but also real-time performance. For most of exist-
ing methods, it is hardly to have good trade-off between accuracy and complex-
ity. Some simple motion detection methods can achieve real-time performance,
but with high false positive rate, such as frame difference method, background
difference method. Since these methods are simply based on motion detection,
they can’t distinguish human intrusion from other intrusions accurately.

Dalal and Triggs [1] presented a Histograms of Oriented Gradients(HOG)
based human detection algorithm : for each detection block with size of 16× 16
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pixels, a dense grid of HOG is computed to represent a detection window. Using
a linear SVM, this representation is proved to be powerful enough to classify hu-
mans from other objects. Unfortunately, their method can only process 320×240
images at 1 FPS [2]. Additionally, when a portion of the pedestrian is occluded,
the densely extracted blocks of HOG feature in that area may uniformly respond
to the linear SVM classifier with negative inner products [3].

Audio-visual(AV) fusion algorithms in surveillance have attracted more at-
tention in recent years. In [4], AV association is subsequently developed by
constructing audio-video concurrence matrix. It can successfully detect and dis-
criminate unusual AV event. However, under an unpredictable circumstance, it’s
difficult to distinguish human intrusion event from the other intrusion events
caused by small animal or illumination variations. In [5], an incrementally struc-
tured HMM for detecting unusual events is trained, based on audio and visual
patterns. Since it requires the length of raw audio signal segments is at least
2 seconds, the scheme can hardly be adopted in real-time applications. Events
detection using AV fusion is much fewer than tracking, and it remains to be
further studied.

In this work, an audio-visual fusion based real-time detection human intrusion
detection method was proposed to solve these problems mentioned. 1) Real-time
performance: when the detection area used for HOG feature extraction is lim-
ited to motion region instead of the whole image, the computational load can
be reduced significantly. Thus, a spatial-temporal joint detection region shrink-
ing method can be developed to achieve fast HOG-based human detection. 2)
Robustness under occlusion: considering the fact that human intrusion must be
accompanied with footsteps, footstep recognition is used to improve the detec-
tion robustness. One Bayesian Network (BN) is developed to fuse audio and
video signals at decision level to detect human intrusion event. The proposed
scheme can achieve better balance between the time consumption and detection
accuracy.

The rest of the paper is organized as follows. In Section 2, fast HOG-based
human recognition is elaborated, and footstep recognition is discussed in Sec-
tion 3. Section 4 introduces Bayesian Network based video-audio fusion model.
Experimental results are given In Section 5, followed by the conclusion of this
work.

2 Fast HOG-Based Human Recognition with Detection
Region Shrinking

HOG-based human recognition needs to extract and compare the HOG features
in fixed-size blocks. Qiang Zhu [2] designed a much larger set of blocks that
vary in size, location, and aspect ratio. Then they used AdaBoost to select the
best blocks suited for human detection and construct the rejector-based cascade.
However, the computational complexity can be decreased further if the search
space can be limited into the motion region.

Since motion objects can be included in a small region, it can reduce much
computation time when the area of HOG feature extraction is limited to the
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Fig. 1. An overview of proposed fast HOG-based human detection

Fig. 2. The result of extracting detection region. Motion object spans two bins. The
red rectangle is selected as the detection region, and the blue is discarded.

moving region instead of the whole image. An overview of the proposed fast
HOG-based human detection is summarized in Figure 1.

Foreground is extracted using adaptive Gaussian mixture model(GMM) [6].
Since there are no events (motion objects) happened in most of the video clips,
we can detect human intrusion only when motion objects appeared. We assume
motion objects appeared when Rfg > Tfg, where Rfg = Pixfg/P ixtotal, Pixfg

and Pixtotal represent the quantity of foreground pixels and the whole image
pixels, respectively, and Tfg is the ratio threshold of the Pixfg/P ixtotal. Due
to the walking speed of human is usually slow, the variance of inter frame can
be very small. Thus, interval detection strategy (IDS) is adopted. For locating
motion objects(LMO), the image is divided into K bins in width. Each bin
is denoted by Bk, k varies from 1 to K. Vk = Pixk/P ixfg, Pixk represents
foreground pixels number of k-th bin. When Vk > Tb, the Bk is selected as the
detection region, where Tb is the ratio threshold of the Pixk/P ixfg. Considering
that one motion object may span two bins or more, it is necessary to extend the
detection region from one bin to two bins or more. Since one of adjacent bins
may include most of the other part of objects, unbalanced extension (UBD) is
more suitable. If Vk−1 > Vk+1, the detection region can be left-extened by a rate
of η, and right-extended by a ratio of (1-η), where η is a coefficient greater than
0.5. The extended bin is taken as the detection window. But when obtained two
detection regions from LMO are adjacent, the two detection windows will have
a lot of overlap after UBD. Thus, the detection region whose Vk is less than the
other is discarded to avoid the unnecessary overlap detection. This step is named
overlap elimination (OVE). The result of extracting detection region is shown
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in Figure 2. Finally, human detection bases on HOG feature in the extracting
detection region.

3 MFCC-Based Real-Time Footstep Recognition Using
GMM Classifier

As the recognition accuracy of HOG-based human detection based HOG may
drop markedly under the condition of occlusion, footstep recognition can be
applied with the HOG detection to improve robustness.We extract mel frequency
cepstrum coefficient(MFCC) from raw audio signal and then use GMM classifier
to recognize.

3.1 GMM Classifier

Given the training data, Maximum likelihood estimation (EM) can be used to
finds the GMM model’s optimal parameters with maximized the likelihood of
the GMM. For a sequence of T training vectorsX = {−→x1,

−→x2, . . . ,
−→xT } , the GMM

likelihood can be written as p(X |λ) = ∏T
t=1 p(

−→xt |λ) . Using EM algorithm [7] to

get a new model
−→
λ , making p(X |−→λ ) ≥ p(X |λ). The new model then is taken as

the initial model for the next iteration and the process is repeated until a given
convergence threshold is reached.

A group of N sound models N={1,2,. . . ,N} is represented by GMM’s
−→
λ1,−→

λ2, . . .,
−→
λN . The target is to find the sound model which has the maximum a

posteriori probability for a given observation sequence.

3.2 Real-Time Footstep Recognition

The MFCC+GMM scheme(MFCC+GMM) developed in [8] is used in this work
to identify footstep event. However, the speaker recognition method in [8] is
offline, which makes it impossible to realize the real-time footstep recognition
without any improvement. In this work, we subdivide the audio signal into over-
lapped temporal windows of fixed length Wa. For synchronizing with the video
processing,Wa must be less than 0.2s(video detection interval). Overlapped tem-
poral window is designed to avoid the case that segments may not be recognized
as footstep, especially when the footstep spans two segments.

Human walks about 2 to 3 steps in 1 second. That’s to say, there are more than
two segments can be classified as non-footstep in a one-second audio clip. The
precision of BN-based decision-level fusion must decline. Thus, we amend recog-
nition result as footstep when at least two segments are recognized as footstep
in the last 1s.

4 BN-Based Audio-Visual-Fusion Decision

Compared with pixels-level fusion and feature-level fusion, decision-level fu-
sion are strong tolerance, little communication and strong anti-disturbance.
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Fig. 3. Bayesian network structure of decision-level fusion

Moreover, It is more suitable for fusion in heterogeneous sensors [9]. We adopt
Bayesian network to fuse audio and video at decision level for detecting human
intrusion. Figure 3 shows the Bayesian inference model for performing fusion on
the audio and video decision results. The observed evidence(E) is decision out-
puts from footstep recognition(F), fast HOG-based human recognition(H), and
foreground proportion(FGP). Video decision(V) and audio decision(A) are the
intermediate variables. The human intrusion event(I) is the final output of the
total BN model. Each arrow represents a dependency side (with a conditional
probability). The values of the observed evidence(E) are represented by F, H,
FGP, respectively. With the observed evidence, the human intrusion event(I)
node can be found using

p(I|E) =
p(I, E)

p(E)
=

p(E|I)p(I)
p(E)

(1)

Applying the Bayesian Chain Rule, we can have

p(I |E) =

∑
[p(I)

∏
p(Ei|A = ai, V = vk)p(A = ai|I)p(V = vk|I)]∑

[p(I = im)
∏

p(Ei|A = ai, V = vk)p(A = ai|I = im)p(V = vk|I = im)]
(2)

Before the inference model can be used, each node is populated with its a priori
knowledge, which can be obtained during an initialization run before the start
of experiments and from other standalone experiments.

5 Experimental Evaluation

This section presents the experimental evaluation of real-time human intrusion
detection using audio-visual fusion. There are two aims of this experiments: 1)
to prove if the proposed algorithm can achieve real-time performance. 2) to find
if the proposed algorithm can improve the robustness under occlusion condition.
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(a) (b) (c) (d) (e)

Fig. 4. (a) a test sequence (b) foreground (c) extracting detection region (d) HOG-
based detection result of shrinking detection region (e) original HOG-based detection
result

Table 1. Mean time consumption and accuracy of proposed and original schemes

Mean time consumption Accuracy
Proposed Original Proposed Original

P2 162.21ms 1030.50ms 73.23% 81.89%

P3 151.12ms 1036.71ms 71.20% 71.20%

P4 170.14ms 1043.39ms 75.33% 80.67%

5.1 Dataset Description and Parameter Setting

Two scenarios are employed in our experiment: 1) human enter the room 2) a
rolling basketball in the ground which simulates small animal intrusion. P1, P2,
P3, P4 belong to the first scenario. Q1, Q2 are the second scenario. P1 and Q1
are used to train, and the test sequences are P2, P3, P4 and Q2. The video and
audio data was recorded by a camera with build-in microphone. The sequences
are 320 × 240, 25 frames per second. We set Tfg=0.05%, K=9, Tb=0.3, η=0.7.
The audio signal was captured at 8kHz, and the samples were subdivided using
temporal windows of length Wa=0.1s, and all the windows were overlapped by
50%. Footstep was modeled by 50-components GMM with a grand, diagonal
covariance matrix, which is trained using 20 dimensional mel-cepstral vectors.

5.2 Real-Time Performance Evaluation

The proposed fast HOG-based detection was compared with original algorithm
on a Pentium Dual 1.79 GHz desktop with 2 GB memory. We compared them
from time consumption and detection accuracy.

Figure 4 shows the processing procedure of proposed method. It can success-
fully detect human when shrinking detection region includes the whole people.
Table 1 lists the mean time consumption and the accuracy of proposed and orig-
inal schemes. According to Table 1, the proposed scheme significantly reduces
the time consumption and slightly impacted the accuracy. We process 1 frame
every 5 frames. Thus, by shrinking spatial-temporal joint detection region, the
proposed method can satisfy real-time requirement.
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Table 2. Result comparison between multiple sensors and single sensor

Fusion Video(HOG+FGP) Audio
FPR FNR FAR FPR FNR FAR FPR FNR FAR

P2 0% 0% 0% 0% 11.76% 10.45% 52% 0% 10.24%

P3 3.51% 0% 1.05% 0% 25.63% 17.28% 99.28% 0% 27.35%

P4 3.92% 7.06% 5.33% 3.92% 17.17% 12.67% 17.65% 11.11% 13.33%

Q2 0% – 0% 0% – 0% 6.45% – 6.45%

5.3 Detection Result Comparison between Multiple Sensors and
Single Sensor

The final performance evaluation is false positive rate(FPR), false negative
rate(FNR), and false alarm rate(FAR).

FPR =
Nfalse positive

Npositive

FNR =
Nfalse negative

Nnegative

FAR =
Nfalse positive+Nfalse negative

Ntotal

(3)

The performance of three different methods is shown in Table 2. Since Q2 is a
sequence about rolling basketball without human intrusion, the FNR is null.

FPR of Audio detection is higher than others. It can be explained as follows: 1)
Human is out of room but footstep can be identified, especially P2, P3 sequences.
2) Since sound models are not enough, some similar sound is recognized as
footstep.

Higher FNR of video detection can be explained as follows: 1) when human
entry and leave the room, the camera only captured a part of people but not the
whole. 2) Human poses are obviously different from the normal upright pose,
such as bow. 3) The main reason is occlusion.

Obviously, the experimental results turn out that human intrusion detection
using audio-visual fusion significantly improve robustness. FAR of the proposed
scheme is much lower than single sensor detection.

6 Conclusion

The proposed real-time human intrusion detection using audio-visual fusion
takes full advantage of video and audio information. Compared with single sensor
detection, it distinctively enhances robustness. Spatial-temporal joint detection
region shrinking method makes it easy to meet real-time requirement. The pro-
posed scheme can achieve better balance between the time consumption and
detection accuracy.



Real-Time Human Intrusion Detection Using Audio-Visual Fusion 89

References

1. Dalal, N., Triggs, B.: Histograms of oriented gradients for human detection. In:
CVPR, pp. 886–893 (2005)

2. Zhu, Q., Yeh, M.-C., Cheng, K.-T., Avidan, S.: Fast Human Detection Using a
Cascade of Histograms of Oriented Gradients. In: CVPR, pp. 1491–1498 (2006)

3. Wang, X., Han, T.X., Yan, S.: An HOG-LBP human detector with partial occlusion
handling. In: ICCV, pp. 32–39 (2009)

4. Cristani, M., Bicego, M., Murino, V.: Audio-Visual Event Recognition in Surveil-
lance Video Sequences. IEEE Transactions on Multimedia 9(2), 257–267 (2007)

5. Dong, Z., Gatica-Perez, D., Bengio, S., McCowan, I.: Semi-supervised adapted
HMMs for unusual event detection. In: CVPR, pp. 611–618 (2005)

6. Stauffer, C., Grimson, W.: Adaptive background mixture models for real-time
tracking. In: CVPR, vol. 2, pp. 246–252 (1999)

7. Dempster, A., Laird, N., Rubin, D.: Maximum likelihood from incomplete data via
the EM algorithm. J. Royal Srar. Soc. 39, 1–38 (1977)

8. Reynolds, D.A., Rose, R.C.: Robust text-independent speaker identification us-
ing Gaussian mixture speaker models. IEEE Transactions on Speech and Audio
Processing 3(1), 72–83 (1995)

9. Yang, B., Busch, C., de Groot, K., Xu, H., Veldhuis, R.N.J.: Decision Level Fusion
of Fingerprint Minutiae Based Pseudonymous Identifiers. In: Hand-Based Biomet-
rics (ICHB), pp. 1–6 (2011)

10. Pearl, J.: Probabilistic Reasoning in Intelligent Systems: Networks of Plausible
Inference, pp. 150–197. Morgan Kaufmann, San Mateo (1988)



W. Zhang et al. (Eds.): IFTC 2012, CCIS 331, pp. 90–95, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Interactive Image Segmentation  
Based on Grow Cut of Two Scale Graphs 

Xiaoqiang Li1, Jingsong Chen2, and Huafu Fan1 

1 Shool of Computer Engineering and Science, Shanghai University, Shanghai, China 
2 Department of Mathematics and Information Science, Zhoukou Normal University, China 

Abstract. This paper proposes a novel interactive image segmentation 
algorithm based on the Grow Cut of two different scale graphs. Firstly, 
Watershed algorithm based on color information has been used to partition the 
image into many different regions which will be considered as the cells of Grow 
Cut, instead of image pixels. Then a segmentation result can be obtained by 
using Grow Cut on the aforementioned regions. Finally an automatic edge 
correction can be used on the segmentation result by Grow Cut of pixel-scale 
graph. Because the number of nodes and edges for the Grow Cut algorithm is 
reduced by more than fifty times compared to the pixel based method, the 
running time of our proposed algorithm is much less than the original Grow 
Cut. The segmentation performance of our proposed is much better than the 
original Grow Cut. Experimental results on Berkeley image dataset 
demonstrated the effectiveness of proposed method. 

Keywords: Image segmentation, Grow Cut, Watershed algorithm, Automatic 
Edge Correction. 

1 Introduction 

Interactive segmentation has been becoming more and more popular to alleviate the 
problems inherent to fully automatic segmentation which seems to never be perfect 
[1]. The goal of interactive segmentation is to extract an object in image or picture 
from its background with as less user interaction as possible. A user imposes certain 
hard constrains for segmentation by indicating certain pixels to be part of the object 
and certain pixels to be part of the background. These hard constrains provide clues 
on what the user intends to segment, and the rest work is that the image is segmented 
automatically by computing a global or local optimum among all segmentations based 
on the hard constrains.  

One of the main advantages of interactive segmentation algorithm is that it 
provides a globally or locally optimal solution for image segmentation when the cost 
function is clearly defined. Energy minimization is made use of within most recently 
proposed segmentation frameworks. Level set method [2] is a standard approach to 
image segmentation, of which an advantage is that almost any energy function can be 
used, however its local optimum may much depend on initialization. Graph cuts-
based energy minimization for image segmentation is introduced by Boykov and Jolly 
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[1], gained very popularity because it can incorporate both boundary properties and 
region properties to get the global optimum solution. In the case of the energy 
function can be minimized by graph cuts, the graph cuts can obtain better solution [3]. 
GrabCut [4] and Lazy Snapping [5] are outstanding segmentation methods based on 
graph cuts. In 2005, Grow Cut is proposed by Vladimir Vezhnevets and Vadim 
Konouchine [6], which is based on Cellular Automation. The process of the Grow Cut 
is interactive, as the automaton labels the image, user can observe the segmentation 
evolution and guide the algorithm with human input where the segmentation is very 
difficult to compute. Although the segmentation performance of Grow Cut is very 
well, its most weakness is that the segmentation consumed time is nearly 20 seconds 
for an image with 321*481. One of our goals is to reduce the consumed time of 
segmentation of Grow Cut. 

The main contribution of this paper is that Grow Cut of two different scale graphs 
are used to improve the segmentation performance, and to reduce the consumed time 
of segmentation. Firstly, watershed algorithm based on color information has been 
made use of to partition the image into a lot of different regions. Then a segmentation 
result can be obtained by using Grow Cut of region-scale on the aforementioned 
regions. Finally an automatic edge correction can be used on the segmentation result 
by Grow Cut of pixel-scale graph. 

The remainder of this paper is organized as follows. Pre-segmentation is 
introduced in section 2, and section 3 describes the theory of the Grow Cut and 
proposed algorithm. Some experimental results are shown in section 5. The 
conclusions are given in section 6. 

2 Pre-segmentation 

The proposed method belongs to region-based segmentation. In order to reducing the 
running time of segmentation based on Grow Cut, the image is pre-segmented into a 
lot of small regions including pixels with similar color value, which are considered as 
the cells of Grow Cut instead of image pixels. Generally the number of nodes and 
edges for the grow cut algorithm is reduced by more than 50 times compared to the 
pixel based method. We choose the Watershed algorithm [7] which is based on the 
color information (RGB color space is used) to get over-segmentation image, which 
locates good boundaries and preserves small differences inside each small region. The 
result of watershed algorithm segmentation is shown in Fig 1. 

 

 
(a) (b) 

Fig. 1. An example of pre-segmentation (a) Original image. (b).Watershed segmentation 
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Fig. 2. The improved Grow Cut algorithm works on this graph whose cells are small regions 
obtained from the watershed segmentation. (a) Segmentation results; (b) Region cell (new 
neighborhood system); (c) Node and edge of region cell; (d) the last boundary  

3 Interactive Segmentation By Improved Grow Cut 

3.1 Grow Cut Algorithm 

The Grow Cut algorithm is introduced by [6], which is based on the cellular automata 
theory. A cellular automation is an algorithm discrete in both time and space, which 
operates on a lattice of sites nZPp ⊂∈∀  (pixels or voxels in image processing). A 

cellular automaton is a quad-tuple ),,,( δNSZ n , where Zn is the cell space, S is an 

state set, N is a neighborhood system, and δ  is the local state transition function, 
which defines the rule of calculating the cell’s state at t+1 time step based on the 
states of the neighborhood cells at previous time step t, and its typical style is 

SS N →:δ . The common used neighborhood systems N are the von Neumann and 
Moore neighborhoods: 

1) Von Neumann neighborhood 

1
1

( ) { :|| || : | | 1}
n

n
i i

i

N p q Z p q p q
=

= ∈ − = − =  (1)

2) Moore neighborhood 

1,
( ) { :|| || : max | | 1}n

i i
i n

N p q Z p q p q∞ =
= ∈ − = − =  (2)

The state Sp of the cell p in our case is actually triplet ),,( ppp Cl θ , where lp is the 

label of the current cell p, 
pθ is the strength of the current cell p, and Cp is the feature 

vector. In the original Grow Cut, an image can be considered as a particular 
configuration state of a cellular automation, where cellular space is defined by the 
pixels of the image. For every unlabelled pixels of the image p, the initial states for 

Pp ∈∀  are set to: 

0, 0,p p p pl C RGBθ= = =  (3)
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(a) (b) (c) (d) 

Fig. 3. Segment result of Grow Cut based on watershed algorithm. (a) Original Image; (b) 
segmentation result of image (a) till step3 of proposed method; (c) the contour of (b); (d) The 
labeled area (red) and unlabeled area (blue) of the edge correction by using Grow Cut. 

When user specify the segmentation seeds by mouse, the seeded cells labels are set 
accordingly. The initial states of the foreground seed pixels are set to: 

1, 1,p p p pl C RGBθ= = =  (4)

The initial states of the background seed pixels are set to: 

1, 1,p p p pl C RGBθ= − = =  (5)

Where lp =1 denotes foreground, -1 denotes background. At time step t+1, the cell 

labels 1+t
pl and strengths 1+t

pθ are updated as algorithm in [6]. 

3.2 The Proposed Image Segmentation Algorithm 

The steps of the proposed segmentation algorithm are described as follow: 
1) The user specify the seed by mouse operated brush of white (for object) 

and blue (for background) color ,and object seed (pixel) set SO and 
background seed (pixel) set SB can be obtained.  

2) Watershed algorithm based on color information is used to partition the 
image into a lot of different regions. 

3) The new neighborhood system which is showed in Fig.2 is used, and the 
regions obtained from the step 2 are the cells of the cellular automata. Then 
Grow Cut algorithm is performed on this neighborhood system. 

4) Automatic edge correction is used on the segmentation result of the step 3 
by performing the Grow Cut algorithm. 

As show in Fig.3, (a) is an original image and (b) is the segmentation result of step 3 
of the improved Grow Cut based on watershed algorithm, the boundary of 
segmentation result is much roughness. In order to reduce the interactive times of the 
user, the automatic edge correction is performed. Firstly, we get the contour from the 
segmentation result of step 3, shown as Fig. 3(c). Then, the pixels whose distance 
from the contour is less than 15 is considered as unknown region U as shown in Fig. 
3(d) the blue region. The pixels whose distance from the contour is less than 30 and 
more than 15 is the seed region S as shown in Fig. 3(d) the red region. Finally, the 
Grow Cut algorithm is performed on the region U and S. Because the number of 
region U and S is much less than the size of the image, the running time of automatic 
edge correction is very little, which is proven in our experiments. 
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Original image 
Input image 
with seeds 

Grow Cut 
Proposed method 

without EC 
Proposed method 

with EC 

1)     

2)     

3)    

4)    

Fig. 4. Examples of segmentation results of different methods  (EC: Edge Correction) 

4 Experiments 

Images coming from Berkeley database [8] are used in our experiments to verify the 
effectiveness of the proposed algorithm. Our algorithm is written by VC++ and 
OpenCV library. The experiments are all finished on the Dell OptiPlex 755. Our 
proposed approach is compared with the original Grow Cut using the same seeds. 
Some examples of the segmentation results compared with the two approaches are 
shown in Fig.4. In second column, blue region denotes seeds of background, white 
region denotes foreground. In Fig.4, we can find that the segmentation performance of 
proposed method is much better than the original Grow Cut. The reason is that the 
proposed method based on watershed algorithm can resolve a problem of original 
Grow Cut which is easily affected by the local boundary. As show in Fig.4 the result 
of our proposed method with edge correction is better than the proposed method 
without edge correction, which means the edge correction works very well .One of 
our future work is to find a method to solve this problem. 

As show in Table 1, the running time of our proposed algorithm on image 1)-4) in 
Fig.4 is much less than the original Grow Cut. Because watershed method are used to 
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partition image into a lot of small regions, the cells of the proposed Grow Cut are 
much less than the original Grow Cut, so it cost much less time for cellular automata 
to become convergence. Form the Table 1, we can find that running time of out 
proposed method with edge correction is about 0.5 second which are very little. 

Table 1. Rrunning time comparison of the Original row Cut and Improved Grow Cut 

Image 
Num. 

Original Grow Cut 
Proposed method without 
edge correction 

Proposed method with 
edge correction 

1) 18.953s 0.266s 0.516s 
2) 18.828s 0.234s 0.547s 
3) 13.567s 0.187s 0.515s 
4) 14.694s 0.203s 0.469s 

5 Conclusion 

This paper proposes a novel interactive image segmentation algorithm based on the 
Grow Cut of two different scale graphs. Watershed algorithm based on color 
information has been used to partition the image into a lot of different regions which 
will be the cells of the cellular automata. Then the Grow Cut algorithm is performed 
on this region-scale graph. Finally edge correction based on Grow Cut of pixel-scale 
graph is used on the boundary of the segmentation result. Comparative studies with 
the Grow Cut methods have been done and experimental results demonstrated that the 
proposed method outperforms Grow Cut method both on running time and 
correctness of segmentation. 

Acknowledgments. This work is supported by Shanghai Natural Science Foundation 
under Grant No. 10ZR1411700. 
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An Improved Video Retargeting Technique

Based on Discontinuous Seam Caving
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Abstract. We introduce a new method for video retargeting based on
discontinuous seam carving. Existing seam carving based video retar-
geting method is difficult to maintain spatial and temporal coherence
simultaneously. In order to solve this limitation, our proposed method
is able to use the optical flow to help keep the temporal coherence. In
addition, a new scheme is designed to select the initial seam for video re-
targeting, which is able to help keep the spatial coherence. Experimental
results prove that our proposed method outperforms others in terms of
maintaining spatial and temporal coherence significantly.

Keywords: Video retargeting, seam carving, temporal coherence,
spatial coherence.

1 Introduction

Recently, with the continuous development of new consumer electronic devices
(e.g. mobile phones, notebooks, PDAs), it’s increasingly important for video
to display on the screens with different resolutions or arbitrary aspect ratios.
For this purpose, the performances of the traditional methods, such as letter
boxing, cropping or uniform scaling are not satisfactory, which may cause loss
or distortion of important details. Video retargeting [1] has played a more and
more significant role in order to convert the video to a new target resolution
or aspect ratio while preserving the salient content. Recent video retargeting
approaches can be classified into two main branches in terms of the essential
ideas, on which they are based: warping [2–4] and cropping [5, 6].

Seam carving is a kind of cropping-based technique [7, 8]. Its essential idea is
to remove one pixel from every row/column in an image every time, and not to
notably cause visual distortion at the same time. When it comes to video retar-
geting, such a removal, or carving of non-salient regions may cause some degree
of distortion or discontinuousness of video content, which would lead to artifacts
both temporally and spatially. The artifacts should be reduced by considering
the salient content in the target video and enforcing spatial and temporal coher-
ence at the same time. However, spatial and temporal coherence may contradict
to each other in some situations. For example, when a salient object moves to a
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region where a seam was carved in the previous frame, spatial coherence needs
the seam to avoid the object, but temporal coherence requires the seam to stay
in its location. As a result, the balance between them is crucial in seam carv-
ing based video retargeting. Unfortunately, much less work concentrates on this
issue[9] comparing with that of the warping-based video retargeting.

In this paper, we propose a new algorithm for video retargeting based on
the seam carving approaches and we enhance those approaches with several
novel ideas. We have included the optical flow to achieve the temporal coherence
and designed a new scheme to select the initial seam to maintain the spatial
coherence. Experimental results show that the performance of vide retargeting
can be improved significantly after including our proposed technique.

The rest of this paper is organized as follows. In Section 2, we review current
mainstream work on seam carving based video retargeting. In Section 3, we pro-
pose our video retargeting algorithm. Then we evaluate the proposed method by
simulations and present the results in Section 4. Finally, we draw the conclusion
in Section 5.

2 Conventional Methods

Recently, Grundmann et al. proposed a discontinuous seam carving algorithm
for video retargeting, which resizes a video by sequentially removing seams [9].
This algorithm processes frames sequentially by linearly combing the spatial
and temporal coherence costs (Sc and Tc) as well as the saliency (S) cost of
removing each pixel in the current frame to one measure M . Then by computing
the minimum cost of M with dynamic programming [7], seams are removed or
duplicated in each frame to change the width or height of a video.

2.1 Temporal Coherence Measurement

Temporal coherence is an important issue in video retargeting. The optimal
temporal coherence criterion replicates the same seam in all frames, which is
not necessary and sufficient. In [9], a seam is computed instead in the current
frame such that the appearance of the resulting resized frame is similar to the
appearance obtained by applying the optimal temporally coherent seam.

Assuming a seam Si is computed in every m× n frame F i, i ∈ 1, 2, ..., T , the
previous seam Si−1 is reused and applied to the current frame F i, leading to
the most temporally coherent resulting (m− 1)× n frame, Rc. The look-ahead
strategy to obtain temporal coherence performs selecting Si by measuring the
temporal coherence cost Tc(x, y) at pixel (x, y) with the help of Rc [9].

Tc(x, y) =

x−1∑

k=0

||F i
k,y −Rc

k,y ||2+
m−1∑

k=x+1

||F i
k,y −Rc

k−1,y||2. (1)

It can be reduced to a per-row difference accumulation for every pixel before any
seams are computed.
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2.2 Spatial Coherence Measurement

The look-ahead strategy is also applied to the spatial domain by measuring
how much spatial error will be introduced after removing a seam[9]. The spatial
coherence measure Sc = Sh + Sv is based on variation in the gradient of the
intensity in the horizontal and vertical (including diagonal) directions, respec-
tively. Sh only depends on the pixel in question and in some sense adds to its
saliency, while Sv defines a spatial transition cost between two pixels in adjacent
rows [9].

By generalizing the transition cost Sv to an accumulated spatial transition
cost, a pixel is allowed to consider not just its three neighbors in the row above
but all pixels in that row, which leads to discontinuous spatial seams[9]. For
a pixel (xb, y) in the bottom row, the summed spatial transition cost to pixel
(xb, y − 1) in the top row (for the case xa < xb) is [9]:

Sv(xb, xa, y) =

xb−1∑

k=xa

|Gv
k,y −Gd

k,y|+
xb∑

k=xa+1

|Gv
k,y −Gd

k−1,y | (2)

where Gv
k,y = |Fk,y − Fk,y−1| is the vertical gradient magnitude between pixel

(k, y) and its top neighbor, while Gd
k,y = |Fk,y−Fk+1,y−1| is its diagonal gradient

magnitude with the top right neighbor [9].

3 Our Proposed Improvements

3.1 Temporal Coherence Obtained with Optical Flow

In [9], authors reuse the previous seam Si−1 and apply it to the current frame
F i, leading to the most temporally coherent resulting (m − 1) × n frame, Rc.
The look-ahead strategy to obtain temporal coherence performs selecting Si by
measuring the temporal coherence cost Tc(x, y) at pixel (x, y) with the help of
Rc [9].

The problem is that the pixels on the previous seam Si−1 may not stay at the
same place in the current frame because of possible pixel motions, which means
the most coherent resulting frame Rc might cause vibration or jittering in the
video sequence.

In order to track the pixels on the previous seam Si−1, we introduce optical
flow to measure the motions of the pixels and locate the corresponding pixels in
the current frame along the optical flow (u, v).

Because only vertical seams are considered in [9], we take videos in which
objects move in the horizontal direction as an example. For a pixel F i−1(x, y)
on the previous seam Si−1, with (u, v) denoting this pixel’s optical flow, its cor-
responding pixel in the current frame should be F i(x+ u, y), instead of F i(x, y)
in [9]. In this way, with the help of optical flow (u, v) we can obtain the new most
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temporally coherent resulting (m− 1)× n frame (denoted by NewRc(u, v)). As
a result, the new temporal coherent cost NewTc(x, y) is determined as:

NewTc(x, y) =

x−1∑

k=0

||F i
k,y −NewRc

k,y(u, v)||2+
m−1∑

k=x+1

||F i
k,y−NewRc

k−1,y(u, v)||2

(3)

3.2 Better Initial Seam

The initial seam in the first frame of a retargeted video has a great impact
on the following ones. If the first seam is not accurate enough, such as cutting
through important objects, in order to obtain temporal coherence, the seams
in the following frames will try to stay through the same part of the objects.
Consequently, the initial inaccuracy is propagated into the whole video sequence,
with deformation of important objects. Even if the initial seam is properly chosen
in the first frame, winding through less important regions, foreground objects
might move into these regions in the following frame and the current seam will
cut through them as a result of the temporal coherence constraints.

Due to the great importance of the initial seam, we need to consider the whole
frames of a video sequence to obtain a relatively accurate initial seam. We hope
that the importance map of the first frame can reflect the importance information
of all the following frames, with the help of which, a better initial seam will be
chosen so that seams in the following frames can also avoid important objects
even when constrained by the temporal coherence.

In order to solve this problem, we apply the model of “Aligned ImportanceMap
Blending” in [4] to achieve a global importancemap for the initial seam.According
to [4], the blended importance value at pixel p of frame t is defined as

I
t
(p) =

t+k
max
l=t

{It(p), δIt(p) + (1− δ)I l(Tt�→lp)} (4)

where It denotes a traditional (single-frame) importance map at frame t and k
denotes the bounded number of neighboring frames. The contribution of neigh-
boring frames away from frame is mitigated by setting blending factor as δ =
(l − t)/k.

The blended importance maps records objects’ motion paths by observing their
movements within multiple frames, which enables the model to capture motion in-
formation observable over a long time period. Bymarking some background pixels
as important, whose corresponding pixels in the neighboring aligned frames are
important due to the motion of the moving objects, the blended maps give higher
importance values to moving objects and capture salient information in both spa-
tial and temporal context, thus better preserving the aspect ratio of foreground
objects.

A blended importance map of the first frame in a retargeted video combines
all the important regions in the following frames into a single map. Based on this
global importance map, the computed initial seam will be much more accurate
globally, avoiding propagating initial inaccuracy or cutting through important
objects in the following frames even when constrained by the temporal coherence.
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(a)

(b)

Fig. 1. 100th vertical seam in 39th, 49th, 59th, 69th, 79th frames(from left to right in
sequence) of the retargeted video, “Totoro”(400*213). (a) the original method [9]; (b)
our proposed method.

(a)

(b)

Fig. 2. 50th vertical seam in 0th, 3th, 6th, 9th, 12th frames(from left to right in se-
quence) of the retargeted video, “Walking”(400*225). (a) the original method [9]; (b)
our proposed method.

4 Experimental Results

In this section, we demonstrate our results for video retargeting with the our
improved method and compare them with the results of the original method
in[9]. Fig. 1 and Fig. 2 show that our approach avoids cutting through important
objects (the boy in Fig.1, the woman in Fig.2) in the following frames. While
with the original method, seams go through the boy’s leg in Fig.1(a) and the
woman’s shoulder in Fig.2(a), causing deformation in the girls’ face and head in
Fig.1(a) and in the shoulder of the woman in Fig.2(a).

Fig. 3 and Fig. 4 demonstrate a series of temporally more coherent results
with our improved method compared to the original way. Observing the seams
in five consecutive frames of the video in Fig. 3(b), we can find that seams in the
moving background are tracked closely with our improved method while seams
computed with the original method simply stay at almost the same place in
Fig.3(a). In Fig.4(a), seams fail to avoid cutting through the flowers because
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(a)

(b)

Fig. 3. 50th vertical seam in 40th, 50th, 60th, 70th, 80th frames(from left to right in
sequence) of the retargeted video, “Totoro”(400*213). (a) the original method [9]; (b)
our proposed method.

(a)

(b)

Fig. 4. 60th vertical seam in 24th, 25th, 26th, 27th, 28th frames(from left to right in
sequence) of the retargeted video, “Walking” (400*225). (a) the original method [9];
(b) our proposed method.

of the original temporal coherency constraint while in Fig.4(b) our proposed
method is able to track the seam in previous frames and move along.

Therefore, after including these two improvements our improved method can
better protect and stress important objects in the video and at the same time
obtain more temporally coherent results compared to the original method.

5 Conclusion

In this paper, we have proposed a new video retargeting method based on discon-
tinuous seam carving, which introduces two novel ideas. The first novelty lies in
the application of optical flow in measuring the temporal coherence cost, which is
able to obtain much better temporal coherence than other methods. The second
novelty, which is the design of the new scheme of the initial seam selection, con-
tributes to avoiding cutting the important objects. Experimental results prove
that our proposed method outperforms others in terms of maintaining spatial
and temporal coherence significantly.



102 Y. Chen, B. Yan, and B. Yang

References

1. Shamir, A., Sorkine, O.: Visual media retargeting. In: ACM SIGGRAPH ASIA 2009
Courses, p. 11 (2009)

2. Wolf, L., Guttmann, M., Cohen-Or, D.: Non-homogeneous content-driven video-
retargeting. In: IEEE 11th International Conference on Computer Vision, ICCV
2007, pp. 1–6 (October 2007)

3. Yen, T.-C., Tsai, C.-M., Lin, C.-W.: Maintaining temporal coherence in video retar-
geting using mosaic-guided scaling. IEEE Transactions on Image Processing 20(8),
2339–2351 (2011)

4. Wang, Y., Fu, H., Sorkine, O., Lee, T., Seidel, H.: Motionaware-temporal coherence
for video resizing. ACM Transactions on Graphics (TOG) 28(5), 127 (2009)

5. Deselaers, T., Dreuw, P., Ney, H.: Pan, zoom, scan-timecoherent, trained automatic
video cropping. In: IEEE Conference on Computer Vision and Pattern Recognition,
CVPR 2008, pp. 1–8 (June 2008)

6. Liu, F., Gleicher, M.: Video retargeting: automating pan and scan. In: Proceedings
of the 14th Annual ACM International Conference on Multimedia, pp. 241–250
(2006)

7. Avidan, S., Shamir, A.: Seam carving for content-aware image resizing. ACM Trans-
actions on Graphics (TOG) 26(3), 10 (2007)

8. Rubinstein, M., Shamir, A., Avidan, S.: Improved seam carving for video retarget-
ing. ACM Transactions on Graphics (TOG) 27(3), 1–9 (2008)

9. Grundmann, M., Kwatra, V., Han, M., Essa, I.: Discontinuous seam-carving for
video retargeting. In: IEEE Conference on Computer Vision and Pattern Recogni-
tion, CVPR 2010, pp. 569–576 (2010)



W. Zhang et al. (Eds.): IFTC 2012, CCIS 331, pp. 103–109, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Interactive Object Segmentation  
Using Graph Cut and Contour Refinement 

Minghua Shen, Lin Zha, Zhi Liu, and Shuhua Luo 

School of Communication and Information Engineering,  
Shanghai University, Shanghai 200072, China 

Abstract. This paper presents an interactive object segmentation approach 
using graph cut and contour refinement, which can accurately extract any user-
interested objects from natural images. Using the user-specified scribbles as the 
interactive input, the initial object segmentation result is obtained under the 
framework of graph cut. However, due to the problem of color distribution in 
some images, in which the color distributions of foreground and background are 
similar, it is nontrivial to achieve an acceptable segmentation quality using one-
shot graph cut. Then, an interactive contour refinement scheme is exploited to 
correct inaccurate object contours to meet the user’s requirement. Experimental 
results on a variety of images demonstrate the better segmentation performance 
of our approach. 

Keywords: interactive object segmentation, graph cut, contour refinement. 

1 Introduction 

Object segmentation is a fundamental yet still challenging problem in the field of 
computer vision and image processing. In general, the color and texture features in a 
natural image may be complex so that automatic object segmentation is nontrivial. 
Therefore, interactive segmentation methods, which allow users to provide 
information regarding the object of interest, have been proposed and are becoming 
more and more popular. 

In the past few years, graph cut based approaches [1-5] have become the most 
widely used interactive segmentation framework, which extracts the interested objects 
via max flow algorithm [6]. Since graph cut can involve a wide range of visual cues, a 
number of recent approaches further extended the original work of Boykov [1-2], and 
incorporated some regional cues [3] and geodesic distance measures [4] as global 
constraints into the graph cut framework. In [7], color information and the texture 
information extracted by SIFT sampling are also used as the energy term of graph cut. 
In [8], starting from the seeded regions specified on an initial region segmentation 
result, regions are gradually merged based on the similarity between color histograms 
of adjacent regions to generate the interested object. In [9], multi-cue dynamic 
integration is exploited under the framework of conditional random field for object 
segmentation. However, the aforementioned interactive object segmentation 
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approaches cannot well handle those images, in which the color distributions of 
foreground and background are not well separated, and it is difficult to achieve user-
satisfied segmentation result. 

This paper proposes an interactive object segmentation approach as an extension of 
the standard graph cut framework. The contour refinement is performed incrementally 
to obtain a satisfying object segmentation result. The rest of this paper is organized as 
follows. A brief review of graph cut is presented in Section 2. The proposed 
interactive object segmentation approach is described in Section 3. Experimental 
results and comparisons are presented in Section 4, and conclusions are given in 
Section 5. 

2 Graph Cut 

Nowadays, graph cut is the mainstream of interactive segmentation algorithms [1-5]. 
In this section, we provide a brief introduction to graph cut, and describe the details of 
the corresponding graph construction and the minimum cut that gives the optimal 
segmentation result. 

 
 (a)                                (b) 

Fig. 1. The algorithm of graph cut. (a) graph structure; (b) the cut on the graph. 

As shown in Fig. 1(a), an image is represented as an undirected graph G=<V, E>, 
where V is a set of nodes and E is a set of undirected edges connecting these nodes. 
There are two additional nodes in the graph: an “object” terminal (a source S) and a 
“background” terminal (a sink T). The set of edges E consists of two types of 
undirected edges: n-links (neighborhood links) and t-links (terminals links). Let P 
denotes a set of all pixels in an image, and each pixel p P∈ has two t-links, i.e., {p, S} 
and {p, T}, connecting to each terminal, respectively. Let N denotes the set containing 
each pair of neighboring pixels {p, q}, which is called a n-link. Therefore, V and E are 
defined as follows 

{ , }V P S T=  .                               (1) 

 {{ , },{ , }}E N p S p T
p P

=
∈
 .                      (2) 

Now, the graph G is completely constructed. We draw the segmentation boundary 
between the object and the background by finding the minimum cut on the graph G as 
shown in Fig. 1(b). The minimum cut C on G can be computed in polynomial time via 
algorithm for two terminal graph cut assuming that the edge weights are nonnegative [1]. 
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A cut is formally defined as a subset of edges C E⊂ , and terminals are separated 
by this subset on the graph. Graph cut seeks to minimize a cost function with the 
following form 

{ , }
{ , }

( ) ( ) ( , )p p p q p q
p P p q N

E A R A B A Aλ δ
∈ ∈

= + ⋅ 
.             (3) 

In Eq. (3), A is a binary vector of labels which designate pixels to “obj” (object) or 
“bkg” (background). ( )p PR A is a regional cost term based on the label PA , { , }p qB is a 

boundary cost term for neighboring pixels {p, q},and λ is the balancing weight 
between the region cost term and the boundary cost term. 

As shown in Fig. 2, the user draws some scribbles to specify object seeds (white) 
and background seeds (black), which are termed as hard constraints under the graph 
cut framework. The object segmentation result is under the influence of these user-
specified hard constraints. If users specify some seeds as shown in Fig. 2(b), it is 
unavoidable that some segmentation errors occur in the object segmentation result as 
shown in Fig. 2(c). For this reason, in order to obtain an acceptable object 
segmentation result, it requires users to specify the seeds either by one-shot accurate 
drawing or repeatedly modification on seeds. However, it may degrade the quality of 
user experience on interactive segmentation. 

 
             (a)                            (b)                           (c) 

Fig. 2. Interactive object segmentation using graph cut. (a) input image; (b) user-specified 
seeds; (c) object segmentation result. 

3 Interactive Object Segmentation Method 

The proposed interactive object segmentation approach consists of two stages, i.e., 
initial segmentation using graph cut with user-specified scribbles, and interactive 
contour refinement process. Our approach can tolerate relatively poor initial 
segmentation result, and thus relax restrictions on seeds provided by users. The 
inaccurate initial result can be improved using the contour refinement method. The 
following two subsections detail the two stages, respectively. 

3.1 Initial Segmentation Using Graph Cut 

Based on the hard constraints from the interactive input, pixels are first classified into 
two sets, i.e, “obj” (object seeds), and “bkg” (background seeds). For each pixel p, its 
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regional cost terms ( )pR obj and ( )pR bkg are assigned with the likelihoods of pixel p 

belonging to the estimated nonparametric model of object and background, 
respectively. Specifically, the color distribution of object/background is modeled 
using the kernel density estimation [10] based nonparametric model, in which 
Gaussian distribution is selected as the kernel function. 

1

1
( ) ( )

N

i
i

f x K x x
N σ

=
= − .                          (4) 

2

22

1

2
2

1
( ) ( )

2

x

K x e σσ
πσ

−

= .                          (5) 

where x denotes the color feature of each pixel, ix N∈ denotes a seed pixel, and 

( )K xσ is the kernel function. The weight λ is set to a moderate value, 50, to make a 

balance between regional cost term and boundary cost term. The bandwidth σ is set 
to a suitable value, 0.2, in our implementation. Actually, as shown in Fig. 3, the initial 
segmentation results are usually similar when σ is within the range from 0.05 to 0.4. 
The max-flow algorithm is exploited to perform the graph cut, and the pixels are 
labeled as either “obj” or “bkg”. However, for the example image in Fig. 2(a), the 
initial object segmentation result shown in Fig. 2(c) could not be satisfied. 

 
     (a)          (b)          (c)          (d)          (e)          (f)        (g)   

Fig. 3. Initial segmentation results obtained using different values of bandwidth. (a) input 
images; (b) user-specified seeds; (c)-(g) results obtained with different values of 0.05, 0.2, 0.4, 
1.0 and 1.5, respectively. 

3.2 Contour Refinement 

On the initial object segmentation result, we draw curves to mark the missing parts of 
the object and the redundant parts of background, and exploit the following contour 
refinement process to obtain a more complete and accurate object segmentation result. 
The rationality of drawing a curve as additional seeds is explained as follows. On the 
initial segmentation result which contains the missing/redundant parts, the curve can 
specify the area with segmentation errors, so that we can apply graph cut on the basis 
of regional processing. For the missing parts of the object, an original rectangle is 
generated to just cover the drawn curve, and the pixels covered by the drawn curve 
are used as object seeds. Then, the original rectangle will be enlarged as follows 
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1 21 1.50.25 |h x xx x h = ⋅ −= − × .                       (6) 

1 21 1.50.25 |w y yy y w = ⋅ −= − × .                       (7) 

where h and w are height and width, respectively, of the enlarged 
rectangle. 1 1( , )x y and 2 2( , )x y are the start/end pixel of the drawn curve, and ( , )x y is 

the top-left coordinates of the enlarged rectangle. 
The pixels covered by the enlarged part, which are the difference between the 

enlarged rectangle and the original rectangle, are used as the background seeds. Based 
on the above obtained object seeds and background seeds, uniform sampling is then 
used to make the number of object seeds and background seeds similar. Finally, the 
graph cut is performed on the enlarged rectangle to obtain a refined object contour. 
Similarly, the same process is performed to refine the redundant background regions. 
An example of contour refinement process is shown in Fig. 4, and we can see that the 
object can be accurately extracted. 

  
           (a)                             (b)                           (c)   

 
            (d)                            (e)                            (f) 

Fig. 4. Illustration of contour refinement process. (a) initial segmentation result; (b)-(e) 
refinement of missing parts (red) and redundant parts (green); (f) final object segmentation 
result. 

4 Experimental Results 

In order to evaluate the segmentation quality of our approach, we use the images 
provided by Microsoft Research Asia Salient Object Database (MSRASOD) [11] to 
perform the interactive object segmentation, and make a comparison with GrabCut [3] 
and iterative adjustable graph cut (IAGC) [5]. Some examples of interactive 
segmentation results are shown in Fig. 5, in which the input images with user-
specified seeds, the interactive object segmentation results obtained using GrabCut, 
IAGC and our approach, respectively, and the ground truths are shown from left to 
right. We can observe from Fig. 5 that our approach can segment interested objects 
with complete regions and smooth boundaries. Our approach can overcome the 
problem of similar color distribution between object and background, and shows a 
better segmentation performance than GrabCut and IAGC. 
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Fig. 5. Segmentation comparison of GrabCut, IAGC and our approach. From the 1st to the 6th 
column: input images with user-specified rectangles and scribbles, and interactive object 
segmentation results obtained using GrabCut, IAGC and our approach, respectively. The 
ground truths are shown in the rightmost column. 

5 Conclusions 

In this paper, we have proposed an interactive object segmentation approach using 
graph cut and contour refinement. The contour refinement scheme is introduced to 
efficiently improve the segmentation quality. Experimental results show the better 
segmentation performance of our approach, and the potential as an efficient 
interactive object segmentation tool. 

Acknowledgments. This work is supported in part by the program of research, 
learning and practice for university teachers in Shanghai. 
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Abstract. Yim and Bovik proposed a referenced quality assessment method 
named PSNR-B. Base on PSNR, PSNR-B introduced a blocking effect factor 
(BEF) to measure the blocking effects of the test images, which is more 
effective for assessing the quality of deblocked images than PSNR. However, 
PSNR-B ignores the probable blocking artifacts of reference images, and 
disallows interchange of the test image and the reference. On these aspects, we 
find PSNR outperforms PSNR-B on assessing the quality of the test images. 
This paper aims at improving PSNR-B to a generalized metric system for 
compressed images. We present an improved quality assessment method of 
blocking artifacts for compressed images. A blocking effect ratio (BER) factor 
is proposed to evaluate the differences of blocking effects in both the test and 
the reference images. The proposed method integrates the merits of PSNR and 
PSNR-B, and Simulations prove the better performances. 

Keywords: quality assessment, blocking effect, distortion. 

1 Introduction 

Quality assessment of digital image is of fundamental importance to image and video 
processing [1-3]. Some methods such as peak signal-to-noise ratio (PSNR), the 
structural similarity (SSIM) index [4], have been widely used to determine the quality 
of images processed in terms of compression, filtering, enhancement, etc. However, 
researches of assessing blocking artifacts in images are far from enough, which are 
useful for lossy compression systems of images and videos.  

Recently, Yim and Bovik proposed a quality assessment method for deblocked 
images [5]. They modified the most widely used PSNR metric system to generate a 
block-sensitive index for assessing qualities of images with blocking artifacts. The 
new peak signal-to-noise ratio including blocking effects is called PSNR-B. In PSNR-
B, the assessment includes two parts, the comparison of calculating the mean square 
error (MSE) of the both images, and the evaluation of the blocking effect factor (BEF) 
of the test image. Simulation results show that PSNR-B has better performance than 
PSNR for the impaired images.  

However, in PSNR-B, probable blocking characteristics of the reference images 
are not considered. Assuming the reference image was once compressed, the 
referenced assessment for the test image would be imprecise. On this aspect, PSNR 
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outperforms PSNR-B. To find a generalized method of quality assessment, we present 
an improved method for measuring blocking artifacts in compressed images. Instead 
of using BEF to measure the blocking degree of the test image, we propose a factor of 
blocking effect ratio (BER) to analyze the blocking differences between both images, 
and to eliminate the blocking influences of the reference image. As a result, the 
proposed method has better performances than PSNR-B and PSNR metric systems. 

2 Proposed Method 

We consider blocking artifacts occur along horizontal and vertical orientations. 
Denote x the reference image, and y the test image, assuming the size of both images 
is NH×NV. Let H and be the set of horizontal neighboring pixel pairs in the test image, 
and V the set of vertical pairs. Let HH ⊂B  be the set of horizontal neighboring pixel 

pairs lying across block boundaries. Let C

BH  be the horizontal neighboring pixel 

pairs not lying cross boundaries, i.e. B

C

B HHH −= . Similarly, let BV  be the set of 

vertical neighboring pixel pairs lying across block boundaries, and C

BV  the horizontal 

neighboring pixel pairs not lying cross boundaries, i.e., B

C

B VVV −= .  

As was described in PSNR-B, we first calculate the mean boundary pixel squared 

difference (DB) and mean nonboundary pixel squared difference ( C
BD ) using equation 

(1) and (2), 
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where (yi, yj) is the neighboring pixel pair, and 
BHN , C

BH
N , 

BVN , and C
BV

N  are the 

number of pixel pairs in BH , C

BH , BV , and C

BV , respectively. If B is the block size, 

then 
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In PSNR-B, the assessment is realized by Equations (7) ~ (9). 
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Different from PSNR-B, we define a factor α for assessing the blocking effects of the 
reference image x, 
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and a factor β for assessing the blocking effects of the test image y,  
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where ε is a positive used to guarantee α and β positive values. As the values of DB 

and C
BD  range from 0 to 2552, blocking artifacts are considered to be inconspicuous 

when DB is small. Thus, influences to α and β would be small if we set ε as a small 
number. 

To compare the degree of blocking difference between the reference image and the 
test image, we further define a factor of blocking effect ratio (BER) as Ψ in (12). 
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where the sgn(·) is the sign function. The factor BER is larger than or equal to 1, 
which is used to find the differences of blocking effects between both images. If BER 
equals 1, both images are the same on the aspect of blocking artifacts.  

Finally, the improved metric equation is represented by 
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The proposed IPSNR-B is a symmetric assessment, for x and y are interchangeable. 
We reduce the PSNR value according to the blocking degree in a multiply way. Thus, 
the compression errors and blocking artifacts are combined together. We provide an 
exponent 1/2 to find a balance between PSNR and BER, which comes from 
experimental trainings. 
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3 Experiment Results 

To evaluate the proposed method, we implemented many experiments of quality 
assessment for compressed images. Some simulation results are presented here. The 
improved assessment method IPSNR-B is compared with PSNR and PSNR-B. Sizes 
of the test images used in simulations are all 512×512. We compress the reference 
images with different quality factors using JPEG standard in order to generate 
different degrees of block effects. The coefficient ε is set as 1. 

Figure 1 shows the assessment result of the image “baboon” using the three 
assessment methods. The reference image is compressed by JPEG with quality factors 
from 10 to 90. Results show that IPSNR-B has a larger dynamic range of assessment 
than PNSR and PSNR-B. The trend of measurements corresponding to different 
compression degree keeps the same as PSNR and PSNR-B. Figure 2 shows a special 
reference image with interlaced black and white 8×8 blocks. When we assess the 
compressed quality of this image using PSNR-B, the metrics have small results and 
keep unchanged. In fact, little differences exist between the test and the reference 
which is reflected on IPSNR-B and PSNR assessment. Thus, it is more precise to use 
the proposed method for this kind of images than PSNR-B. 
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Fig. 1. Assessment results of “baboon” corresponding different degrees of compression 
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Fig. 2. Assessment of a special image 
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In PSNR-B, blocking effects of the reference image are ignored when assessing the 
test image. If the reference image was pre-compressed, the measurement of PSNR-B 
would be inaccuracy. We designed a group of simulations to verify the metric 
capability of IPSNR-B. In Fig. 3, we use the pre-compressed reference images “lena” 
and “baboon” with the blocking degrees corresponding to the quality factor 85 and 35 
for both. Because we used BER for judgment, the trend of IPSNR-B measurements 
corresponding to quality factors keeps the same as PSNR, which outperforms PSNR-
B as the blocking effects of the reference image are not eliminated in PSNR-B. 

When we use some filters to deblock the compressed images, perceptual quality of 
images is enhanced especially for some low bitrate compressed images, which was 
ignored by PSNR. One purpose of PSNR-B is to find a better capability of assessing 
deblocked images than PSNR. We also compare the capabilities of PSNR, PSNR-B, 
and IPSNR-B in experiments. Filters of “3×3 Gaussian” and “3×3 Average” are used 
for deblocking. Results in Fig. 4 show that the proposed method has the same 
capability of assessing the deblocked images as PSNR-B, especially when the 
blocking effects are perceptually severe. Thus, the proposed method overcomes the 
shortcoming of PSNR for assessing the deblocked images. 
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Fig. 3. Quality assessment when the reference image is pre-compressed. Top: corresponding to 
the reference image “lena” pre-compressed by quality factor 85 and 35, respectively. Bottom: 
the reference image “baboon” pre-compressed by quality factor 85 and 35, respectively. 
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Fig. 4. Assessment of deblocked images with different methods. Left column: for image “lena”. 
Right column: for image “baboon”. Methods used from the 2nc row to the bottom for both 
images: PSNR, PSNR-B, and IPSNR-B. 
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4 Conclusions 

The commonly used PSNR metric system is unable to evaluate the degree of blocking 
artifacts for the compressed images. PSNR-B presented a way of evaluating the 
blocking artifacts for the compressed image. However, the blocking characteristics of 
the reference image are not eliminated in PSNR-B when measuring the test image, 
which restricts the assessment ability for different images. 

Based on PSNR-B, we proposed a generalized quality assessment method. Instead 
of using BEF to measure the blocking degree of the test image, we use a factor of 
blocking effect ratio (BER) to analyze the blocking differences between both images. 
With the proposed method, influences of blocking effects of the reference image are 
eliminated during assessment. Besides, the proposed method has a better capability 
than PSNR of assessing quality the deblocked image. Simulation results show that 
IPSNR-B outperforms PSNR-B and PSNR. Thus, the proposed method generalized 
the assessment capability with the integrated merits from both PSNR and PSNR-B 
metric systems. 
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Abstract. Visual comfort assessment for stereoscopic 3D video is of
great importance for stereoscopic safety and health issue. In order to in-
vestigate visual discomfort induced by motion features in salient motion
regions, we propose a visual comfort assessment metric that focuses on
pixel-level motion features in salient motion regions. In our framework,
we propose the pixel-level motion features extraction method based on
point detector, Kanade-Lucas-Tomasi(KLT) feature tracker, and Salient
Motion Depth Extraction (SMDE) approach. The motion features are
spatially pooled and temporally pooled to predict visual comfort score.
Subjective assessments have been conducted to evaluate our proposed
visual comfort metric using natural stereoscopic videos. The experiment
results have been demonstrated that our proposed visual comfort metric
improves the correlation with subjective assessments.

Keywords: visual comfort assessment, point detector, KLT feature
tracker, SMDE approach.

1 Introduction

Now the demand for 3D-TV services is stronger, there are more concerns about
stereoscopic safety and health issue when viewing stereoscopic 3D (S3D) videos.
Current literatures indicate that following factors induce to visual discomfort:
vergence-accommodation conflicts, parallax distribution, binocular mismatches,
depth inconsistence and so on [1].

In this paper, we aim at investigating visual discomfort induced by motion
features in salient motion regions. Previous works have investigated the relation-
ship between visual comfort and motion features in global and local methods.
In global method, it utilizes global statistics to predict an overall visual com-
fort(VC) score. In [2], it exploited the mean and variance of depth pixel values
and depth difference values to access overall VC score. In [3], the magnitudes
of disparity and motion were utilized to predict overall VC score. In local ap-
proach, it applies the attention-based model into VCA framework. It is based
on the idea that statistics in salient motion regions play more important role in

W. Zhang et al. (Eds.): IFTC 2012, CCIS 331, pp. 117–124, 2012.
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VCA framework. In [4], Jung et al. extracted segment-level motion features in
salient motion regions. The motion features were spatially pooled and temporally
pooled to compute overall VC score.

However, above approaches could arise problems. At first, the global methods
may ignore or hidden disparity information and motion features in key regions.
Second, local approach in [4] exploited motion magnitudes by block matching
method, which led to high computation costs. Such dense optical flow method
could not be relatively robust and reliable for motion estimation. Third, percep-
tually salient motion regions were determined by salient cues and motion cues
without taking into consideration of depth context. In most cases, depth context
helps to avoid interferences induced into the extraction of salient motion regions.

In this paper, we propose an attention-based model VCA framework that
focuses on pixel-level motion features in the extraction of SMDE approach. It’s
based on idea that motion features in salient motion regions are more likely to
play prominent role in VCA framework. To extract pixel-level motion features,
we propose method based on point detector, KLT feature tracker, and SMDE
approach. The motion features are spatially pooled and temporally pooled to
predict overall VC score.

2 Experimental Setup

2.1 Subjective Assessment

In our experiment, subjective assessments were conducted with a 42” polarized
stereoscopic monitor (LG-42LS4500) with the resolution 1920 × 1080. Viewers
watched stereoscopic stimuli upon wearing polarized glasses. The design of exper-
iments was in line with recommendation of ITU-R BT.500-11 [5]. Fig.1 presents
the geometric viewing condition in subjective assessment, where near and far
objects are positioned in the binocular disparity of of 1◦ under the assumption
that the interpupillary distance is 65mm. In detail, the converging angels for the
nearest point, the display screen, and the farthest point were 3.42◦, 2.42◦, 1.42◦

respectively.

Fig. 1. Geometric viewing condition in subjective assessment
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2.2 Visual Comfort Model

In our experiment, we utilize similar VC model proposed in [4] that indicates
the relationship between visual comfort and motion features. In detail, fx(·),
fy(·) and fz(·) donate VC models for horizontal, vertical and depth directions
respectively.

fx(vx, d) = −1.5ln(vx + 6.7)− 0.3|d|+ 8 (1)

fy(vy , d) = −7.4ln(vy + 64.8)− 0.8|d|+ 36 (2)

fz(vz) = −0.72ln(vz + 0.27) + 4 (3)

where vx, vy, vz denote motion velocities (deg/s) for horizontal, vertical and
depth directions respectively; d denotes disparity value (deg) that represents
depth position of horizontal and vertical motions.

3 Proposed VCA Framework

Our proposed attention-based model VCA framework consists of four steps: key
pixel-level motion feature extraction, spatial pooling strategy, VC score compu-
tation and temporal pooling strategy. In Fig.2, it shows the overview of proposed
VCA framework.

Fig. 2. Overview of our proposed VCA framework
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3.1 Key Pixel-Level Motion Feature Extraction

For key pixel-level motion feature extraction method, first we utilize point de-
tector method to search interesting corner points. Second, KLT feature tracker
is exploited as temporally check consistency to rule out outlying corner points.
Third, we utilize SMDE approach to extract salient motion regions considering
depth context. At last, pixel-level motion features are calculated based on reli-
able tracking corner points in salient motion regions considering depth context.

Point Detector. In our experiment, we investigated KLT detector [6] and SIFT
detector [7] as point detector to find out interesting corner points. A desirable
quality of interesting corner points meet the definition of being good for tracking.
For KLT detector, detected corner points are always good tracking points. For
SIFT detector, the SIFT descriptor of detected corner points does provide useful
information for tracking.

KLT Feature Detector. In our method, we utilized KLT feature detector
[6] as temporally check consistency to assess motion features. When the base-
line between camera’s optical centres at adjacent frames are widened, the KLT
tracker starts to lose tracks of corner points. What’s more, compared with block
matching method [4], KLT feature detector method is robust and reliable. In
addition, its computation cost is much less.

SMDE Approach. In our framework, our proposed SMDE approach is utilized
to extract salient motion regions considering depth context. In Fig.3, it presents
the procedure of our proposed SMDE approach. At first, we choose frequency-
tuned salient region detectors to extract salient regions. Second, we regularize
motion region detection problem as low-rank approximation problem. It is based
on idea that if frames are well-aligned, they should exhibit good low-rank struc-
ture. Then the motion regions could be obtained by subtracting static regions.
Third, we choose segment-based disparity estimation method that provides nec-
essary disparity information. As well, it helps to eliminate interferences, such
as colorful background static objects, to improve the accuracy of extraction. At
last, we assign various weights on salient regions, ,motion regions and depth in-
formation based on features of S3D videos. In all, proposed SMDE approach acts
as spatially check consistency scheme to extract reliable tracing corner points in
salient motion regions considering depth context.

3.2 Spatial Pooling Strategy

In our framework, we choose spatial pooling strategy to obtain spatial pooled
motion features based on extracted motion features. The spatial pooled motion
features represent average motion features based on extracted reliable tracking
corner points. In detail, we adopt spatial mean pooling strategy as follows:

m(pooled)(t) =
1

N

N∑

k=1

m(k)(t) (4)
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Fig. 3. Framework of our proposed SMDE approach

3.3 VC Score Computation

In our experiment, we investigated two strategies to integrate the VC scores
from three motion magnitude components into an overall VC score. The VC
scores are computed based on spatial pooled motion features and VC models
described 2.2. Due to that VC models are derived as function of average change in
angular disparity (deg/s), the unit of motion feature components (pix/s) should
be converted into the unit of motion velocity (deg/s). In detail, we investigated
the mean integration method and the minimum integration method. The VC
score of tth frame is computed as:

V Cx(t) = fx[m
(pooled)
x (t), d(pooled)x (t)] (5)

V Cy(t) = fy[m
(pooled)
y (t), d(pooled)y (t)] (6)

V Cz(t) = fz[m
(pooled)
z ] (7)

V C(t) = mean{V Cx(t), V Cy(t), V Cz(t)} (8)

V C(t) = min{V Cx(t), V Cy(t), V Cz(t)} (9)

where mean(·), min(·) denotes an average operation and minimal operation of
VC scores respectively.

3.4 Temporal Pooling Strategy

In our method, we investigated the temporal mean pooling strategy and temporal
median pooling strategy to obtain overall VC scores for S3D videos. In detail,
the temporal mean pooling and median pooling are defined as

V C(mean) =
1

N − 1

N−1∑

t=1

V C(t) (10)

V C(median) = median{V C(1), ..., V C(N − 1)} (11)
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4 Experiments

4.1 Subjective Assessment

In this section, we present performance evaluation of our proposed VCA frame-
work. In our experiment, twenty-one stereoscopic videos in the IVY Lab stereo-
scopic video database [9] were utilized to analyze its performance. In detail, nine
videos have horizon motion, two videos have vertical motion, eight videos have
depth motion, and two videos have composite motion. What’s more, the binocu-
lar disparities of all stereoscopic videos were distributed within the comfortable
zone to exclude the effect of excessive binocular disparity on perceived visual dis-
comfort. In addition, we exploited the categorical scales rating method to assess
the visual comfort by using five scale mean of score (MOS) of visual comfort( 5:
very comfortable, 4: comfortable, 3: mildly uncomfortable, 2: uncomfortable, 1:
extremely uncomfortable ) [5]. Twenty human subjects ( fourteen males and six
females ) with an average of 23.5 participated into our subjective assessment.
The viewing conditions were same as described in Sec.2.1.

4.2 Evaluation of VCA Performance

In our experiment, we evaluate our propsed VCA performance based on three
popular performance metric. They are respectively Pearson linear correlation
coefficient(CC), Spearman rank order correlation coefficient(SROCC) and Root
mean square error(RMSE)[10]. In our framework, we investigated VCA perfor-
mance based on all combinations of point detectors, VC score integration strate-
gies and temporal pooling strategies. Based on performance results tabulated
in Fig.4 and Fig.5, the best performance was obtained by KLT point detector,

Fig. 4. proposed VCA performance under temporal mean pooling

Fig. 5. Proposed VCA performance under temporal median pooling
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spatial mean pooling strategy, minimum VC score integration strategy, and tem-
poral median pooling strategy. In our proposed VCA metric, the best CC was
0.8800, the best SROCC was 0.9108, and the best RMSE was 0.1415. The per-
formance results have demonstrated that our proposed VCA method correlates
well with subjective assessments.

4.3 VCA Performance Comparison

In order to demonstrate the efficiency of our proposed VCA metric, we try to
compare our proposed VCA method with other methods mentioned in Sec.1.
Based on performance results tabulated in Fig.6, our proposed VCA method
outperforms other approaches in terms of three popular performance metrics CC,
SROCC and RMSE. What’s more, the scatter plots of MOS versus predicted VC
score are presented in Fig.7. The results indicate that predicted VC scores have
better correlations with subjective assessments in our proposed VCA framework.

Fig. 6. VCA performance comparison

Fig. 7. Scatter plot of MOS versus predicted VC score (a)global-statistic method in
[2], (b)global-statistic method in [3], (c)attention-based method in [4], (d)our proposed
VCA method. Each point represents one S3D video.
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5 Conclusion

In this paper, we propose attention model-based VCA metric framework that
exploits pixel-level motion features in salient motion regions considering depth
context. In detail, pixel-level motion features are extracted based on point de-
tector, KLT feature tracker and SMDE approach. Then the extracted motion
features are spatial pooled and temporal pooled to predict overall VC score.
Based on evaluation performance, the best prediction performance for our pro-
posed VCA method is obtained by KLT point detector, spatial mean pooling,
minimum component VC score integration strategy and temporal median pool-
ing strategy. Through comparison, our proposed VCA method outperforms other
methods in terms of CC, SROCC and RMSE.
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and 3D PDP TV* 
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Abstract. 3D display technologies offer attractive solutions for enriching the 
multimedia experience. However, both characterization and comparison of 3D 
displays have been challenging when displays with similar specifications may 
appear quite different. This paper reviews and compares a series of 
measurement methods of luminance, turn-off ratio, contrast, cross-talk, angle 
cross-talk and some color measurements in various stereoscopic displays, 
including: LCDs with active shutter glasses, LCDs with polarized glasses and 
PDPs with polarized glasses. 

Keywords: 3DTV, Testing metrics, LCD, PDP. 

1 Introduction 

With the rapid expansion of 3D market, 3D standard seems more and more necessary 
to 3D industry. China, the United States, Japan and Korea are establishing standard 
according to their own national conditions. Nowadays, each union and organization in 
the global has formulated some related standard system in the basis of their situation. 
So this paper provides an overview of present standard of testing stereoscopic 3D 
displays, including a review of differences of 3D display type and measuring methods 
of different items. Finally, testing results of different display device are discussed and 
compared. 

2 Background 

Auto stereoscopic 3DTV is more comfortable than glasses-style 3DTV. However, the 
technology of 3DTV with active shutter eye-glasses or polarized eye-glasses display 
is more mature, and the display is better. So in this paper, we choose two latest 3DTV 
types, active shutter eye-glass type and passive eye-glass type, to be tested. Passive 
3DTVs are all LCD TVs and active 3DTVs can be both LCD and PDP TVs.  
                                                           
* These works were supported in part by NSFC (60932007), the National High Technology 

Research and Development Program of China (2012AA011505, 2012BAC13B05). 
** Corresponding author. 
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Liquid Crystal Display (or LCD) refers to a type of screen that is comprised of a 
number of pixels that are filled with liquid crystals, which are then displayed in front 
of a particular light source. Plasma Display Panel (or PDP) refers to a type of flat 
paneled screen. Its composition is a bit more complex than that of an LCD screen. 
The gas in cells within the panel becomes plasma via electricity, which then emits 
ultraviolet light, and turns into a light that is visible to the average person. 

Active Shutter technology displays one image to your left eye and one image to 
your right eye. Since the effective frame rate is halved, 3D HDTVs need to double the 
refresh rate of HDTVs. Passive (or Polarized) Glasses is that the display shows two 
overlapping images and the glasses have polarized lenses. Each lens is polarized so 
that it can see only one of the two overlapping images. 

3 Test Method and Results 

In this paper, 20 types of 3DTVs were tested for some important items for 3D 
standard [1], such as luminance, turn-off ratio, contrast, cross-talk, angle cross-talk 
and some color measurements. After a number of experiments, we choose three 
typical types of displays for discussing. The first type is 50” PDP with active shutter 
glasses. The second type is 42” LCD with polarized glasses. The last type is 46” LCD 
with active shutter glasses. In this paper we use PDP-50-SG, LCD-46-SG and LCD-
42-PR to represent these three types of displays. 

3.1 3D Luminance 

The 3D luminance measurements [2] [3] were tested by CA-2000 instrument which is 
a kind of two dimensional color analyzer. At the beginning of test, the display type is 
set to 3D mode. The test pattern for each view was full screen of homogenous black 
or square white window, of which side length is a half of screen height. The measured 
view combinations were white/white, black/white and white/black. 

   

Fig. 1. This is one of the test patterns for measuring luminance. The other pattern is full screen 
black. 



 A Comparison of Testing Metrics between 3D LCD TV and 3D PDP TV 127 

The Equation (1) was used for calculating the maximum luminance difference of 
left channel:  

           

  3 L WW BWD L LL L L= − .  
                                             

(1)
 

Where 3 LDL represents the luminance of left eye channel, 
WWLL represents the 

luminance at the center with both channels being white window when left glass was 

putting behind the luminance meter, 
BWLL  represents the luminance at the center of 

the screen with left channel being full screen black and right channel being square 
white window when left glass was put behind the luminance meter. And so it is with 
the right channel. 

  

Fig. 2. Test results of 3D luminance of left and right eye channel. Horizontal axis represents 
different display samples, 1 to 7 are PDP-SG, 10 to 13 are LCD-PR and 14 to 20 are LCD-SG. 
Vertical axis represents luminance. 

Figure 2 is luminance results of 20 samples. The test data of 3D luminance show 
that PDP-SG display has a lowest luminance about 17nits to 30nits. The next is LCD-
SG, the luminance is about 30nits to 80nit. The luminance of LCD-PR is the highest, 
about 70nits to 170nits. So we can conclude that LCD display with polarized glasses 
has the best transmission of light. 

3.2 3D Turn-Off Ratio and Contrast 

The test pattern used for measuring turn-off ratio was full screen of homogenous 
either black or white for each view. Figure 3 (b) shows the test pattern for measuring 
contrast [4] [5]. The turn-off ratio and contrast measurements were done with the 
same CA-2000 instrument as was used for the luminance. 
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(a) (b) 

Fig. 3. Figure (a) is test images for measuring turn-off ratio and figure (b) is test image for 
measuring contrast 

Equations for turn-off ratio and contrast are as follows: 
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3DLCR  represents for turn-off ratio of left eye channel. 
LwwL and 

LbbL  represents for left 

eye luminance when both eye channels are full screen white and full screen black 
respectively. 

rC  represents contrast, 
0L  

represents the luminance of the centre white 

window of figure(b), 
LbwL  is average luminance of four black windows. 

Table 1. Test results of 3D turn-off ratio and contrast of left and right eye 

PDP-50-SG LCD-46-SG LCD-42-PR 

Left turn-off ratio 263.82 9088.82 1712.92 

Right turn-off ratio 257.09 7043.97 1716.20 

Left eye contrast 85.18 193.54 238.61 

Right eye contrast 73.48 146.83 226.18 

Table 1 is test results of 3D turn-off ratio and contrast of the 3 of 20 samples. As 
we know, contrast is used for compare the difference between maximum luminance 
and minimum luminance on a screen. The turn-off ratio is similar to contrast. So 
according to a comprehensive evaluating, we conclude that PDP-SG has a minimum 
contrast and turn-off ratio. As a result, the luminance range of this kind of displays is 
the smallest, and LCD-SG and LCD-PR relatively large, especially LCD-SG. 

3.3 Crosstalk 

There are several definitions for the term “crosstalk” [6] [7] with respect to 
stereoscopic displays. In this paper, we study crosstalk that can be physically 
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measured, which is independent of the human visual system. Figure 4 is the test 
pattern for crosstalk. 

The principle of stereoscopic display is that making left and right eye to obtain 
different images, and form a virtual three-dimensional image in the human brain. So 
the left eye can only see the left eye image on the three-dimensional display, while the 
right eye can only see the right eye image. However, due to technical reasons,  
the three-dimensional images cannot fully meet the above requirements, resulting in 
the crosstalk of the left and right eye. Cross-interference indicator of left and right eye 
is used to measure left and right eye crosstalk level. 

Because brightness of the images in stereoscopic display is not only a binary black 
and white, but contains middle gray. The viewer will see the crosstalk in middle gray 
level. Moreover, the response speed of black/white signal and middle gray signals are 
different, so the crosstalk of black/white and middle gray are different. Thus, this 
paper adds middle grayscale to test image crosstalk.  

The Equation (4) [8] was used for calculating the crosstalk:  

, ,
, ,

,100% 100% ,0% 0%

100%Li l m Li l l
Gi RtoL m l

Li Li

L L
X

L L
− −

−
− −

−
= ×

−
 .                (4) 

Where ,Li l mL − is the luminance of the left view when the gray level of left view is ‘l’ 

and the gray level of right view is ‘m’, ‘l’ and ‘m’ are 0%, 25%, 50%, 75%, 100% 

gray level. ,0% 0%LiL −   is the luminance of the left view when the left view is white 

and the right view is white, ,100% 100%LiL − is the luminance of the left view when the 

left view is black and the right view is black. 

 

Fig. 4. This figure is the test pattern of measuring crosstalk, choose nine square on the settled 
position from the screen, positions were showed on the figure 
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Table 2. Crosstalk of three sample displays 

PDP-50-SG LCD-46-SG LCD-42-PR 

Ave. Max. S.D. Ave. Max. S.D. Ave. Max. S.D. 

Left-Glass 0.6 0.7 0.04 3.9 4.7 0.36 0.8 1.3 0.23 

Right-Glass 0.6 0.7 0.03 4.2 5.0 0.45 0.8 1.2 0.18 

Table 2 gives the average, maximum and standard deviation of the crosstalk 
value .This table shows that PDP displays have a better function of isolate light. As 
for LCD, displays with active shutter technology have a lower crosstalk than those 
with polarized technology.  

3.4 Angle Crosstalk 

The test pattern for measuring angle crosstalk is just full black and white screen.  

 

 

 

 

 

(a)                                   (b) 

Fig. 5. Figure (a) is horizontal angle measurement configuration and figure (b) is vertical angle 
measurement configuration 

Figure 5 is angle crosstalk measurement configuration. Fix the optical 
measurement device and move 3D displays, then measure the horizontal and vertical 
angle on the center of the screen. 

We use the follow equations to compute angle crosstalk of left eye: 
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Where ,L BWL  represents for left eye luminance when left eye channels are full screen 
black and right eye channels are full screen white, ,L WBL  represents for left eye 
luminance when left eye channels are full screen white and right eye channels are full 
screen black, ,L WWL and ,L BBL represents for left eye luminance when both eye channels 
are full screen white and full screen black respectively. The right eye angle crosstalk 
is the same to the left eye. 
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Optical 
measurement 
device 

3D glasses 

Horizontal 
angle 

Vertical 
angle 

Tested 3DTV 

Optical 
measurement 
device 

3D glasses 

Testing distance (3V) 



 A Comparison of Testing Metrics between 3D LCD TV and 3D PDP TV 131 

  
(a)Vertical angle measure chart              (b) Horizontal angle measure chart 

Fig. 6. Figure (a) is vertical angle measure chart and figure (b) is horizontal angle measure 
chart. Horizontal axis represent crosstalk and vertical axis represent measure angle. 

Angle crosstalk is crosstalk measured in different angle. It represents the watching 
extent of angle size of 3D screen, including vertical angle and horizontal angle. From 
the two charts in figure 6 we found that PDP has a less effect of a large watching 
angle both vertical and horizontal angle. For LCD screen, there is a huge effect of 
vertical angle on active shutter technology and a huge effect of horizontal angle on 
polarized technology. 

4 Conclusions 

In this paper, we summarize the characteristics of different display type of 3D TV. 
LCD display has a relatively higher luminance compared with the PDP display. The 
light transmittance of polarized glasses is better than that of the shutter glasses. 
Contrast of LCD is much larger than that of PDP screen. Crosstalk of LCD screen 
with active shutter glasses is much more serious. For PDP there is less effect of a 
large watching angle both vertical and horizontal angle, while for LCD screen, the 
effect is huge. 
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Abstract. In this paper, we propose a new method to estimate the primary 
quality factor of double JPEG compressed image using quantization error. The 
method includes three steps: requantize DCT coefficients with a set of possible 
quantization matrixes, compute NMSQE (normalized mean square quantization 
error), and find the position of the smallest local minimum. Experimental 
results show that this method can estimate the primary quality factor 
effectively. 

Keywords: double-compression, image forensics, JPEG, quantization error, 
quality factor.  

1 Introduction 

With the wide use of image processing software like Photoshop, it is getting easier to 
manipulate image content without leaving any visual traces. Verifying the authenticity 
of image content has become increasingly important. JPEG [1] is the most used image 
format, tampered images are often JPEG compressed. Therefore, analyzing this type 
of image is useful to image forensics.  

A tampered JPEG image may be resaved as BMP or JPEG format. Some studies 
[2]-[4] have been done to identify whether a bitmap was JPEG compressed before and 
estimate the corresponding quantization table. On the other hand, the work of [5]-[10] 
explored the detection of recompression in JPEG image. Estimating the primary 
compression parameters [11], [12] is helpful to further decide if a recompressed 
image was tampered or even locate the forged region. 

Many studies have been done on the estimation of primary compression 
parameters. Based on some characteristic features of DCT histograms due to double 
compression, Lukáš et al. [14] presented three different approaches to estimate 
primary quantization matrix from double JPEG compressed images, the most 
successful one is based on Neural Network classifier. In most JPEG compression 
schemes, a quantization matrix is dependent on a quality factor. Pevný et al. [15] 
focused on the estimation of primary quality factor by using SVM classifier with 
feature vectors formed by histograms of low-frequency DCT coefficients, and 
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archived a higher accuracy. However, the previous two methods need to train a 
classifier prior to detection, so the classify results may be affected by the training 
sample selection.  

In this paper, we propose a simple method to estimate the primary quality factor 
based on quantization error in double JPEG compressed images. The rest of this paper 
is organized as follows. In Section 2, we analyze the quantization error introduced by 
JPEG compression. Section 3 describes details of the proposed method. Experimental 
results and discussions are showed in Section 4. Section 5 concludes the paper and 
discusses the future work. 

2 Quantization Error of JPEG Compression 

To compress a gray image, there are three main steps: divide it into disjoint 8x8 pixels 
blocks and compute the DCT coefficients, uniformly quantize them with a 
quantization matrix, entropy encode the quantized coefficients. If Xi j is the DCT 
coefficient in the position (i, j), Qi j is the quantization step. The quantized value is 
computed as follows: 

Xi j = round (Xi j / Qi j ) . (1)

To decompress a JPEG image, the steps are: entropy decode, dequantize the DCT 
coefficients, and compute the inverse DCT (IDCT) coefficients of every block and 
round them to integers. In most JPEG compression schemes, the quantization matrix 
depends on a quality factor (QF). The range of quality factor is [1, 2, … , 100]. 
Details of computing quantization matrix based on quality factor can be found in [4]. 

Quantization error happens due to the rounding of quantization, and it’s dependent 
on quantization step. For a one dimension random signal x, quantize it with step q1 
and dequantize it, we get x1 = [x/q1]*q1. The quantization error is e1 = x1-x, and its 
range is (-q1/2, q1/2].  

If we requantize x with step q2 and dequantize it, we get x2 = [x1/q2]*q2. The 
quantization error is e2 = x2-x1, and its range is (-q2/2, q2/2]. If we normalize  
the quantization error e1 and e2 by divide the quantization step respectively and get the 
square values, we can get NSQE = (e/q) 2, and its range is [0, 0.25]. Therefore, we can 
analyze quantization error of double compressed image in a certain interval. 

Hany Farid [16] made use of quantization error to identify the forged region in 
tampered JPEG images. In the next section, we’ll describe how to estimate the 
primary quantization matrix using quantization error.  

3 Primary Quality Factor Estimation 

For a one dimension random signal x with length of 1000, quantize it with q1 = 17, we 
get x1. Requantize it with q2 in the range of [1, 30], we get x2. Compute normalized 
mean square quantization error (NMSQE, and k =2) based on Eq.2:  
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NMSQE = mean ((xk –xk-1)/qk)
 2. (2)

In Eq.2, k represents the total quantization times of x. We can see in Fig.1 (a) that 
when q2 = q1, NMSQE is zero and is minimum with the exception of q2 =1 (i.e., no 
quantization). 

Meanwhile, quantize x with q1 = 23, followed by q2 =17, we get x2. Requantize it 
with q3 in the range of [1, 30], we get x3. Compute NMSQE (k =3) based on Eq.2. As 
showed in Fig. 1(b), when q3 = q2, NMSQE is zero and is minimum. When q3 = q1, 
NMSQE is a local minimum and is smaller than other local minimums in the range of 
(q2, 30]. The result stands as long as q2<q1. By finding the position of the smallest 
local minimum in the range of (q2, 30], we can estimate q1. 
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Fig. 1. NMSQE of different requatization step: (a) q1 = 17. When q2 = q1, there is a minimum. 
(b) q1 = 23, q2 =17. When q3 = q2, there is a minimum; when q3 = q1, there is a local minimum.  

To extend to double JPEG compressed images (QF1<QF2), we extract DCT 
coefficients and requantization them with quantization matrixes based on QF3 in the 
range of [15, 90]. As most high frequencies coefficients are rounded to zero, we 
choose to compute NMSQE (k = 3) of the first 15 coefficients in zigzag order in every 
8×8 block based on Eq.3 for every QF3, and compute the mean value of all blocks. 

( )( )
15 2

1 /k k k
ij ij ij

i j

NMSQE mean X X Q− 
= − 

 
 . (3)

In Eq.3, k represents the total quantization times of original DCT coefficients; ij 
represents the (i, j) position of an 8×8 DCT coefficients block; Xij

k-1 and Xij
k represent 

a DCT coefficient before and after requantization respectively; Qij
k represents the 

requantization step.  
When QF3 = QF1, NMSQE is a local minimum and is smaller than other local 

minimums in the range of [15, QF2). By finding position of the smallest local 
minimum in the range of [15, QF2), we can estimate QF1. In real cases, QF2 is not 
known, but we can get the quantization matrix of recompression by reading the file 
header and compute the most possible QF2. 

Sometimes, other than the estimation value (EST1), there is a local minimum 
(EST2) whose value (V2) is greater but very close with the estimation value (V1), and 
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EST1 is smaller than EST2. By observing the experiment results, we found that if V2 is 
greater than a threshold and the distance between EST2 and EST1 is far enough, EST2 
is the real QF1, so the estimator fails in this situation. By setting VD as the difference 
between V1 and V2, TD as the difference between EST2 and EST1, TH as the threshold, 
we can improve the result by extra validation. 

Based on the researches above, we can conclude the steps of the proposed method 
to estimate the primary quality factor of a double JPEG compressed image as follows: 

a) Extract DCT coefficients and quantization matrix of the luminance channel. 
b) Compute the most possible quality factor based on the quantization matrix, 

mark it as QF2. 
c) Compute all the quantization matrixes with QF3 in the range of [15, QF2). 
d) Quantize DCT coefficients with these quantization matrixes and dequantize 

them.  
e) Compute NMSQE based on the first 15 coefficients in zigzag order in every 

8x8 block, and compute the mean value of all blocks.  
f) Find the position of the smallest local minimums in the range of [15, QF2), 

mark it as QF1. 
g) Result validation based on VD, TD and TH. 

4 Experimental Results 

The experimental images are all from UCID [17] database. We random select 100 
images with size of 512×384. These uncompressed color images are first converted to 
grayscale and saved with QF1, and then resaved with QF2. The JPEG compress 
procedure is archived with the Matlab toolbox. QF2 ranges from 40 to 90 in 
increments of 5, and QF2 - QF1 (the difference between QF1 and QF2, QF1<QF2) 
ranges from 10 to 25 in increments of 5. We get 4400 images totally. The default 
value of VD is 0.0005, TD is 5, and TH is 0.004. If the estimation value equals to real 
QF1, we mark it right, else we’ll mark it wrong. 

Table 1 shows the results in different QF2 - QF1 and QF1 cases, the total average 
accuracy is 98.55%. When many quantization steps of QF1 and QF2 have big 
common dividers, more local minimums appear and make it hard to find the right 
QF1. The result validation (step g in Section 3) can help to improve the accuracy 
effectively.  

Table 1. The average accuracy of QF1 estimation in different QF2 - QF1 and QF1 cases 

 QF2 - 
QF1 

 QF2 

40 45 50 55 60 65 70 75 80 85 90 average 

10 0.96 0.99 1 1 1 1 0.99 1 1 1 1 0.9946 

15 0.89 0.98 0.95 0.97 0.99 1 1 1 1 1 1 0.98 

20 1 1 1 0.92 0.96 0.96 1 0.99 1 1 1 0.9846 

25 0.83 1 1 0.98 1 1 1 1 1 1 1 0.9828 

average 0.92 0.9925 0.9875 0.9675 0.9875 0.99 0.9975 0.9975 1 1 1 0.9855 
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Remark 1. For QF1 = 50, the estimation value can be 49、50 or 51. We consider 
them as the same, because the first 15 quantization steps of these three quality factors 
are the same. 

To analyze the influence of image size on the estimation accuracy, the images for 
experiment are center-cropped into blocks with sizes ranging from 256x256 to 16x16. 
Fig.3 (a) shows the results in different QF2 - QF1 cases, and every dot in the figure 
represents the average estimation accuracy of 1100 images. When the image size is 
decreased to 16×16, the average accuracy can still reach to 71.55%.  
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Fig. 2. (a) The average accuracy of QF1 estimation in different QF2 - QF1 cases. (b) The 
average accuracy of QF1 estimation in different QF2 cases.  

Fig.3 (b) shows the results of different QF2 cases, and every dot in the figure 
represents the average estimation accuracy of 400 images. When image size is big, the 
accuracy is high and stable in most QF2 cases, but the accuracy falls with QF2 when 
image size is small, especially when QF2 = 40 or 55. This is because NMSQE of 
different QF3 may be more close to each other as QF2 drops, and it’s more obvious 
for small size images. So the estimation result is a value around the real QF1. To 
improve the result, research on relationship between individual quantization steps of 
QF1 and QF2 is needed. 

The algorithm in [15] can also estimate QF1 for double-compressed images. 
Results of QF1 estimation in the range of [63, 98] for images whose QF2 is 75 or 80 
were showed in Fig.6 of [15], and high accuracy was archived in most cases. We test 
our algorithm for the same QF1 and QF2 on 100 images, the results are showed in 
Table 2. 

Table 2. The average accuracy of QF1 estimation when QF2 is 75 or 80 

QF2 
QF1 

63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 

75 0.99 1 1 1 1 1 1 0.02 0 0 0 0 \ \ \ \ \ 

80 1 1 1 0.98 1 1 1 1 1 1 1 1 1 0 0 0 0 
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Remark 2. “\” represents the method cannot work in this case. For QF1 = 74, the 
estimation value can be 74 or 75, because the first 15 quantization steps of these two 
quality factors are the same.  

 
As showed in Table 2, the proposed method works well when QF2 – QF1 > 5, results 
are competitive with [15]. When the difference gets smaller, our algorithm cannot 
work effectively, this is because most quantization steps of QF2 and QF1 are equal or 
very close.  

5 Conclusion 

In this paper, we proposed a new algorithm to estimate primary quality factor in 
double JPEG compressed images. The method is based on normalized mean square 
quantization error between DCT coefficients and different re-quantized versions. The 
method doesn’t need to train a classifier. The algorithm works well when QF2 – QF1 > 
5. Experimental results show that this method archived high estimation accuracy and 
still works well when image size is as small as 16x16. In the future work, we’ll 
further develop the method to identify forged regions in tampered JPEG images. 
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Abstract. Image structure noise sometimes is a key factor influencing the 
image quality of hardcopies and widely exists in presswork using halftone 
technology. This paper describes an algorithm for measuring image structure 
noise, including moiré and screen dot effect. In order to objectively meter the 
degree of structure noise, L* spectrum of colorful flat-area patch is mainly 
utilized to represent the structure noise of images, according to the subtraction 
principle and frequency prediction algorithm of moiré. With human evaluation 
and rating, a linear model of structure noise is regressed by moiré index and 
screen dot index. Finally the high correlation between human rating and metrics 
proves the effectiveness of the model.  

Keywords: Image Quality, Hardcopy, Image Structure Noise, Moiré, Screen. 

1 Introduction 

Hardcopies are easily subject to a wide variety of image structure noise if half toning 
technology is used. Halftone is a kind of reprographic technique that simulates 
continuous tone imagery and widely used in commercial printing market. 
Conventionally, one of digital half toning, amplitude modulation (AM) [1], changes 
the dot coverage percent to realize the tone reproduction. However this process will 
lower down the resolution of hardcopy and cause screen dot. Furthermore, when full-
color image is printed by superimposition of halftone screens with certain angles, an 
excessively visible pattern occurs, which is named as moiré or rosette, see Fig.1. In 
AM printing, the level of gradation is realized by input coverage (Cin) of toner or ink. 
The mixture of three colors, cyan, magenta, and yellow with same Cin, will produce a 
kind of color close to black, named as 3C in this paper.  

As a serious problem, moiré prediction and prevention has been studied in 
geometrical view for many years. O.Bryngdahl had described the characteristics of 
superposed patterns in optics [2] in 1975. D.Kermisch and P.G. Roetling proposed 
Fourier spectrum analysis for periodic images like halftone images in 1974[3]. Based 
on the former theories, H.R.Kang founded screen-angle-based geometric and spectral 
model for moiré phenomenon in his book Digital color Halftoning [4]. In this paper, 
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based on H.R.Kang’s theory, the moiré prediction on lightness spectrum is carried out 
to locate moiré component on lightness spectrum after the subtraction process.  

To measure the impact of moiré and screen dot, a patch-based method is proposed. 
Firstly a color pattern with different square patches is printed with the target images; 
see Fig.3.2 (b). Secondly, the images and patches are separately measured by human 
and machine. Finally, a model is built within human’s scores and machine’s metrics. 

Because moiré is much more visible than screen dot, it occupies the main work. 
Both of them are investigated in frequency domain by Fourier transformation. Moiré 
detection principle is mainly based on the spectral subtraction of 3C and magenta 
patches and integration. Furthermore, the screen dot can be quantified by integration 
on modulation frequency span from 3C’s lightness spectrum. By that way, the 
psychometric response for image structure noise can be mapped into different 
frequency parts in lightness spectrum. 

By both indexes of moiré and screen dot, a linear model of structure noise is built 
based on 47 samples and checked by 10-fold cross validation.  
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(a)                                    (b) 

Fig. 1. Background illustration of research scope and noise examples in this paper: (a) The 
relationship between two kinds of image structure noise and halftone technology; (b) Examples 
for how dot coverage changes with the tone and the moiré phenomenon on a flower picture 
when mixed with multi color toner 

2 Overview of Measurement Algorithm 

In this paper, the flat area color patch of hardcopy in Fig.2 (a) is used as the materials 
for measurement. Each patch is 33x33 mm2 sized with only one color. After 
transferring from RGB to CIE-LAB space and extracting the L* value, the 2D L* 
value is transformed to spatial frequency domain by FFT. Then the 1D L* spectrum is 
carried out by one dimensionalization process. From the 1D L* spectrum, if direct 
current (DC) part is removed, the noise of this single color patch is left. 
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*L Cinα β= ∗ +  . (1)

( ) sin( )* 1
Noise d Cin A n dn nL n

α ω ϕ
∞

= ∗ ∗ +
=

 . (2)

The above formulas illustrate the relationship between L* and Cin and the expression 
of noise. Literally all the research in this paper is based on this noise spectrum. The 
spectrum should firstly go through a visual transfer function (VTF) which simulates 
the frequency response of human visual system. Its parameter is optimized based on 
P. Dooley and R.Shaw’s work [5]: 

0.422 0.707
( ) 5.05 ( )

f f
VTF f e e

− −= ∗ −  . (3)

Then different parts in the spectrum are separately calculated into moiré index and 
screen dot index. Last step is using a model to combine the two features together by 
linear regression. The whole algorithm is described in the Fig. 2(b). 
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Fig. 2. Overview of algorithm: (a) Pre-processing; (b) Workflows  

3 Moiré and Screen Dot Quantization 

Lots of experiments tell us that 3C patch contain moiré and screen dot phenomenon 
but in magenta patch only exists screen dot. That inspires us that the spectral 
subtraction between 3C and magenta patch will leave moiré noise part only. However, 
the differential spectrum not only contains moiré component, but also suffers from 
Gaussian noise and screen dot residual, which arise the need for selective calculation 
on predicted moiré frequency span. So there come two problems: how to predict the 
frequency position which represents moiré; how to use subtraction with suitable Cins. 
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3.1 Moiré Frequency Predictions 

In Fig.3.1 (a), magenta patch has 45° screen angle. If transformed to 2D frequency 
domain, the angle of real part or imaginary part will still be 45°. Practically, the 
largest value in the frequency domain must be located in the modulation frequency, 
see Fig.3.1 (b). So by maximum searching on the spectrum, the angle and modulation 
frequency can be measured. Then it is easy to get the same information from other 
color, like cyan and yellow. 

In H.R.Kang’s work, moiré producing mechanism between gratings has been 
explained by screen vectors. In his theory, if the sum of every frequency vector is not 
zero, the interference of them will cause moiré. In figure 3.1(c), there are cyan and 
magenta frequency vector there. If the modulation frequency is 5.23 cycles/mm, by 
vector operation, the modulus of moiré frequency is determined as f=2.7.  

 
a

b

c

45°

 

Fig. 3.1. (a) Magenta screen dot (b) 2D frequency domain of magenta (c) moiré producing 
mechanism (use magenta and cyan as example) 

Suppose F  is modulation frequency, θ  is screen angle, vector of one color is: 

( cos , sin )V F Fθ θ= ∗ ∗ . (4)

In 3C patches, C, M, Y colors are superposed with each other. Compared with cyan 
and magenta, yellow has extreme low impact in human eye. Therefore, only cyan and 
magenta are taken into consideration. Then the predicted moiré frequency is:  

Table 3.1. Moiré frequency prediction result    

C: 15° M: 45°  Modulation frequency span: 4.23-6.23 cycle/mm  

∥Vc+ Vm∥ Moiré frequency span: 2.19-3.23 cycle/mm 
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3.2 Subtraction Rule between 3C and Magenta Patches 

In comparing the L* spectrum between magenta and 3C patches, the obvious 
difference happens in predicted moiré frequency; see in Fig.3.2 (a).  
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Fig. 3.2. (a)Differential specturm of 3C40 and M60 (b) patterns for testing  

To realize such phenomenon, similar noise shape should be achieved. Referring 
formula (1) (2), supposing 3C’s Cin is C3c, magenta’s is CM, they should satisfy:  

3 3/ / 0.65C Cc M M cα α= ≈ . (5)

In this case, considering moiré in 3C40 (3C at Cin=40%) is more visible than in other 
3C patches, the 3C40 patch is selected while the coverage of magenta patch should be 
61.5%. So M60 should be selected for subtraction.  

3.3 Moiré and Screen Dot Effect Calculation 

M1 and M2 are predicted frequency span predicted. On the differential spectrum, 
moiré index can be calculated by integrating L* value from M1 to M2:  

2

1

( ) ( )
M

M

MoireIndex Diff f VTF f df= ∗  . (6)

Screen dot should be accounted on 3C40’s spectrum, integrated from F-1 to F+1; see 
in Fig. 3.3(b). Before modulated by F, more than 90% energy gathers in f = [-1 1]. So 
after carried to F, the interval keeps from F-1 to F+1. The equation is:  

1

1

3 ( ) ( )
F

F

ScreenDot C f VTF f df
+

−
= ∗  . (7)
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Fig. 3.3. (a) Integration begins from M1 to M2 (b) Integration begins form (F-1) to (F+1)  

4 Model for Image Structure 

There are 47 A4-sized test samples from different commercial use market printers 
varying in screen line resolution and other noise. Image structure noise degree from 
G0 to G4 is given by each tester. Every image is evaluated by 10 testers and its result 
should pass through T-test. 

Table 4.1. Psychometric scaling for image structure noise 

Grade description 
G0 Imperceptible 
G1 Perceptible, but not annoying 
G2 Slightly annoying 
G3 Annoying 
G4 Very annoying 

 
A linear model is used to calculate structure noise index to predict the human 

rating above. Suppose: 

StructureNoise MoireIndex ScreenDotα β γ= ∗ + ∗ +  . (8)

On the 47 dataset, 10-fold cross validation is used. In this case, at each round, 42 
samples are used for training and 5 are left for validation, coefficient of determination 
R2 is recorded in table 4.2. 

Table 4.2. 10-fold cross validation (T: training set; V: validation set) 

   1 2 3 4 5 6 7 8 9 10 Avg. 
T 0.97 0.97 0.97 0.98 0.97 0.97 0.97 0.92 0.97 0.97 0.966 

V 0.97 0.94 0.96 0.94 0.84 0.98 0.94 0.97 0.99 0.95 0.948 
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After trained by all data, the optimal parameters are: 

0.0046 0.034StructureNoise MoireIndex ScreenDot≈ ∗ + ∗  . (9)

By this formula, the prediction performance is checked and the result is shown below. 

 

R² = 0.9692

0

1

2

3

4

0 1 2 3 4

H
um

an
 e

va
lu

at
io

n

Machine measurement

Prediction Performance

DataSize: 47
Print LPI:   300 lpi

200lpi
150lpi
133lpi

Testers:     10 people 

 

Fig. 4. Prediction performance  

5 Conclusion 

This study focuses on moiré and screen dot measurement. Especially for moiré, spectral 
subtraction between 3C and magenta patches and an angle-based prediction algorithm 
are used to carry out integration on differential spectrum. By the optimized VTF, the 
linear model, which reaches high correlation with human rating score, is acquired. 
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Abstract. In this paper, we propose a new reduced reference image
quality assessment (RR IQA) algorithm based on the image statistics.
The image statistics is modeled in pixel domain, which is based on the
gradient distribution of image. Compared with frequency domain coeffi-
cients, gradients are more easily calculated. The change of statistics in
the gradient domain is measured to evaluate image distortion. To solve
this problem, we fit the marginal distribution of image gradients to the
integrated Weibull distribution locally. Then the estimated model pa-
rameters are extracted as the quality feature. We further propose a new
RR IQA metric by quantifying the similarity between the original and
the distorted quality features. Experimental results show that the pro-
posed metric outperforms the well known RR IQA metric and has a
comparable performance with the widely used full reference IQA metric
Peak Signal to Noise Ratio (PSNR).

Keywords: Reduced reference image quality assessment, Statistical im-
age modeling, Integrated Weibull distribution.

1 Introduction

Image quality assessment (IQA) is an important problem for a variety of real
world applications, including image compression, communication, printing, dis-
play and restoration[1]. The most accurate means of assessing image quality
is subjective evaluation. However, subjective testing is not only expensive and
time-consuming, but also unable to be incorporated into the automatic image
system. Therefore, it is desirable to design objective quality metrics which can
automatically assess the quality of images in agreement with subjective scores.

The existing IQA methods can be classified into three categories according
to how much information about the reference image is employed: full reference
(FR) methods, reduced reference (RR) methods, and no reference (NR) meth-
ods, where full, partial, and no information of reference images is available,
respectively. In this paper, we focus on the design of an RR IQA algorithm. The
partial information about the reference image(i.e the original image) is a set of
RR quality feature.

W. Zhang et al. (Eds.): IFTC 2012, CCIS 331, pp. 148–155, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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RR IQA is a relatively new research topic, as compared with FR and NR
assessment methods. It have also been considered as one of the important issues
for future directions. RR quality measures provide a useful solution that deliv-
ers a compromise between FR and NR method. It supplies a practically useful
and convenient tool in applications such as real-time multimedia communication
networks. In such case, the original image/video data can not be access at the
receiver side, RR quality measures can be employed to monitor image quality
degradations and thus to adjust the network parameters.

Various RR IQA algorithms have been proposed in the literature. In early
works, most of the RR methods are developed for specific application environ-
ments. When the distortion type is known, image features may be defined that
are particularly useful to quantify typical artifacts [2,3]. Based on modeling the
human visual system, RR IQA methods could potentially be extended for gen-
eral purpose [12,13]. However, these methods can only be applied to assess JPEG
and JPEG2000 compressed images. Two general-purpose RR IQA methods us-
ing natural scene statistics are purposed in [8] and [6]. Within these works, the
image is transformed into a wavelet domain and a divisive normalization do-
main, respectively. Then the marginal distributions of sub-bands coefficients are
summarized by statistical model. Finally they compute the distance between
the distribution of the reference and distorted images as the image quality score.
However, the computation complexity of these two methods is high, as they need
domain transform. In this paper, we aim to search for a more simple but efficient
model to fit the nature image quality.

Many studying results show that human eyes are very sensitive to the edge and
contour information of an image [4]. Based on this, many gradient-based FR IQA
method have been proposed [5]. They create gradient map of the reference and
distorted image, then compare the difference between these two maps. While in
the development of RR method, since the gradient map of the reference image
can not be achieved at the receiver side, we use a statistical model to fit the
distribution of gradient map. We believe that the degradation of image will
result in the change of gradient distribution and the perceptual image distortion
is highly correlated with this change.

In this paper, to determine the image quality, we first use the Gaussian deriva-
tive filter to obtain the information about gradient distribution. Then we fit the
marginal distribution of filter response to the integrated Weibull distribution
locally. We estimate the fitting parameters as the quality feature. We further
propose a new RR IQA metric by quantifying the similarity between the origi-
nal and the distorted quality features. Experimental results show that the pro-
posed metric outperforms the well known RR IQA metric and has a comparative
performance with PSNR.

The rest of the paper is organized as follows. In section 2, we focus on pre-
senting the details of extracting quality features from image and the proposed
quality metric. Section 3 presents the experimental results and discussion. Fi-
nally, section 4 draws the conclusion.
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2 The Proposed RR IQA Method

2.1 Image Statistics

Statistical modeling of the image is of particular importance in the development
of RR IQA methods. Based on the statistical model, we can extract the RR
quality feature with low data rate, and is applicable to a wide range of distor-
tion types. In this paper, we will modeling the image statistics in pixel domain.
The proposed RR IQA metric is based on the gradient distribution of image.
Compared with frequency domain coefficients, gradients are more easily calcu-
lated. Moreover, it is observed that the degradation of image will result in the
change of gradient histogram of image and such variation is highly correlated
with perceived image quality. Since the marginal distribution can summarize the
gradient histogram of image efficiently, we will use the image statistical model
to fit it.

The gradient magnitude distribution of natural images is proved to follow the
integrated Weibull distribution, both when looking at global statistics as well
as when considering local patches [7]. We first use the Gaussian derivative filter
to obtain the information about gradient distribution. Then we fit the marginal
distribution of filter response to the integrated Weibull distribution locally. In
our method, the gradient distribution is calculated in vertical and horizontal
directions separately.

The two parameters integratedWeibull probability distribution function (PDF)
is given by [7]:

p(x) =
γ

2γ
1
γ βΓ ( 1γ )

exp(− 1

γ

∣
∣
∣
∣

x

β

∣
∣
∣
∣

γ

) (1)

where x is the Gaussian derivative filter response, γ > 0 is the shape parameter
and β > 0 is the scale parameter of the distribution. Γ (·) is the Gamma function,

Γ (x) =

∫ ∞

0

tx−1 exp(−t)dt (2)

The parameter β denotes the width of the distribution and the parameter γ
represents the peakness of the distribution.

2.2 RR Feature Extraction

The appropriate RR features are desirable to be sensitive to image distortion.
For a noise contaminated image, the shape of its gradient histogram will be
changed compared with the one of the original image. When we fit the gradient
histogram with image statistic model, the parameters of the fitting model can
be employed as RR feature. Given an reference image and the distorted one, we
believe the difference between the parameters of the two images are correlated
with image quality degradation.
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(1), (1)x x (1), (1)y y
(2), (2)x x

Fig. 1. The framework of RR feature extraction. For statistical modeling, we use the
integrated Weibull distribution (the black curve) to fit the histogram (the red curve)
of gradient for each block. βx(1) and γx(1) means the scale and shape parameter
estimated from the first block of image in horizontal direction respectively.

The diagram of feature extraction is explained in Fig. 1. First, the input image
is divided into blocks, then we fit the marginal distribution of filter response to
the integrated Weibull distribution for each patch. Finally, model parameters β
and γ are extracted as the the RR quality feature. Note that for each patch, we
extract a 4-dimensional feature vector, as the gradient distribution is calculated
in vertical and horizontal directions separately.

The model parameters can be estimated with the Maximum Likelihood Es-
timation (MLE) technique [7]. Given all the gradients for each patch {X =
x1, x2, ..., xn}, the log-likelihood function is:

lnL(β, γ|X) = lnn+
γ − 1

γ
ln γ − ln 2− lnβ − lnΓ

(
1

γ

)

− 1
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β

∣
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∣
∣

γ

(3)

If this function is differentiable, maximum likelihood estimation β̂ and γ̂ must
satisfy the following differential equations:
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where Ψ(γ) is diggamma function

Ψ(γ) =
d

dγ
lnΓ (γ) =

d
dγΓ (γ)

Γ (γ)
(6)

here we solved Eqn. 4 and Eqn. 5 using the standard iterative procedures [7].

2.3 Quality Metric

In order to evaluate the quality of the distorted image, we need to determine
the similarity between the original image and the distorted one. In this paper,
image distortion is first evaluated locally within image blocks, resulting in a
quality map for each test image, then we combine the quality map into a single
quality score. Let R(i) and D(i) denote the ith patches taken from the same
location in reference image R and the distorted one D, let {βx

R(i), γ
x
R(i)} and

{βy
R(i), γ

y
R(i)} denote the quality features extracted from R(i) in horizontal and

vertical direction, respectively. The local quality similarity of horizontal direction
is defined by the ratio of the quality features [11], which is given by:

Dx(i) =

√

min(βx
R(i), β

x
D(i))

max(βx
R(i), β

x
D(i))

min(γx
R(i), γ

x
D(i))

max(γx
R(i), γ

x
D(i))

(7)

For vertical direction, we define the same quality similarity Dy(i) as the hori-
zontal direction.

Now we can define the overall quality similarity with horizontal and vertical
direction as:

Dx =

∑L
i=1w

x(i)Dx(i)
∑L

i=1w
x(i)

(8)

Dy =

∑L
i=1w

y(i)Dy(i)
∑L

i=1w
y(i)

(9)

where L is block number, wx(i) and wy(i) are the relative weights of different
blocks, and wx(i) = wy(i) = 1/L in this paper.

Finally, assuming the vertical and horizontal similarities to be of the same
importance, and they are statistically independent of each other, so the overall
quality of the test image is given by:

D = Dx ·Dy (10)
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3 Experimental Results

3.1 Database

We test our approach on the LIVE Image Quality assessment Database Release
2 made available by University of Texas [9]. This database contains a total of 982
distorted images which are developed from 29 high resolution color images which
are quite representative in the content, structure, and lighting condition. The
distortion types are: JPEG2000 compression, JPEG compression , white noise,
Gaussian blur, and Fastfading (i.e., the transmission errors in the JPEG2000 bit
stream using a fast-fading channel model, FF). The database also contains the
subjective evaluation result [i.e., the degradation mean opinion scores (DMOS)]
for each image which is obtained by psychometric tests.

3.2 Methodology

To verify the validity and usefulness of the proposed method, the experiments
are performed by the following procedure [10]:

Step 1: As suggested by VQEG [10], before validation, objective scores ob-
tained from the IQA algorithms are nonlinearly mapped with a logistic function.
The logistic fitting function is shown as follow:

Quality(x) =
λ1 − λ2

1 + exp [−(x− λ3)/λ4]
+ λ2 (11)

where x being the input score obtained from the objective IQAmetric,Quality(x)
is the mapped score. λ1, ..., λ4 are free parameters to be determined during the
curve fitting process.

Step 2: After the nonlinear regression, four popular statistical metrics are
used to measure the performance of these models. For each model, we compute
the correlation coefficient (CC), Spearman Rank Order Correlation coefficient
(SROCC), Root Mean Square Error (RMSE) and Mean Absolute Error (MAE)
between the mapped score and the subjective DMOS scores. For the metrics
of CC and SROCC, larger values mean the corresponding IQA algorithm has
better accuracy (perfect match=1). On the contrary, smaller values in MAE and
RMSE mean better performance (perfect match=0).

3.3 Results and Discussion

We compare the performance of the proposed method against Wang [8] and
PSNR, which is the most widely used full-reference IQA measure. Our method
is performed with the following parameter configuration: σ = 1 for Gaussian
derivative filter, each image is divided into non-overlapping 30 × 30 blocks, so
the block number L varies with image resolution.

Table 1 shows the simulation results of our proposed method (M1) and other
IQA ones for all distorted images in the LIVE dataset. It can be seen that our
method outperforms the Wang’s method under all of the performance measures.
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Fig. 2. Scatter plots for the objective quality measures versus DMOS for 982 distorted
images in LIVE dataset. (a) method proposed in [8], (b) M1 method.

Table 1. Performance comparison of image quality assessment models on LIVE dataset

Model&Measures CC SROCC RMSE MAE

Wang et al.[8] (RR) 0.846 0.861 16.699 12.225

M1 (RR) 0.923 0.935 12.011 8.668

PSNR (FR) 0.924 0.937 11.996 8.372

Table 1 also shows our method has a comparable performance with the full-
reference PSNR measure. Note that PSNR requires full access to the original
image, and we extract a 4-dimensional feature vector for each 30 × 30 image
patch, the data rate is much lower than PSNR. Fig. 2 shows the scatter plots
of DMOS versus the predicted score by our method and Wang’s [8]. It is clear
that our method is more consistent with the subjective measure. The reason
for the performance improvement is that we use a more accurate fitting model,
Furthermore, we also define suitable distances of two quality features.

4 Conclusion

In this paper we propose a pixel domain image statistics based reduced reference
image quality assessment method. The premise of this approach is that the
degradation of image will result in the change of gradient histogram of image and
such variation is highly correlated with perceived image quality. Operationally,
we use the integrated Weibull distribution to fit the marginal distribution of
gradient histogram, and estimate the fitting parameter as the quality feature.
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We also define the similarity between two quality features for evaluating image
quality. Experimental results show that the proposed metric outperforms the
well known RR IQA metric and has a comparable performance with the full
reference IQA metric PSNR.
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Abstract. A scale space based approach is proposed to detect text from natural
scene images with complicated background. An edge map containing the edge
information of four directions is obtained by Sobel operators. Character areas are
detected by connected components analysis and are merged into candidate text
regions. We construct a N-level scale space model and compute spatial responses
to the Laplacian-of- Gaussian operator at these scale levels. The distribution of
some strongest responses obtained from scale space model is employed to verify
whether a candidate is a true text region or not. The experimental results demon-
strate that the proposed method is able to effectively filter the nontext regions and
locate text regions in natural scene images with complicated background.

Keywords: Text Detection, Edge Detection, Connected Components Analysis,
Scale Space, Laplacian-of-Gaussian operator.

1 Introduction

Text contained in natural scene images have significant and detail information about the
scenes. Automatic text detection is an important procedure prior to character recogni-
tion. The use of cameras has greatly facilitated document acquisition and has enabled
human interaction with any type of documents. The capability of capturing nonpaper
document images such as scene text has promoted potential applications such as li-
cense plate recognition, road sign recognition, digital note taking, document archiving
and wearable computing [1]. However, variations due to textual differences in sizes,
styles, orientations, alignments, as well as image contrasts, make automatic text extrac-
tion extremely challenging. Moreover, natural scene images usually suffer from low
resolution and low quality, perspective distortion and complicated background.

Research has been done in text extraction and location. Existing methods can be
classified into two categories. The first is region based methods, which first generate
connected components from images and then identify text components according to
some geometrical constraints [2]. The second is texture based methods, which use tex-
ture analysis algorithms such as Gabor filter, DCT transform, Wavelet decomposition
to detect text regions [3]. Sometimes these methods are combined for achieving better
performance.

W. Zhang et al. (Eds.): IFTC 2012, CCIS 331, pp. 156–161, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Text Detection from Natural Scene Images Using Scale Space Model 157

In this paper, we employ the connected components analysis (CCA) on the edge
map to detect the candidate text regions and apply the scale space model to verify the
candidate text regions.

2 Methodology

Sobel edge detectors are first applied to obtain the edge map of an input image. The
CCA method is employed to detect potential character areas of the image. A N-level
scale space model is constructed and the spatial responses to the Laplacian-of-Gaussian
operator over these scales are computed. The distribution of the strongest responses is
used to verify the candidate text regions.

2.1 The Strongest Responses to Laplacian-of-Gaussian Operator in Scale Space

Lindeberg proposed a general methodology for scale selection by detecting local max-
ima in feature responses over scales [4]. The scale-space representation of an image is
generated by smoothing the image using a set of Gaussian kernels with different vari-
ances t as

L(x, y; t) = f(x, y) ∗ g(x, y; t) (1)

where f(x, y) is the original image and g(x, y; t) is the Gaussian kernel

g(x, y; t) =
1

2πt
e

−‖x2+y2‖
2t (2)

Therefore, the normalized derivatives are equal in the two domains, provided that the
scale parameters and the spatial positions are matched. Moreover, the scale tmax at
which the Laplacian-of-Gaussian (LOG) t(Lxx + Lyy) attains a maximum is related
to the characteristic size of the blob. The so-called “interesting points” are the local
extremum of LOG with respect to both the spatial co-ordinates and the scale parameter.
Moreover, they may indicate other shapes of objects (such as the square, the ellipse,
the bar, etc..), as well as endpoints of strokes which present local extremas on certain
scales.

Fig. 1. The strongest spatial responses to the LOG operator of the images
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Fig. 1 shows the results of detecting scale-space extrema to the LOG for each image.
Fig. 1(a) and Fig. 1(b) contain a English word and two Chinese characters, respectively.
Each scale-space maximum has been graphically illustrated by a “+” centered at the
point at which the spatial maximum is assumed and with the size determined such that
the length is proportional to the scale at which the maximum over scales is assumed.
To make it clearer, a threshold on the maximum normalized response has been selected
such that only about 40 crosses having the maximum normalized responses remain. We
can find from Fig. 1 that most of the strongest spatial responses locate at the intersec-
tion points or the ending points of the strokes for both English and Chinese characters.
Meanwhile, the strongest spatial responses appear on the same scale whose correspond-
ing characteristic size is approximately equal to the width of the strokes.

The LOG filter can be well approximated with Difference-of-Gaussian (DOG) filter,
which is the difference of two centered Gaussians g(x, y; t1) − g(x, y; t2) with scales
related by

√
t1/t2 = α = 1.6 [5].

We construct a scale space model with N levels. The DOG operator of the pixel
(x, y) at the ith level is

DOG(x, y; ti) =
1

2πti/α
e

−‖x+y‖2
2ti/α − 1

2πtiα
e

−‖x+y‖2
2tiα (3)

where ti is the scale parameter, i = 0, 1, 2, ..., N .
If the response value of the point is greater than a given threshold, it will be regarded

as a Strongest Response (SR). The threshold is empirically set as 0.4 times of the local
extremum in our experiments.

2.2 Text Regions Detection and Verification

The CCA method is applied to detect each region with strong edges in the edge map,
which will act as the text candidates for further processing. We obtain the edge map by
combining Sobel operators with models in four directions (horizontal, vertical, up-right
and up-left).

The connected components detected from the edge map may be characters them-
selves or part of them, of course, or background. Some connected components may be
merged according to their positional relation. The obtained candidate text region may
contain a whole character, a word or a text line.

(a)               (b)                (c)               (d)                (e) 

Fig. 2. Example of text extraction using the proposed method. (a) Original image, (b) Edge map,
(c) Text detection result with CCA, (d) The SRs with the corresponding scales, (e) Final detection
result.



Text Detection from Natural Scene Images Using Scale Space Model 159

As stated above, the SRs are capable of representing the strokes of characters, and
their response values may indicate the stroke widths. We apply the SRs to verify the
candidate text regions obtained by the CCA method.

For each candidate text region, it may be a true text region if it satisfies the follow
conditions:

1. The number of SRs in the text region should be larger than the ratio of the width
and the height of the region.

2. The scale corresponding to the SR should be corresponding to the stroke width of
the region.

3. The area of the minimum enclosing rectangle consisting of the SRs is larger than
half of the area of the region.

Fig. 2 shows the procedure of the method. In Fig. 2(b), the edge map contains almost all
stroke information of characters without distinguishing the strong edge information of
text from that of the background. Fig. 2(c) indicates the preliminary result using CCA.
Fig. 2(d) shows the SRs by squares centered at the point at which the SRs are assumed
and with the sizes being proportional to the corresponding scales. We can find that the
SRs can accurately describe endpoints of the character strokes and correspond with the
stroke widths. In the meantime, they are efficient in filtering out many false text regions
which present the strong edge property in the edge map. The non text regions contained
in Fig. 2(e) are filtered out because their responses are not strong enough.

3 Experimental Results

To test the validity of the proposed method, we constructed a dataset of images captured
from natural scene by mobile phone cameras. The dataset named ECNU-CCG includes
300 images. The images contain either Chinese text or English text, or both. In addi-
tion, 249 images from the dataset of ICDAR 2003 Robust Reading and Text Locating
Competition (ICDAR 2003) are also tested in this study for comparison.

We employ the performance measure which was recently proposed by Shivakumara
et al. [6]. They evaluated the performance at the block level, which is a common gran-
ularity level in many literatures. Three performance measures, precision (P), recall (R)
and f-measure (F), were defined similarly to the measures which were employed to
evaluate text location performance in competition of ICDAR 2003 and 2005. They also
included misdetection (MDR) as a performance measure and provided discussion on
partial detection to ensure a fair comparative study.

Table 1 shows the efficiency of the proposed method on the ECNU-CCG dataset. The
method without the scale space (SS) model achieves the highest recall results but rather
low precision. On the other hand, the application of SS improves the precision from
0.44 to 0.91, but with about 10 percents decrease of the recall results. The f-measure of
the method with SS is higher than that without SS, while its MDR increases slightly. For
comparison, in Table 1, we also provide the performance of our earlier work in [7]. The
proposed method with SS achieves the highest precision, which benefits from the fact
that the application of SS removes non-text objects. Even though the recall decreases,
the f-measure of the proposed method with SS is still the highest. This confirms the
efficiency of the SS.
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Table 1. Performance comparison of without/with SS

Method P R F MDR
Without SS 0.44 0.95 0.60 0.07

With SS 0.91 0.85 0.88 0.11
method of [7] 0.60 0.91 0.72 0.07

Table 2. Performance comparison on ICDAR 2003 dataset

Method P R F MDR
Our method 0.82 0.62 0.71 0.13

method of [7] 0.42 0.80 0.55 0.11
method of [6] 0.76 0.86 0.81 0.13

We also test the proposed method on the commonly-used dataset provided by ICDAR
2003 Robust Reading Competition. The performance of our earlier method [7] and the
recently reported work [6] is also shown in Table 2. Compared to other methods, the
proposed one with SS achieves the highest precision on the ICDAR 2003 dataset as
well. However, the application of SS may filter some text regions by mistake, which
results in lower performance of the recall. The f-measure of the proposed method is
lower than that of [6]. The reason may be that the proposed method attempts to deal
with not only English but also Chinese texts.

(a)            (b)            (c)            (d)          (e) 

Fig. 3. Location results of some typical images

Fig. 3 shows the experimental results of some typical images achieved by the pro-
posed method. Fig. 3(a)-(b) and Fig. 3(c)-(e) are text location results of images in IC-
DAR 2003 and ECNU-CCG, respectively. It can be seen that our proposed method is
able to locate the accurate boundaries of the text regions and is effective in detecting
text regions with different fonts, sizes (Fig. 3(a)), space alignments (Fig. 3(d)), and
background complexity. The proposed method is robust to the images with perspective
distortion or skewed text as shown in Fig. 3(b)and Fig. 3(e).It also can detect the text
with uneven illumination in Fig. 3(c).
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4 Conclusion

We have proposed a method to locate the text from natural scene images. A N- level
scale space model is built to compute the SRs to LOG operator because they can accu-
rately locate the character strokes and describe their widths. Edge detection is employed
to get the four-direction edge information in yielding the edge map. The character ar-
eas can then be detected by CCA from the edge map. The candidate text regions are
obtained by merging these character areas. The SRs are used to verify the candidate
text regions. The results with various kinds of the natural scene images show that the
proposed method is effective in distinguishing the text regions from the images and is
robust for font, size, language, space alignment, and background complexity. It is also
capable of correctly detecting the perspective or skewed text of images.
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Abstract. This paper proposes an efficient method based on texture feature for 
text-independent writer identification. In order to extract texture feature, we use 
the modified 2-D Gabor filter, which can decompose the image into sub-bands 
with different frequencies and orientations. Nearest neighbor classifier based on 
weighted chi-square distance is utilized in classification. The experiments on a 
database containing 203 writers of address images demonstrate that the 
performance of our modified 2-D Gabor filter is better than that of the 
traditional 2-D Gabor filter and our proposed method achieves promising 
results.  

Keywords: writer identification, modified 2-D Gabor filter, weighted chi-
square distance. 

1 Introduction 

Automatic handwriting based writer identification constitutes an important active 
research area in the computer vision and pattern recognition and is receiving growing 
interest from both academia and industry [1]. Writer identification methods fall into 
two broad categories: text-dependent methods and text-independent methods. The 
main difference between them is that the former require the writers to write the same 
fixed text and only compare the same character, such as the character shape, stroke and 
other characteristics. Contrastively, in text-independent methods any text with different 
characters may be used to extract writing style features, such as texture, contour, 
gradient and so on. These methods can be classified into on-line (also called dynamic), 
where the information on the writing order and dynamics of the writing process is 
available, and off-line (also called static), where only a scanned image of handwriting 
is available, and thus much dynamic information of writing process is lost. 

Recently, different approaches for off-line text independent writer identification 
have been proposed. Said et al. [1] treat each writer’s handwriting as a different 
texture using multi-channel Gabor filtering and gray-scale co-occurrence matrices. 
Bulacu et al. [2] evaluate the performance of edge-based directional probability 
distributions as features in writer identification. The HMM is used to obtain the 
output log-likelihood scores to identify the writer on separate text lines of variable 
content in [3]. Schlapbach et al. [4] build a Gaussian mixture models to model an 
individual’s handwriting. Schomaker et al. [5] present a new approach to compute the 
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probability-density functions of the common connected-component shapes from the 
codebook by clustering. In order to improve the accuracy and enhance the robustness, 
combing multiple features is adopted for writer identification in [6]. Our research 
which focuses on the off-line text independent writer identification, presents a 
modified method based on 2-D Gabor filter. 

The remainder of the paper is structured as follows. Feature extraction is introduced 
in details in Section 2. Section 3 describes writer identification. Experimental results 
and correspondence analysis follow in Section 4. Finally in Section 5, we draw 
conclusions from this work. 

2 Feature Extraction 

For the purpose of texture feature extraction, the input documents need to be 
normalized to create a uniform block of text. Some studies have discussed pre-
processing [1, 7]. The steps adopted for pre-processing are as follows: firstly, 
removing the noises in the handwriting image; secondly, separating the single 
character using the connected unit method; thirdly, normalizing each character into a 
same size; finally, creating the texture image by text padding. We also use the same 
method to obtain the preprocessed image. Figure 1 shows an original handwriting 
image and the normalized binary image. 

          
                          (a)                                   (b) 

Fig. 1. (a) The original handwriting image. It may contain different spaces between characters. 
(b) The normalized binary image. Its size is 256×256 pixels. It contains 16 Chinese characters 
with size 64×64 pixels. 

2.1 The Traditional 2-D Gabor Filter 

The multi-channel Gabor filtering approach has been verified to be practically useful 
for analyzing textured images [8]. An input image ( ), , ,I x y x y ∈ Ω  ( Ω - the set of 

image points), is convolved with a 2-D Gabor function ( ), , ,g x y x y ∈ Ω , to obtain a 

Gabor feature image ( ),f x y  as follows:  

                   ( ) ( ) ( ), , , .f x y I g x y d dδ ϕ δ ϕ δ ϕ= − −                 (1) 

The computational models of the 2-D Gabor filters are (
e

h and
o

h denote the even- and 

odd- symmetrical Gabor filters respectively): 
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( ) ( ) ( )
( ) ( ) ( )

, ; , , 2 cos sin ,

, ; , , sin 2 cos sin ,

e

o

h x y f g x y cos f x y

h x y f g x y f x y

θ π θ θ

θ π θ θ

= ⋅ +  
= ⋅ +  

             (2) 

where 

                         ( ) ( )2 2 21 2

, .
x y

g x y e
σ +  =                             (3) 

Texture characteristics can be extracted from different frequencies and directions by 
altering the value of f  and θ  which are the radial frequency and orientation that 

define the location of the channel in the frequency plane. Using frequencies of 2, 4, 8, 
16, 32, 64 cycles/degree and 0 , 45 , 90 ,135

o o o oθ = , the traditional 2-D Gabor filter gives a 
total of 24 output images. The feature vector is the mean and variance of each output 
image. Therefore, 48 features per input image are calculated. The traditional 2-D 
Gabor filter convolutes the whole image for each orientation and each frequency, thus 
one of the most serious disadvantages is the high computational cost. 

2.2 The Modified 2-D Gabor Filter 

Compared with the traditional 2-D Gabor filter, we propose a modified method based 
on 2-D Gabor filter. The modified 2-D Gabor filter can decompose the image into 
sub-bands according to the selected values of frequency and orientation. For an 
image, we can transform it into four sub-images by 2-D separable Gabor transform, 
namely: (1) LL sub-image: both 0 ,90o o and 45 ,135o o  have low frequencies of 2, 4, 8. 
(2) LH sub-image: 0 ,90o o  have low frequencies of 2, 4, 8, and 45 ,135o o  have high 
frequencies of 16, 32, 64. (3) HL sub-image: 0 ,90o o  have high frequencies of 16, 32, 
64, and 45 ,135o o  have low frequencies of 2, 4, 8. (4) HH sub-image: both 0 ,90o o and 

45 ,135o o  have high frequencies of 16, 32, 64. Thus a handwriting input image can be 
decomposed into sub-bands with different frequencies and orientations via 2-D 
Gabor-based transform. The image is in the Figure 1, and its corresponding filtered 
image is shown in Figure 2. 

 

Fig. 2. The corresponding filtered image. It is divided into four sub-images by 2-D separable 
wavelet transform in direction 0 , 45 , 90 ,135o o o o  and the central frequency is set in 8, 16, 32, 64. 
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The modified 2-D Gabor filter gives a total of 48 output images. The feature vector 
is the mean and variance of each output image. Therefore, a total of 96 features are 
extracted from a given image. The flowchart of texture feature extraction in our 
modified 2-D Gabor filter is given in Figure 3.  

 

 

Fig. 3. The flowchart of texture feature extraction in our modified 2-D Gabor filter 

Though the traditional 2-D Gabor filter is effective in text-independent writer 
identification, it has the high computational cost. Compared with the traditional 2-D 
Gabor filter, we only need to extract features from specified sub-bands but not from 
the whole handwriting image, thus calculational cost is substantially reduced.  

3 Writer Identification 

After the handwriting samples have been represented by their respective feature 
vectors, an appropriate distance measure is necessary for computing the similarity 
between the feature vectors. We use a number of distance measures, which include: 
Euclidean, weighted Euclidean, chi-square, weighted chi-square and weighted 
Manhattan. Since weighted chi-square distance performs the best results in our 
evaluations, it is adopted and is defined as follow: 

                       ( ) ( )
( )

2

1
,

N i i

i
i i i

s

s

t
wcd s t

tσ=

−
=  +

                           (4) 

Where 
i

s  is the ith  feature of the unknown input sample s , 
i

t  is the ith  feature 

of writer t  from the reference database, 
i

σ  is the standard deviation of the ith  
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feature from all of the reference samples, N  denotes the total number of feature 
vectors extracted from a single sample. 

4 Experimental Results 

In our experiments, the database contains 609 address images, that is, the database 
contains 3 pages written by each of 203 writers. Each image contains about 20 
Chinese characters. Figure 4 shows some original samples of different handwriting 
address images by different people. 

 

Fig. 4. The original samples of different handwriting address images are written by 6 different 
people 

We evaluate the efficiency of the method using both leave-one-out and three-fold 
cross validations. Table 1 shows the performance of the traditional 2-D Gabor filter 
and our modified 2-D Gabor filter. 

Table 1. Experimental results 

 
method 

3-fold cross validation leave-one-out validation 
Top_

1 
Top_

3 
Top_

5 
Top_

10 
Top_

1 
Top_

3 
Top_

5 
Top_

10 
traditional 2-D 

Gabor filter 
68.3 79.8 89.2 93.5 61.6 76.6 85.0 91.6 
76.1 86.5 91.8 100 75.0 86.5 90.3 100 
70.5 93.1 94.2 98.0 69.2 92.3 94.2 96.1 

modified 2-D 
Gabor filter 

85.0 91.6 95.0 95.0 83.3 91.6 95.0 95.0 
90.3 92.3 94.2 98.0 82.6 92.3 94.2 94.2 
84.6 98.0 100 100 86.5 88.4 94.2 100 
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It is evident that the preferred identification performance of our modified 2-D 
Gabor filter is better than that of the traditional 2-D Gabor filter. The best correct 
identification rate of Top-1 candidates achieves 90.3% in our modified method, while 
the traditional 2-D Gabor filter on our experimental database yielding the best 
performance is 76.1% Top-1.  

We also present a comparison of the performance of the recent methods on the 
different data set in Table 2. The comparison demonstrates our proposed method 
achieves promising results with potential applications in writer identification. 

Table 2. Comparison of writer identification methods on the different database 

Method Database Writers Samples/writer Performance 
Schlapbach et al. [4] IAM 100 5/4 98.46% 

Siddiqi et al. [9] IAM 650 2 86% 
Golnaz et al. [10] Farsi 180 2 92.7% 

Our proposed method IAM 650 2 90.7% 
Our proposed method Farsi 240 2 92.9% 

5 Conclusion 

In this paper, we propose an effective technique using the modified 2-D Gabor filter 
to improve the accuracy and enhance the robustness for off-line text independent 
automatic writer identification. The proposed method not only successfully avoids the 
intensive computational cost, but also whose performance is better than that of the 
traditional 2-D Gabor filter and achieves promising results with potential applications 
in writer identification. 
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Abstract. In this paper, we present segmentation of handwritten Chinese strings 
in presence of overlapped and touching characters. A contour tracing based 
method is proposed to segment the overlapped characters. To segment touching 
characters, a corner point analysis method is carried out to identify the cutting 
positions. Experimental results on 564 Chinese character strings captured from 
postal mail pieces show the effectiveness of the proposed methods on the 
segmentation of handwritten Chinese character strings. 

Keywords: Character Segmentation, Handwritten Chinese characters, Contour 
tracing, Overlapped characters, Touching characters. 

1 Introduction 

Offline handwritten Chinese characters recognition is a challenging problem in the 
field of pattern recognition. Correct segmentation of handwritten Chinese character 
string is crucial to recognition. However, correct segmentation is a difficult problem 
because of the overlapped characters and touching characters in the handwritten 
Chinese character strings. Methods of segmenting handwritten Chinese strings can be 
mainly categorized into two strategies: geometrical feature analysis and recognition-
based methods (over-segmentation and merging strategy)[1-4]. In the first strategy, 
some algorithms have been carried out to generate segmentation path, such as 
connected components analysis[1], background thinning approach[5, 6] and Viterbi 
algorithm[6]. Some of them are integrated into the recognition-based methods for 
achieving better performance. 

In this paper, we proposed two character segmentation methods for overlapped 
characters and touching characters respectively. For overlapped characters, the 

Fig. 1. Block diagram of Segmentation 
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segmentation paths are generated by tracing the contours of stroke in the dynamical 
suspected region. The experiment results show the contour tracing method needs few 
candidates to generate a segmentation path. To segment touching characters, the 
cutting position is identified by two methods. The first one is based on the stroke 
width analysis[2]. The other one is based on the corner point analysis. In experiment, 
the corner point analysis method improves the performance of the segmentation. The 
block diagram of string segmentation is shown in Fig. 1. 

2 Segmentation 

In the pre-segmentation step, a character string is split into primitive segmentation 
blocks based on its vertical projection. Then three parameters are obtained: the 
average width of characters, the stroke width and the average ratio of height to width 
of characters, denoted as Wm , Ws and Rhw  respectively. 

When 1w Wmα> ⋅ and 2/h w Rhwα ⋅< , the segmentation block is a potential 

overlapped or touching pattern. w and h are the block width and height. The 

coefficients 1α and 2α are determined by experience. Before splitting a segmentation 

block, the suspected region of this block, denoted by ,lx rx< > , should be detected, 
where the overlapped or touching position may exist. Assuming nc  and Lx  denote 
the number of characters contained in the segmentation block and the left x-
coordinate value of the segmentation block respectively, then lx and rx  are 
calculated as: 

/  .lx Lx w ncθ= + ⋅                                (1) 

 (2 ) /  .rx Lx w ncθ= + − ⋅                              (2) 

where θ  is the parameter to control the size of suspected region. 

2.1 Segmentation of Overlapped Characters  

Contour tracing method is applied to split the overlapped Chinese characters. This 
method generates a pair of nonlinear paths for each segmentation block which contain 
overlapped characters. These two splitting paths, the left path and the right path, 
belong to the left part and the right part of the split block respectively. 

The suspected region ,lx rx< > presents dynamical change with implementation 
of the method. The two vertical lines corresponding to lx  and rx are used to be the 
left boundary and the right boundary respectively. The traced contours must be in the 
suspected region. And the bottom of each boundary is the start point of contour 
tracing. The method is an iterative algorithm as follows:  

a. Trace the stroke contours along the left boundary. If the tracing trajectory 
reaches to the right boundary, jump out of this algorithm. Otherwise record the 
rightmost x-coordinate of tracing trajectory denoted by lpx . Then go to the next 

step. This step is shown in Fig. 2(a). The whole tracing trajectory is the left path. 
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b. Update rx :                 
1 .rx lpx= + Δ  

                       (3) 

where 1Δ
 
is a small offset and not greater than Ws . Trace the stroke contours 

along the updated right boundary to get the right path and record leftmost x-
coordinate of the right path denoted by rpx . Then go to the next step. This step 
is shown in Fig. 2(b). 

c. Update lx :                 
1 .lx rpx= − Δ  

                       (4) 

Trace the stroke contours along the updated left boundary to get the more precise 
left path. Then go to the next step. This step is shown in Fig. 2(c). 

d. Compute the score of the generated path pair:  

1 2   ( ) min(| |, | |) .score of path pair lpx rpx lx mx rx mxω ω= − + ⋅ − −⋅   (5) 

where /mx Lx w nc= + , 1ω and 2ω are two weights. If the score of this path 

pair is smaller than that of previous pair or there is no previous pair, store this 
pair and abandon previous one simultaneously. Otherwise, keep going. Then go 
to the next step. 

e. Update lx  and rx  simultaneously: 

                       2.lx lpx= + Δ
                           

(6) 

           
(2 ) /  .rx Lx w ncθ= + − ⋅    

                   

(7) 

where 
2Δ is a step size bigger than Ws . Then go back to step a. 

An example is shown in Fig. 2. The result of first iteration is shown in Fig. 2(c). 
Fig. 2(d) is the final result. If there are no splitting paths generated, this segmentation 
block has a touching problem. 

 

2.2 Segmentation of Touching Characters  

Ikeda et al. proposed a stroke width analysis method to segment the touching 
characters[2]. However, it can’t effectively deal with the complex touching problem. 
In order to overcome the shortcoming of the stroke width analysis method, we 
proposed another method based on corner point analysis. This method is used after 
the touching characters segmented by the stroke width analysis method. 

All the corner points used in the corner point analysis are extracted from the traced 
stroke contours. To detect the corner points on the stroke contours, a corner point 
extraction algorithm is proposed firstly. 

Corner Point Extraction. Before detecting the points, the stroke contours are traced 
and stored. Then a (2 1) (2 1)Ws Ws+ × +  template is used to detect corner points  
 

 
(b)(a)                (b)                    (c)                     (d) 

Fig. 2. An example of contour tracing 
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along the contours. Then another (4 1) (4 1)Ws Ws+ × + template is used to filter the 

corner points. The algorithm to detect a point p is as follows: 

a. Search along the contour to get the two points
1ps and

1pe , which are on the 

(2 1) (2 1)Ws Ws+ × +  template. 

b. Search through Ws in the distance array to get the two distances from 1ps  

to p  (denoted as 1lps ) and from 1pe  to p  (denoted as 1lpe ). 

c. If
1 111( ) ( )ps p pe p COS lps lpe− ⋅ − ≥ ⋅ ⋅

  
, change the template size to 

(4 1) (4 1)Ws Ws+ × + . Otherwise, p is not a corner points and jump out of 
this algorithm. COS  is the cosine threshold. 

d. Search along the contour to get the two points 2ps and 2pe , which are on the 

bigger template. 
e. Search through Ws  in the distance array to get the two distances from 2ps  

to p  (denoted as 2lps ) and from 2pe  to p  (denoted as 2lpe ). 

f. If
2 222( ) ( )ps p pe p COS lps lpe− ⋅ − ≥ ⋅ ⋅

  
, this point p is regarded as a 

corner point. 

These steps are shown in Fig. 3. Corner points often appear in groups on the contour. 
So the point in the middle of a group is chosen to be the final corner point. 

Cutting by Corner Point Analysis. For a suspected region ,lx rx< > , the contours 
which connect the left boundary ( lx ) and the right boundary ( rx ) are used to extract 
corner points. These contours are divided into two types: the lower contour which is 
the lower edge of the stroke and the upper contour corresponding to the upper edge of 
the stroke. According to the contour type, the corner points, extracted by the above 
method, also fall into two classes: lower corner point and upper corner point. The blue 
solid squares and the grey solid squares in Fig. 4(a) denote the lower corner points 
and the upper points respectively.  

Not all corner points are used to generate the cutting position candidates. A corner 
point p  is kept if it satisfies one of the following two conditions:  

(1) 
1 1( ) ( ) 0ps p pe p− × − >

   
 and p  is a lower corner point 

(2) 
1 1( ) ( ) 0ps p pe p− × − <

   
 and p  is an upper corner point 

Fig. 4(b) shows the reserved corner points. 

Fig. 3. Corner point extraction 
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A cutting position candidate is a corner point pair which consists of an upper corner 
point and a lower corner point closest to the upper one. If a corner point can’t get the 
closest partner, the vertical cutting position which starts from this corner point is also 
a candidate. Fig. 4(c) shows the cutting position candidates. Let cfc  denote the 
cutting position candidate. Then the cutting position is defined as: 

                
1 2

          
arg min( / / ) .

cfc 
clen Ws cdis Wmβ β+⋅ ⋅

 
                 (8) 

where clen  is the length of the candidate and cdis is the distance from the middle of 

the candidate to the vertical line at /Lx w nc+ . 1β  and 2β  are weights. By tracing 
contour after cutting, two splitting paths are generated as the Fig. 4(d) shows. 
 

 

Fig. 4. Corner point analysis 

3 Experiments and Results 

564 handwritten Chinese character strings, consisting of 5066 Chinese characters, are 
used in our experiment, which are captured from the Chinese postal mail pieces. Each 
string contains overlapped and/or touching characters. There are 1011 overlapped and 
1057 touching characters in these strings. Some characters are both overlapped and 
touching characters. The sum of overlapped characters and touching characters is 1964. 
The results of experiment are shown in Table 1. R1 is the correct rate of individual 
character without corner point analysis. R2 is the correct rate of individual character 
with corner point analysis. The results show the corner point analysis improves the 
segmentation performance, especially in segmenting the touching characters. 

 
We also use 814 overlapped characters to evaluate the performance of the contour 

tracing method. The correct rate of segmentation path pair cR  and the valid rate of 
segmentation path pair vR  are defined as follows: 

./c c tR N N=                                        (9) 

./v c gR N N=                                       (10) 

where cN  is the number of correct segmentation path pairs, tN  is the number of 
true segmentation path pairs and gN  is the number of all generated segmentation 

Table 1. Experiments on 564 strings 

(a)                       (b)                     (c)                    (d) 
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path pairs including the abandoned path pairs by the contour tracing method. In this 
experiment, cN = 387, tN = 427, gN = 529. According to formula (9) and (10), 
90.63% ( 90.63%cR = ) segmentation path pairs are correct and 73.16% 
( 73.16%vR = ) segmentation path pairs are valid. In addition, 8.2% (35) segmentation 
path pair are wrongly abandoned by the contour tracing method and it just needs 1.24 
( / 1.24g tN N = ) candidates to generate a segmentation path pair on average. 

Some segmentation examples of Chinese handwritten character strings are shown 
in Fig. 5. 

 

4 Conclusion 

In this paper, two character segmentation methods are proposed for segmenting 
overlapped and touching Chinese characters respectively. The experiment result 
shows that the proposed methods are very effective in the segmentation of 
handwritten Chinese strings. In future work, we will use the recognition results to 
improve the accuracy rate of segmentation. 
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Abstract. This paper proposes a word detecting method for document
image using character models and word models to evaluate the features of
single-character and between-character. First, the text line is segmented
into several fragments. Second, the candidate character, which is gen-
erated by merging some consecutive fragments, will be identified to be
the right one if it conforms to the query word character models. Third,
the path search strategy is used to search the candidate words con-
structed with candidate characters. The word model is used to identify
the matching cost. Our experimental results on a dataset of document
images demonstrate the effectiveness of the proposed method.

Keywords: Word Detecting, Word Model, Character Model.

1 Introduction

Recently, people have paid more attention to handwritten document retrieval.
Word detecting in document is a challenging work in this task [1][2][3]. The fully
automatic recognition of handwritten text is an imperfect field. The retrieval of
handwritten documents still needs more research efforts to handle the difficulty
of layout analysis, character/word segmentation, and variability of writing styles
[2], especially on the classifier training. Under these conditions, word detecting
is proposed for retrieving words from document images [1].

The techniquewhich measures the similarity of the candidate word and the
query wordis important for query word detecting. Existing methods can be clas-
sified into two categories, template-based method and training method. For the
first method, the holistic gradient-based binary features (GSC) [4] and the dy-
namic programming (DP) [2] are commonly used to measure the best match.
The second one trains models for scoring candidate patterns. Traditional meth-
ods require a lot of effort to train the character model [5] and word model [6].
Both of the methods have their limits.

Word detecting using character segmentation and recognition candidates is ef-
fective in Japanese document retrieval [7]. We use a similar method, but we pay
more attention to measure the similarity of the candidate models and the query
word models. In our method, we train models for the query word at first. Then,
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Fig. 1. Flowchart of the proposed word detecting system

for each candidate word, we get the candidate patterns from the exacted primi-
tive fragments and match them with the query-word character in the character
models matching phase. According to the searching cost, we take the n-best list
and locate the Top− n word in each candidate list. Fig.1 provides the flowchart
of the proposed system.

2 System Overview

In our work, we describe the text line as a sequence of primitive fragments or-
dered from left to right I = {I1, ..., Im}. To get the primitive fragments, we
merge the consecutive fragments which have a certain level of overlap horizon-
tally [8] and judge each fragment for forced splitting after contour analysis. To
align with a candidate word T = {C1...Cn}, (n ≤ m), we define the detecting
pattern as a correspondence between candidate character and the sequence of
primitive fragments:

A = (C1, I1...Ik1−1), ...(Ci, Ij−ki−1...Ij), ...(Cn, Ip...Im) (1)

where a candidate pattern Ci =Ij−ki−1...Ij is matched with query-word charac-
ter KCi which is selected from the sequences of query word primitive fragments.
We allow a candidate pattern to be formed by at most 4 primitive fragments
(1 ≤ ki ≤ 4).

Each possible candidate word corresponds to a path measured by DP us-
ing a path search algorithm [8] for efficient search of candidate word from
candidate primitive fragments. Fig. 2(left) shows how to detect a query word
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Fig. 2. Primitive fragments generating(left),path search to locate “ ”(right)

“ ”from sequence of candidate primitive fragments. The first charac-
ter “ ”is located as a seed node at first. Other characters are searched according
to the seed (Fig. 2(right)). To get the corresponding candidate pattern, we define
our matching conditions as:

g(A) = &DD&DG&DL (2)

where DD, DG and DL are the corresponding costs of direction features, G-DCD
and L-DCD in character model matching phase, respectively.

To search for the best match, each path is evaluated by a cost function.
Inspired by [7], we define the searching cost as a weighted sum:

g(A) =

4∑

h=0

λh · Fh (3)

where λh(h = 0, ..., k) and F0, ..., Fh are weight coefficients and word model
matching costs. Based on weighted sum, the top−n candidate words are available.

3 Character Model

In this stage, we propose a serial of single-character features to describe candidate
patterns and query-word characters.

3.1 Direction Feature

The gradient direction histogram feature [1][4] is popular in character processing.
First, we get the normalization-cooperated gradient vector d. Then, standard
directions are defined and d is decomposed into two vectors with coefficients
l1 and l2, here e1 and e2 are unit vectors. Finally, the corresponding standard
direction coefficient is added in each block.

d = l1e1 + l2e2 (4)
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The gradient elements are decomposed into 8 directions. For each direction, the
feature is extracted by Gaussian blurring. The character image is divided into
p × q(p > 1, q > 1) blocks, so the dimension of direction features should be
p× q × 8.

3.2 Direction Contributivity Density (DCD)

In previous work, the stroke feature is proved to be effective in character recogni-
tion. A method [10] is proposed to exact stroke direction features, which contain
the global direction contributivity density (G-DCD), and the local direction con-
tributivity density (L-DCD). Eight features Li(i = 1, 2, ..., 8), corresponding to
0◦, 45◦, 90◦, 135◦, 180◦, 225◦, 270◦ and 315◦, indicate eight distances between the
pixel on a stroke and eight directional edges of the stoke. Normalization of di is
defined as

di =
Li + Li+4√∑4
i=1(Li + Li+4)

, i = 1, 2, 3, 4 (5)

Then a quaternion D = (d1, d2, d3, d4) for each pixel on stroke is calculated. The
G-DCD feature indicates the direction features D for all crosspoints. We divide
the features into r parts and values of each part is added. The character image
is segmented into p × q blocks, and L-DCD feature is the sum of the direction
features for each block. It reflects the local structure of the character.

4 Word Model

To identify if the candidate word consisting of candidate patterns matches with
query word, we construct word models to measure between-character features.

4.1 Penetrated Feature

The input image is scaned horizontally, and the locations of the turning pixels
between character and background are recorded in binary digital images. We
could get two signals: the horizontal distance to left-most pixel and the sum of
turning pixels [10]. For the first one, a maximum value (MAX) is defined as the
largest number of transitions. If the number of the recorded transition pixels (i.e.
n) is less than MAX, then the remaining MAX-n transitions would be assigned
values of 0. Otherwise, drop the extra ones. For other directions, i.e. 45◦, 90◦,
and 135◦, we use the same method.

4.2 Modified Direction Feature (MDF)

Transition information is commonly applied in handwritten text processing [9],
a technique which contained this information is called Modified direction fea-
ture extraction. For MDF, the collinear direction vectors are normalized to one
standard direction. First, we mark out the direction of the character [9]. Then,
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Fig. 3. Performance of proposed word detecting system with different parameters

location transitions (LTs) and Direction Transition (DTs) features according to
the direction of transition pixel are obtained. Finally, a local averaging process is
applied to the LT and DT values obtained in four traversal directions to reduce
the feature vector size.

5 Experimental Results

In our work, the performance of the word detecting method is tested on a dataset
constructed with 10002 images of different grays, sizes, skews and noise levels .
They are captured from real-life letters. In the dataset, 240 pieces with candidate
patterns match with 21 different query words. For each query word Ki(i ≤ 21),
corresponding to a relevant match list K̂i(i ≤ 21), we take one image from each
of 21 lists for training the query word model and others (more than 3) for testing.
We count Top − n images for every match list. The candidate word, which is
from the query word writer and has the same text as the query word, is defined
as the correct search in our system.

The performance is defined by recall, precision and F − score as:

recall =
cdw

tw
, precision =

cdw

dw
, F =

2
1

recall +
1

precision

(6)

where cdw indicates the sum of correct detected words, tw means the sum of the
truth words, and dw describes the sum of detected words.

We showthedetectingperformancewhenadjustingdifferentparameters (Fig.3),
from which we can see that recall is inversely proportional to precision. F , which
integrates recall and precision, almost stays the same and reflects the performance
of the overall system. It proves our system’s relatively stable.

Given the best parameter (recall is 0.903, precision is 0.892, F is 0.897, they
have the best performance in the Fig.3), performance index of the system is
measured in the following way. First, we take the n-best list in accordance with
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Fig. 4. Performance of the proposed system with the best parameter. For the match
list corresponding to a query word, Top− n is sorted by searching cost (right). For all
lists, n-best list is sorted by precision and recall (left).

the performance of candidate word list for each query word. Experimental result
for n-best list is shown in Fig.4(left), where N is the number of the list. Second,
we sort the candidate word according to the searching cost in each candidate list
and locate the Top−n candidate word. The performance of our system in terms
of Top−n accuracy is shown in Fig.4(right). The high accuracy of Top−n(n ≤ 5)
means the incorrect almost at the end of the list, where n denotes the location
in the candidate list.

Table 1. The performance comparison of the state-of-the-art methods and the pro-
posed method

method precision recall F

Rodriguez J. and Perronnin F.[3] 0.883 0.789 0.833
Huang L. et al.[1] 0.871 0.893 0.882
the proposed method 0.892 0.903 0.897

Since there are many works for word detecting in recent years, we compared
the proposed system with method using gradient histogram features [3] and
method using statistical model [1]. The performance for the different methods
are shown in Table 1. It can be appreciated that the proposed method gives
better performance than the other two methods.

6 Conclusions

Word retrieval has recently attracted a lot of attention. In this paper, we focus on
a word detecting method that employs character models and word models. The
similarity between the query words and every candidate word is measured by
integrating single-character feature and between-character feature. Our method
achieves high performance in experiments.
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Abstract. Tone is a distinctive feature in Mandarin. This paper describes an 
attempt to automate the tone evaluation for continuous Mandarin speech. An 
HMM forced alignment based tone model is used to get tone score for 
Mandarin syllables. The competing model based approach is introduced to get 
tonal syllable score. Especially, we generate the syllable-based competing 
models by using the simplified linguistic knowledge based initial/final net. For 
the purpose of getting more objective tone evaluation, we integrate tonal 
syllable score and tone score together to acquire the overall tone scoring results. 
The experimental results demonstrate that this proposed competing models 
based method gives an accurate tone evaluation. 

Keywords: Tone evaluation, Competing models, Linguistic knowledge, speech 
recognition. 

1 Introduction 

Tone plays a vital role in speech recognition of tonal languages. In Mandarin, each 
character is associated with one out of five possible tones. In previous work, many 
researchers have investigated on automatic pronunciation quality assessment by 
speech recognition techniques [1], [2]. In Mandarin, research and development of 
speech recognition have been conducted for nearly two decades [3], [4], [5], [6]. 
Among them, an approach based on the ranking among all competing biphone models 
was used to measure confidence in pronunciation evaluation [6]. 

In this paper, the simplified linguistic knowledge based initial/final net is proposed 
to generate syllable-based competing models. And the competing models based 
approach is introduced in our system to get tone evaluation. Particularly, the tonal 
syllable score is obtained by using tonal syllable competing models, and the tone 
score is computed by using tone competing models. 

The remainder of the paper is organized as follows. In section 2, we discuss the 
proposed method in detail. Experimental results are presented in Section 3, followed 
by conclusions in Section 4. 



 Competing Model Based Tone Evaluation for Mandarin Speech 183 

 

2 The Proposed Approach 

We propose an approach, which uses the competing models based tone assessment to 
improve the performance of tone evaluation system for Mandarin speech. 

2.1 System Architecture Description 

The architecture of our tone evaluation system is shown in Fig. 1. 39-dimensional 
MFCC features are used for segmentation. The competing models based approach is 
introduced to get objective tone evaluation results. The overall tone score is obtained 
by combining tonal syllable score and tone score. Especially, the tonal syllable score 
is obtained by using tonal syllable competing models, and the tone score is computed 
by using tone competing models. 

 

Fig. 1. Architecture of our tone evaluation system 

2.2 Forced Alignment Based Tone Model 

In this paper, we partition training samples into 5 tonal classes, the high flat (tone 1), 
the low rising (tone 2), the high low rising (tone 3), the high falling (tone 4), and the 
neutral tone (tone 0). For all the utterances, we employ SMDSF method [7] to extract 
pitch features, which are 4-dimension, five tone triphone features. Before training the 
model, each training utterance needs to be segmented into several syllables by using 
HMM forced alignment. The acoustic model for the forced alignment is based on 
context-dependent triphone modeling, and the model is a 39-dimension MFCC tonal 
model. After forced alignment, the segmental results are used as parameters in 
training our tone model. 

2.3 Competing Model Based Tone Evaluation 

With the purpose of getting objective tone evaluation, we use a relative measure 
based on competing models. Basically, the whole evaluation procedure contains two 
parts: tonal syllable evaluation and tone evaluation. 
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As shown in Fig. 2, the parallel network composes our proposed tonal syllable 
competing network, which includes initial network, final network and tone network. 

 

Fig. 2. Architecture of tonal syllable competing network 

In the system, the initial/final format based tonal syllable assessment proceeds as 
follows: 

1) For a syllable of “(initial) + final” format, we define the set of competing 
models as “(initial)*+final*+tone*”where the part between brackets is optional and 
the * is a wildcard representing all the possible initials/finals/tones, and tone = {0, 1, 
2, 3, 4}. 

2) We then send the syllables to the competing models for a log probability 
evaluation and find the rank (zero-based) of syllable in the competing models. 

3) Each syllable has a different set of competing models; therefore we divide the 
rank of syllable by the size of its competing models to obtain a rank ratio between 0 
and 1. Then the syllable score of the i-th syllable in an utterance can be expressed by 
the following formula[6]: 

b
i

i

a

r
Score

+

=

1

100

 

(1)

Where ri is the rank ratio of the i-th syllable, and a and b are the tunable parameters of 
this scoring function. 

2.4 Simplified Linguistic Knowledge-Based Initial/Final Net 

A Mandarin syllable has either a structure form of CV (Consonant-Vowel or initial-
final) or a single structure form of V (Vowel). Fig. 3(a) shows the full initial/final net 
of Mandarin syllable, where the total number of initials and finals are, respectively, 
21 and 37. According to the definition of competing models described in section 2.3, 
using full initial/final net will generate large numbers of competing models. Since the 
total number of initials, finals and tones are, respectively, 21, 37 and 5, each syllable 
has 21*37*5 competing models at most. Accordingly, the simplified net is introduced  
to form legal competing models. Fig. 3(b) lists the simplified initial/final net based on 
the linguistic knowledge of Mandarin pronunciation. 
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Take the phrase “斗争 ”(it means fight or struggle) for example, it can be 
pronounced as “dou4 zheng1”. For the first word “dou4”, initial “d” is in the second 
initial net “d, t, g, h, k”, while final “ou” is in the first final net “en, eng, iong, ong, 
ou, u, uen” and the second final net “ao, e, o, ou, u, uo”. Therefore, the competing 
models of “dou4” can be represented in the form as “initial from initial net 1 + final 
from final net 1 and final net 2 + tone”. 

 

Fig. 3. Mandarin syllable competing network: (a) full initial/final net; (b) simplified linguistic 
knowledge-based initial/final net 

2.5 Tone Evaluation 

In tone evaluation, we employ the forced alignment based tone model to extract pitch 
features of a given utterance, and send each syllable into five tone competing models 
for a log probability evaluation and find the tone rank (zero-based) of syllable in the 
competing models. In like manner, the tone competing models is defined as 
“initial+final+tone*” where the initial/final is constant and the * is a wildcard 
representing all the possible tones. Similarly, formula (1) is brought to compute the i-
th correct tone score. 

After previous two evaluations, we have obtained two scores. The overall tone 
scoring function is designed as a weighted average of two scores: 

tonebletonalsyllaoverall ScorewScorewScore ⋅+⋅= 21
 (2)

Where w1 and w2 are the tunable parameters, and w1+ w2=1. 

3 Experiments 

3.1 Speech Database 

The speech corpus used in the experiments is the Mandarin Database collected under 
863 Project (863 Database), which is a speaker-independent, large vocabulary, 
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continuously read Mandarin Chinese speech database [8]. The text material is selected 
from the Chinese newspaper “People's Daily”, telescripts and dictionaries. The corpus 
covers 2185 sentences and 388 phrases. The database is recorded by 80 speakers, 
which include 40 males and 40 females, and each speaker read 520 utterances. 60 
speakers (30 males and 30 females)’ records are used as training set and the rest are 
used as testing set. Speeches of the 863 Database are in the format of 8000 Hz 
sampling rate, 16bits bit rate, mono channel and PCM audio format. 

3.2 Experiment Results 

In tonal syllable evaluation, three methods are adopted for tone evaluation in 
comparing. 

1) M1: use syllable-based competing models; baseline without tone. 
2) M2: use syllable-based competing models; with tone. 
3) M3: use initial/final-based competing models; with tone. 

The simplified net is used in all of the three methods. The syllable-based competing 
models of M1 are in form “(initial) + final”. M2 is the method we introduced in this 
paper. In M3, initial score and final score are obtained separately, after that the two 
scores are combined to construct a syllable score. 

For example, the word “斗”(means fight or struggle) can be pronounced as “dou4”. 
In our experiment, we compared the three methods, and in each method we read 
“dou4” as “dou4”, “dou1”, “dou3”, “tou4”, “yi1”, respectively. Table 1 gives the 
number of competing models of three methods. Table 2 shows the tonal syllable 
scores attained by using three methods. In M1 and M2, formula (1) is used to 
calculate the tonal syllable score. Similarly, formula (1) is applied in M3 to get the i-
th correct initial score and the i-th correct final score. Then the syllable scores are 
computed by initial and final scores. Since tone is considered in M2 and the number 
of competing models getting from M2 is larger than that from M1 and M3, tonal 
syllable scores acquire from M2 are more objective. 

Table 3 shows the tone ranks and corresponding tone scores of “dou4”, and 
combines the preceding syllable scores from M2 to obtain the overall scores. The 
results of combination method are better than that of using only competing models 
method. For the wrong pronunciation “dou1”, ”dou3”, ”tou4” and “yi1”, the 
combination method gives a lower score than only competing models method. 

Moreover, in order to get more intuitive results, we use the 863 Database to test the 
performance of the proposed method. The test set includes 4 male utterances data and 
4 female utterances data. There are 800 sentences, 9692 syllables in all. Table 4 gives 
the tone recognition results of syllables. The first line lists the results of the decision 
tree based approach reported in [9], and its recognition accuracy is 66.3%. By using 
combination method, the TER of syllables is 16.08%. TER of only using tone models 
is 33.59%, and the TER of only using competing models is 16.11%. 
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Table 3. Tone evaluation results of “dou4” 

 Competing Models Method Combination Method (Tone model 
+Competing Model)

 rank Tone Overall Score rank Tone Score Overall Score 

dou4 2 60.98  80.49 0 100 100 

dou1 2 60.98 78.98 3 40.98 68.98 

dou3 1 86.21 70.68 3 40.98 48.06 

tou4 2 60.98 46.3 1 86.21 58.92 

yi1 3 40.98 35.2 4 28.09 28.76 

Table 4. Tone error rate (TER) for three methods 

 TER 
Approach in (Cao et al., 2004) 33.7% 
Tone Model 33.59% 
Competing Model 16.11% 
Combination Method 
(Tone Model + Competing Model) 

16.08% 

4 Conclusions 

In this paper, we propose a competing model based approach to attain objective tone 
evaluation for Mandarin speech. Experiments have shown that the combination 
approach of using forced alignment based tone model with competing models based 
tone assessment is able to gain better performance in tone evaluation. By using this 
combination measure, the tone assessment result is more objective than using only 
competing models. 
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Abstract. This paper proposes a novel solution to process sonar images. It uses 
intensity Hough transformation to find out line-type moving objects in B-mode 
images of sonar. Considering that objects in sonar B-mode images always have 
enough values of intensity and are shown as local peaks, mathematical 
morphology is adopted to restrain noises, and extract the peaks. The intensity 
images are involved, which are different from the binary images used by 
standard Hough transformation. Intensity accumulation is performed in 
accumulation space. Line-type moving objects are discovered when the 
accumulation exceeds the preset threshold. The approach is suitable for a 
variety of underwater environments due to the independence on the model of 
reverberation. The experimental result illustrates the effectiveness and 
robustness of the novel solution.  

Keywords: mathematical morphology, intensity Hough transformation, object 
detection, sonar image. 

1 Introduction 

In recent years sonar detection technology has developed rapidly. People have been 
able to successfully finish a series of tasks such as navigation, ranging, acoustic 
communication and underwater positioning with sonar. Sonar images play as the data 
information carriers, so the imaging quality is directly related to the accuracy of the 
subsequent processings, like underwater object detection, tracking and behavior 
analysis, and also related to the construction of underwater environment monitoring 
systems using computer vision in the future.  

Although sonar images, same as optical images, in essence are plane or spatial 
distributions of energy, because of the unique transmission characteristics of the 
sound and underwater acoustic channels, sonar images are in many aspects different 
from optical images. Prevailing image processing technology cannot be applied 
directly to acoustic image processing. Underwater topography and geology, sound 
waves produced by working marine equipments, bad movement stability of sonar 
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Commission of Science and Technology (11dz1205902), and the Leading Academic 
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carriers, and many other factors can make sonar work in strong reverberation fields, 
which induces the phenomenon that the images often have great noises and low 
contrast, deteriorating edges. Therefore the images have poor quality. Small targets 
are often submerged by interferences while artifacts appear frequently[1].  

In order to eliminate fundamentally the underwater reverberation, and guarantee 
the accuracy of underwater object detection, many researchers have made great efforts 
to model the ocean reverberation[2, 3].Under the support of U.S. Office of Naval 
Research, Reverberation Modeling Workshop summarized several models, put 
forward appropriate reference models corresponding to some typical environments[4]. 
However, considering the complexity and variability of the water, large amounts of 
model parameter adjustments are involved so that generality, computing and accuracy 
may be hard to be ensured all. Hence post-processing the sonar images under the 
environmental reverberation directly, or avoidance noises in acoustic imaging course 
are also good ways. Firoiu[5] had put forward a new type of wavelet transformation-
HWT. With the excellent performance of translation invariance of HWT, the speckles 
in the sonar images could be cleared. Combined with bishrink filter for repairing 
outlines, the approach improved the image contrast greatly. Liang[6] integrated null-
forming weights with Bartlett beam-forming technology, only grabbed maximum 
output power in the target's direction. The method was exclusive from multipath 
noises. Leier and Zoubir[7] used synthetic an aperture sonar to realize high resolution 
image reconstruction. The ratio of energy to the reference echo was introduced for 
evaluating compensation in the process of the motion compensation to low resolution 
images. The largest continuous echo whose ratio was within the scope expected was 
got to reconstruct the high resolution focused images. Yang[8] considered the 
multiplying characteristics of the speckle noise. Multilevel median filter and rough set 
weighted mean filter which both preserved edges well were combined with 
homomorphic transformation. The image noise effect was effectively suppressed. 

Moving targets exist in the form of lines in multi-beam sonar B-mode images. 
Owing to the presence of the surrounding reverberation, it is rather difficult to detect 
targets' trajectories. In view of this situation, this paper proposes an approach to 
realize sonar image line-type moving objects detection by using intensity Hough 
transformation. Mathematical morphology is involved to inhibit reverberation 
interference at the same time extracting local gray-scale peaks of the images. 
Afterwards intensity Hough transformation is performed in order to detect line-type 
moving targets. The method is not dependent on reverberation model, and suitable to 
be used in all kinds of water environment. The experimental results demonstrate that 
the theoretical analysis is rational and the proposed method is valid.  

2 Line-Type Moving Objects Detection by Intensity Hough 
Transformation for Sonar Images 

The representation of the multi-beam sonar B-mode image is a distance-time-intensity 
2D image. The image consists of the bar sub-images ordered by the angles of 
receiving elements as shown in Fig. 1.  
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Accordingly, trajectories of the objects exist as continuous lines. Further ones of 
the moving targets are shown as straight lines with certain sloping degrees. Figuring 
out the sloping lines in the image means line-type moving objects detection. Hough 
transformation and its improved form are common and effective ways of line 
detection. The reverberation of the sonar image deteriorates the binary edge image 
involved in standard Hough transformation which is full of the edges belonging to 
noises. Restraining reverberation and strengthening the information of linear targets is 
related to actual detection effects. The algorithm proposed in this paper according to 
the image characteristics, through the following two steps: (1) mathematical 
morphology pre-processing, (2) intensity Hough transformation, realizes line-type 
moving objects detection.  

 

Fig. 1. A multi-beam sonar B-mode image  

2.1 Mathematical Morphology Pre-processing 

Close Operation. We know that close operation in morphological operation can make 
up for interior small holes and gaps of objects, and connect neighboring objects. 
Noises in sonar B-mode images exist in the form of clouds of points. At the same time 
tracks of targets are always fractured. Using close operation at first may change the 
form of the reverberation from clouds into blocks, which the distribution of the noises 
appears smoothly so that lines of the targets around the noises can be obvious. Also, 
close operation carries out linking with these lines properly. As a result, connectivity 
of moving objects is assured. In practice, to improve the ability of filling and 
connection, the operation adopted in this paper is:  

( )f b f b b b b•• = ⊕ ⊕ ⊗ ⊗ . (1)

where ⊕  stands for dilation, ⊗  is erosion operator. The large close operation as (1) 
with the processing of “dilation-dilation-erosion-erosion” improves the fitness of pre-
processing and robustness under great reverberation.  

Top-Hat Transformation. Top-hat transformation is a kind of image processing 
method in the field of mathematical morphology. It is an effective image detection and 
enhancement measure, as is often used for images with uneven background 
illumination. It can be achieved by combination of open operation and input images. 
The expression of top-hat transformation is:  
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( , ) ( , ) ( , )topf x y f x y f b x y= − 
 . 

  (2) 

where ( , )f x y  is the input image, ( , )f b x y  is the result of open operation. 

Through Top-hat transformation can compensate the phenomenon that intensities of 
local backgrounds vary dramatically due to reverberation. The output image of top-
hat transformation has great contrast between targets and backgrounds, guaranteeing 
performance of detection.  

Considering the experiences of finding out moving targets in sonar B-mode images 
with naked eyes, we notice that the targets always show certain intensities that are 
local peaks around as well. In view of the above prior knowledge, top-hat 
transformation has ability to point out the peaks instead of naked eyes. Top-hat 
transformation following close operation will ignore relatively uniform blocks of 
noise areas, and extract trajectories rightly.  

2.2 Intensity Hough Transformation 

Standard Hough transformation usually contains the following step: 1) Points in the 
images that has finished edge detection and binarization (labeled as B ) should be 
mapped into parameter space. 2) Evidence accumulation is done by the rule of binary 
accumulation. 3) Local peaks are found out. Parameters corresponding to these peaks 
are confirmed. Line could be detected by the parameter backward. The procedure is 
shown in Fig. 2.  
 

  
(a) Line form in the image (b) Parameter curves in the 

parameter space
(c) Accumulation matrix 
(partially)

Fig. 2. Use standard Hough Transformation to detect lines  

It is obvious that all the points belonging to the same line in the image will become 
several curves that cross at a certain position in the parameter space after Hough 
transformation. The curves display radiating, as shown in Fig. 2(b). It is the 
distribution of the curves that lead to the butterfly distribution around the peaks in the 
parameter space under the rule of binary accumulation. The meaning is that the values 
in the accumulation matrix turn to decrease gradually around the peaks. The problem 
lies on the point that the values near the peaks are quite close to the peaks, as shown 
in Fig. 2(c).It makes threshold setting and peak extracting more difficult. Moreover, 
noises will let the problem more troublesome. To deal with such situation, an 
improving scheme of Hough transformation, intensity Hough transformation, is given 
in this paper on the basis of analyzing characteristics of sonar B-mode images.  
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Segmentation of Bar Regions. Multi-beam imaging sonar B-mode image is a 
distance-time-intensity 2D image. Signal impulses are launched at a fixed time 
interval in a period of time. Then divided by the received angles of the sonar, the 
received echoes of each angle are recorded, composing the echo bar image of each 
angle. All the echo bar images constitute the whole B-mode image. Since the echo bar 
images are independent with each other, it is obviously appropriate to deal with the 
whole picture for linear detection. Several artificial lines spanning two or more bar 
regions will be found wrongly. Therefore, according to the number of the angles K, 
we divide off the bar regions one by one to avoid the interference among them. This 
method benefits improvement of speed and robustness as well through limiting 
accumulate space.  
 
Intensity Accumulation. Facing the shortcoming of binary accumulation of standard 
Hough transformation, many scholars [9,10] put forward several solutions. The 
general thoughts are either analysis of distributions in parameter space or optimization 
of accumulating data. The latter replaces binary accumulation with weight 
accumulation, highlighting the peaks. However, input images needed in both 
approaches above are mostly binary edge images. It is especially in sonar images that 
the greater intensities of the edges are, the more probably they belong to a straight 
line in view of the prior knowledge about travelling object detection with naked eyes. 
Abnegating intensities means abnegating the most original weight factor. Hence in 
this paper intensity accumulation is utilized.  

( , )topf x y
 
represents the intensity image after mathematical morphology pre-

processing. ( , )( 1, )iT x y i K=   are the sub-images after segmentation of the bar 

regions of the intensity image whose sizes are all M N× . The corresponding 
accumulation function can be expressed as:  
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where ,Hρ θ  stands for the point in parameter space whose coordinate is ( , )ρ θ . 

Voting and accumulation is done by the intensities of all the points whose curves in 
parameter space pass ( , )ρ θ  according to (3),(4). If the accumulation value of 

,( | ( , ))i iV H T x yρ θ  exceeds preset threshold Th , a line exists in the area which 

,Hρ θ  
corresponds to under Cartesian coordinates. In addition, noises appear in the 

form of 0-degree or near 90-degree outlines of blocks. The trajectories of expected  
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moving targets have certain slopes (Still targets’ slope is 0 degree). Thereby upper 

and lower bounds of the angle θ  are introduced in this paper, expressed as upθ  and 

downθ  separately. By the bounds, outlines of noises and still targets can be ignored. 

At the same time, computation of parameter and accumulation space will be reduced.  

3 Experimental Results 

To verify the effectiveness of the algorithm, functions expected are realized with C++ 
development language in the Microsoft Visual 2008 C++ environment, combined 
with open source computer vision library OpenCV. The sonar B-mode image ready 
for processing is shown as Fig. 1. Fig. 1 comes from the dataset of sonar images 
provided by Mogan Mountain Lake Test Station. The central part of Fig. 1 contains a 
number of moving targets captured by the sonar. Unfortunately moving targets are 
also accompanied by reverberation. Firstly morphological pre-processing is 
performed by two dilations and two erosions. The result after the operation is shown 
in Fig. 3(a).The clouds of the noises merge into blocks while information of moving 
objects is still well reserved. Then next morphology pre-processing step, top-hat 
transformation, is done, whose effect is shown in Fig. 3(b). After the transformation, 
reverberation turns into rectangle outlines from blocks. Internal parts of the noises 
throughout the image are eliminated greatly. It makes the targets surrounded by 
reverberation more distinct while harsh background is inhibited enough. Afterwards, 
the whole image ( 378 840× ) is divided into 24 sub-images with size of 378 35×  
pixels each. At last intensity Hough transformation is carried out through intensity 
accumulation in parameter space according to bar regions. Fig. 3(c) is the output 
image after intensity Hough transformation. In this process, in order to balance the 
sensitivity to targets and the judgments of the smallest moving objects accepted, after 
a lot of testing, accumulation threshold Th  is finally set to 260. Upper and lower 

bounds of the angle( upθ , downθ ) are respectively set to 60 degrees and 10 degrees, to 

avoid the environment noises left and still targets. It takes 0.327 (sec) for conducting 
the algorithm on a PC with an Intel Core i3 CPU at 2.27GHz. The computing speed of 
about 3 (frame/s) meets the need of real-time sonar systems.  

To assess intensity Hough transformation under challenging conditions, the ground 
truth of another sonar image from the dataset is labeled and quantitative comparison 
between intensity Hough transformation and standard Hough transformation is made. 
Fig. 4 shows the ground truth and the results of both algorithms. The local regions of 
the image where line-type objects appear are displayed. The method proposed in this 
paper could cover all the moving objects correctly even if multi-targets exist in the 
image while standard Hough transformation misses some targets. Other prevailing 
algorithms like Radon transformation could not reach the accuracy of intensity Hough 
transformation also. 
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(a) The result after “dilation-dilation-erosion-erosion”  

 
(b) The result after top-hat transformation  

 
(c) Trajectories of moving targets after intensity Hough transformation  

Fig. 3. Using intensity Hough transformation to realize moving object detection for a sonar B-
mode image 

  
(a) The ground truth circled (b) results of standard 

Hough transformation
(c) results of intensity 
Hough transformation 

Fig. 4. Assessment of intensity Hough transformation for sonar B-mode images 
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4 Conclusion 

This paper puts forward an approach to detect line-type moving objects for sonar B-
mode images. Mathematical morphological operation effectively suppresses 
reverberation and extracts local peaks of intensities. Hough transformation with 
intensity accumulation is done to detect line-type moving targets. Experimental 
results show that this algorithm has good effectiveness and robustness, and can be 
used for real-time object detection.  
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Abstract. This paper presents a histogram degradation model of line
scratch. The degradation of line scratch results in compression of its
column’s histogram, which can be expressed by histogram’s key fea-
tures. Based on the histogram model, a histogram-based approach of
line scratch detection is proposed. By combining the scratch histogram
model and a serious of constraints such as Weber’s Law, width selection
and symmetry selection, the proposed algorithm performs well automat-
ically. The experimental results show that the proposed algorithm work
better in terms of false alarms rejection with low computing complexity.

Keywords: line scratch, detection, histogram.

1 Introduction

In the last few years, digital film restoration has attracted increasing attention.
Kinds of degradation, such as dust spots, scratches and abrasions, heavily affect
old-film’s visual effects -see [2], [4], [5]. For the sake of preservation the art value
of old movies, many computer-aid algorithms have been adopted to restore the
defects. The main goal of restoration is to gain a better visual effect with a low
computation complexity and the least modification of good original image infor-
mation. In this paper we will focus on spatial(one frame at a time) line scratch
detection. Scratches consist of long, vertical lines of bright or dark intensity, ori-
ented more or less vertically over much the image (up to 5% of the film width),
with width from about 3 to 10 pixels[6][7]. They are caused by the abrasion of
the film material during its transport or in the developing process [1],[2],[4],[5].

Generally speaking, scratches in most old films have the features and classifi-
cation as TABLE-1, which are very helpful to our further work.

In [4] and [5], scratch degradation problem is dealt with by means of a tempo-
ral representation, i.e., using all frames of the degraded sequence. The detection
phase is characterized by performing the Radon’s transform and the combina-
tion of the Kalman ’s filter and the Hough transform. In [1] and [2], Kokaram
proposed a spatial model which is based on the Hough transform on the image
previously vertically sub-sampled and horizontally median filtered. Then it em-
ploys a bayesian refinement strategy to find scratches, looking at the marginal
distribution of their brightness. And in [7], V.Bruni generalized Kokaram ’s
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Table 1. Type of Scratch

Kind of Scratch Description

Static Scratch Present at the same position
on consecutive frames

Moving Scratch Can change positions during sequence

Principal Scratch Lying on more than 95% the image height
Secondary Scratch The others

Alone Scratch Without any other scratch nearby it
Not-alone Scratch With other scratch nearby it

Positive Scratch Dark intensity
Negative Scratch Light intensity

theory into a damped sinusoid model and adopted Weber’s Law to determine
threshold for the first time.

In recent years, researchers have used wavelet[8], canny operator[9], shape
filter[10] and some other tools to deal with spatial scratch detection. However,
they were still puzzled by false retrieval and long elapsed time. False retrievals
have been faced by most spatial scratch detection especially those who employ
wavelet in frequency domain. Moreover, filter algorithms remove some vertical
edges which drive visual effect worse. Other spatial approaches like template
matching perform well for some frames, but cost too much time.

Although can be dealt with by some temporal approaches, false drop remain
hard problems for spatial detectors. From this perspective, we would like to
present a novel spatial scratch detection approach which performs relatively
high detect rate while some resistance of false retrieval with less computation
complexity. In this paper, we generalize a degradation model of scratch’s his-
togram and further propose a new scratch detecting method. The proposed ap-
proach performs: i) completely automatic, ii) better at distinguishing between
real scratches and false alarms and finally iii) very fast, i.e., it has an complexity
O(N), where N is the input image’s number of columns.

2 Scratch Histogram Degradation Model

As is well known, histogram represents some statistical characteristics of the
image. Since histogram’s intensity level whose probability value is zero does not
make sense, histogram H can be represented by a 2×K matrix as follows

H =

(
h1 ... hK

p1 ... pK

)
=

(
h
p

)
(1)

where K is the number of intensity level whose probability value is non-zero. h ∈
RK represented the total K intensity levels with the corresponding probability
vector p ∈ RK in the histogram. The distance between adjacent intensity levels
whose probability value are non-zero is sk = hk − hk−1, k = 2, ...,K,s1 = h1.
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(a)

(b)

(c)

Fig. 1. ((a)The 700 × 576 8-b image of the 1st frame of Star sequence. (b)The corre-
sponding column histogram H1,...,N. (c).Comparison between scratch line’s histogram
and nearby columns’.

In order to exploit the model, we consider an input image with size M ×N ,
where M,N ∈ N . For nth image column, its histogram corresponds to Hn.
Then we have a column histogram sequence H1,...,N. Now assume that H1,...,N

is the clean image’s column histogram sequence, H̃1,...,N represents the degraded
column histogram sequence. Based on the consistency of image data, Hn should
be similar with its neighbors. H̃n, if is a line scratch, will be outstanding from
the others. See Fig-1(c), col 48 of Star is a line scratch lying on more than
95% of image height. The red curve is the scratch’s histogram and the black
curves are nearby columns’ histograms. It is noticed that scratch’s histogram
is obviously different with the histograms nearby. Another important point is
that the degraded histogram remains its shape. Besides Star, many experimen-
tal observations also back up the assumption that histogram degradation does
not change original histogram shape. The phenomenon indicates that the de-
graded area still holds some information which can be used in restoration. This
may come from the fact that grains or dusts which resulted in scratch did not
completely remove the film layers. After film-to-tape and A-D transformation,
the information carried by the remained layers is too little to be seen, which is
the reason why scratch looks dark or light.

Based on the analysis above, we can simplify the expression of histogram with
some key features because of the invariability of shape.

Fn(H) =

⎛
⎝h1n

hKn

pn

⎞
⎠ , F̃n(H) =

⎛
⎝ h̃1n

h̃Kn

p̃n

⎞
⎠ , n = 1, ..., N (2)
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where F̃n(H) represents the key features of H̃n, and Fn(H) stands for the key
features of Hn. h1n and hKn can be recognized as lower edge and higher edge
of nth column’s histogram, pn is the position of histogram peak.h̃1n,h̃Kn,p̃n are
the degraded ones.

For each n ∈ [1, N ], ∃αn, βn that

F̃n(H) = αnFn(H) + βn, n = 1, ..., N (3)

where 0 < αn ≤ 1, βn > 0. In this equation, α indicates the degraded level of
scratch area while β reflect whether the line scratch is dark or light. If the αn

is far less than 1, the corresponding image column will look darker or lighter
than the surround. If no defect lies on nth column, αn will be equal to 1 and βn

be 0. From lots of samples of degraded film image, we find that dark scratches’
histograms shrink to lower side while light scratches’ shrink to the higher side.

From Fig-1(c), we can find that the line scratch’s histogram is compressed
with shape remained. The abberation of scratch line histogram gives us a new
method to detect line scratch. Since F (H) cannot be acquired in practice, we
use local average F (H) instead.

Solve the equation (3),

αn =
h̃Kn − h̃1n

hKn − h1n

, βn = h̃1n − h1n
h̃Kn − h̃1n

hKn − h1n

, n = 1, ..., N (4)

For column histogram sequence H̃1,...,N, α is a vector as α = {α1, ..., αN}.

3 Proposed Algorithm of Scratch Detection

According to α, we are able to locate line scratches after several steps of con-
straints and criterion.

At first, for each column histogram H̃n, find the lowest and highest intensity
level whose probability value is non-zero. But taking noise and other defects into
consideration, we usually set a threshold little higher than zero in practice. Then
compute the local average h1 and hK. According to (4), α can be figured out.

The second step contains width selection and symmetry selection. Width se-
lection is to select local minima with adjacent maxima’s distance in the range of 3
to 10 pixels. Symmetry selection requires the local minima locates at the approx-
imate center of a scratch. See Fig-2(b), c is a candidate local minima and b1, b2
are the adjacent local maxima whose α must not be less than one. b1 and b2 are
viewed as the scratch edges in order to get the width. A potential scratch should
satisfy the width and symmetric shape constraints that c ∈ [ 2b1+b2

3 , b1+2b2
3 ].

In the third step, the well known Weber’s Law is employed, which helps us
determine whether a possible scratch can be perceivable on the image. In other
word we can determine the best threshold to detect real scratches, applying
the Weber’s law. According to Weber’s law [11], an object of luminance f0 is

noticeable on a surround of luminance fs if |fs−f0|
f0

≥ 0.02 . In our case, α is
the proportion of degraded intensity level to un-degraded intensity level which is
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approximately equal to surround intensity level. For a candidate scratch, weber’s
law is applied as follows:

∫ b2

b1

αndn ≤ 0.98(b2 − b1) (5)

Besides employing Weber’s Law to determine local threshold, we still have a
global threshold αth, where αth is the average of all minima of α. For a candidate
scratch, its center degrade rate αc should less than the global threshold.

(a) (b)

Fig. 2. (a)α of Star. Red points are candidate position of scratches, green ones are
final results. (b)Detail of α surrounding a scratch. c is the center of scratch, b1 and b2
are boundaries.

4 Experimental Results

We have tested proposed algorithm on many frames. In this section, we will show
the results on 4 typical images: Sitdown, Star, Knight and Worker’s Love.(Fig-3)

Comparison of our result with some other spatial detection algorithms is
shown in Table-2. It is evident that our algorithm has a better performance in
decreasing the false detect rate, although it sacrifice some effectiveness. Kokaram
’s technique loses secondary scratches because of the minimum length thresh-
old for a detectable scratch. The same drawback is in [8], [9]. For example in

Table 2. Comparison Between State of Art Model And The Proposed One. We Outline
That True Scratches Are The Ones Perceived By A Sample Of 10 Observers. The
Number Of False Alarms Has Been Put In Brackets.

Sitdown Star Knight Worker’s Love

Ground Truth 17 18 1 33

Kokaram’s Model 9(1) 1 1 1

Bruni’s Model 8(4) 13(8) 1 21(4)

Canny Operator 6(2) 2 1 3

Proposed 10 6 1 18
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(a)

(b) Ground Truth

(c) Bruni’s result

(d) Proposed result

Fig. 3. (a)Detected scratches of the 8th frame of Sitdown; (b)(c)(d) Comparison be-
tween Bruni’s result and proposed result, where false alarms are set 0.5

(Star), Kokaram ’s algorithm detects only the principal scratch (see [1]) while
the proposed model detects both principal and secondary scratches. In regard
to Sitdown image, this aspect is not so evident but strongly dependent on the
scratch length threshold. Canny operator can find alone primary scratch and
some secondary scratch, but it fails to separate some edges and ropes with true
line scratches.V.Bruni ’s model [7]is most effective because it detects most per-
ceivable scratches, however it results in many false alarms. Her model has been
widely used for long time but it also detects many invisible ”scratches”. With
such false detection, real image information will be lost after scratch removal
algorithm.

Inspired by V.Bruni ’s generalized model, proposed algorithm employs We-
ber’s Law to strengthen effectiveness. Besides, width selection and symmetry
selection help to avoid false alarm. And experimental results also proved that
these selection succeeded to lower the false rate. Our algorithm is not so sensitive
to some not-alone secondary scratch. For secondary scratch, our basic assump-
tion that histogram of scratch column holds its shape might not be completely
correct. Note that, (3) is correct only for part of the histogram caused by the fact
that secondary scratches do not lie on most part of image, thus making column
histogram not maintain its shape. In such cases, a band-filter might be used in
order to keep the model correct by swapping the un-degraded part.

Finally, in regard to the computational effort, complexity of computing col-
umn histogram is O(MN) and α computation costs O(256N), for 8-bit image.
We notice that column histogram’s computation is the most time-consuming
part. Due to column’s independency of each other, this part can be accelerated
by parallel algorithm. Computing α takes less time than histogram computa-
tion. In average, the complexity is about O(N). The rest operations of pro-
posed algorithm take O(N) because our detector completely performs on 1-D
signal α vector, which can save lots of time. Kokaram ’s technique complexity
is O(MNk) + O(N2k2) where k is the size of the accumulator array used in
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(a) (b)

(c) (d)

Fig. 4. Some experiment results. (a) Sitdown, (b) Knight, (c) Star (d) Worker’s Love.
Lines on top row indicate the detection results.

the Hough Transform[7]. V.Bruni ’s algorithm complexity is O(MN) + O(N).
In terms of computation complexity, proposed algorithm takes same time as
V.Bruni ’s model but much faster than Kokaram ’s technique and other spatial
algorithms like OWE and Canny operator.

5 Conclusion

We have proposed a new degradation model of column histogram along with
a spatial scratch detection algorithm. The proposed model recognizes scratch
degradation as histogram’s compression. The new algorithm decreases false re-
trieval rate, while maintaining efficiency and rapidity. The degradation model of
scratch’s histogram might also be used in scratch removal. Integration of image
enhancement methods and traditional region filling algorithms may be applied
to restore scratches in the future.
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Abstract. Recent object detection systems utilize contextual information to 
boost recognition performance. A state-of-the-art contextual object detection 
method [7] adopts a structural model with greedy forward search inference 
algorithm. In this paper, we propose an isolation method for contextual object 
detection. It decomposes a complicated structural learning problem into several 
“local” ones, which can be efficiently solved by standard SVMs, to boost the 
speed of training and inference processes. Moreover, such isolation can readily 
deal with additional real-valued features to further improve the performance. 
The experimental results on PASCAL VOC 2007 dataset demonstrate the 
superiority of our method relative to other state-of-the-art ones both in 
computational cost and detection accuracy. 

Keywords: contextual object detection, isolation, structural model, SSVM.  

1 Introduction 

In literatures of object detection, most methods extract appearance features (e.g., 
HOG [2]), train a local model [2][3][4] with labeled bounding-boxes, and perform 
sliding-window detection process over multiple scale and positions for testing images. 
However, for this challenge task, using only local visual cues tends to be failure, and 
a host of works [5][6][7] suggest exploiting contextual information between object 
detections to further improve the performance.For example, a tree-based model, 
which automatically builds up the contextual relationship within related classes [5], 
and [6], where the results of image classification are used as context. Meanwhile, [7] 
is also a practical approach, where a fixed set of spatial types are defined with respect 
to the category and relative position of detection windows.  

[7] shows a state-of-the-art performance in VOC 2007 dataset. In this scenario, a 
structural model is adopted to exploit the contextual information through pair-wise 
spatial layout features.Although the structural model in [7] can effectively utilize 
context information, straightforward inference might be intractable due to an 
exponentially large solution space would be considered.The training of structural 
model adopts StructuralSVM (SSVM) [8][9], it could also become slow when large 
qualities of samples are presented. In practice, some approximate method (e.g. greedy 
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forward search [7] or loopy belief propagation) is introduced to achieve tractable 
inference.However, the greedy forward search method can only find a local optimum 
solution in general, and bad initialization tends to lead it to some unexpected results. 
Besides, the structural model itself might also place some constraintson the usage 
with more flexible form of spatial features.  

 

Fig. 1. (a) Detection windows in a sample image; (b) The structure of spatial feature. Note that 
the length of total feature is N×N×7×K. For each triplet, the feature vector is of length K. 

In this paper, we develop an isolation method to simplify the problem into many 
sub problems based on certain estimation of spatial feature. With proper prior 
information, such estimation can be close to its real value. In addition, such isolation 
method can also render a higher flexibility in the representational forms of spatial 
feature, thus more useful information can be considered. We experiment the proposed 
methods by VOC 2007 dataset, and demonstrate its superiority in computational cost 
and detection performance relative to state-of-the-art object detection scheme [7].The 
contributions of this paper are summarized as follows: 1) we propose an efficient 
isolation method on multi-class object detection, which provides availability to 
consider more flexible real-valued features of context information; 2) It can achieve 
state-of-the-art performancewith standard SVMsas on VOC 2007 dataset. 

The rest of the paper is organized as follows: Section 2 sets up the structural model 
to represent the spatial contexts, and the isolation method is proposed in Section 3. 
Corresponding learning method is discussed in Section 4 and experimental results are 
shown in Section 5. Finally, we conclude this paper in Section 6. 

2 Model 

Assuming there areܰ candidate object classes to be detected, as in [7], we first train a 
local detector for each class and detect any potential object instances (with detection 
windows) for a given image. Thus, an image could be represented as a set of 
scored detection windows ܺ ൌ ሼݔଵ, ,ଶݔ … … ெሽݔ , where each detection window ݔis represented by its location ݀, class labelܿ  and confidence score ݏ  output by 
corresponding local detector. Accordingly, there is a label set for this image, denoted 
byY ൌ ሼyଵ, yଶ, … … , yMሽ , where y୧ represents the class label of ݔ . As in [7], we 
consider a window to be one foreground class or background, namely y୧ א ሼ0, ܿሽ. We 
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use 0 to denote the background class.Given ܺ and Y , the total score of labeling Yfor 
image ܺ is computed as: ܵሺܺ, ܻሻ ൌ ߱௦ ृ,ஷൣ߮൫ݕ, ,ݕ ,ݔ ൯൧ݔ  ߱  ߶ሺݔ, ሻݕ  (1)

where for every 0 ൏ ݅  ,φሺy୧ ,ܯ y୨, x୧, x୨ሻrepresents the spatial feature between the ݅௧୦  window ݔ , which is called current window and another window ݔ , called 
reference window. In our model, φሺy୧, y୨, x୧, x୨ሻ  is a kind of mapping from the 
tripleሼy୧, y୨, tሺx୧, x୨ሻሽ to a feature vector of length K, where tሺx୧, x୨ሻ is the spatial type 
between x୧ and x୨. In this paper, we adopt 7 spatial types as in [7], including above, 
below, on top of, next-to, near, far and overlap.ृrepresents a pooling operation 
forgathering spatial features of all potential windows to form an unified feature 
descriptor for the image.E.g., it can be obtained by summation or maximization over 
those features.Ԅሺx୧, y୧ሻ represents a feature vector composed of the detection scores 
given by local model. In this paper, we use a linear model to calculate the final score, 
thus a weight vector ωୱ is used to represent the weight for spatial relationship, while ωୟ for local part.  

3 Inference 

Our target is to find the best labeling ܻכ of image ܺ. However, the learning of weight 
vector  ωୱ  and ωୟ , as well as the inference of argmaxYܵሺܺ, ܻሻ  are generally 
intractable due to an exponential number of states need to be considered. To achieve 
tractable inference, [7] proposed an approximate greedy forward search algorithm, 
which iterativelysearches and instances the non-instancedwindow with maximum 
gain based on former iterations.Another problem is the operation ृ . Since each 
triplewill be mapped into a feature vector of length K, a common practice of ृ is to 
sum the vector of every combination of current windowclass, reference window class 
and spatial type. See Fig.1.(b) as an example. However, this operation is not 
applicable to some features such as aspect ratio and overlap percentage.Under this 
constraint, we choose K=1 and the vector will be 1 if ݕ · ݕ ് 0, and the vector will 
be 0 otherwise. 

In this paper, wepropose a method to isolatethose detection windows by estimating 
the label values of reference windows. For a current window ݔ, we substitute the 
label of its each reference window y୨  by y୨ . With the sum pooling operation, the 
score of a solution Y could be obtainedas follows: ሚܵሺܺ, ܻሻ ൌ ߱௦   ߮൫ݕ, ,ݕ ,ݔ ݕหݔ ൌ ൯ஷஸெݕ  ߱  ߶ሺݔ, ሻழஸெൌݕ ሾ߱௦, ߱ሿ  ߮൫ݕ, ,ݕ ,ݔ ݕหݔ ൌ ൯ஷݕ , ߶ሺݔ, ሻᇱݕ

ஸெ  
(2)

Thus the original structured inference problem arg maxYܵሺܺ, ܻሻ can be transformed 
to ܯ separated sub-problems, which can be easily solved by matrix multiplication. 
Note that each sub-problem is isolated with others, and the value of ݕ could be either 
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0 or ݕ . If ݕఫ ൌ ݕ , the solution argmaxY ሚܵሺܺ, ܻሻ  will be exactly that of argmaxYܵሺܺ, ܻሻ. Meanwhile, since φሺy୧, y୨, x୧, x୨ሻ sums up the value of the same 
triples, we can separate ݅ into N groups by its category, thus for each category, the 
length of spatial feature is N×7×K. In this scenario, each sub-problem can be 
described as equation(3). 

Now we will show how to find a proper estimation of ݕ without calculating the value ݏሺݔ, ሻݕ ൌ  ߱௦,߮൫ݕ, ,ݕ ,ݔ ݕหݔ ൌ ൯ݕ  ߱,ஷ ߶ሺݔ, ሻ (3)ݕ

of ݕ itself. A thresholding-based method can be used to get an approximate value ݕ by ሼݕ ൌ ܿ|ݏ  ሽݎ݄ݐ , where ݎ݄ݐ  is thevalue of threshold. A relative smaller 
threshold could allow for more contextual information, while it has the risk of 
introducing more noises. For the case that local models provide more accurate 
detection results over the threshold, our method will obtain a solution closer to the 
optimal labeling ܻ. 

Another method based on max pooling is caused by the structure of spatial feature. 
In the thresholding-based method, we will sum the spatial feature for all triples of the 
same value. But in the max-pooling-based method, for all triples with the same value, 
we only consider the one with maximum value of s୨. Besides the efficiency of the 
proposed isolation method, it can also facilitate the usage of more flexible features 
through the maximization operation. Note that to each sub problem, the spatial feature 
regarding the class of current window, the class of reference window and the spatial 
type, will consider only one triplet. Thus, some other spatial context features, such as 
the percentage of overlapping degree and the relative aspect ratio between detection 
windows, can be appropriately considered by our model. Meanwhile, those context 
features help to improve detection performance in the end. 

4 Learning 

For both the thresholding-based method and maximization-based method, the learning 
problem can be formulated as follows: 

௪,ఌ݊݅݉݃ݎܽ 12 |߱|ଶ  ܥ  ߝ
ୀଵ  

.ݏ ,ݕሺ݊݃ݏ  .ݐ #ሻሺ߱ݕ · ᇱሻܨ  1 െ  ߝ
(3)

where ߱ ൌ ሾ߱ݏ,ܿ, ߱ܽ,ܿሿ in (3) and ܨ ൌ ቂ∑ ߮ ቀ݅ݕ, ,݆ݕ ,݅ݔ ݆ݕቚ݆ݔ ൌ ݆ቁݕ , ߶൫݀݅, ,ݕ൫݊݃ݏ .൯ቃ݅ݕ  #൯ݕ

is the sign function which takes +1 ifݕ  equals to the groundtruth valueݕ# and െ1 
otherwise. We observe that it is a standard linear SVM problem [10], which can be 
solved by any off-the-shelf SVM implementation in practice. 

5 Result 

We evaluate our method on VOC 2007 dataset. The dataset contains 5000 images for 
training and validation, while 5000 images for testing. There are 20 object classes to 
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be considered in total. The name for each class is illustrated in Table 1. In this paper, 
we consider the ordinary objects and those labeled with ‘truncated’. The dataset is 
quite challenging due to that the objects are vary in size, pose, illumination, etc. 
Similar as object detection literatures [3][4][7], we adopt average precision (AP) as 
the performance measurement for detection results. 

We use deformable, part-based model [4] to train the local model for the objects in 
the image. This local model produces state-of-the-art result in the VOC 2007 dataset. 
Moreover, we use the public available code for contextual model in [7] as a baseline.  

For the thresholding-based method, the length of spatial feature is N×7. We sum 
the feature vector of triples with the same current window class, reference window 
class and spatial type, and then join them together. In terms of max-pooling-based 
method, we first build a N×7 spatial feature by maximization, then added the relative 
aspect ratio and overlap percentage between reference window and current window, 
together with the confidence of reference window. Thus a feature with length of 
N×7×4 is used. The model for each class is trained by LibSVM with RBF kernel [10]. 
With additional information, our max-pooling-based method achieves the best 
performance over all classes. The per-class APis shown in Table 1. More detailed 
comparisons of quantitative and qualitative resultsare shown in Fig.3. 

Table 1. AP scores for each class on VOC 2007 dataset.The result of local detector [4] is 
shown inthe first row, while the baseline [7] is in the second row. Our max-pooling-
basedisolation method with additional information is shown in 3rd row, and it is clear to see the 
improvements of detection results for most object classes. 

Class aeroplane bicycle bird boat bottle bus car cat chair cow 

[4] 0.621 0.831 0.067 0.436 0.568 0.732 0.711 0.289 0.329 0.522 

[7] 0.616 0.823 0.091 0.491 0.606 0.687 0.737 0.318 0.343 0.584 

Isolation 0.640 0.860 0.100 0.412 0.625 0.691 0.751 0.356 0.346 0.542 

Class diningtable dog horse motorbike person pottedplant sheep sofa train tvmonitor 

[4] 0.561 0.072 0.745 0.690 0.586 0.150 0.458 0.674 0.608 0.722 

[7] 0.588 0.088 0.755 0.720 0.584 0.135 0.405 0.693 0.619 0.744 

Isolation 0.575 0.127 0.760 0.721 0.625 0.159 0.434 0.621 0.623 0.730 

 

Fig. 2. (a) The comparison of time used for training in SSVM[7], our thresholding-based 
method IsoThr, our max-pooling-based method with/without additional information IsoMa and 
IsoMaA;(b) Time used for inference in SSVM, IsoThr, IsoMa and IsoMaA. We can see our 
method takes much less run-timethan that of [7]. 
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From Table 1, we can observe significant gain in AP for most classes when using 
the isolation method with additional spatial information. The computational 
complexity of our methods is comparatively lower, and even with additional 
information, it is still faster than applying SSVM[7] to optimize the structural model. 
With a computer of dual-core 2.53GHz CPU and 4GB memory, the average time for 
training and inference stages are shown in Fig 2. 

 

 

Fig. 3.(a) The comparison of AP for deform[4], SSVM[7] and our thresholding-based method 
IsoThr, max-pooling-based method with/without additional information IsoMa and IsoMaA;(b) 
PR curve for object class person; (c)(d)(e) detection result by [4], [7] and our method IsoMaA 
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6 Conclusion 

In this paper, we present a novel isolation method present a novel isolation method 
spatial context relationship for multi-class object detection. Based on prior 
assumption about the contextual relationship, it can effectively reduce the 
computational complexity compared to the structural-SVM-based methods in 
literature. Besides, it can also readily use more spatial features to improve detection 
performance further. 
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Abstract. In this paper, we propose a novel and adaptive method for
image search reranking. We firstly evaluate different visual features based
on the results of image classification on object and scene separately. And
visual features are chosen adaptively to rerank the initial image search
result. For a given query, it can be classified into either object or scene us-
ing the trained classifier on text features. Then, low-level visual features
are adaptively selected and fused for image search reranking. Experimen-
tal results on large scale image dataset of WebQueries demonstrate the
efficacy of the proposed method.

Keywords: Image search reranking, adaptive feature selection and fu-
sion, object and scene.

1 Introduction

As more and more images with user free tags are appearing on the Internet, it
is necessary to help a user to effectively obtain the real relevant images when
the user submit a query. Most image search engines normally return images for
one query based on associated texts. And, the search results may contains some
unrelated images. So, many image reranking methods based on visual features
occur in recent years, which aims to improve the image search result [1].

There are some different characteristics between object and scene on obser-
vation. For object, Alexe et al. [2] argue that any object has at least one of
three distinctive characteristics: (a) a well-defined closed boundary in space; (b)
a different appearance from their surroundings; (c) sometimes it is unique within
the image and stands out as salient. And in [3,4], some image properties such
as openness, expansion, ruggedness, verticalness, which is to describe scene con-
tent, are computed and used. It can be found that object and scene perception
has different processes, different features or different feature fusion. So, in this
paper, we choose different features to rerank the initial search result for object
and scene.

Before use low-level visual features for reranking, we evaluate the performance
of different visual features. In this paper, the features we considered include

� Corresponding author.
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color features: CAC (color auto-correlogram), CCV (color coherence vector),
CLD (color layout descriptor), CSD (color structure descriptor), SCD (scalable
color descriptor), texture features: EHD (edge histogram descriptor), HT (ho-
mogeneous texture) [5], and other features: SIFT (Scale invariant feature trans-
form) [6], HoG (Histograms of oriented gradients) [7], GIST [3]. We choose the
optimal feature and determine the feature fusion method from each feature sub-
set based on classification results for reranking.

For a given query, it is classified into either object or scene using the trained
classifier on textual features. And low-level visual features are adaptively selected
and fused for reranking. Fig. 1 shows the flowchart of our proposed reranking
method.

Classification

training

Feature 
fusion

Key words

...
...

Scene
Search 
Engine

Online

Off-line

Text 
classifier

Key words 
search result

Reranked 
result

Labeled texts 
corpora

Labeled images 
corpora

Feature 
selector

Object

Feature 
evaluation

Fig. 1. Proposed re-ranking model based on adaptive feature selection and fusion

The rest of the paper is organized as follows. In section 2, we discuss our
proposed model. Experimental results and some discussions on image search
reranking are given in Section 3. And we conclude our work in Section 4.

2 Adaptive Re-ranking Model

In this section, we describe the proposed reranking model which is illustrated in
Fig. 1. It includes two parts: off-line model training and online reranking.

During off-line stage, the text classifier is trained using the textual features
of images. Meanwhile, visual features are evaluated from the results of image
classification on object or scene.

During the online phase, the user submits a query to the search engine, and
then the query will be automatically classified into either object or scene using
the trained classifier. Next, the search engine will select adaptive visual features
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based on off-line feature evaluation results, and then the search engine reranks
the search results based on the selected visual features and the fused features.
Finally, the search engine returns the reranking results to the users.

2.1 Text Classification

In order to automatically classify the query into either object or scene, we need
to train a text classifier off-line. In this work, we adopt query-relative textual
features for text classification: the concept, the text surrounding the image, the
web page’s title, the image’s alternative text [8]. Those information are closely
related to query and can be easily obtained.

Prior to the text classification, we extract BoW (bag of words) of textual
feature from every document (each image refers to a relative textual document
in the dataset of WebQueries), which is suitable for the learning algorithm and
the classification task.

The dataset is randomly partitioned into 3 sets, i.e., 50% training set, 25%
validation set, and 25% testing set. The text classification classifier SVM1 is
modeled by using 50% training set. The experiments are done on 10 runs. The
average precision (AP) is 86.23% and its standard deviation is 3.41%.

2.2 Image Reranking

How to evaluate the performance of different visual features for image reranking?
In this work, we consider image classification as the measurement. A feature
is regarded as discriminative if it has good image classification performance.
So, we adaptively choose features which have good classification performance
for reranking. Those chosen features will be fused linearly. And the weights
are also obtained from the result of image classification. Besides, we make a
comparison (Section 3.2) between the reranking result of using single feature
and fused features.

As indicate in [1], most image search engines, such as Google, Yahoo, Bing,
have good performance at the top several images. So, in this paper, we assume
that the top 5 images which are returned by a specific engine for a query are
query-relative images (QRIs). These images are represented as the exemplar [9].

Fig. 2 shows how to calculate the distance between the n-th image and the
exemplar using the m-th feature. Finally, the initial search results are reranked
based on the score of images, which is defined as follows.

Scoren =
1

∑M
m=1 wmdmn

(1)

where, dmn represents the distance between the n-th image and the exemplar
using the m-th feature, wm the weight of the m-th feature, M the number of
fused features. wm is determined from the classification results, which is obtained
as follows.

wm =
mAPm

∑M
i=1 mAPi

(2)
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Fig. 2. The distance between the n-th image and the exemplar using the m-th feature

where mAPi means the mean average precision of classification for object or
scene using the i-th feature and M represents the number of fused features.

3 Experimental Results and Analysis

In this section, we evaluate the proposed adaptive method for image reranking.
And, we use a public dataset so that we can easily make a comparison of our
proposed method with previous related work such as [8].

3.1 Feature Evaluation and Selection

We conduct our experiments on WebQueries1, which was first introduced in [8].
It contains 71,478 images retrieved from a web search engine using 353 different
web queries. For each query, the dataset includes the original textual query, the
top-ranked images found by the web search engine, and an annotation file for
each image by human labeling. And for each query, 300 ∼ 500 images on the top
of text queried ranking list are got for further reranking.

To illustrate detail evaluation and make comparison, we group concepts into
several sets as follows [8].

– Low Precision (LP): 25 queries where the search engine performs worst, e.g.
‘will smill’, ‘rugby pitch’, ‘bass guitar’, ‘mont blanc’, ‘jack black’.

– High Precision (HP): 25 queries where the search engine performs best, e.g.
‘batman’, ‘aerial photography’, ‘shrek’, ‘pantheon rome’, ‘brazil flag’.

– Search Engine Poor (SEP): 25 queries where the search engine improves least
over random ordering of the query set, e.g. ‘clipart’, ‘cloud’, ‘flag’, ‘car’.

– Search Engine Good (SEG): 25 queries where the search engine improves
most over random ordering of the query set, e.g. ‘rugby pitch’, ‘tennis court’,
‘golf course’, ‘ben stiller’, ‘dustin hoffman’.

1 http://lear.inrialpes.fr/pubs/2010/KAVJ10/

http://lear.inrialpes.fr/pubs/2010/KAVJ10/
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Fig. 3. The mean average precision (mAP) of classification results

Fig. 3 shows the results of classification which are used to measure the dis-
criminability of visual features. It can be observed that SCD and CLD are the
discriminative color features for object and scene, respectively. However, EHD
is the discriminative texture feature for both object and scene. From this figure,
we know which color feature and texture feature should be chosen for reranking.
In order to specifically describe the reranking results, we group visual features
into following two sets.

– Object Features (OFs): SCD, EHD, HoG, GIST, SIFT.
– Scene Features (SFs): CLD, EHD, HoG, GIST, SIFT.

According to our proposed reranking model (Fig. 1), we know that when users
submit a new query to a specific search engine, the search engine will classify
the query into either object or scene using the trained text classifier. Then, we
choose OFs to re-rank the initial rank result for the class of object and SFs to
re-rank the initial rank result for the class of scene.

3.2 Reranking Results

Table 1 shows the reranking results comparing with that of in [8]. From this
table, it can be observed that as follows.

– Overall, our method obtians about 5.82% and 7.38% relative improvements
compared with the text-based image search engine.

– Reranking result keeps consistent with the classification evaluation when
using single feature. And the best performance on single feature is achieved
when using the following features: CSD, SCD, EHD, HoG, GIST, SIFT.
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– Adaptive feature selection and fusion (OFs and SFs) can achieve better
performance than that of single feature’. The reason lies that the selected
low-level visual features are relatively complementary.

– Although we use only visual features, our proposed method can obtain better
or comparable reranking performance compared with [8].

– Overall, our method obtains about 5.82% (object) and 7.38% (scene) relative
improvements compared with the text-based image search engine.

Table 1. Reranking results on WebQueries

mAP×100 Overall LP HP SEP SEG

Search engine (object/scene) 49.59/44.93 16.27/21.92 80.52/81.84 73.96/79.68 47.07/57.06

Best result (visual features only) [8] 64.9 24.1 91.0 71.9 58.4

Color feature:CAC (object/scene) 49.3/46.0 15.3/16.0 85.0/84.4 80.1/84.1 48.0/57.1
Color feature:CCV (object/scene) 49.2/46.8 14.8/16.3 85.3/82.6 77.3/83.6 51.1/56.9
Color feature:CLD (object/scene) 51.0/49.4 19.6/22.5 85.1/86.5 79.4/86.6 52.1/57.0
Color feature:CSD (object/scene) 55.6/49.6 18.3/24.0 87.5/83.0 79.4/83.3 55.7/52.7
Color feature:SCD (object/scene) 54.1/49.2 21.2/23.3 86.7/85.2 83.7/84.6 54.2/58.2

Texture feature:EHD (object/scene) 53.9/49.5 18.3/20.3 88.0/88.2 79.3/89.0 57.2/63.0
Texture feature:HT (object/scene) 51.8/48.6 17.4/21.7 85.6/85.3 79.5/84.7 53.3/64.9

HoG (object/scene) 49.3/49.2 17.3/19.6 84.9/89.0 76.5/89.0 55.6/67.4

GIST (object/scene) 52.7/50.5 18.2/22.5 85.8/90.1 76.8/89.3 57.8/64.8

SIFT (object/scene) 50.4/45.9 17.1/21.2 81.8/79.1 79.4/80.2 47.3/51.6

Feature fusion: (OFs/SFs) 55.41/52.31 19.14/25.62 87.11/91.41 81.45/91.40 53.30/59.49

4 Conclusions

In this paper, we propose a novel and adaptive method for image search rerank-
ing, which adaptively choose low-level visual features and fuse the selected fea-
tures on object and scene. The selected features include color, texture, scene,
and local features and are complementary. Experimental results on a public
large-scale dataset of WebQueries show that our proposed method can obtain
promising reranking results.
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Abstract. Video structured description was proposed for video surveil-
lance system in this paper, and a prototype system was also introduced.
As a novel video data vitalization technique, it employs knowledge model
of certain surveillance scenario and image/video understanding to distill
visual knowledge from video. Benefit from knowledge modeling, visual
information distilled by the proposed method could be accessed by other
information systems much easier than before. A technical overview was
given and some key characteristics were also discussed.

Keywords: video structured description, vitalization, computer vision.

1 Introduction

As is well-known to all, the “Smart City” relies on the new information technology.
By the methods of the internet and internet of things, we can monitor all kinds of
components dynamically and get the important data. Analyzing and integrating
those data, we have a better and deeper perception to our living environment and
have a more complete and accurate regulation and control to our cities. It enables
each component of our cities to work together more efficiently and conveniently
such as economy, transportation, communications, education, environment, en-
ergy, security, management, service, culture, medical care and so on. Thus, all of
these progresses will improve the quality of our lives and the whole environment of
our city, and enhance the relationship between us and our cities.

The development of the “Smart City” requires more comprehensive data,
more extensive communications, more harmonious human-computer interactions
and more powerful intelligence. It also needs a unified framework of standards.
Nowadays, it is undoubted that the data has become a type of strategic resources
and the “Smart City” is a classical family of the dense data. It is a certain trend
to the development of the “Smart City” to maximize the use of the data and
mine the information the data obtained more intelligently. One of the methods of
developing the “Smart City” is to establish a unified and comprehensive system
of standards on the technology, build a framework which is the government-
oriented, business-oriented and individual-oriented, and has a dynamic sensing

W. Zhang et al. (Eds.): IFTC 2012, CCIS 331, pp. 219–227, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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network for collecting data and a dynamic data center and uses the technique
of data vitalization. The video surveillance system is one of the most important
components of the security and emergency systems of the “Smart City”. It aims
to build a system coving the whole city. This system can supply a platform
with the unified command and cooperative work in both the peacetime and
the wartime. It can integrate and share the information to guarantee the safety
and harmony of the city. About 30 years ago, the video surveillance system was
applied in many fields including security, industries and business in China. So
far, the video surveillance network built by the public security departments is the
most extensive and representative video surveillance network. It is always used
to preserve society stable, fight against crime and serve for the people. Thus, all
the governments at different levels attach great importance to the construction of
the video surveillance systems. Recently, the police have carried out systematic
and large-scale video surveillance networks sponsored by some policies such as
the “Green City”, the ”3111” project and so on.

The video surveillance system has played an important role in the police
affairs in the society managing, the case detecting, information collecting. It
has become an essential technical method in the police. The Ministry of Public
Security is going to build a national connected network of video surveillance
system. However, there are still some difficulties and restrictions for the further
applications of video surveillance system. Roughly, they contain the following
aspects:

1. There is a contradiction between the mass redundant information and the
weak ability of retrieving the useful information in the system. Even though
we compress the video surveillance data, there is a lot of useless information.
For example, a medium-sized city has about 30 million surveillance cameras.
If a standard-definition video camera produces data 10MB/s after compres-
sion, then the video surveillance system will yield the data 3TB/s totally.
Commonly, not only the data is redundant but also it takes much time to
process the data. Facing the rich video data, we lack good automatic process-
ing methods and the system’s processing capacity is very limited. Therefore,
so many people have to cost much time to watch and check the video once
there are some abnormal events somewhere.

2. The isolated surveillance video data results in the difficulty of the integra-
tion and interaction the resource. First, the contradiction between the mass
video data and the limited bandwidth of the data-sharing channels yields
some hard problems. Secondly, there are difficulties to integrate the police
information systems and interoperate the resource currently. After gathering
and sharing information initially, it is an inevitable trend to integrate and
interoperate the resource. It needs co-work and share in different information
systems, i.e., interoperability. The interoperability requires that the systems
can communicate with each other by the data formats, the communication
protocols and the description interfaces. Then it results in the data vitaliza-
tion in the heterogeneous networks. Moreover, the exchange of data among
the systems leads to co-work semantically.



Vitalization Techniques for the Surveillance Video Data 221

3. There is a contradiction between the mass data and the limited storage
in the video surveillance system. The total storage of thousands of video
surveillance systems will be extreme huge. It usually costs about 5-10 million
RMB to build a typical video surveillance center, whose storage capacity
attains on the PB level at least. All the same, this center maintains the
video at most 30 days. Obviously, we have no idea to decide whether a video
should be deleted or preserved. Thus, it does not satisfy the practical work
of the police.

4. There is no accurate and efficient method to retrieve the specific video. Thus,
we have to employ many people to check all the videos. This approach is not
only brute-force and time-consuming but also cannot guarantee the accuracy
of the retrieval.

5. There is no unified standard and criterion for the applications of video
surveillance in the police. Naturally, it cannot guide the system of the video
surveillance well.

2 Related Work

For the private video network of the MPS, the application requirement of the
police is that the video surveillance system can be regarded as an information
resource and integrate with other information resource about the police affairs
to supply the information for the practical work of the police.

To satisfy the above requirements, we have to make a breakthrough in many
techniques including modeling and administrating the knowledge on the appli-
cation of the surveillance, understanding and describing the surveillance video,
storing the video and the corresponding description data, and the creating the
software environment [15] based on SOAService-Oriented Architectureby the
technique of the semantic Internet. In other words, the techniques involved in
the construction of the sensing system of semantic contains machine vision [4, 5],
image understanding [10, 11, 20], Semantic Web, software services, the develop-
ment of the special equipment.

The techniques of machine vision [7–9, 24, 18] and images understanding
[26, 3, 6, 23, 13] are very significant to anti-terrorism and domestic safety. Since
the 11/9 disaster especially, the intelligent technique of the surveillance video
understanding [16, 1, 25] has become a hot research topic. Many governments
have investigated so much in many aspects including the policy, legislation, econ-
omy and applications. It has promoted the understanding technique of intelli-
gent video surveillance. Now, the research of these techniques has become a
national security strategy. The UK and USA have begun to the research work
and achieved many advanced progresses. For instance, the Defense Advanced Re-
search Projects Agency (DARPA) of USA has funded or initiated a number of
related projects such as AVS project (Airborne Video Surveillance, 1998-2002),
which mainly addressed on how to register, analyze and detect the stationary or
moving objects accurately, and how to monitor the multiple objects simultane-
ously and the events in the different space.
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The program HID (Human Identification at a Distance, 2000) focused on long-
range human detection, classification and identification using multi-mode control
techniques. Then it can enhance the protection of the sensitive environment. The
program ADVISOR (Annotated Digital Video for Intelligent Surveillance and
Optimized Retrieval) in the UK can estimate the density and movement of the
population of the metro, analyze the behaviors of persons or groups and predict
the potential dangers according to the video data. Now, some companies such
as IBM, Microsoft are introducing the technique of the gesture recognition into
the video surveillance in the metro station. It can tell us some abnormal events
such as overcrowding, fighting, and leaving the unknown bags.

The technique of the semantic web is one of the hot research topics in the next
generation of Internet. Although we have started the research on the Semantic
Web in recent years, there are few theoretical study and applications of the
semantic web. Most current jobs neglect the architectures, methods, principles
and strategies on the Semantic Web. Thus, there is less study on constructing
ontology. The concept of the Semantic Web is proposed by Berners-Lee, who is
the chairman of the World Wide Web Consortium (W3C) in 1998. In his view,
the Semantic Web is not independent web but an extension of the current web
in which the information is well-defined and convenient to cooperate between
human and machines. Moreover, he also presented a road map for building the
Semantic Web. In this architecture, three core techniques are involved in on the
Semantic Web, i.e. XML (eXtensible Markup Language), Resource Description
Framework RDF (Resource Description Framework) and body (Ontology).

3 Video Structured Description

The technique of video structured description addresses generating the text on
the surveillance video understood by both human and computer by the informa-
tion methods such as space-time segmentation, feature extraction and objects
recognition and so on. The technique of data vitalization [2] is one of the key
techniques in the ”Smart City”. It describes the process of abstracting disparate
data sources (databases, applications, file repositories, websites, data services
vendors, etc.) through a single data access layer which may be any of several
data access mechanisms. This abstraction enables data access clients to target a
single data access layer, serialization, format, structure, etc., rather than making
each client tool handle multiples of any or all of these.

Since there are different accesses to data of the city from the dimensions,
sources to types, the traditional organizing and managing techniques of the data
cannot smooth the new problems. It is necessary to describe the correlation in-
formation implied by the original data efficiently. Thus, we need a description
language of the heterogeneous data. Based on a unified and comprehensive de-
scription language for the heterogeneous data and the other related data, we
will construct a multi-granularity mapping from the underlying features of the
massive heterogeneous data to the high-level semantics of the cross-media data.
This helps to form a more complete understanding and cognitive methodology.



Vitalization Techniques for the Surveillance Video Data 223

The data on “Smart City” collected contains the descriptions of the content
and semantic knowledge. Although the information of data has been used fully,
the related information is often ignored. We need the technique of semantics per-
ception of the mass data to recognize, reconstruct and manage semantic knowl-
edge. Since the new data is constantly changing, the new semantic relationships
must be created, too.

3.1 Video Understanding for the Applications of Police Affairs

In this project, we will aim at solving the key problem which concerns the process
of the video data, extraction of the information and the representation of the
content of the surveillance video. As is shown in Figure 1, our project follows the
main idea and the description model of the video structured description, propose
the advanced algorithm for creating the abstract of the surveillance video, rec-
ognizing characters and the types of the vehicles, understanding the behaviors
of the monitored objects and scenes in the applications of the police. Then it is
able to improve the practicality, reliability and efficiency of the surveillance video
furthermore. We will study how to extract the features of the people, vehicles,
objects, behaviors, events and get the corresponding concepts. Finally, we use
the results obtained to form the ontology on the knowledge of the police affairs.

Fig. 1. The framework of the video understanding in typical applications of the police

3.2 Perception of Video Semantics and Design on Knowledge
Databases of Service Systems and Databases

This project aims at supporting the applications of the surveillance video in the
police affairs. We will build a unified database for registering all kinds of meta-
data. It will help to realize the interoperations of different types of meta-data.
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For the problems including lack of management of knowledge and interoperation
among the heterogeneous data in the applications of the police affairs, we will
study the technique of the video semantics and the approaches on extracting
the knowledge. It will help to build the knowledge database of the applications
in the specific field. In addition, we will develop the web-oriented software for
the knowledge services and administration to realize the automatic management
and evolution of the knowledge as is exhibited in Figure 2.

Fig. 2. The framework of the key technique for the police application

3.3 Storing and Administrating the Mixed-Type Data

We will study the advanced method for storing and managing the mixed-type
data. There are a lot of types of the mass data such as the surveillance video
data, the semi-structured XML data, the ontology data and so on. Thus, we
have to investigate how to manage such different types of data. It must involve
so many techniques [19, 12] such as the technique of distributed storing and
processing data, the technique of multi-granularity sharing data, the technique
of visiting and controlling the data and so on.

After finishing the whole intelligent traffic administration system, this project
will go on studying how to control and administrate the indoor surveillance
system automatically. We then introduce this result into administration system
of a prison and reduce the cost for monitoring all the screens.

We will construct the intelligent surveillance system for the outside of the
prison based on the indoor surveillance system. This system uses some tools for
locating outside and the structured description information of video semantics to
track some special objects in the crowd dynamically. We will study the features
about the incident of violence, the suspicious incident and the colony events and
construct the semantic database for the special fields and establish an efficient
system for the police affairs and protection.
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4 Application

This work will extract the structured information of people and vehicles on the
main roads in the experimental cities. After building the traffic environment
semantic model and the knowledge databases for police affairs and the semantic
searching model about time, space and objects monitored, we will compute the
important information such as the number of the people and vehicles, densities of
people and vehicles and the load ratio. According to the statistics data of traffic
surveillance and external GIS, we will mine the data deeply and administrate
the cards of vehicles, traffic events and schedule. This will supply the support
for the rapid and precise traffic administration and schedule.

Meantime, by integrating with the data network of traffic command centre,
GIS data, knowledge databases of police affairs, we can design and establish
the opening serving group of the intelligent traffic surveillance. We will use
the descriptions from the semantic model based on the knowledge databases
of the police affairs and the description methods to predict, mine, auto-alarm
and distribute the typical abnormal traffic incident such as the heavy traffic
jams. Researching the synchronous platform based on the applications of police
and sending the alarm message to the call centers such as 110, 119 and 120 ac-
cording to the current environment, it is convenient to prepare and control the
emergent accident to the police.

All the applications involved are as follows:

1. Build the of the semantic knowledge databases about the intelligent traffic
based on the structured semantic model of video description for the field of
traffic.

2. Based on the created knowledge database, we will compute some important
information including the number of people and vehicles, distributions and
densities of people and vehicles.

3. Study the information distribution about the people and vehicles. Based on
the distribution models and GIS, we will analyze the condition of the roads
efficiently and supply the real-time traffic data for the traffic schedule system.

4. Study the real-time charging methods of the information distribution, sub-
scription, synchronism and service. Build the interfaces to work cooperatively
for different traffic surveillance systems.

5. Study the techniques based on the traffic semantic knowledge databases and
the models of video structured description for the abnormal traffic events
checking and information mining. Study the techniques based on the se-
mantic model of the video structured description to alarm jointly and make
decisions intelligently for the abnormal traffic events.

6. Study the patterns and coded formats in the current video surveillance sys-
tem. Implement the protocols in the current video and the patterns and
schemes of the video surveillance.

7. Study the associating and analyzing techniques based on video semantic
databases and police affairs. By the model of semantic databases, we will im-
plement the analysis of the space-time relations and efficient retrieval based
on the features of the traffic events.
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8. In order to facilitate the scan and searching and improve the efficiency of
the decisions, we will study the visual technique of the key content about
specific events in the video structured description and relations.

5 Conclusions and Future Work

In this paper, we presented a new technique for video surveillance system-video
structured description. This technique is also a novel video data vitalization tech-
nique. It uses a knowledge model of certain surveillance scenario and image/video
understanding to attain related knowledge from video. Moreover, the knowledge
obtained could be accessed much more conveniently by other information systems
than before. Finally, we introduced a prototype system and put it into the prac-
tice. In future, we will go on studying how to control and administrate the indoor
surveillance system more automatically, more quickly, more accurately and more
intelligently. We will extend this technique to the outside system.
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Abstract. The trajectory of moving object is a significant feature for events 
detection in intelligent video surveillance. In this paper, a novel method of 
trajectory description is proposed to establish the semantic model for automatic 
traffic violation events detection. Firstly, using polynomial fitting, we classify a 
trajectory into two shapes: straight line and parabola, which is used to 
determine the vehicle’s route type: straight, left/right-turn, or U-turn. In the 
meantime, a region description scheme is also developed to explore the path 
that one vehicle has passed through, which can be taken as the evidence for 
traffic event decision. Experiments results showed that the proposed scheme 
was more efficient and more accurate than the traditional MPEG-7 method. 

Keywords: trajectory, regions, traffic events. 

1 Introduction 

Intelligence video surveillance has made considerable progress these years, making it 
possible to detect traffic violation events automatically. The trajectory of a vehicle is 
a significant feature that could be utilized for activity analyzing and event detection.  

Many algorithms and methods have been implemented to extract trajectory 
information. Ying Zhang et al utilize region information to describe the path that a 
vehicle has passed through [1]. Akio Yamada et al build a mathematical method in 
MPEG-7 to fit the points on a trajectory to a polynomial [2]. Melo, J. et al employ 
clustering method to process the trajectories [3]. As for trajectory classification, 
Bashir, F et al use Hidden Markov Model [4], Weiming Hu et al use self-organized 
Neural Network [5]. 

The method mentioned in [1] couldn’t describe the geometric shape of the 
trajectory and the type of the route, which will result in the inconvenience in 
classifying the trajectories. The description for trajectory mentioned in [2] only 
                                                           
* This work was supported by the NSF of China under grant No.61001147, No.61171172, the 

China National Key Technology R&D Program under grants No. 2012BAH07B01, and by the 
STCSM of Shanghai under grant No.12DZ2272600. 



 Vehicle Trajectory Description for Traffic Events Detection 229 

 

indicated the information on trajectory shape, and the lack of route information makes 
it impossible to detect traffic violation events directly. Clustering in [3] needs some 
trajectories to be predefined, whose rationality will also have to be taken into 
consideration, involving some undesired workload. Regarding classification, the 
methods mentioned in [4] and [5] are complicated and complex in calculation. 

In this paper, a novel method of trajectory description is proposed. The description 
for a vehicle trajectory has two aspects, one is route type, and the other is region-
based path information. Using polynomial fitting, a trajectory can be classified into 
two shapes: straight line and parabola, which are then used to determine the vehicle’s 
driving route type: straight, left/right-turn and turn-around (or U-turn). The other 
aspect is region-based path information, which includes the regions that a vehicle has 
passed through. The result of route type classification, path information, and other 
traffic information such as the state of traffic light, are combined to model the traffic 
event detection. 

The rest of the paper is organized as follows. Section 2 describes the process of 
trajectory fitting and route type classification. Section 3 presents a description of 
region-based path information and the construction of trajectory vectors. Section 4 
gives the semantic model for events detection, and it also presents the related 
experiments results. Finally, the conclusions are drawn in Section 5. 

2 Trajectory Shape Fitting and Route Type Classification 

2.1 Basic Idea 

Features of moving objects are narrated in MPEG-7. The features have several 
significant components, among which motion trajectory is a significant aspect. In 
MPEG-7, two polynomials are put forward to fit a certain trajectory, as is shown in 
formulas (1) and (2). For vehicles at intersections, however, the shape of their 
trajectories could be either straight lines or parabolas. Consequently, the polynomial 
in formula (2) is adopted in the process of fitting a certain trajectory. 

In surveillance system, most of the cameras are deployed at traffic intersections, 
and Fig.1(a) is a typical intersection with three lanes for each direction. In Fig.1(a), 
the routes that vehicles pass through can be classified into three categories, i.e. 
straight, left/right- turn and U-turn, as is illustrated in Fig.1(b). 

Using polynomial fitting, the trajectory shape and the corresponding polynomial 
information could be gathered, which is then employed to classify the route to a 
certain type (shown in Fig.1(b)). 

 y ax b= +  (1) 

 2y ax bx c= + +  (2) 

2.2 Classification of Trajectories in Surveillance Videos 

Temporal interpolation is introduced as the fitting algorithm in MPEG-7. In this 
algorithm, the interpolation interval is initialized with the first two points on the 
trajectory, which are defined as start point and end point respectively. The interpolation is 



230 C. Yu et al. 

 

then widened to include one point at a time to be the end point of the interval. When the 
maximum approximation error, defined in (5), becomes larger than a given threshold, the 
previous interval is terminated. A new start point is added and a new interpolation 
interval is started with the new start point and the immediately following point which is 
the new end point. This procedure is iterated until all points have been processed. There 
exists several variables used in this algorithm, denote the coordinate of the point derived 
from trajectory as p , where i is frame number. For an interpolation interval, the 
start position and end position is denoted by pstart  and pend , 
where start and end represent the start frame number and end frame number of the 
interpolation interval. 

 
is the interpolation function using formula (2).  can be 

derived using least squares. In this case,  is calculated to minimize (3) [2]. 

 
(a)                                 (b) 

Fig. 1. (a) A typical three-lane intersection. The intersection could be divided into 13 regions, 
in which, 0, 3, 6 and 9 allow vehicles to go straight and turn right;1, 4, 7, 10 allow vehicles to 
turn left and make a U-turn, 2, 5, 8, 11 are the entries, and 12 is the central region that vehicles 
pass through.(b) The classifications of trajectories in surveillance videos. 

 2| ( ) |
end

i i
i start

y y x
=

−  (3) 

Define T to be the threshold and approximation error  is defined in (4). 

 ( ),   , 1, ...,
ii ie y y x i start start end= − = +  (4) 

And the maximum approximation error  is defined in (5). 

 ,   , 1, ...,{ }iMAXe MAX e i start start end= +=  (5) 

The following are the steps of the algorithm [2]. 

1. Initialization: Set , , where subscripts 1 and 2 represent the 
first and the second frame.  

2. Interpolation Calculation: Calculate interpolation function  using least 
squares to minimize (3). 
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3. Interpolation Evaluation: Compute the maximum approximation error , If 
, go to Step 4. Otherwise, go to Step 5. 

4. Key Point Insertion: Accept  and set . 
5. Increment and Termination: If  is the end of the whole interval, terminate 

the procedure. Otherwise, set  and go to Step 2. 

Through the above algorithm, one or more polynomials could be fitted from the 
coordinates of a certain trajectory. There exists one problem that different thresholds 
may cause different polynomial numbers for a certain trajectory. In this work, a 
method called double-fitting is adopted to overcome this deficiency. 

In the proposed double-fitting method, a pair of thresholds is given: a larger 
threshold and a relatively smaller one. Using the larger threshold, we may get the 
overall shape of the trajectory, which could be straight lines or parabolas; with the 
smaller threshold, the direction information about the trajectory could be extracted. 
Afterwards, a comprehensive classification is implemented to acquire the route type, 
which could be straight, left/right-turn or U-turn. And the flow chart is depicted in 
Fig.2, where  describes the direction that a vehicle bear up for at the start point, 
and  describes the direction that a vehicle is heading to at the end of its route. 

After double-fitting, with trajectory shape and the value of  and , the route 
of a certain vehicle could be classified into one of the types listed in Fig.1(b).  

 

Fig. 2. The flow chart of trajectory classification 

3 Region-Based Path Description and Trajectory Vectors 
Construction 

Some mathematical methods for trajectory processing are included in the previous 
section. This method, however, could only inform the route type, making it less 
convenient detecting traffic events. Yet, with the help of regions, some traffic 
violation events are less complicated to be identified, making region-based path 
information another significant trajectory descriptor. 

Region-based path information includes two aspects, one is the property of a 
certain region, which is defined as the driving direction that it permits, and the other is 
the regions that a vehicle has passed through. Regarding a typical 4-leg intersection as 
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is shown in Fig.1(a), it has four exits and four entries. So the property of a certain lane 
could be straight, left-turn, right-turn, U-turn or their combination. The intersection in 
Fig.1(a) is divided into 13 regions according to their properties, denoted as 0 to 12. 
This division is definitely an example of dividing the roads into regions, for other 
different intersections, the division might vary, but the implementation could be 
operated likewise. Based on this division, the movement of a certain vehicle can be 
described with a start region, a midway region and an end region, where all the 
regions have their own properties. Define trajectory vector1 in (6). 

 { }Vector1 type,  region[3]=  (6) 

In Vector1, type can be 0, 1, 2 or 3, standing for straight, left-turn, right-turn and U-
turn respectively. Consequently, the value could be derived from route type as is 
mentioned previously. As for region[], region[0] is the start region, region[1] is the 
midway region, and region[2] is the end region. So if a vehicle drives straight from 
region 0 to region 8 via region 12, Vector1 should be {0, 0, 12, 8}.  

Generally speaking, traffic violation might happen where there are red lights. So 
the state of traffic lights is introduced to detect traffic violation detection, and 
trajectory vector2 is defined in (7). 

 { }Vector2 lights[4][4]=  (7) 

The first index of lights[][] indicates the road that a certain vehicle starts from, and 
the road number is marked in Fig.1 (a). As for the second index, 0 to 4 stands for the 
traffic lights for straight-going, left-turn, right-turn and U-turn. The value can be 1, 2 
or 3, representing red light, yellow light and green light respectively. So lights[][type] 
can refer to the light for a certain route type, where type is recorded in Vector 1. 

Though intersections might differ and vary, the procedure and definition of 
trajectory vector for Fig.1(a) can also be used for other intersections with certain 
changes accordingly, yet the principle remains unchanged. 

4 Experiments 

4.1 Semantic Model 

The previous sections narrated the description of a trajectory from two aspects. And 
with trajectory vectors and the property of each region, some general traffic violations 
like running red lights and driving violations could be detected.  

As for the detection of running red lights, the route type and the state of traffic 
lights are to be utilized. For a vehicle with a certain route type, if the light is red for 
this route type then it could be inferred that running red lights has occurred.  

And for driving violation, the property of the start region and the route type are 
used. If the route type is not included in the property of its start region, i.e. certain 
route type is prohibited, then it could be inferred that the vehicle has committed 
driving violation.  

Take left-turn violation as an example to illustrate the establishment of the semantic 
model for traffic events detection. Left-turn violation might happen when the left-turn 
light is red or the region from which a vehicle turns left prohibits left-turn. 
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As for the first condition, running left-turn red light could be expressed as (8) 

 { } & { [ ][ ] }type left lights roadNum left red== ==  (8) 

In (8), type and lights have been extracted and recorded in trajectory vector1 and 
trajectory vector2, and roadNum refers to the road from which a vehicle starts its 
driving, and the value is 0, 1, 2, 3 in Fig.1 (a) and it might differ in number and value 
for other intersections. 

And the second condition can be expressed as (9). 

 { } & {  }type left left region property== ⊄  (9) 

In (9), type is recorded in trajectory vector1, and the region property could be 
recorded according to different intersections. So if left is not included in region 
property, then left-turn is prohibited. 

So with (8) and (9) left-turn violation could be judged by (10) 

{ } & {{  } || { [ ][ ] }}type left left region property lights roadNum left red== ⊄ ==   (10) 

Besides left-turn, the semantic models for the detection of other driving violations are 
listed in Table 1. 

Table 1. The semantic model for traffic violation detection 

Event Type Semantic Model 

Right-turn 
Violation 

{ } & {{right  }

                          || { [ ][ ] }}

type right region property

lights roadNum right red

== ⊄

==
 

Straight 
Violation 

{ } & {{  }

                                || { [ ][ ] }}

type straight straight region property

lights roadNum straight red

== ⊄

==
 

U-turn 
Violation 

{ - } & {{ -  }

                            || { [ ][ - ] }}

type U turn U turn region property

lights roadNum U turn red

== ⊄

==
 

4.2 Experiment Results 

The experiments tested the algorithm on a total of 76 legal vehicles and 66 violation 
vehicles. The result is twofold, on the one hand, the accuracy of this algorithm for 
route type detection is tested, and on the other hand, the accuracy of the semantic 
model for traffic violation events detection is verified. 

The intersections used in this experiment have been divided into 8 regions. Region 
3, 6 and 8 are three entries. The properties of the entries are as follows. Region1: 
straight, region2: left-turn, region 4: right-turn and straight, region5: left-turn and 
straight. In Fig.3, an example of the process and trajectory of a left-turning car is 
depicted. And two examples of left-turn violation cars are illustrated in Fig.4(a) and 
Fig.4(b). The result of route type detection is shown in Table 2. And the result of 
traffic violation detection is shown in Table 3. 

From the experiment results, though there exist some failures, the algorithm could 
provide good accuracy. Route type detection involves the double-fitting algorithm 
alone, and failures would occur when the trajectory contains too many points that 
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have identical x value. As for violation detection, region-based path information and 
the state of traffic lights are also to be concerned and the failures are primarily caused 
by incorrect region information and traffic lights information. Due to the position of 
the camera, the centroid of a vehicle on a certain lane might be in another region, 
causing incorrect region information. The traffic light might change from green to red 
after a legal turn, yet the red light is recorded as lights information, which is incorrect. 
The trajectories are manually labeled in order to test the proposed method. In practice, 
the accuracy might drop according to different tracking algorithms. 

  
(a)                                              (b) 

 
(c) 

Fig. 3. An example of a left-turning vehicle. (a) Start (b) Midway (c) End. 

  
                    (a)                                             (b) 

Fig. 4. Example of left-turn violation detection. (a) Running red lights (b) Left-turn from a 
region without left-turn property. 

Table 2. Result of Route Type Detection 

Route Type Total Detected Accuracy 
Left-turn 18 17 95% 

Right-turn 21 20 95% 
U-turn 12 11 92% 
Straight 25 23 92% 

Table 3. Result of Traffic Violation Events Detection 

Event Type Total Detected Accuracy 
Left-turn Violation 16 15 94% 

Right-turn Violation 18 16 89% 
U-turn Violation 12 11 92% 
Straight Violation 20 19 95% 
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5 Conclusion 

A novel method of trajectory description is proposed in this work to establish the 
semantic model for automatic traffic violation events detection. The trajectories of 
vehicles are extracted and classified into two shapes, and double-fitting is operated to 
get the route type. The regions with certain properties that a vehicle passes have been 
extracted as well. The method combines both mathematical and region-based path 
information of the trajectory, and the test results showed it can achieve good detection 
accuracy and efficiency. 
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Abstract. This paper outlines a simple and practical technique for de-
tecting logos characterizing a broadcast station in TV Programme. Tra-
ditional detecting algorithms such as feature extraction and template
matching has been applied in many applications. However the limitation
of these method cannot recognize the transparent logo effectively. More
sophisticated learning-based methods have been address these issues, but
they typically involve very high computational complexity. We present
an automatic TV logo detection method based statistical property of
video sequences. Different other approaches, a transparency factor is in-
troduced firstly in this paper. It is a symbol that responses the level of
TV logo transparency and indispensability as a part of the logo informa-
tion. Combined with the statistical property of video sequences, the logo
information can be obtained and detected clearly. Experimental results
show that the proposed method not only simple, but gives performs well.

Keywords: TV logo detection, statistical property, transparency.

1 Introduction

Television (TV) logos usually claim the video content ownership. These logos can
be considered as the identification of TV stations and plays an irreplaceable role
in copyright authentication [1]. However, Some Broadcast stations may reuse
TV Programme like sports Programme or news originally produced by another
station. In order to avoid the issue of copyright, they often seek to remove the
TV logo and to replace it by their own logo. So it is vitally important to detect
the logo information accurately and fast. As an indispensable part of one TV
content analysis system, our study just intents to make use of TV Programme
information to detect the TV logo fast and efficiently.

TV logo detection is one of an oldest and also most important research topic
in digital TV application. Commonly used detecting algorithms include feature
extraction [2] and template matching [3]. However, logo region artifacts like
blurring or zigzag of edges may occur when these schemes are used. A more crit-
ical problem cannot be solved via these approaches when the logo is transparent.
In order to solve these approaches, alternative algorithms have been proposed
into categories of 1)Markov Random Fields based [4] 2) Semi-supervised learning
based [5] 3) temporal-spatial segmentation based [6]. The underlying approach in
these algorithms is to extract TV logo using machine learning. These approaches
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can improve the performance; however, the extraction of logo information may
have long and complex training requirements.

To address this, an automatic TV logo detected method was proposed in this
paper. Different from other approaches, a transparency factor was introduced
firstly. As an important part of logo information, the value of it can be obtained
firstly based on the statistical property of video sequence. By means of this,
we can easily distinguish whether the logo is transparent or not. After that a
template of logo which includes the position and shape information is got via
some priori knowledge and statistical property of the video sequence. Finally,
using obtained template the logo can be detected accurately.

The paper is organized as follows. Section 2 describes the proposed approach
and method for TV logo detection automatically in detail. Section 3 provides
experimental results and some details of the implementation. Conclusions and
future work are presented in Section 4.

2 Proposed Algorithm

2.1 Overview of the Algorithm

Like many other detecting algorithms, the proposed algorithm for automatic
logo removal requires two steps: First the logo temple is constructed and then
the logo is detected. However, different from other methods, the transparency
factor is introduced in this paper which can measure the transparency level of
the TV logo. Then the statistical property of the TV sequences can be utilized to
obtain the transparency factor and the logo temple which can fast and effectively
extract and remove the logo of video.

Assuming that P̂ (x, y) is the pixel of the frame after superimposing the logo,
L represent the logo pixel and P (x, y) indicate the pixel of original frame without
overlaying logo pixel. The prominentmathematical model for composition of video
and logo can be slightly modified in the presence of TV logo, as Equation 1:

P̂ (x, y) = (1− α) · L(x, y) + α · P (x, y) (1)

Where, the α is the logo transparency which changed from 0 to 1. If α equals
zero that the logo is not transparent. Reversely α is one shows that it doesn’t
have logo in the video. Supposing that there have n frames in the TV sequences,
let p̂i(x, y) and pi(x, y) be the value at the same position in frame i after and
before superimposing logo. Put p̂i and pi into formula 1, it can be easy seen that
the systems of equations are obtained including n equations but n+2 unknowns.
As we all know, it is unsolvable for this that the unknowns are larger than the
equations. Moreover, it is very difficult to judge which position have superposed
logo or not. These are the key issues to address as below.

According to the equation 1, if the range of P (x, y) is on Interval [Pmin,Pmax],
the value of pixel after superimposing logo will be in the range of (1− α) · L+
α · Pmin to (1− α) · L+ α · Pmax. The α and L are constant because the pixels
of logo in one sequence is immovable. It will lead to narrow the range of pixel
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in the logo region. Moreover, the value after overlapping the logo with before is
linear relation when the α and L are inalterability. In other word, if the P (x, y)
got the maximum or minimum, the P̂ (x, y) also gain the maximum or minimum
correspondingly. The logo value L and its transparency can be obtained through
solving the system of equations with two equations in every position, as follows:{

P̂min = (1− α) · L+ α · Pmin

P̂max = (1− α) · L+ α · Pmax
. (2)

Where, P̂min and P̂max are the minimum and maximum pixel after superimpos-
ing logo, and Pmin and Pmax are the minimum and maximum pixel value before
superimposing logo. From Equation 2, the transparency of the position can be
computed clearly as below:

α =
P̂max − P̂min

Pmax − Pmin
(3)

From the Equation 3, it is obvious that if a pixel doesn’t overlap TV logo α equals
one, and vice versa. Substitute Equation 3 into Equation 2, we can obtain:

L =
Pmax · P̂min − Pmin · P̂max

Pmax − Pmin − P̂max + P̂min

(4)

Obviously, the P̂max and P̂min can be easily obtained through adding up pixels of
the same position in all frames. However, the Pmax and Pmin cannot be get in the
same way, just because it is impossible to know the video before superimposing
TV logo in practical applications. Fortunately, some priori knowledge can be
obtained in the statistical meaning. As we all know, dynamic change and high
correlation in temporal and spatial domain are two significant characteristics for
video sequence. With the objects movement or background changes, the regions
with maximum or minimum will make the other region as the same value. That is
to say the range of pixel value in every position would be same before overlapping
the TV logo if the number of frames is large enough. Obviously, the ranges
of pixel in adjacent positions are more approximate. So these features can be
utilized to estimate the pixel values before superimposing the TV logo. What’s
more, there are many parts without logo in the real TV logo sequences, the Pmax

and Pmin can be estimated from the P̂max and P̂min in whole position. Whereas,
if statistical time is not longer enough or the video has the static background,
some dissatisfied results will appear. In fact, it is an extreme cases in the digital
TV application.

In actual fact, the video programme usually has been changed during the
coding and decoding, so the logo is not absolutely invariable at all. In order
to address this issue, two values of α are set to judge whether one position is
overlapped by logo or not and whether the logo is transparent. Furthermore, the
non-transparent logo pixel is updated by the formula as follow:

L =
p̂max + p̂min

2
(5)
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2.2 TV Logo Mark Construction

In order to obtain TV logo information exactly, complex training process is
inevitable in the traditional methods. Actually, due to the high coherence in
temporal and spatial of video, we can use the statistical information of video
to achieve the target. As we mentioned before, a transparent brought in this
algorithm combined with the statistical characteristic of video would solve the
issue fast and effectively. The steps our algorithm are:

Step 1. The pretreatment of the TV sequence. This method mainly aims at
the detection of static TV logo used by most TV station. The logos usually
are embedded at top right or top left corner. In order to reduce the computing
complexity, we extract the region including logo which resolution is 208 × 128
firstly. in addition, the video sequence is made up three color components. In
this paper, one component is illustrated mainly and anther color components is
similar.
Step 2. The initialization of algorithm. Set the initial training sample size and
the threshold T1 to judge whether the logo pixel is or not. For the sake of
obtaining exact results, training sample size may be as large as possible. In
order to calculate briefly, we distill the number of 800 frames as the samples. In
term of the threshold T1, 0.6 is set firstly.
Step 3. Counting p̂min and p̂max as section 2.1 described. Firstly, we extract
the pixel value of the n frames of the TV logo sequence in the same position to
composite a data stream which set from large to small order. It means that the
minimum one indicate p̂min and the maximum stand for p̂max.
Step 4. Judgment of logo position. As front section described, the value range
of every position in the video are uniform. Pmin and Pmax can be estimated
from the positions which not overlapped the logo. As described above, it will
narrow when the logo superimposes onto video frames. We establish a threshold
T1 to decide which pixel superimposes the logo. In fact, owing to the influence of
encoding and decoding the value of Pmin and Pmax are not completely equivalent
in every position. The threshold T1 have another function to limit this influence.
In most cases the some priori knowledge of the TV logo can be used to set the
value of T1. After that we can get an important logo mark information which
includes the position and shape of the TV logo. It can be obtained as follows:

mark(x, y) =

{
1; if( P̂max−P̂min

Pmax−Pmin
≤ T1)

0; else
. (6)

From the Equation 6, themark(x, y) equals one shows that this position overlaps
logo and Pmax and Pmin of this position are replaced by the p̂max and p̂min which
position doesn’t overlap logo(mark(x, y)=0).

2.3 TV Logo Detection and Elimination

Considering mainly the static logo detection, the region of logos has the same lo-
cation in every frame. This paper underlines the efficient logo detection
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approach to make for the application of some postprocessing in multimedia non-
linear editing system such as TV logo elimination, TV logo replacement and
so on. According to the result of logo temple what we mentioned above, the
algorithm of logo detection depict detailedly as below:

Step 1. Input the testing frame. Extract the same region pixels as the logo mark
to be the set of testing samples.
Step 2. Computing the transparency of the logo. According to the described
above, the the transparency of the logo can be obtained as Equation 3. It is
an important information as part of logo detected which can help us to do the
follow-up work such us logo removing.
Step 3. The TV logo detection. The mark(x, y) obtained above is used to judge
whether the position overlaps logo or not. Ifmark(x, y) equals zero, we let L(x, y)
to be zero which manifests the position doesn’t contain the logo, otherwise, we
obtain the logo value from equation 4 .
Step 4. TV logo update. In some application, the logo is not always transparent.
It is necessary that the algorithm may have the ability to distinguish automat-
ically the which logo is transparent. The biggest characteristic of our approach
bring in a transparent factor which can measure the level of transparency. From
step 2, the value of the transparency can be obtained. Generally, when α equals
zero, the position has non-transparent logo pixel. However, owing to the pro-
cess of the coding and decoding, the logo is not absolutely invariable at all. A
threshold T2 is used to manage this process. Concrete equation of this update is
as follows:

L(x, y) =

{
p̂max(x,y)+p̂min(x,y)

2 ; if(α ≤ T2)
L(x, y); else

. (7)

3 Experimental Results and Analysis

In this section, we conduct two experiments: one is a verification to illustrate the
efficiency of the transparent and opaque logo based on our method. The other
is a confirmation that the algorithm is suit for a large scale TV sequences which
have different transparent logo. All the experiments are carried out on a PC with
Core i5 2.5GHz CPU and 4GB memory.

In order to test the validity of our method two group data set are carried out
in our system. Group one is to detect the logo of Channel Young and the Hunan
Tv (as shown in Fig.1) which have different features that one is transparent logo
(in Fig.1a) and the other is opacity (in Fig.1b). Group two is to detect the logo
information from the three different videos (as shown in Fig.2). All the videos
analyzed have 1000 frames and the color space of them are raw YUV sampled
4:2:0.

Firstly, using the method we proposed above, we detect the transparent TV
logo of Channel Young and the opacity TV logo of Hunan TV. The results of
detection can be seen from Fig.3. Fig .3a and Fig.3b are the minimum and
maximum value in statistical sample. It is clear that the TV logo region’s pixel
changed less than the background’s, which verifies the exactness of theory we
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discuss above. Fig.3c is the temple of the logo. Fig.3d shows the TV logo detected
using proposed method, and the results give a well performance expectantly.
Fig.3h is the detected result of the transparent TV logo. It is excited that we
also obtain a better outcome in subjective quality.

As shown in Fig.4, the results of detection also get good effect. It indicates that
the method proposed have well commonality in terms of different transparent
TV logos. From the above, the method proposed can detect adaptively most
static TV logos whatever the logo is transparency or not.

(a) (b)

Fig. 1. The group one texting data set:(a)The transparent logo of Channel
Young;(b)The opaque logo of hunan TV

(a) (b) (c)

Fig. 2. The group two texting data set:the channels having different transparency
(a)TV drama channel;(b)Documentary Channel;(c)China Business Network

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 3. The experimental results of Group 1 :(a) the minimum value of Channel
Young sequence; (b) the maximum value of Channel Young sequence; (c) the tem-
ple of Channel Young logo; (d) the final detection result of Channel Young logo;(e)the
minimum value of hunan TV;(f)the maximum value of hunan TV;(g)the temple of
hunan TV;(h)the final detection result of hunan TV logo
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 4. The experimental results of Group 2: (a) the minimum value of China Business
Network sequence; (b) the maximum value of China Business Network sequence; (c) the
temple of China Business Network logo; (d) the final detection result of China Business
Network logo;(e)the minimum value of TV drama channel sequence;(f)the maximum
value of TV drama channel sequence;(g)the temple of TV drama channel;(h)the final
detection result of TV drama channel logo

4 Conclusion

This paper proposes a simple and effective algorithm to extract static TV logo
based on statistical features. The contribution of our work is that a transpar-
ent factor is brought in this method to detect automatically the logo region.
Combined with the statistical law of TV sequences, the approach delivers a high
performance. It produces significantly fewer counts than other high performance
algorithms and is higher ability of self-adaption than traditional temple march
and feature extraction. Given the growth in TV station systems requiring logo
processing, we believe that this method has a wide range of possible application
environments.

References

1. Soysal, M., Ates, T.K., Saracoglu, A., Aydin Alatan, A.: A fast method for animated
TV logo detection. In: Content-Based Multimedia Indexing, CBMI 2008, pp. 236–
241. IEEE Press, New York (2008)

2. Zhang, L., Xia, T., Zhang, Y., Li, J.: Hollow TV Logo Detection. In: 2011 18th
IEEE International Conference on Image Processing, pp. 3581–3584. IEEE Press,
New York (2011)

3. Ozay, N., Sankur, B.: Automatic TV Logo Detection and Classification in Broadcast
Videos. In: 17th European Signal Processing Conference (EUSIPCO 2009), Glasgow,
Scotland, pp. 839–843 (2009)



An Automatic TV LOGO Detecting Method 243

4. Meisinger, K., Troeger, T., Zeller, M., Kaup, A.: Automatic TV Logo Removal
Using Statistical Based Logo Detection and Frequency Selective Inpainting. In: Proc.
European Signal Processing Conference 2005 (September 2005)

5. Xiao, G., Dong, Y., Liu, Z., Wang, H.: Supervised TV Logo Detection Based on
SVMS. In: Proceedings of IC-NIDC 2010, pp. 174–178. IEEE Press, New York (2010)

6. Co’zar, J.R., Guil, N., Gonzalez-Linares, J.M., Zapata, E.L.: Video Cataloging Based
on Robust Logotype Detection. In: 2006 IEEE International Conference on Image
Processing, pp. 3217–3220. IEEE Press, New York (2006)



Quantization Matrix Coding for High Efficiency

Video Coding

Yijun Mo1, Jiaji Xiong1, Jianwen Chen2, and Feng Xu2

1 Huazhong University of Science and Technology,
Department of Electronic Information, Wuhan, Hubei, 430074, China

2 University of California, Los Angeles
Department Electrical Engineering, Los Angeles, CA, 90095, USA

moyj@hust.edu.cn, xiongjiaji@smail.hust.edu.cn, jianwen.chen@ieee.org,

xu-feng@live.com

Abstract. Quantization matrix (QM) has been adopted in image cod-
ing standards such as JPEG and JPEG-2000, as well as in video stan-
dards such as MPEG2, MPEG4 and H.264/AVC. QM can improve the
subjective quality through frequency weighting on different frequency
coefficients. In the latest high efficiency video coding (HEVC) standard,
the quantization block sizes can go up to 32x32. To apply the frequency
weighting techniques to HEVC, it needs multiple sizes (4x4, 8x8, 16x16
and 32x32) QMs. The bits to signal the multiple matrices will result in a
huge overhead. In this paper, a predictive coding method for the quanti-
zation matrix is proposed. The bits consumption for QMs can be reduced
significantly. Experimental results show that the proposed method is 28x
times efficient (96.4% bit saving) than the quantization matrix compres-
sion method used in H.264/AVC. Moreover, the proposed method will
only introduce negligible complexity on encoder and decoder.

Keywords: Quantization matrix, HEVC, Video Coding, Predictive
Coding.

1 Introduction

The well-known spatial frequency sensitivity of the human visual system(HVS)
[1][2], has been a key driver behind many aspects of the design of modern
image and video coding algorithms and standards including JPEG, MPEG2,
H.264/AVC High Profile [3] and the ongoing HEVC.

Fig.1 illustrates how quantization matrix is used in video encoding process.The
quantization matrix used in MPEG2 is an 8x8 matrix. In H.264/AVC, the quan-
tization matrix block size includes both 4x4 and 8x8. These QMs are encoded in
SPS (sequence parameter set) and PPS (picture parameters set) as illustrated in
Fig.2. The compressed method in H.264/AVC method is Differential Pulse Code
Modulation (DPCM). Although the compression ratio of QMs is not very high,
it will not affect the whole coding efficiency because just a few QMs need to be
encoded into bitstream.
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Fig. 1. QM in video encoding Fig. 2. QM coding method in H.264/AVC

In H.264/AVC High Profile, 4x4 block size and 8x8 block size are used. Six
QMs for 4x4 block size (i.e. separate matrix for intra/inter coding and Y/Cb/Cr
components) and two QMs for 8x8 block size (i.e. separate matrix for intra/inter
Y component), so only eight quantization matrices need to be encoded into bit-
stream. But in HEVC[4], the block size that used for transform and quantiza-
tion increases to 32x32, QMs with the size of 4x4, 8x8, 16x16, 32x32 should be
encoded in the bitstream. For each block size, intra/inter prediction types and
Y/Cb/Cr color components need different quantization matrix. In total 24 quan-
tization matrices (separate matrices for 4x4, 8x8, 16x16 and 32x32 four block
sizes, intra/inter and Y, U, V components) should be encoded [5]. The number
of matrices coefficients of larger blocks is (16x16 + 32x32) x 2 x 3=7680, which
need to be coded and stored in picture parameter sets. For each coefficient, it
has a range from 0 to 255 (8bits) resulting 60k (7680 x 8) bits in total for each
video frame. It is not a huge size data, but compared with the coding bits for one
frame, which typically has a size of 50k∼500k for HD video frame, the overhead
is too large. The QMs data size is about 40 times larger than that of H.264/AVC.
In H.264/AVC, QM is coded by differential pulse code modulation (DPCM). It
was reported that such an overhead could be roughly 10x of that of AVC if the
QMs are coded directly by AVC’s method. Therefore efficient coding method of
quantization matrix is required in HEVC.

The rest of the paper is organized as follows. In Section 2, the QMs in HEVC
are introduced. In section 3, the proposed QM coding algorithm is presented
in detail. Experimental results and discussions are given in Section 4. Section 5
presents conclusions.

2 Quantization Matrix Coding in HEVC

This is a new coding problem coming out with HEVC standard. Several ap-
proaches have been proposed to improve the QM compressing ratio such as
down-sampling method and QM prediction method [5][6]. [5] proposed a down-
sampling method. The first step is down-sampling the large size QM into small
size one. For example, 32x32 block size is down-sampled to 16x16. Then 135
degree symmetry processing and 45 degree symmetry processing is done to the
matrix. At last, the remaining coefficients are compressed by AVC method. This
algorithm can provide a better compression ratio but its error between the origin
and reconstructed QM coefficients can reach to 7.27 in average. Down-sampling
makes it a lossy encoding method.
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Another approach is prediction based QM coding algorithm. The basic idea
is that current matrix coefficients are predicted from previously coded matrix.
Then residual error between current QM and predicted QM is encoded using
entropy coding.

We proposed an algorithm that further improves the coding efficiency based
on a combined weighting prediction which can achieve better performance than
the other methods.

3 Proposed Algorithm

3.1 QM Encoding Scheme

In H.264/AVC, the temporal correlation between different quantization matrix
is ignored when conduct the encoding. Actually, for general video sequences, the
temporally adjacent video frames always have similar content and continuously
changing background. When frequency weighting methods are applied, the QMs
for these frames are also similar with little difference on the coefficients. This
temporal correlation should be exploited. Based on this, we propose a prediction
based QM coding algorithm, in which the previous encoded QMs are used as
references.

The proposed algorithm is illustrated in Fig.3. It is composed of two steps.
The first step is to predict QM coefficients using coded QMs. There are four
prediction modes can be used and the best one mode will be selected for each
QM encoding. The second step involves DPCM and run-length coding to encode
the residual error of prediction. At last, exp-golomb coding is applied.

Fig. 3. Proposed QM encoding method

3.2 Prediction Mode

To improve the coding efficiency, four types prediction modes are used. The
four modes cover most of the cases of QM prediction and make the proposed
encoding scheme more flexible. For example, if a video sequence only contains one
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set of quantization matrices, namely the sequence uses the same 24 quantization
matrices for all frames, up/down-sampling mode would be the best and only
choice, since there is no temporally neighboring QM available.

For video encoders, the quantization parameters (QP) and picture types will
change when a scene cut occurs. QM coefficients should also be updated accord-
ingly. QM may change adaptively in the GOP level or frame level. There has
evidence indicates that if the QM can be updated in MB level, the coding per-
formance can be further improved [7]. This dynamic QM updating make it very
important for an accurate QM prediction. And the frequency of QM updating
will determine how significant the QM coding will be in the whole HEVC coding
scheme.

In the paper, we propose to use predictive methods for QM prediction. The
quantization matrix prediction method can be formulated as following,

QMcp = α1QMp1 + α2QMp2 (1)

In which QMcp is the predicted quantization matrix of current QM, QMp1 and
QMp2 are two referenced QMs. α1, α2 are the weighting factors of the references.

We use the followed formulation to adaptively decide the value of α1 and α2.
Average{QMcpcoeff(1..N)} represent the average value of the current QM’s
coefficients. Average{QMp1coeff(1..N)} represent the average value of the pre-
vious QM’s coefficients. N is the number of QM’s coefficients.

α1 =
Average{QMcpcoeff(1..N)}
Average{QMp1coeff(1..N)}/2 (2)

α2 =
Average{QMcpcoeff(1..N)}
Average{QMp2coeff(1..N)}/2 (3)

The QM prediction modes can be explained in the following difference cases.

1. QM forward/backward prediction: The reference QMs are from the for-
ward/backward frames;

2. QM bi-direction prediction: Some reference QMs are obtained from the pre-
vious frames and other reference QMs are obtained from the subsequent frames.

3. QM joint intra/inter prediction: The reference QMs can be selected from
intra QMs or inter QMs;

4. QM up-sampling or down-sampling: The reference QMs can obtained by
up-sampling or down-sampling from the QMs with different size.

A sum of absolute different (SAD) based approach is used to decide which
prediction mode will be used. The SAD of QM under each prediction mode
is calculated, then the mode with the smallest SAD will be selected as the
best prediction mode. The SAD-based method is very efficient with very low
complexity.

3.3 Residual Coding

If the matrix is symmetry, symmetry processing is done which means only half
of the coefficients need to be encoded. To decide to use DPCM or run-length,
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the residual is coded by twice with DPCM and run-lenth respectively. From the
total bits of final encoded QM, we choose the better approach.

4 Experiment Results

To test our encoding method, two test conditions are tested: (1) QMs update at
frame level, and only one kind of the size such as 8x8 or 16x16 is refreshed every
frame. (2) QMs update at GOP level, and all the 24 QMs is different from GOP
to GOP. Texture difference between adjacent frames will not be very large, so
the QMs will not change much from the previous one. But if QMs are updated
by GOP, it will probably change a lot because of the inconsecutive content in
different GOPs.

In each test condition, we test several QM encoding methods including AVC
method, sony(prediction) method, TI (downsampling) method and the proposed
method. All of them are tested in HEVC Test Model-HM4.0 provided by JCT-
VC. All sequences are encoded by the random access anchor. In HEVC’s core
experiment, it offers eight sets of quantization matrices and we use them as the
experiment material [8] [9].

Table 1. QM updates at frame level

average
bits

average
error

AVC 28037 0
SONY 1821 0
TI 2589 7.25
Our Algorithm 820 0

Table 2. QM updates at GOP level

average
bits

average
error

AVC 10479 0
SONY 524 0
TI 735 9.50
Our Algorithm 442 0

Table 1 and Table 2 show the average bits of one set of QMs. One set con-
tains 24 matrices includes 4x4, 8x8, 16x16, 32x32 with inter Y/Cb/Cr and intra
Y/Cb/Cr. Our method is a lossless encoding algorithm. Test results show in
both of the conditions, our method can achieve the best coding efficiency with
zero average error.

Table 3. QM bits ratio(GOP update)

AVC SONY TI Our

classA 19.9% 1.3% 1.8% 0.6%
classB 29.5% 1.9% 2.7% 0.9%
classC 48.2% 3.1% 4.5% 1.4%
classD 53.2% 3.5% 4.9% 1.6%
Average 37.7% 2.5% 3.5% 1.1%

Table 4. QM bits ratio(frame update)

AVC SONY TI Our

classA 62.0% 3.1% 4.3% 2.6%
classB 88.2% 4.4% 6.2% 3.7%
classC 145.4% 7.3% 10.2% 6.1%
classD 160.3% 8.0% 11.2% 6.8%
Average 114.0% 5.7% 7.9% 4.8%
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Table 3 and Table 4 shows the impact of the proposed method in the entire bit-
stream. These two tables list the average ratio of the generated bits for matrix co-
efficients in the whole bitstream. For each video type classified in [10] is tested.
These are the standard test sequences for HEVC coding performance evaluation.
ClassA represents the video sequence with the resolution of 2560x1600, ClassB is
1920x1080, ClassC is 832x480 and ClassD is 416x240. It is noticed that the over-
head of QM in the bitstream decrease significantly from 37.7% to 1.1% under GOP
update condition anddecrease from114.0%to 4.8%under frameupdate condition.

Experiments on HM4.0 show that less than 1% encoding time is increased.

5 Conclusions

This paper proposes a novel QM coding approach for HEVC video standard.
High coding efficiency is achieved by use of the temporal correlation among
QMs and multiple QM prediction modes. The encoding complexity increasing
can be neglected. QM is a tool to improve subjective quality but could lead to
a big overhead when used in HEVC. If our QM coding algorithm is applied to
HEVC, QM will be a practical tool for subjective quality control at frame or
GOP level because the overhead is much reduced.
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Abstract. More and more inter-frame technologies are adopted in the latest 
video coding standard HEVC in the aim of improving coding efficiency, which 
also greatly increase the encoder complexity as well. For application scenarios 
with constrained and varying computing resources, e.g. portable devices or real-
time visual communications, degradation on rate-distortion (R-D) performance 
is inevitable. How to maximize the R-D performance with constrained and 
varying computing resources is our main concern. In this paper, we will provide 
a new approach of building a complexity scalable and cost-effective framework 
consisting of three hierarchical levels. 

Keywords: video coding, complexity scalable, cost-effective, HEVC. 

1 Introduction 

From the initial H.261 to the emerging High Efficiency Video Coding (HEVC) 
standard, video coding technology has come a long way on coding efficiency, which 
is measured by rate-distortion (R-D) performance. Each step of improvement on R-D 
performance is at the cost of increasing computing complexity. The newer standards 
always improve coding efficiency by adopting more complex inter-frame 
technologies which in turn greatly increase computational costs at the same time. 
However, in many application scenarios, available computational resources for 
encoder are constrained and varying, especially for portable devices or real-time 
visual communication. Moreover, different devices are likely to have different 
computing capacities. Even for the same device, the available computing capacities 
for video encoder varies from time to time because of multitasking. When 
computational resources are not enough to apply all the optional coding technologies, 
coding efficiency, i.e. R-D performance, will be reduced. 

Our goal of this paper is to develop algorithms which may maximize the R-D 
performance while computational resources are constrained and varying, where two 
main problems arise. The first one is how to adaptively fit the encoder to the 
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environment (or device) of varying computational resources. The second one is how 
to minimize the degradation on R-D performance with a specific constraint on 
computational resources. 

There have been a lots of research works done on complexity control for the state-
of-the-art coding standard H.264. Most of these were managed to develop fast 
algorithms for a specific inter-frame technology, such as multi-mode decision, motion 
estimation (ME), etc [1-5]. However, few of them are able to answer above questions 
at the same time. For example, He et al. try to control the complexity by employing a 
power-rate-distortion (P-R-D) model [6]. But many parameters are needed to describe 
the P-R-D relationship, which introduce significant overhead. In [7,8], Liang et al. 
propose a greedy ME, zero quantized macro-block (MB) early detection and frame 
rate adjusting algorithms in order to start the coding from the highest complexity level 
to a lower one, but these algorithms is hard to meet arbitrary computational 
complexity constraint. The work in [9] may achieve arbitrary computational 
complexity by setting the proportion of MBs coded with the SKIP mode. However it 
leads to significant degradation on R-D performance. The work in [10] control the 
encoder complexity by employing complexity configurable mode decision or motion 
estimation, but these schemes put more emphasis on complexity control and neglect 
to minimize the degradation of R-D performance. 

Differing from previous works, we find a new approach to maximize the R-D 
performance under constrained and varying computational resources: cost-
performance rankings for all the combinations among all optional inter-frame 
technologies and steps. Based on this idea, we propose in this paper a video coding 
framework with two features: complexity scalability and cost-effectiveness. As shown 
in Fig 1, complexity scalability enables the encoder to fit to the varying constraint on 
computational resources, while cost-effectiveness guarantees that the encoder can 
maximize the R-D performance at the same time. 

 

Fig. 1. Two features of the proposed framework 

Although the basic concept above is easy to understand, it is hard to implement. 
The main contribution of this paper is to propose a framework to develop algorithms 
with above two features. The rest of the paper is organized as follows. In section 2, 
we describe the proposed framework in detail. Some contributions on implementing 
the framework is elucidated in section 3. Finally we conclude this paper in section 4. 
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2 Framework of Complexity Scalable and Cost-Effective 
Algorithms 

As we know, HEVC is still utilizing a hybrid block-based motion compensation/DCT 
transform architecture. The basic unit for compression in HEVC is termed ‘coding 
unit’ (CU), which is analogous to ‘macro-block’ (MB) in H.264, etc. Similar to other 
existing standards, all inter-frame technologies adopted in HEVC are optional in 
encoder, such as motion estimation, multi-mode decision and so on. Whether using 
these technologies in encoder or not would not violate the criterion of bit-stream, but 
would have big impact on both R-D performance and encoder complexity. 

In addition, we have following two observations according to our experiments: the 
first is that the same inter-frame technology costs and benefits differently from 
different CUs (or MBs) based on their contents; and the second is that the same CU 
also gets different benefits if different methods applied. For example, Fig. 2 shows 
one frame of the HEVC test sequence and its optimal CU splitting modes. The first 
observation is, for the multi-mode decision technology, the CU with blue border 
benefits more than the CU with red border; and the second one is, for the same CU 
with red border, motion estimation improves more R-D performance than multi-mode 
decision. 

 

 

Fig. 2. One frame and its optimal CU splitting modes 

Based on above observation, when computational resources are not enough to 
carry out all the optional inter-frame technologies and all CUs, it is wiser to firstly 
apply those improving most on R-D performance and costing least on computation, 
which are referred to as having best cost-performance ratio. Therefore, the two 
features of the proposed framework can be simultaneously accomplished by 
performing cost-performance ranking for all the combinations of all optional inter-
frame technologies and all CUs in HEVC. However, it's hard or impractical to rank all 
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the optional inter-frame technologies with all CUs in advance because it is too 
complicated to build a mathematical model to describe the relationships among all the 
options. Thus we simplify our idea by decomposing the framework into three 
hierarchical levels: sequence level, frame level and coding unit (CU) level. We only 
perform cost-performance rankings for the technologies or CUs at the same level. 
Here are the main thoughts. 
 

Sequence Level. As we know, there are many inter-frame compression technologies 
in HEVC, including multiple reference frames, mode decision and motion estimation 
etc. At sequence level, we intend to rank these technologies, for each frame, 
according to their cost-performance ratios. The one with better cost-performance 
ratios should be firstly applied in current frame. When computational resources are 
inadequate, we only perform those technologies with better cost-performance ratios. 
 

Frame Level. At this level, we try to rank all the CUs in current frame, for a given 
technology, according to their cost-performance ratios. When computational 
resources are constrained. When applying certain technology to current frame, we 
allocate more resources to those CUs with better cost-performance ratios, which is 
different from [10]. [10] once equally allocate the computational resources among the 
CUs inside one frame. But it's evident that different CUs are likely to have difference 
R-D gains for certain inter-frame technology. An example is shown in Fig. 3. The left 
half of Fig. 3 is the current frame to be encoded. The right half is the residual of inter 
prediction with digits indicating the R-D gains of motion estimation in descending 
order (i.e. smaller numbers indicates larger R-D gains for inter prediction). 
 

 

Fig. 3. The order of R-D gains for CUs in one frame 

CU Level. How to apply a given inter-frame technology to a CU (HEVC) or MB 
(H.264, etc.) is one of the most important tasks for video compression, as well as for 
this framework. Therefore, we try to develop complexity scalable and cost-effective 
algorithms for the most time-consuming modules in CU compression at CU level. Not 
only are these algorithms required to be scalable on computational complexity, but 
also they achieve relatively best R-D performance at any given complexity constraint. 
For better elucidation of the desired algorithms, an exemplar is shown in Fig. 4. We 
assume that X and Y are two different algorithms with the R-D cost vs. computational 
cost curves shown in Fig. 4. Algorithm X and Y has the same R-D performance at a 
computational cost A or B, but for an arbitrary computational cost constraint C 
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between A and B, algorithm Y always outperform X. Our goal here is to develop an 
algorithm like Y that is cost-effective at an arbitrary computational cost at CU level, 
since the allocated resources are not guaranteed to be enough to perform all the steps 
to reach target B in certain algorithm. 

 

Fig. 4. The relation between R-D cost and computational cost 

We have already make a contribution to implementing the proposed framework at 
frame level and CU (MB) level on the standard H.264, which will be described in 
next section. All these work can be easily extended to HEVC because it shares almost 
the same coding architecture with H.264. 

3 Our Current Contributions on the Proposed Framework 

In previous section, we have elucidated our ideas on designing the framework at each 
level. We actually have already done some research work for both frame level and CU 
level based on above framework. In this section, we will introduce some of them as 
the proof of the concept. It should be noted that the methods in this section are just 
some approaches to implement our framework described in Section 2. Theoretically, 
any fast algorithms can be combined with this framework to achieve further 
improvement. 
 

Frame Level. At this level, we have developed an algorithm with complexity scalable 
and cost-effective features for integer motion estimation (ME) technology[11], which 
adjusts its complexity by adaptively setting the number of MBs on which integer motion 
estimation should perform. More specifically, we firstly rank MBs in the same frame 
according to their cost-performance priorities which were predicted by our proposed 
distortion and computational complexity model. Then the complexity of integer ME 
would be adjusted adaptively by setting the number of MBs on which integer ME 
should perform, based on the available computing resources for the frame. An ordinary 
differential equation is being used to describe the relation between the parameter and the 
computational complexity of our algorithm. And we give an efficient technique to adjust 
the parameter of the algorithm to meet any computational complexity constraints. 
According to our experimental results, the proposed algorithm precisely controls the 
complexity of motion estimation and reaches the best R-D performance compared with 
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all other methods. It is worth emphasizing that the proposed algorithm dose not 
involved any details of the integer ME process, thus it can be combined with all of 
existing fast integer ME schemes to achieve even better results. 
 

CU Level. For the existing standard H.264, we have developed a scalable and cost-
effective algorithm for fractional-pixel ME at CU (MB) level, which can stop at any 
step while still achieving a relatively best R-D performance by that time [12]. A special 
search order in the refinement search pattern has been first introduced to accomplish 
those features. The search order is in accordance with the search points' cost-
performance ratios in descending order. That is to say, among those points in the 
refinement search pattern, the one with better cost-performance ratio will be searched 
earlier. The cost-performance ratio of a search point is define as follow: The 'cost' 
indicates the computational cost of generating fractional pixels for this search position, 
which can be inferred by the interpolation process defined in the standard; the 
'performance' means the probabilities of certain search position to be the optimal match 
point, which can be obtained in advance by observing the distribution of the best match 
point in some training sequences. With a refinement search order in accordance with the 
cost-performance ratios, whenever the procedure of the fractional motion estimation 
process stopped, we would be expected to maximize the R-D gain by that time. 

We have migrated this work to the upcoming video standard HEVC. We 
implement an improved version of above fractional-pixel motion estimation algorithm 
basing on HEVC test model 4.0 (HM-4.0). The test sequences are the 20 official test 
sequences for HEVC in [13]. QP is 32 and the coding structure is IPPP. The 
experiment results are shown in Fig. 5. Full search (FS) is the default algorithm for 
fractional-pixel motion estimation in HEVC encoder; CBFPS is the state-of-the-art 
scheme proposed in [14]; RFSME is the algorithm proposed in [15]. The mean R-D 
cost is the mean SATD for each pixel. Smaller SATD means better R-D performance. 
The experiment result shown in Fig. 5. It's obvious that the proposed algorithm 
outperforms the other ones at an arbitrary constrain on computational complexity. 

  

Fig. 5. The performance comparison between the proposed fractional-pixel motion estimation 
algorithm and other existed fast algorithms 
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4 Conclusion 

In this paper, in the aim of maximizing R-D performance with constrained and 
varying computing resources, we have presented our ideas on the framework of 
designing a complexity scalable and cost-effective algorithm for video coding 
standards, especially for HEVC. In each level of the framework, cost-performance 
rankings are performed and more computational resources will be allocated to those 
parts with better cost-performance ratios. With this complexity scalable framework, 
not only is the encoder able to fit the constrained or varying computational resources, 
but also it can achieves a relatively best R-D performance. Based on this framework, 
we illustrate some research results on both frame level and CU level for HEVC, 
which will be out in detail soon. 
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Abstract. A well-designed deblocking filtering scheme should make tradeoff 
between both coding efficiency and coding complexity. However, the existing 
multiview video deblocking filtering algorithm has adopted H.264 deblocking 
scheme to improve the video quality with high coding complexity without 
consideration the view correlation. In this paper, we propose a low complexity 
deblocking filtering algorithm based on motion skip mode. It makes use of view 
correlation to simplify the BS of an MB computation time when the coded 
macroblock is in motion skip mode. Experimental results show that the 
proposed algorithm can achieve decoding time saving significantly without any 
perceptual quality loss in comparison to the deblocking filtering in JMVC. 

Keywords: Deblocking filtering, multiview video coding, motion skip mode. 

1 Introduction 

The mutiview video coding (MVC) standard [1], as an extension profile of 
H.264/AVC, draws more and more attention for its high compression ratio and free-
viewpoint support. The deblocking filtering (DF) method for MVC [1] has adopted 
the H.264/AVC DF method to reduce the presence of blocking artifacts in decoded 
video frame, however, it resulted in increased computational complexity, which takes 
one third of decoder complexity in only single view video coding [2].Therefore the 
low complexity DF designs are needed for MVC. 

Several methods have been proposed to improve the DF efficiency for MVC. 
SeungHo Shin et al.[3] proposed the novel DF based on variable block sizes and the 
human visual system for stereoscopic video, which could save more than 20% of the 
entire filtering time without a loss of visual quality. A DF method for MVC [4] was 
proposed to improve subjective picture quality by diminishing blocking artifacts 
caused by illumination compensation. In [5], we proposed an efficient DF method to 
improve chroma PSNR in a low rate for MVC. However, few literatures have been 
reported related with the decreasing computational complexity of the DF algorithm 
for MVC. Although the previous methods related to the decreasing computational 
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complexity of the DF for H.264 [6-8] can be applied to MVC to speedup the DF, they 
were developed for single view video coding without considering multiview video 
coding characteristic. In the paper, we propose a low complexity DF algorithm in 
consideration of view correlation, which can skip the BS computation of many MBs 
and directly copy BS values from the corresponding reference MB in neighbor view 
when the current MB is in the motion skip coding mode, thus the whole time 
consumption of DF is reduced observably. Our algorithm significantly reduces the 
debloking filtering complexity while keeping the similar subjective quality compared 
with the conventional algorithm. 

2 Proposed Deblocking Filtering Algorithm for MVC 

Since the motion of neighboring views are highly correlated, motion skip coding is 
proposed in [9] to reuse motion information of corresponding MB in previously coded 
inter-view pictures. The corresponding MB is inferred by the global disparity between 
current view and reference view. If the motion skip mode is used, the BS value of an 
MB in current view will be similar to that of the corresponding MB in neighbor view. 
Whereas the main cause of high computational complexity is heavy conditional 
processing at block edge and pixel level for BS computation in H.264 deblocking 
filter [7].To improve the speed of computing BS, the BS of an MB in current view 
may be directly copied from the corresponding MB in neighbor view, thus some of 
the BS computation may be skipped.  

 

Fig. 1. Flowchart of the proposed deblocking filtering algorithm 

Based on the above analysis, we propose a simple method of copying the BS of the 
DF in order to effectively reduce the BS computation time based on motion skip 
coding. Firstly, we use the motion skip coding at coding mode and analyze the MB 
coding mode at encoder, Secondly, the information of MB coding type is transferred 
to the decoder using flag information, which motion_skip_flag equals to 1 indicates 
that the coded MB is in motion skip mode and motion_skip_flag equals to 0 indicates 
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that the coded MB is not in motion skip mode. Finally, we reduce DF complexity 
based on the MB motion skip coding information at decode. 

The flowchart of the proposed DF algorithm at decoder is shown in Fig.1.  
The proposed approach is processed as follows. 

Step 1. Start decoding the MB coding type information at decoder. If 
motion_skip_flag =1, go to step2, otherwise go to step5. 
Step 2. When the MB coding type information is motion skip mode, the global 
disparity vector (GDV) between two views is applied to find the corresponding MB 
position in the picture of reference view. The GDV for motion skip mode [9] that 
derivates GDV in MB-based unit from neighbor view already decoded is utilized in 
the proposed method and obtained by the full search frame matching with 8*8 sized 
block between reference view and current view in (1) and (2) 

,
arg min { (8 , 8 )}
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where fr and fc are the inter-view reference frame and current frame. w and h are the 

width and height of frame. i and j represent horizontal and vertical coordinates for 

image pixels, respectively. SR  is the search range with precision of 8*8 block size. 
For anchor pictures, the GDV is calculated using the method described above. For 
non-anchor pictures, the GDV can be interpolated using the GDVs from the two 
neighboring anchor pictures [9].         
Step 3. The BS of current view is directly copied from the corresponding reference 
MB of neighbor view in (3). 
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where ()cBS  and ()rBS are the BS value of MB in current view and reference view, 

respectively. x and y are horizontal and vertical coordinates boundary of 4×4 left-

upper luna block of the current MB, respectively. iGDV and jGDV denote horizontal 

and vertical of GDV for MB, respectively. MbAddress denotes the position of the 
MB. xMbAddr and yMbAddr denote horizontal and vertical position of the MB, 

respectively. MaxCol and MaxLine denote MB numbers in horizontal and vertical 
coordinates in frame, respectively.  
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Step 4. The BS value is obtained, the corresponding filtering is performed, then go to 
step6. 
Step 5. The DF is adopted by the conventional DF method of JMVC. 
Step 6. Go to Step1 and proceed with next MB. 

3 Experimental Results 

The experiments are conducted using a 3-GHz Intel Pentium 4 processor with 512M 
memory. We compared the performance of the proposed algorithm with the 
conventional deblocking fitering method in JMVC8.2 [10]. The employed three 
sequences are Ballroom, Exit and Race1. The three views (view0,view1,view7) for 
Ballroom and the three views (view0,view1,view2) for Exit and Race1 are used to 
simulate as I-view, B-view and P-view. In all tests, the DF is turned on. Temporal 
length of a GOP is 8, the search ranges for disparity estimation and motion estimation 
are 64± , and the quantization parameter (QP) is with 30, 33, 36, 39 and 42. 

Table 1 illustrates the coding efficiency and complexity comparison results under 
different QP for three sequences between the proposed algorithm and the DF method 
in JMVC8.2. Complexity is measured with consumed coding time. It can be seen 
from Table1 that the proposed algorithm can greatly reduce the BS computation time, 
and lead to the DF time saving with only a negligible loss of PSNR for all sequences. 
An average 18% filtering time saving is achieved compared with the DF method in 
JMVC8.2 for three sequences, with maximum of 37% for Ballroom, whereas the loss 
of coding efficiency is negligible for the proposed algorithm, providing an average 
PSNR loss of about 0.0136dB. Since the Ballroom sequence has a slow movement 
with complex texture information, the proposed algorithm shows better results 
providing about 26% deblocking time saving with negligible loss of objective quality. 
For the Exit sequence, our algorithm is also obvious because the sequence shows a 
large area with static background. On the other hand, Race1 sequence is as of fast 
movement, the DF time saving is around 7–14% and much less than the saving of 
other two sequences. From Table 1, we can also see that P view has much more DF 
time saving than B view, it is because that the B-view will take more time to pre-
judge BS values than P-view. Fig.2 shows the subjective comparison of the decoded 
images for the Ballroom It can be seen that the perceptual quality of the proposed 
method is almost same of the conventional DF for MVC. 

    

Fig. 2. The 30th decoded frame of the P-view in the ballroom sequence (QP:39):the proposed 
deblocking filtering method (left) and the JMVC deblocking filtering method (right) 
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Table 1. Performance Evaluation for “Ballroom” “Exit” “Race1” sequence 

Sequences 
(resolution) 

BasicQP Bs time saving(%) DF saving(%) 
PSNR 
degradation(dB) 

 
 
 
Ballroom 
640×480 

P 
Slice 

30 48% 32% 0.0174 

33 50% 37% 0.0312 

36 42% 21% 0.0202 

39 40% 23% 0.0205 

42 54% 33% 0.0192 

B 
Slice 

30 42% 24% 0.0134 

33 32% 23% 0.0125 

36 30% 20% 0.0129 

39 42% 19% 0.0136 

42 36% 21% 0.0121 

 
Exit 
640×480 

P 
Slice 

30 27% 20% 0.0152 

33 33% 22% 0.0169 

36 32% 22% 0.0196 

39 25% 20% 0.0195 

42 35% 23% 0.0208 

B 
Slice 

30 23% 15% 0.0091 

33 31% 22% 0.0078 

36 28% 17% 0.0101 

39 21% 18% 0.0100 

42 32% 20% 0.0121 

 
Race1 
640×480 

P 
Slice 

30 21% 12% 0.0125 

33 23% 13% 0.0111 

36 23% 14% 0.0105 

39 15% 12% 0.0110 

42 17% 9% 0.0118 

B 
Slice 

30 14% 6% 0.0067 

33 17% 8% 0.0077 

36 20% 8% 0.0063 

39 12% 11% 0.0101 

42 14% 7% 0.0067 

Average  29% 18% 0.0136 
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4 Conclusion 

The paper has presented a low complexity DF algorithm based on motion skip coding 
mode by exploiting view correlation for MVC, which can skip the BS computation of 
many MBs and be directly copied BS value from the corresponding reference MB in 
neighbor view. Experimental results showed that the proposed scheme can 
significantly reduce DF complexity of MVC with negligible quality degradation.  
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Abstract. Compressive sensing is a new technology, which combines data 
sampling with compressing. Many applications of compressive sensing in image 
processing and computer vision are being explored. In this paper, we propose a 
compressive sensing image coding scheme with weighting measuring matrix 
based on just noticeable distortion, where image coefficients have been 
adaptively weighted according to their different visual significances. Simulation 
results demonstrate that the proposed method can greatly improve the quality of 
the reconstructed image compared with the existing algorithm. 

Keywords: Compressive Sensing, Just noticeable distortion model, Measuring 
Matrix, Weighting Function. 

1 Introduction 

With the development of information society, the multimedia technology and wireless 
communication technology have gained popularity in our daily life. We will face the 
pressure of mass data when they are sampled, transmitted and stored. In conventional 
data sampling and compressing system, natural signals are sampled according to 
Shannon sampling theory: twice of the signal bandwidth challenges our existing 
hardware and software equipments. Compressive sensing breaks the sampling 
frequency limit based on Nyquist's theory [1]. Now the practice has proved that we can 
reconstruct the original message with lesser signals.  

Compressive sensing (CS) indicates that we can measure to get the compression 
form of original signals with a matrix that is irrelevant with transformed base. It is 
entirely possible to recover desired signal by solving optimization problem in receiver, 
because these small amounts of measuring signals carries all the needed information of 
original signal. Owing to the simple operation of sensor measuring, which only 
involves projecting signals from high dimensional space to low dimension, the sensor 
can consume low energy and compute simply. 

Researchers have made considerable progress in applications and algorithms of 
compressive sensing recently. The authors in [2] have proposed block 2D-DCT CS, 
which can reconstruct original signals perfectly besides lower complexity than 
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1D-DCT CS. A new measuring matrix——CHT has proposed to recover signals with 
less measurements in [3]. [4] presented block CS with DWT reduces not only 
complexity, but also memory space through OMP algorithm. A weighting measuring 
matrix based on JPEG quantization table is proposed in [5] to improve compressive 
sensing reconstructed image quality, which took matrix multiplication of weighting 
matrix and measuring matrix as new measuring matrix. Authors in [6] propose a 
weighting Equ.(1), 

))/(1/(11j)(i, qjiw +++=  (1)

which is the same size as the image ( ji, refer to the row and column number of the 

whole image, q refers to a constant).  

The paper studies measuring matrix of compressive sensing image coding, and 
proposes a reconstructing algorithm based on JND weighting function. Extensive 
experiments demonstrate that the proposed algorithm can improve the quality of 
reconstructed image greatly. 

2 Overview of Compressive Sensing 

In compressive sensing framework, when the signals are sparse or compressible, that is, 
they have a sparse representation under some linear transformation, a small number of 
random projections of the signal contains sufficient information for exact 
reconstruction. Three core problems are involved in compressive sensing [1][7]: signal 
sparsity, the design of measuring matrix and reconstructing algorithm. First of all, we 

suppose that the signal NRX ∈ is sparse under a orthogonal base or tight frame 

ψ (conversion coefficient XTψ=Θ , Θ is equivalent or approximation spare 

representation); then, we design a NM × dimensional measuring matrix Θ which is 

steady and irrelevant with transformed base for measuring Θ to get measuring 

data XY TϕΦ=ΦΘ= ; solving precision or approximation for X by computing 

optimization under the meaning of 0-norm: YXtX TT =ΦΨs.min
0

ψ [7] at last. 

Considering the study of compressive sensing, domestic and overseas experts are 
mainly aimed at these three parts. 

The sparsity of signals is a precondition for the application of CS. Most natural 
signals are not sparse, but we can make them be sparse representation through 
transforming. That is to say, the signal can also apply CS when it is compressive. 
Common sparse transforms embrace DCT、DWT、DFT、Walsh transform and so on. 

To some extent, reconstructing algorithm of CS is to solve an underdetermined 
system of equations, which means reconstructing original signal from low dimension to 
high dimension. The application of CS from theory to engineering practice is 
significantly affected by reconstructing quality. Reconstruction is a non-linear process,  
therefore finding the most sparse signal coefficient is a must, which is a problem to 
solve a min 0-norm. Currently orthogonal matching pursuit (OMP) algorithm is an 
excellent method and also needs more study. 
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3 The Proposed Algorithm with Perceptual Measuring Matrix  

3.1 JND Model 

JND model refers to the minimum perceivable distortion based on physiology and 
psychology, that is the minimum distortion that human eye can perceive. The size of 
JND value reflects the visual redundancy in image and video. At present, JND model is 
the most effective method to feature visual redundancy. The main factors affecting JND 
model include brightness adaptive characteristics, contrast sensitivity function, texture 
masking effect, smooth pursuit eye movement and so on. JND model provides a screen 
for visual redundancy information through computing a varying noise threshold that 
human eye cannot perceive. 

At the moment, JND model is widely applied to preprocessing, bit rate control, 
motion estimation and quantization table—making. There are two research directions 
about JND model: pixel domain JND model and transform domain such as DCT 
domain and wavelet domain. The paper adopts the JND model proposed in [8]. 

3.2 Weighting Measuring Matrix Based on JND 

Measuring matrix plays an important role in data sampling and reconstructing, and its 
performance will greatly affect the quality of reconstructing image. The design of 
measuring matrix is based on Restricted Isometry Principle (RIP) [9], which is 
equivalent to irrelevancies between measuring matrix Φ and sparse base Ψ . Under the 
guidance of RIP, there are random and definitive measuring matrices being adopted. 
Now random Gaussian matrix, random Fourier matrix and random Bernoulli matrix are 
widely used for measuring matrix. Because of its irrelevance with any sparse signal, we 
can measure less in sampling and get good result. However, it is difficult to realize in 
hardware for their large storage space and high computation complexity. 

On account of the properties of image processing based on compressive sensing, In 
the paper, we design a weighting measuring matrix in accordance with different 
importance to reconstructing quality of different frequency coefficients based on JND.  

In order to achieve better reconstructed image, we expected that the low frequency 
coefficients would be larger weighted while high frequency coefficients be smaller 
weighted when we take into account the sensitivities of the human visual systems. At 
the same time, JND threshold reflects the the sensitivities of the human visual systems. 
Therefore, we proposed a new weighting measuring matrix based on JND model, the 
weighting function of the weighting measuring matrix is defined as follows, 

'/1),( jndkjiw +=  (2)

where k is empirical value, jnd is threshold of JND, ji, refer to the row and column 

number of the whole image. It is obvious from Equ.(2) that the function value 
( , )w i j decreases with the increase of JND. Corresponding to DCT coefficients, we can 

see that low frequency coefficients get a bigger weight, while high frequency 
coefficients get a smaller weight, which corresponds with the properties of human 
visual system. 
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3.3 System Description of the Proposed Algorithm 

The flowchart of the proposed algorithm is shown in Fig.1. The proposed approach is 
processed as follows. 

X

Φ

Y

'jnd

'X
'Φ

 

Fig. 1. The flowchart of the proposed algorithm  

1) Sparse transform on original image with 8*8 block DCT to get DCT sparse 
coefficients X ; 

2) To compute the JND threshold jnd in DCT domain; 

3) To generate a Gaussian random matrix Φ ; 
4) Capturing M rows of JND threshold to get a NM × weighting function 'jnd ; 

5) Doing dot multiplication with 'jnd and Φ to get a new measuring matrix 'Φ ; 

6) Measuring DCT coefficients of the image with 'Φ to get measuring dataY ; 
7) Reconstructing the measuring dataY to get 'X through OMP algorithm; 
8) Doing block DCT inverse transform on 'X to recover image. 

4 Experimental Results 

In simulation, a fairly general set of test images was used in our comparative study, 
including Lena, Organ, Foreman and Caman (Cameraman). We choose Gaussian 
random matrix as measuring matrix (error range 2%). K in weighting function is 
empirically set to 10; we compared our proposed algorithm with the algorithm in [10], 
and complexity is measured with consumed decoding time. 

Table 1 illustrates the coding efficiency and complexity comparison results under 
different sampling number for four test images between the proposed algorithm and 
[10]. It can be seen from Table 1 that the proposed algorithm can achieve better 
reconstructing quality than the algorithm in [10], while it would consume more time. 
With the increase of sampling number, we can achieve better image quality. 

Fig.2 and Fig.3 show the subjective comparison of the decoded images. For Fig.2, 
the quality of the proposed algorithm in Fig.2 (b) is much better than that [10] in  
Fig.2 (a), but the quality effect is not obvious in Fig.3. It is because the gain of the 
PSNR is 6.173db in Fig.2, whereas the gain of PSNR in Fig.3 is only 1.338db. It is 
concluded that the quality improvement is different by extent for different images, 
mainly due to the different details of the image, space redundancy and so on. 
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Table 1. The results of measuring matrix weighted before and after 

Number/
M 

Test 
Image 

PSNR/dB OMP time/s △PSNR
/db 

△T/T×
100% [10] Proposed [10] Proposed 

80 

Lena 25.125 29.415 4.411 5.863 4.290 32.9% 

Organ 35.005 41.521 2.646 4.843 6.516 83.0% 

Foreman 23.457 26.453 4.065 5.800 2.996 42.7% 

Caman 24.718 25.915 3.756 5.754 1.197 53.2% 

Average —— —— —— —— 3.750 53.0% 

85 

Lena 25.973 30.038 5.019 6.689 4.065 33.3% 

Organ 36.952 44.284 2.742 5.383 7.332 96.3% 

Foreman 25.127 27.179 4.648 6.676 2.052 43.6% 

Caman 25.814 26.813 4.149 6.633 0.999 59.9% 

Average —— —— —— —— 3.612 58.3% 

90 

Lena 28.281 32.483 5.425   7.138 4.202 31.6% 

Organ 38.789 46.968 3.061 6.193 8.179 102.3% 

Foreman 26.491 28.727 5.163 7.180 2.236 39.1% 

Caman 27.194 28.532 4.472   7.351 1.338 64.4% 

Average —— —— —— —— 3.989 59.4% 

95 

Lena 29.149 34.125 6.020 8.067 4.976 34.0% 

Organ 40.619 52.471 3.144 7.033 11.852 123.7% 

Foreman 28.581 29.188 5.471 8.364 0.607 52.9% 

Caman 27.641 30.047 4.921 8.137 2.406 65.4% 

Average —— —— —— —— 4.960 69.0% 

100 

Lena 30.726 36.899 6.162 8.711 6.173 41.4% 

Organ 44.053 52.964 3.246 7.918 8.911 143.9% 

Foreman 28.306 31.928 5.998 9.144 3.622 52.5% 

Caman 29.750 30.600 5.192 9.127 0.850 75.8% 

Average —— —— —— —— 4.889 78.4% 

Average —— —— —— —— —— 4.24 48.1% 

 
Furthermore, the experiments also reveal that we can recover original signals from a 

small amount of data, which means compression. Compressive sensing can realize this 
effect, because every sparse DCT coefficient has global information of the original 
image. 

 



 Compressive Sensing Image Coding with Perceptual Weighting Measuring Matrix 269 

            
        (a) [10]                   (b) Proposed                (c) Original    

Fig. 2. Lena (weighted before and after, sampling number M=100) 

           
         (a) [10]                  (b) Proposed                 (c) Original 

Fig. 3. Cameraman (weighted before and after, sampling number M=90) 

5 Conclusion  

In the paper, we have presented a new perceptual measuring matrix based on JND for 
compressive sensing image coding considering of visual perception. Simulation results 
show that the proposed algorithm improves reconstructed image quality greatly, 
although it resulted in increased computational complexity. More work is needed to 
reduce the computation time of image recovery for real-time applications in future.  
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Abstract. The next-generation video coding standard, called High Efficiency 
Video Coding (HEVC), obtains high efficiency compression by using variable 
size coding block based on quad-tree structure. However, when HEVC stream 
is transmitted through the network, the burst loss of data packet may lead to the 
loss of the whole frame. By analysis of the texture features of video, motion 
vector (MV) extrapolation based on variable size coding blocks is proposed in 
this paper to recovery the lost frame fast and effectively. Experimental results 
show that the proposed method can reduce computational complexity 
effectively, compared to traditional error conceal algorithms in case of the 
similar PSNR. 

Keywords: HEVC, error concealment, motion vector extrapolation, whole 
frame loss. 

1 Introduction 

Recently, ISO-IEC/MPEG and ITU-T/VCEG have formed the Joint Collaborative 
Team on Video Coding (JCT-VC). The JCT-VC group is aiming to develop the next 
generation video coding standard, called HEVC. Hybrid prediction coding scheme 
used in HEVC is similar to H.264/AVC. The difference between them is that the 
maximal block size of HEVC can be expanded to 64×64[1]，while only 16×16 for 
H.264/AVC. Besides, HEVC utilizes quad-tree coding structure and flexible block 
segmentation [2]. 

However, video packets may be damaged or lost due to the unreliability of the 
communication channel. In low bit-rate video transmission, one packet loss often 
results in whole frame loss. HEVC still uses inter prediction encoding framework, so 
error propagation largely impacts the constructed quality of subsequent frames. 
Therefore, it is particularly important to conceal error in the decoder. 

In this paper, we propose a new motion vector extrapolation based on variable size 
block, which can conceal error of HEVC frames fast and effectively. The rest of the 
paper is organized as follows: Part 2 describes the existing error concealment (EC) 
algorithm, Part 3 proposes our EC algorithm, experimental results are presented in 
Part 4, and a conclusion is given in Part 5. 
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2 Motion Vector Extrapolation 

When whole frame loss occurs during transmission, it means no adjacent pixels can 
be used for EC. Many frame loss EC methods have been proposed. Frame copy (FC) 
[3], for example, is the simplest way, which copies the pixels of previous frame to 
current frame. FC is only suitable for slow movement in frames. Classic concealment 
method for the whole frame loss is motion vector extrapolation (MVE) [4]. 

3MV

2MV1MV

4MV 3MV

1MV
2MV

4MV

)(1 framereferenceFn− )( framelossFn

1MV 2MV

3MV 4MV

 

Fig. 1. Motion vector extrapolation 

In MVE, the objects in frames are assumed to make linear motion. Shown in Fig. 
1, Fn denotes the lost frame, and Fn-1 is its reference frame. Four blocks in Fn-1 are 
extrapolated onto one lost block in Fn by using their MVs, called MV1, MV2, MV3 and 
MV4 respectively (see Fig.1). The lost block in Fn, which is depicted as a bold-lined 
square in Fig.1, overlaps with these extrapolated blocks. The MV of the lost block is 
predicted by a weighted average of the MVs of all the extrapolated blocks, and is 
characterized by Equation (1). 
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(1)

Where the weighting factor kω indicates the number of pixels in the overlapping area 

and N denotes the number of the overlapping blocks. 
In MVE, fixed-size block is processed as the basic unit for EC. The weighted 

average method can cause artifacts. Besides, for HD video, error concealment with 
small fixed-size block will increase computational complexity largely. If used directly 
in HD video, it achieves either unsatisfying reconstructed quality or high 
computational complexity. So motion vector extrapolation based on the variable size 
blocks is described in Part 3, which can conceal damaged frames fast and effectively. 

3 Proposed Algorithm 

Traditional error concealment for whole frame loss is mainly based on fixed-size 
blocks, and the lost blocks are generally processed with small size 4 × 4 or 8 × 8 
pixels. The texture features of the image and strong time-domain correlation between 
video sequences are ignored to some extent. HEVC is typically designed for high 
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resolution video content, so EC with small fixed-size blocks will largely increase 
computational complexity, which is not applied to the real-time communication.  

3.1 Decision for Block Size in Lost Frame 

In HEVC, blocks with different sizes can be combined in various ways. The encoder 
decides on the quad-tree structure in a rate-distortion optimized fashion. Usually，the 
smooth areas in frames are mainly coded with blocks of size 32 × 32 or 64 × 64 pixels. 
As expected, the areas with higher motion and detailed texture are coded using smaller 
blocks, such as 16×16 or 8×8[5]. One lost frame in HEVC means that all blocks with 
different sizes will be lost. If all the blocks in the lost frame are regarded as the same 
large-size blocks to be concealed, the computational complexity of EC might be 
reduced. But it is not inadvisable to replace small blocks with large blocks that might 
ignore some details in HD video.. Therefore, the correlation of motion vectors is 
proposed to decide whether large block will be divided into smaller blocks or not. 

pixels  44×

LCU-Co LCU

)(1 framereferenceFn− )( framelostFn
 

Fig. 2. Analysis of correlation between frames 

Giving the example of large coding unit (LCU), as shown in Fig.2, the correlation 
of MVs, which come from co-located LCU (Co-LCU in Fig.2) and its neighboring 
ones, is discussed. In order to reduce computational complexity, four MVs of 4×4 
pixels from bi-diagonal and four MVs of 4×4 pixels from its neighboring LCUs are 
chosen for the calculation of temporal correlation. The following Equation (2) 
characterizes the relation between the temporal correlation and the MVs. 
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Where M denotes the number of the chosen MVs, 
kV and

jV denotes any two MVs 

from different locations, R indicates the correlation of MVs. Actually, Equation (2) is 
also applied to block size with 32×32 or 16×16. The higher value of R means larger 
difference among MVs, so it is necessary to divide large block into smaller blocks. 
Conversely, the lower value of R means that motion regions are smooth and large 
block is used as the basic processing unit. Thus, a threshold value T0 should be set to 
decide the lost block in Fn will be divided or not. After many experiments to different 
test sequences, we find out that the accurate decision to divide or not is made when T0 
is set to 0.55 no matter how size the lost block is.  
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Generally, LCUs correspond to static background areas or motion regions with 
simple texture, and movement continuity among frames is strong. So it is not 
necessary for LCUs to extrapolate MVs. The average value of all candidate MVs is 
used as the compensated MV of the lost LCU. The mean of MVs can be obtained by 
Equation (3), which can be with much lower complexity. 
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MV
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1
 (3)

Where N denotes the number of all candidate MVs, 
kV denotes any candidate MV. 

3.2 Error Concealment Based on Variable Size Block  

In HEVC, LCU is both the basic coding unit and the concealing unit. Concealing the 
whole frame loss means concealment of all LCUs in the lost frame. So every LCU in 
the lost frame should be concealed respectively.  

R is computed by Equation (2) firstly. If R is less than T0, MV of the lost LCU is 
estimated by Equation (3) for EC; otherwise, it means the lost LCU in the current frame 
must be divided into smaller blocks. So we should further judge the texture features of 
the lost LCU based on the co-located LCU segmentation in the reference frame.  

Since HEVC usually supports frame rate with 50fps, its video sequence has strong 
correlation in the time domain. How to segment the lost LCU into smaller blocks is 
decided by analyzing the segmentation of decoded LCUs in the reference frame Fn-1, 
as shown in Fig.3. The reference area of the lost LCU may include three LCUs, which 
are the co-located LCU in corresponding position and its left and up ones in the 
reference frame. Strong correlation in the time domain determines that texture 
information and motion information of the lost smaller blocks have certain continuity 
with the three LCUs in the reference area. Furthermore, the degree of the lost LCU 
segmentation, called depth, can reflect the texture and motion information to some 
extent. The depth of the lost LCU denotes the smallest depth of the three LCUs in the 
reference areas. The depth is important to decide the size of the lost blocks. HEVC 
can support block size with 26-depth×26-depth (depth=0, 1, 2, 3, 4). In particular, when 
depth is zero, it means the block size is 64×64, which corresponds to LCU. 

)(1 framereferenceFn− )( framelostFn

LCUCo− LCULCULeft−

LCU−Up

1=depth 1=depth1=depth

0=depth

 

Fig. 3. Analysis of motion and texture correlation between frames  
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When the depth in the reference area is equal to 1, the texture of lost LCU is 
considered as smooth, and the LCU is divided into four blocks with size 32×32. In 
this case, Equation (1) is usually used to conceal each error block. Specially，for the 
areas without overlapping blocks, the MV of corresponding position block in the 
reference frame is selected directly as the MV of the missing block for EC. 

When the depth in the reference area is greater than 1, the texture of lost LCU is 
complex. The lost LCU might include many smaller blocks with different sizes, Fig.4 
shows an example of LCU encoded with different sizes. It is most difficult to infer the 
size of every block accurately. 

3=depth

 

Fig. 4. LCU encoded with different sizes 

In this case, the LCU is divided into many blocks with size 16 rather than 8, which 
can get lower complexity. However, if existed 8×8 pixels are merged into 16×16 
pixels, some details may be damaged, which influence the quality of reconstructed 
video. So for each 16×16 pixels, we still need to judge whether it should be divided 
into smaller blocks, as described follows:  

Regard 16×16 as basic unit for all MVs in overlapping area. Equation (2) is still 
used to judge the temporal correlation. If R is lesser than T0, Equation (3) is used to 
conceal error block; otherwise, regard 8×8 as basic unit. Equation (1) is used to 
conceal each error block. Note, for the block coded with intra mode in reference 
frame, its motion vector is replaced by neighboring MV. 

From above method, the size of missing block can be adaptively adjusted 
according to texture and motion information. So, larger blocks can be used to describe 
smooth regions and smaller blocks to describe detailed regions, which can avoid high 
computational complexity caused by fixed-size block and improve decoding 
efficiency. This method can make for the development of real-time HD video. 

4 Experimental Results  

Our experiment is based on HEVC reference software HM6.0[6]. The group of 
picture is set to 8, the frame rate is set to 50fps, and quantization parameter is set to 
32.Here, we use HEVC RTP loss model proposed in JCTVC-H0072 [7]to simulate 
the packet loss. There is one assumption in our experiment: only the P frame loss 
occurs, which can assure low-delay. As for B frame loss, our method can also be 
applied. For this situation, previous P frames and subsequent P frames can both be 
used for EC. 
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Four different sequences, namely BasketballDrill (832×480), Vidyo4 (1280×720), 
KristenAndSara (1280×720) and Cafe (1920×1080), are tested. Under the same 
condition, we also implement FC method in HM6.0 and MVE algorithm in H.264, 
which are used to compare with our proposed method. Table 1 summarizes the 
experimental results of different sequences with packet loss rate of 10%. Compared 
with FC method, our method can achieve about 1.67dB in average for four sequences. 
Compared with MVE method, our method is roughly equivalent to the reconstruction 
quality of MVE algorithm. 

Table 1. Comparison of the average PSNR performance for different sequences 

Sequences PSNR(dB) Gain(dB) 

FC MVE Proposed Proposed-FC Proposed-MVE 

BasketballDrill 28.28 30.08 30.76 2.48 0.68 

Vidyo4 34.26 36.23 36.46 2.20 0.23 

KristenAndSara 37.93 37.91 38.11 0.18 0.20 

Cafe 34.67 37.93 37.92 3.25 -0.01 

 
Table 2 summarizes the decoding time with three different methods. The decoding 

time of our propose method is very close to FC. Compared with MVE method, the 
proposed method reduces about 38.5% in average, which greatly decreases 
computational complexity, and basically guarantees the real-time reconstruction of 
high-definition video. 

Table 2. Comparison of computational complexity for different sequences 

Sequences Time(sec) Reduced Time(%) 

FC MVE Proposed Proposed-MVE 

BasketballDrill 45.67 64.47 47.00 27.0% 

Vidyo4 58.23 100.75 59.14 41.3% 

KrisenAndSara 54.88 98.03 56.14 42.7% 

Cafe 114.23 206.55 117.97 42.9% 

5 Conclusion 

For HD video, the large resolution determines that it leads to higher complexity by 
using motion vector extrapolation based on 4 × 4 block or pixel-based. In this paper, 
firstly, by analyzing the texture and motion information of the missing blocks, strong 
correlations between the time-domain are used to judge variable size blocks. Then, 
the regions with simple texture are concealed quickly. Finally, error concealment 
method based on variable size motion vector extrapolation is proposed, which can 
greatly reduces the complexity while guaranteeing better reconstruction quality. 
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Abstract. As one of effective prediction structures of multi-view video (MVV), 
the Joint Multi-view Video Model (JMVM) has introduced much more 
prediction structures to reduce the inter-view correlations as well as spatio-
temporal correlations. Therefore, this makes compressed bit-streams very 
sensitive to transmission errors and leads to error propagation easily. In order to 
against the error propagation, JMVM based error concealment (EC) algorithms 
are necessary. In this paper, a fast efficient B-view based error concealment 
algorithm for MVV is proposed，which takes full use of the characteristic of 
the hierarchical B prediction structure and adjusts the searching range of B-
view in neighboring views. Experiment shows that the proposed algorithm can 
effectively reduce the computation complexity with no reducing the video 
quality at the same time. 

Keywords: Error concealment, Multi-view video, B view. 

1 1   Introduction 

As the main trend of the 3D video, MVV has been widely applied. And many coding 
schemes about MVV have been put forward. The hierarchical B frame prediction 
structure [1], which is proposed by HHI (Fraunhofer Heinrich Hertz Institute), has 
been adopted by the JVT (Joint Video Team) as the reference prediction structure of 
JMVM due to its high coding efficiency.  

Much more prediction structures have been introduced in the JMVM to reduce the 
inter-view correlations as well as spatio-temporal correlations. However, the 
prediction structures make compressed bit-streams very sensitive to transmission 
errors [2]. If an error occurs in a frame, it propagates to adjacent views and 
subsequence frames, degrading the reconstructed video quality severely, as shown in 
Fig. 1 [3]. In order to against the disastrous error propagation, JMVM based error 
concealment (EC) algorithms for MVV are necessary. 

The rest of this paper is organized as follows: Section 2 briefly describes the 
implementation of temporal EC methods and the disadvantages for JMVM. Section 3 
presents the proposed JMVM based EC algorithm. Section 4 evaluates its 
performance and conclusions are given in Section 5. 
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Fig. 1. Error propagation in JMVM 

2 Temporal EC Methods and the Characteristic of JMVM 

The traditional temporal error concealment (TEC) [4] methods recover the lost blocks 
of current frame by exploiting the correlations between current frame and the 
reference frames. The loss of one block means its MV is lost, too. The regain of the 
lost MV is very important, and then the error block is recovered. The common 
process is as follows: First, a set of candidate motion vectors (MVs) is formed. The 
set might include four types of MVs: zero MV, MVs associated with available 
neighboring macro-blocks (MBs), MVs of the co-located MBs in the reference frames 
and MVs by a full searching within certain areas in the reference frames. Then, one of 
matching criterions is adopted (such as Decoder Motion-Vector Estimation 
Algorithm, DMVE [5]) to find the best MV from the MVs set to replace the missing 
MV, which minimizes the SAD (Sum of Absolute Difference). Last, the lost MB is 
recovered by using the corresponding block in the reference frame according to the 
recovered MV. 

In JMVM, there are two kinds of vectors, one is the motion vector and the other is 
the disparity vector. The way to acquire the two kinds of vectors is the same. So the 
motion vector and the disparity vector are collectively referred to as vector. In other 
words, the TEC methods can also be used to recover the disparity vector. 

However, due to the difference between the 3D video and the traditional 2D video, 
two key issues should be considered when using TEC in JMVM. And the two issues 
are both based on the correction between views. First, MVV exhibits high corrections 
between views, in addition to the spatio-temporal corrections within each view. So the 
set of candidate MVs are extended by exploiting these corrections. Second, the 
motion vector describes the displacement in temporal field, and the disparity vector 
indicates the displacement of the same object in horizontal or vertical direction in the 
adjacent view. Because of the difference, the searching range of the motion vector and 
the disparity vector in the reference frame should be different. So, by adjusting the 
searching range, we can increase the accuracy of the searching of the best MV and 
decrease the searching complexity at the same time. 
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In JMVM, I-view (such as View S0 in Fig.1) only uses the temporal prediction. P-
view (such as View S2 in Fig.1) uses the temporal prediction too, but the first frame 
in P-view uses the inter-view prediction. B-view (such as View S1 and View S3 in 
Fig.1) takes full use of the temporal and the inter-view prediction. Because B-view 
has enough inter-view correlation, B-view based EC algorithm is proposed in the 
paper specially.  

3 Proposed Algorithm 

In the MVV encoding, the Searching-Range of MV is set to 16 in the configuration 
file. The first three types of candidate MVs are all defined in the 16-pixel searching 
range in the reference frames. So, the last type of candidate MVs is within the same 
searching region in the reference frames. If the lost block is in the I-view or P-view, 
only the reference frames in the same view are available. If the error block occurs in 
the B-view, the reference frames from the same view and the neighbor views are all 
available. The searching range in the I-view or P-view is similar to the one in the 
traditional 2D video. In this paper, what we should pay more attention is the search 
area in B-view. 

The disparity vector tends to horizontal displacement [6], because the standardized 
image pairs have little displacement in the vertical direction. Take the first view (I-
view), the second view (B-view), and the third view (P-view) in the “exit” sequence 
for examples. Fig. 2 shows the 146th frames in the three views, in which there are 
obvious changes in horizontal direction. Every small square indicates one MB, and 
the unit of one MB is set as 1 in Fig. 2. In Fig. 2 (b), the man’s ear is in the left edge 
position of the picture and the coordinate of the man’s ear is (1, 3). In Fig. 2 (a), the 
man’s ear is in the right comparing to (b) and the coordinate is (5, 3). In Fig. 2 (c), the 
man’s ear is shifted left and we cannot see it any more. However, there is little change 
in the vertical direction. The similar case also exists in other MVV video. 

 
             (a) The first view  (b) The second view   (c) The third view 

Fig. 2. Comparison of the neighboring views at same time 

It can be concluded that in order to conceal the lost MBs in B-view, the  
search to right is made in the neighboring left view and the search to left is  
made in the neighboring right view. Therefore, the candidate disparity  
vector is set to { }( , ) | [0,48], [ 4,4]x y x y∈ ∈ − in the neighboring left view, and 

{ }( , ) | [ 48,0], [ 4,4]x y x y∈ − ∈ −  in the neighboring right view, in which x is the 

horizontal displacement and y is the vertical displacement.  



 Error Concealment for B-View in MVV 281 

From Fig.3(b), we know that the searching region of candidate MVs is 

{ }( , ) | [0,48], [ 4,4]x y x y∈ ∈ − . It is about two times larger in the horizontal direction 

than that in Fig 3(a)， which is{ }( , ) | [ 16,16], [ 16,16]x y x y∈ − ∈ − . Furthermore, it is 

one fourth of that in Fig 3(a) in the vertical direction. Obviously，the search region of 
candidate MVs in (b) is smaller than that in (a)，which increases the searching speed. 
In the reference frame of the same view, the motion vector searching times 

are ( )( )2
16 16 1 1089− − + = , and ( )( ) ( )( )0 48 1 4 4 1 441− − + − − + = times are needed in a 

neighboring view. That is to say, searching times in the intre-view approximately 
decrease by half than that in the intra-view. 

 
a) searching region [-16,16]×[-16,16]  (b) searching region[0,48]×[-4,4] 

Fig. 3. Comparison of the two searching methods 

In the searching region, each of the candidate MVs is tested by using matching 
criterion to find the best candidate MV. Then, the motion compensation is used to 
find the best replacement for the corrupted block. 

4 Experimental Results 

4.1 Experimental Conditions  

Three test sequences (‘Ballroom’, ‘Exit’ and ‘Racel’) are used to evaluate the 
performance of the proposed EC algorithm. Each sequence includes 7 views and is 
encoded by using the hierarchical B prediction structure.  

The proposed EC algorithm is simulated on JMVM 6.0. Test condition is shown in 
Table 1. 

Table 1. Test condition 

QP(quantization   
parameter) 

Motion 
estimation 
resolution 

Package model Coding structure 

32 Single-pixel 
Scattered    
type  

hierarchical B prediction 
structure 

In order to take full use of the information of the neighboring blocks of the lost 
block, video stream is generated into packets based on the flexible macroblock order 
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(FMO) [7]. There are other two assumptions in our experiment: (1) two successive 
video packets in the same frame cannot be lost at the same time; (2) the error only 
occurs in B-views.  

4.2 Experimental Results  

There are two prediction structures in B-view: intra-view prediction structure and the 
intre-view prediction structure. Table 2 shows the percentage of intre-view prediction 
in four video sequences. The average proportion is 22%. Therefore, the changes of the 
searching region in the neighboring views have well effect on the video quality and 
time-consuming.  

Table 2. Percentage of intre-view prediction 

Ballroom 
sequence 

Exit sequence Race1 sequence average 

27% 17% 23% 22% 

 
In our experiment, one algorithm uses the original searching region, i.e.  

{ }( , ) | [ 16,16], [ 16,16]x y x y∈ − ∈ − . The other algorithm uses the proposed method. 

The searching region in reference frame in the same view is 

{ }( , ) | [ 16,16], [ 16,16]x y x y∈ − ∈ − , but { }( , ) | [0,48], [ 4,4]x y x y∈ ∈ −  and 

{ }( , ) | [ 48,0], [ 4,4]x y x y∈ − ∈ −  are used in the reference frame in the neighboring 

left and right views respectively.  
Table 3 shows the comparison of PSNR of the two algorithms in different packet 

loss rate. We can see that the proposed method provides a better PSNR performance 
comparing to the original algorithm. For example, for the “Racel” sequence, the 
PSNR improves the most with a higher PSNR 0.27 dB. For the “exit” sequence, the 
PSNR is 0.12 dB higher witch improves the least.  

Table 3. Comparison of the PSNR of the two algorithms 

sequence algorithm 

Average PSNR(dB) 
in different loss rate gain 

(dB) 
5% 10% 20% 

Ballroom 
Original 34.92 33.55 32.26 

0.20 proposed 34.99 33.76 32.59 
difference 0.07 0.21 0.33 

Race1 
Original 32.26 34.55 33.07 

0.27 proposed 32.30 34.88 33.50 
difference 0.04 0.33 0.43 

Exit 
Original 37.26 37.73 36.08 

0.12 proposed 37.30 37.86 36.28 
difference 0.04 0.13 0.20 
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The computation is reduced by about 50%, which has been discussed in Section 3. 
According to the above PSNR and computational complexity, our proposed algorithm 
has fast and effective capability to conceal the error in B-view. 

5 Conclusion 

In the Section 3, we discussed the searching regions in intra-view and the intre-view. 
Through the mathematical analysis, we concludes that the searching times in the 
neighboring views is about half of that in the same view. So the proposed algorithm 
can decrease the complexity effectively. In the Section 4, in the same experimental 
condition, the proposed algorithm gains a higher PSNR than the traditional method 
and improves the video quality. 

However, the searching region of motion vectors and disparity vectors confine to 
the limitation of the fixed searching length. The adaptive searching region is more 
appropriate for the difference contents of the video sequences, which needs further 
study and improvement.  

References 

1. Merkle, P., Smolic, A., Muller, K., Wiegand, T.: Efficient Prediction Structures for 
Multiview Video Coding. IEEE Transactions on Circuits and Systems for Video 
Technology 17, 1461–1473 (2007) 

2. Stockhammer, T., Hannuksela, M.M., Wiegand, T.: H.264/AVC in wireless environments. 
IEEE Transactions on Circuits and Systems for Video Technology 13, 657–673 (2003) 

3. Song, K., Hu, Y., Au, O.C., Li, H.Q., Chen, C.W.: Error concealment of multi-view video 
sequences using intre-view and intra-view corrections. Journal of Visual Communication 
and Image Representation 20, 281–292 (2009) 

4. Agrafiotis, D., Bull, D.R., Canagarajah, C.N.: Enhanced error concealment with mode 
selection. IEEE Transactions on Circuits and Systems for Video Technology 16, 960–973 
(2006) 

5. Zhang, J., Arnold, J.F., Frater, M.R.: A Cell-Loss Concealment Technique for MPEG-2 
Coded Video. IEEE Transaction on Circuits and Systems for Video Technology 10, 659–
665 (2000) 

6. Young, O.P., Chang-Su, K., Sang-Uk, L.: Multi-hypothesis error concealment algorithm for 
H.26L video. In: 2003 International Conference on Image Processing, South Korea, pp. 14–
17 (2003) 

7. Lambert, P., De Neve, W., Dhondt, Y., Van de Walle, R.: Flexible macroblock ordering in 
H.264/AVC. Journal of Visual Communication and Image Representation 17, 358–375 
(2006) 

 



 

W. Zhang et al. (Eds.): IFTC 2012, CCIS 331, pp. 284–291, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Texture and Correlation Based Fast Intra Prediction 
Algorithm for HEVC 

Wenqiang Zhao1,2, Liquan Shen1,2, Zhiming Cao1,2, and Zhaoyang Zhang1,2 

1 School of Communication and Information Engineering, Shanghai University,  
Shanghai 200072, China  

2 Key Laboratory of Advanced Displays and System Application, Ministry of Education, 
Shanghai 200072, China 

{zhaowenqiang,shenliquan}@shu.edu.cn 

Abstract. As the newest video coding standard, HEVC adopts plenty of 
state-of-art techniques to improve the coding efficiency. Thus its performance is 
better than that of all the existing standards. However, these modifications also 
generate huge computational complexity. To solve this problem, we proposed 
two fast intra prediction algorithms. By judging the texture complexity of coding 
unit (CU), a fast CU size decision algorithm can remove some unnecessary CU 
sizes. Besides, based on the statistic character of intra prediction modes and the 
correlation of adjacent CUs, a fast intra prediction mode decision algorithm can 
directly select the optimal intra prediction mode or remove some candidate 
modes. Compared with the exhaustive intra mode decision method in HEVC, our 
fast algorithms can effectively save the coding time, while the decrease of coding 
quality is negligible. 

Keywords: HEVC, intra prediction, candidate mode. 

1 Introduction 

The JCT-VC (Joint Collaborative Team on Video Coding) putted forward the newest 
video coding standard HEVC (High Efficiency Video Coding) [1] in 2010. Compared 
with the previous standard H.264, many advanced techniques are introduced into 
HEVC, such as larger coding blocks, up to 35 intra prediction modes and so on. In 
addition, HEVC defines three different types of coding blocks: CU (coding unit), PU 
(prediction unit) and TU (transform unit). In order to get the optimal CU, it needs to 
recursively exhaust all kinds of CU, PU and TU [2], which produces immense 
computational burden. Moreover, it would be pretty exaggerated to calculate all of 35 
modes during intra mode selection. Therefore, HEVC initially carries out a Hadamard 
Transform to all available intra prediction modes and calculates the absolute sum of 
Hadamard Transformed coefficients of residual signal and the mode bits, then selects 
several modes whose absolute sum are minimum as the candidates. We call this process 
rough mode decision (RMD) [3]. Even so, the computational complexity is still pretty 
high. Recently, some fast intra prediction algorithms [4, 5, 6] have been proposed to 
further reduce the intra coding time. The algorithm in literature [4] reduces the number 
of candidates obtained by RMD and adds one of optimal modes of neighboring (upper 
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and left-hand) coded CUs into the candidates to maintain the coding quality. Although 
the effectiveness is satisfactory, the number of candidates can be further reduced. In 
[5], instead of Hadamard Transformation based algorithm, a sobel algorithm is adopted 
to get the candidates. However, due to the inaccuracy of sobel algorithm, the coding 
quality decreases greatly. Besides, the further splitting of some CU can be terminated in 
[6] by comparing the optimal mode of previous-depth CU and current CU and the size 
of CU and TU. This method can ensure a high precision, while its efficiency is very 
limited. 

In our paper, two fast intra prediction algorithms are proposed. The first one is able 
to skip some CU sizes by judging the texture complexity of CU. The other one firstly 
calculates the number of neighboring CUs whose optimal modes are next to the 
candidate mode, then directly select the mode located in the first or second position of 
candidate array as the optimal mode or except some candidates which have a small 
probability to be selected as the optimal mode. 

The rest of the paper is organized as follows. In section 2, we describe the primary 
process of intra prediction of HEVC. Then, we present the details of our improved intra 
mode decision algorithms in section 3. The stimulation results are followed in section 
4. Finally, we provide a conclusion of this paper in section 5. 

2 Overview of Intra Prediction in HEVC 

2.1 Searching for the Optimal CU 

In H.264, the coding macro-block for intra prediction has only two types, 16×16 and 
4×4 [7], while a quad-tree structure is adopted in HEVC, which is shown in Figure 1. 
 

 

 

 

Fig. 1. Quad-tree structure of CU and available 
PU for intra prediction  

Fig. 2. Available intra prediction modes 
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As shown in Fig. 1, the depth of LCU (largest coding unit) whose size is 64×64 is 
defined as 0. The depth of four sub-CUs whose size is 32×32 is defined as 1. 
Recursively, every sub-CU is further split into four small same CUs until the depth is 3. 
In order to get the optimal CU size (or optimal CU depth), a full searching method is 
needed to predict the optimal modes of all CUs with different depths. Thus, 
(1+4+4×4+4×4×4+4×4×4×4)=341 times CU calculation will be required. The 
calculation burden is so heavy that we must remove some unnecessary CU sizes. 

2.2 Searching for the Optimal Intra Prediction Mode  

HEVC still utilizes the rate distortion cost (RD cost) as the judgment criteria during the 
mode selection of intra and inter prediction. However, unlike H.264, there are up to 35 
modes for intra prediction of HEVC including 33 directional modes, the DC mode and 
the Planar mode. These modes are described in Fig. 2.The CUs with different sizes 
have different numbers of available modes for intra prediction, which is described 
clearly in table 1. 

At the beginning of intra prediction, a rough mode decision (RMD) which has been 
illustrated in section 1 is adopted to obtain several candidates from all the available 
modes. The candidates are located in the different positions of a candidate array which 
is decided by the absolute sum of Hadamard Transformed coefficients of residual 
signal and the mode bits. That is to say, the less the absolute sum is the more front the 
location of candidates is. Moreover, the CUs with different sizes have different 
numbers of candidates, which is also illustrated in Table 1. After getting the candidate 
modes, all these candidates will be calculated by a rate distortion algorithm. By 
comparing the RD cost, the candidate with the least RD cost will be selected as the 
optimal mode. Despite the above scheme has greatly reduced the complexity of 
algorithm, there is still room to further improve the speed of intra prediction. 

Table 1. Number of intra prediction modes and candidate modes 

PU size 64 32 16 8 4 

Number of available intra modes 19 35 35 35 35 
Number of candidate modes 3 3 8 8 8 

3 Proposed Fast Intra Prediction Algorithms 

3.1 Fast Selection Algorithm for CU Size (Texture Based Fast Algorithm) 

In general, it is more suitable for the smooth area of a frame to be encoded with larger 
CU, while the area that has significant details trends to be encoded with smaller CU. If 
we can determine the texture characteristic of CU in advanced, some CU sizes that have 
a small possibility to be decided as the optimal CU size can be skipped. Usually, several 
classic parameters, such as SSD (Sum of Square Difference) and SAD (Sum of 



 Texture and Correlation Based Fast Intra Prediction Algorithm for HEVC 287 

 

Absolute Difference), can be used to measure the texture complexity of a CU. In this 
paper, SSD is chosen as the criterion and defined as:   

 
(1) 

 
Where   is the size of CU,        is the pixel value located in       ,    presents the 
mean of all pixels in this CU. Larger SSD means the texture is complicated, while 
smaller SSD indicates CU is relatively flat. 

If SSD of a CU is less than a specific threshold N_s, it means this CU is smooth 
enough. Thus, there is no necessary to split current CU into sub-CUs. On the contrary, 
if SSD of this CU is larger than another specific threshold M_l, we can consider that the 
texture complexity of this CU is so significant that it is impossible to regard the depth of 
current CU as the optimal CU depth. Thus, we can skip the coding of CU in current 
depth and directly encode the sub-CUs within it. And the fast coding process of every 
sub-CU is similar to that of current CU. However, if the SSD is larger than N_s and 
smaller than M_l, it means that the CU has no an obvious feature, so we have to encode 
both CU in current depth and the sub-CUs within it. And this can be illustrated by the 
following formula, 

 
(2) 

 
 

Because CU in HEVC has five kinds of types, 64×64, 32×32, 16×16, 8×8 and 4×4. 
Thus, we need to respectively provide four pairs of thresholds for the depths of 0, 1, 2 
and 3. Besides, when the QP varies, the judgment based on threshold will not be 
accurate, so the thresholds should be adaptive with the change of QP. 

Fig. 3 illustrates the percentages of 64×64, 32×32, 16×16, 8×8 and 4×4 CU which 
are chosen as the optimal CUs in different QPs (test sequence is Stockholm-pan, 
resolution is 1280×720, mode is all-intra). As is revealed in the chart, the percentage of 
large CU such as 64×64, 32×32, 16×16 increases slowly with the increase of QP, while 
the percentage of small CU like 4×4 has a rapid decline when the QP decreases. 

 

Fig. 3. Percentages of 64×64, 32×32, 16×16, 8×8 and 4×4 CU which are chosen as the optimal 
CU at different QPs 
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In our algorithm, the thresholds for QP 24 have been initially selected, then, the 
thresholds for other QPs are defined as follows: 

When 0 24QP≤ ≤ ， 

 

 

                                                                  (3) 
 

                              

When 24 51QP≤ ≤ ，        

                  
 

(4) 
 
                             

3.2 Fast Selection Algorithm for Intra Prediction Mode (Correlation Based 
Fast Algorithm) 

Through a lot of experiments, we find that most of the candidates determined by the 
rough mode decision (RMD) are close to each other. If we adopted some classic edge 
detection methods such as sobel algorithm to reduce the candidates, it would introduce 
a large coding quality loss. In order to obtain the probability of being chosen as the 
optimal mode for every candidate, we have encoded four test sequences using 
exhaustive intra mode decision. For 8×8 CU there are 8 to 10 (two optimal modes of 
adjacent CUs) candidate modes to be performed with RD cost calculation, and the 
probability of being chosen as the optimal mode for every candidate mode is illustrated 
in Table 2. Mode [0] represents the first candidate mode of candidate array, mode [1] 
represents the second one, and so on. 

Table 2. The probability of being chosen as the optimal mode for every candidate modes 

Sequence 
mode[0] 

(%) 
mode[1] 

(%) 
mode[2] 

(%) 
mode[3] 

(%) 
mode[4] 

(%) 
mode[5] 

(%) 
mode[6] 

(%) 
mode[7] 

(%) 
mode[8] 

(%) 
mode[9] 

(%) 

Bus 38.570 17.959 10.743 7.689 5.956 4.612 3.878 3.163 5.455 1.974 

Stefan 53.812 15.777 7.794 5.753 3.707 2.784 2.249 2.022 4.493 1.610 

Mobile 49.332 16.733 9.039 6.307 4.654 3.883 3.205 2.926 2.869 1.051 

News 66.368 13.797 5.701 3.509 2.462 2.017 1.619 1.553 2.292 0.682 

Average 52.021 16.067 8.319 5.815 4.195 3.324 2.738 2.416 3.777 1.329 

 
It can be obviously seen from Table 2 that the first two candidates have a higher 

probability to be chosen as the optimal intra prediction mode. And the sum of the first 
two probabilities is about 68%. By adding some specific requirements, we can directly 
select the first or second candidate mode of candidate array as the optimal mode. 

As we known, adjacent CUs within a frame have a strong correlation which can be 
used to determine the optimal intra prediction type [8]. Besides, the contents of adjacent 
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frames trend to have similarity. Thus, both the corresponding co-located CU in 
previous frame and the adjacent CUs can be regarded as the reference CUs (RC) to 
predict the optimal mode. The current CU and RC are shown in Fig. 4. After plenty of 
observation, we find that the corresponding CU in previous-depth described in Fig. 5 
and current CU also have a close correlation. Thus, we can also utilize the 
corresponding CU in previous-depth to predict the optimal mode of current CU. 

 

Fig. 4. Reference CUs (RC) and current CU  

If the optimal modes of most neighboring CUs (including RC illustrated in Fig. 4 
and corresponding CU in previous-depth) are the neighboring modes (illustrated in Fig. 
5) of a specific candidate mode or just the same as this candidate mode, then this 
candidate mode would have a high probability to be chosen as the optimal intra 
prediction mode. However, if the number of such kind of neighboring CUs is very 
small or just equals zero, we can consider that this candidate mode has a low probability 
to be chosen as the optimal mode, so we can directly skip the RD cost calculation of this 
candidate mode.  

 

Fig. 5. corresponding CU in previous-depth 
and current CU (P=1, 2, 3, or 4) 

 

 

Fig. 6. the neighboring modes of candidate 
mode

To sum up, the process of fast intra prediction mode decision for a fixed-size CU can 
be described as follows: 

(1) By carrying out RMD to get the candidate array. Mark the first mode of 
candidate array as mode[0], the second one as mode[1], and so on. 

(2) Judge whether the optimal mode of every neighboring CU is the neighboring 
mode of mode[i] (initially, i=0) or the same as mode[i], mark the number of CUs which 
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meet this requirement as Z. If Z is less than or equal 1, skip RD cost calculation of 
mode[i] and go to (4), otherwise, go to (3). 

(3) Carry out RD cost calculation of mode[i]. If Z is more than 2 and mode[i] is the 
first or second mode of candidate array, directly determine mode[i] as the optimal 
prediction mode and break the whole algorithm. Otherwise, go to (4). 

(4) Judge whether mode[i] is the last mode of candidate array. If no, i plus 1 and go 
to (2). Otherwise, go to (5). 

(5) Compare the RD costs of candidates and choose the candidate whose RD cost is 
the least as the optimal intra prediction mode. 

4 Experimental Results  

Two fast intra mode decision algorithms are implemented in the reference software 
HM5.0 of HEVC. The test platform is Intel® Core(TM) 2 Duo CPU-2.53GHz with 2 
cores, 1.0 GB RAM. Six test sequences are used to complete the experiment, and 20 
frames of every sequence are encoded in all I-frames mode. The quantization 
parameters are with 24, 28, 32 and 36. The experimental results of proposed algorithm 
scheme are listed in table 3. Coding efficiency is measured with PSNR and bit rate 
(BR), while computational complexity is measured with consumed coding time.  
Positive and negative values represent increments and decrements, respectively. The 
terms of DPSNR, DBR and DTime are defined as followed: 
 

(5) 
 

(6) 
 

(7) 
 

Table 3. The experimental results of texture and correlation based fast algorithm 

Sequence 

24 28 32 36 

DPSNR 

(dB) 

DBR  

(%) 

DTime 

(%) 

DPSNR

(dB) 

DBR  

(%) 

DTime 

(%) 

DPSNR

(dB) 

DBR  

(%) 

DTime 

(%) 

DPSNR 

(dB) 

DBR  

(%) 

DTime 

(%) 

1280×72

0 

ShipCalender -0.09 0.96 -29.52 -0.12 0.50 -30.78 -0.11 0.08 -35.19 -0.09 -0.46 -33.04 

Stockholmpan -0.07 0.90 -39.64 -0.06 0.71 -41.05 -0.05 0.43 -43.06 -0.03 0.01 -42.55 

Jet -0.04 2.47 -54.61 -0.05 2.00 -55.87 -0.05 1.22 -58.12 -0.03 0.57 -57.45 

Kayak -0.05 0.40 -29.97 -0.06 0.12 -31.32 -0.05 -0.08 -34.38 -0.03 0.23 -36.42 

1920×10

80 

Mobcal -0.07 0.60 -33.00 -0.06 0.50 -35.74 -0.06 0.37 -36.74 -0.05 0.14 -39.30 

Tennis -0.03 1.12 -55.07 -0.03 1.07 -53.93 -0.03 0.80 -54.72 -0.03 0.48 -54.98 

ParkScene -0.10 0.49 -44.56 -0.12 -0.05 -47.02 -0.11 -0.44 -47.84 -0.07 -0.63 -49.00 

 

Kayak -0.04 0.66 -33.07 -0.04 0.33 -33.85 -0.04 0.04 -35.25 -0.03 -0.12 -37.81 

 Average -0.06 0.95 -39.93 -0.07 0.56 -41.20 -0.06 0.30 -43.16 -0.05 0.03 -43.82 

( ) ( 5.0)
100

( 5.0)

BR Proposed BR HM
DBR

BR HM

−= ×

( ) ( 5.0)DPSNR PSNR Proposed PSNR HM= −

( ) ( 5.0)
100

(5.0)

TIME Proposed TIME HM
DTime

TIME

−= ×
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Compared with exhaustive mode decision algorithm of HM5.0, the experimental 
results show that our fast intra prediction algorithm scheme achieves about 40% 
reduction of encoding time, while the decrease of PSNR and the increase of bite-rate 
are almost negligible.  

5 Conclusion 

This paper proposes two fast intra prediction algorithms for HEVC. By calculating the 
texture complexity of CU, some CU sizes which have a low probability to be 
determined as the optimal size can be skipped. In addition, by making use of the 
statistical property of candidates and the correlation between candidate mode and the 
optimal modes of neighboring CUs, the optimal mode can be directly determined or 
some candidates can be removed. The simulation results show that the proposed 
methods can reduce the coding time effectively, while the coding quality loss is 
negligible. Besides, the proposed two methods can be combined with fast inter 
prediction algorithm to further improve the coding speed.  
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Abstract. A new fast intra-prediction algorithm for HEVC is proposed in this 
paper. The algorithm makes full use of spatial correlations among video 
sequences, decides the best size of CU by referring neighboring coded CUs' size 
and the best prediction mode of PU by referring the up layer PU modes. The 
experimental results show that the algorithm averagely achieves 45.2% reduction 
of intra coding time compared to the default encoding scheme in HM2.0 with 
drops of 0.05dB PSNR and increases of 0.10% bits rate.   

Keywords: HEVC, intra prediction, fast algorithm. 

1 Introduction  

With the fast development of computer technology, videos with high definition are 
becoming more and more popular which result in an emphasize on developing new 
video coding techniques better than the current standard of H.264/AVC. In April 
2010, a Joint Collaborative Team on Video Coding (JCT-VC)[1] entity was formed 
to work on the definition of a next video coding standard called High Efficiency 
Video Coding(HEVC). Test has shown that gains of 30%-40%[2]BD-rate over 
H.264/AVC can be achieved due to the result of lots of new techniques adopted in 
the test model, namely HM of HEVC, however the encoding procedure of HEVC is 
very complex. 

Similar to H.264/AVC, HEVC adopts the conventional block-based hybrid video 
coding framework but with a much more flexible hierarchy of unit representation 
which includes three block concepts: coding unit (CU), prediction unit (PU) and 
transform unit (TU). CU is the basic square shaped coding unit, and its size can range 
from 8x8 to Largest CU (LCU) according to different depth. PU is the elementary unit 
for prediction and defined after the last level of CU splitting. TU is the unit for 
transform and quantization, it must be smaller than or equal the CU size but it can be 
larger than the PU size unlike previous standards. 

The intra prediction for HEVC is performed in a recursive manner, as shown in 
Fig.1. The encoder need to try all the combinations of CU, PU, and TU in the rate 
distortion optimization (RDO) process to find the best mode with the lowest rate 
distortion (RD) cost. 
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Fig. 1. Quad tree coding structure of HEVC 

To reduce the computational complexity of the encoder, a fast intra mode decision 
algorithm [3] was adopted in HEVC test model HM 2.0: A rough mode decision 
(RMD) process is first performed to obtain the best candidates. Then, by considering 
the strong correlation among the neighbors, a most probable mode (MPM) of 
neighboring blocks is added to the candidate mode set. Only modes in this candidate 
mode set, }{Candidate , are needed to perform RD optimization. Though this method 

can dramatically alleviate the intra prediction complexity, the computational 
complexity of intra mode decision is still very huge. 

  }mode......mode,mode{}{ 21 nCandidate =                    (1)  

where for CU with size of 4x4, 8x8, 16x16, 32x32, 64x64, the value of n are 8,8,3,3,3. 
Many fast intra mode decision algorithm have been proposed for H.264/AVC, the 

main idea of those algorithm is reducing the prediction modes calculated with RDO and 
simplifying the RD Cost function. As intra coding block size is highly dependent on the 
smoothness of the block,intra 4x4 is well suited for a macroblock with the detailed 
information, while intra 16x16 is well suited for a smooth one,Lin[4] used the ratio of 
DC to AC to represent the texture complexity of a block and quickly decided the best 
encoding size of blocks, however, the ratio of DC to AC cannot always  correctly 
represent the texture complexity of blocks, especially for big blocks. F. Pan [5] 
proposed a fast intra mode decision method based on edge detection. Based on the 
distribution of the edge direction histogram, only a small part of intra prediction modes 
are chosen for RDO calculation, but they needed extra pre-processing time to detect 
edge and analyze edge direction histogram. Therefore, the effects of both fast mode 
decision algorithms are reduced. The spatial correlation among blocks are also used to 
reduce the prediction modes.  [6] exploited the inter block correlation in the 
intra-mode domain to reduce computational complexity. Four modes of neighboring 
coded blocks are considered as the good candidate intra modes of the current block. If 
the mode in neighboring blocks is good enough, then it is set to be current block's best 
prediction mode, else other modes needed to be calculated. The main idea of this paper 
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is also using the correlation of blocks to alleviate the computational complexity of intra 
prediction. 

The rest of this paper is organized as follows: Section 2 introduces the details of the 
proposed algorithm. Section 3 describes the experimental results and Section 4 
concludes this paper. 

2 Proposed Algorithm 

In this section, the proposed algorithm is presented on CU level and PU level. On CU 
level, a CU can be skipped or stop splitting by referring the neighboring coded CUs. On 
PU level, the intra prediction modes can be further reduced based on the up layer PU's 
best prediction mode. In the proposed algorithm, a SKIP flag is also defined in 
encoding process which is initialized as 0 and can be changed on CU level. On PU 
level, If SKIP flag is 1, only one prediction mode is performed with RD Optimization. 

2.1 CU Level Algorithm 

The CU level fast algorithm relies on the fact that there are strong correlations among 
current CU and neighboring CU[8], so we can pre-determine the candidate CU depth 
by referring neighboring CUs' information. Fig. 2 shows the correlations among the 
referred CUs and current CU. If the above, left-above, left and right-above CUs' best 
coding size are all 8x8 , then current CU's best coding size is probably 8x8.      

 

Fig. 2. The relationship among current 
CU and neighboring CU     

Table 1. Correlation among current CU and neighboring 
CU 
 

Video 

sequence

Flower 

Garden720x576

   Night 

720x576 

Spincalendar 

1280x720 

 

Rate(%)

 

42.61 

 

48.84 

 

51.00 

Video 

sequence

Harbour1280 

x720 

StockholmPan1920x1088 Parkrun1920 

x1088 

 

Rate(%)

 

52.65 

 

46.87 

 

55.92 

To demonstrate the assumption above, we test six video sequences with different 
size. From the test we can see, if current CU's three or more neighboring CU have the 
same best coding depth, then about 49.65% of current CU's best coding depth is the 
same as those neighboring CUs'. The correlations among current CU and neighboring 
CU can be used to early exterminate the split of CU.  
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The proposed algorithm on CU level is described as follows: 
 

Step1). If all the neighboring CU are available with the same depth-uiDepthx, and 
current CU's depth is smaller than uiDepthx , then the SKIP flag is set to be 1. 

Step2). Else if at least two of the neighboring CUs are available with the same depth 
uiDepthx, and uiDepthx is larger than current CU's depth plus 1, then set the 
SKIP flag to be 1. 

Step3). Do the intra prediction of current CU. 
Step4). If two or more neighboring CUs are available with the same depth,and current 

CU's RD-Cost is smaller than all of those neighboring CUs' RD-Cost, current 
CU stop splitting. 

Step5). Else do the normal split of current CU.    

2.2 PU Level Algorithm  

Taking all the directions of each PU size into RDO procedure will cause much 
computation in the encoder. Therefore, HM2.0 uses a combination of rough mode 
decision (RMD) and most probable mode(MPM) to boost the encoding speed of intra 
prediction. In fact, considering the correlation among up layer mode and current mode , 
intra prediction modes performed with RDO can still be further reduced. 

As shown in Fig.3, if the best prediction mode of PU in depth x is 5, then the best 
mode of PU in depth x+1 is probably 5 or the surrounding modes, for example 4 or 6. 
To verify this assumption, we test six video sequences with different size for example. 
As shown in table 2, we define PU whose depth is smaller than current PU but belong to 
the same CU along with current PU as up layer PU. The test shows that about 70.66% 
of current PUs' best modes are around the up layer PUs' prediction modes. We can use 
this property to further reduce the number of prediction modes.  

Depth=x

Depth=x

5

5
4

6

Current PU

Up layer PU

 

Fig. 3. Correlation between current PU 
and the up layer PU  

Table 2. modes correlation between current PU 
and  up layer PU 
 

Video 

sequences 

City_1280 

x720 

Night720 

x576 

Spincalend

ar720x576 

 

Rate(%) 

 

68.61 

 

65.40 

 

69.53 

Video 

sequences 

Harbour12

80x720 

StockholmPa

n1920x1088 

City_1280 

x720 

 

Rate(%) 

 

70.90 

 

81.95 

 

67.54 
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The algorithm of this level is as follows: first we  obtain a new candidate mode set 

}{ newCandidate . It's initialized as empty and its elements are derived from 

}{Candidate as depicted in Eq 2. The procedure to obtain }{ newCandidate  is as 

follows: 

}......modemode,mode{}{ 21 newInewnewnewCandidate =           (2)  

where }{mode CandidatenewI ∈  , and I <=n.    

Step1). If SKIP flag is 1, then add the first available mode in }{Candidate  to  

}{ newCandidate .   

Step2). Else if the above layer PU is not available then add the first available mode in 

}{Candidate  to }{ newCandidate , and if the first available mode is not DC,  

add DC mode to }{ newCandidate . 

Step3). Else check whether the candidate modes in }{Candidate  are around the up  

layer PU's mode. If they are, add the first three of them to }{ newCandidate . 

Step4). Check whether the new candidate set }{ newCandidate is empty. If it is, add  

all the available modes in }{Candidate to }{ newCandidate . 

After getting }{ newCandidate , RD Optimization procedure is performed using 

candidate modes in it and we can then decide mode with the least RD Cost as the best 
intra prediction mode. 

The flow chart of fast algorithm on this level is shown in Fig. 4. 

}{ newCandidate

}{ newCandidate

}{ newCandidate

{ }Candidate
{ }Candidate

         

Fig. 4. Fast algorithm on PU level 

3 Experimental Results  

The proposed algorithm on both CU level and PU level was implemented in HM 2.0. 
And the results are compared to the original fast mode decision algorithm with different 
video sequences. 



 A Fast Intra Prediction Algorithm For HEVC 297 

 

Table 3 shows the experimental results. From the results we can see the proposed 
algorithm can provide a significant encode time reduction compared to fast mode 
decision scheme in HM 2.0 with a negligible change of PSNR and bit rate. 

Table 3. Experiment Results 

   

Sequence 

 

QP 

 △Bits 

(%) 

△PSN

R 

  (dB) 

△time 

reduction 

  (%) 

 

Sequence 

 

QP 

 △Bits 

(%) 

△PSN

R 

  (dB) 

△time 

reduction 

  (%) 

FlowerG

arden_72

0x576 

26 -0.02 -0.08 50.53  

City_128

0x720 

26 +0.12 -0.06 39.49 

32 +0.15 -0.05 51.61 32 +0.15 -0.05 39.72 

38 +0.28 -0.05 52.39 38 +0.02 -0.05 41.97 

Spincale

ndar_720

x576 

26 -0.17 -0.06 38.04  

Parkrun_

1920x108

8 

26 +0.11 -0.05 49.28 

32 -0.07 -0.05 39.75 32 +0.22 -0.05 48.62 

38 +0.04 -0.05 41.59 38 +0.44 -0.05 49.57 

 

BigShips

_1280x7

20 

26 -0.02 -0.05 39.43 Stockhol

mPan_19

20x1088 

26 +0.34 -0.02 45.99 

32 +0.09 -0.04 41.06 32 +0.60 -0.03 47.90 

38 +0.23 -0.04 46.60 38 -0.76 -0.03 49.65 

4 Conclusion 

In this paper, we propose a fast intra prediction algorithm on CU level and PU level for 
emerging HEVC. By making use of correlations among CU and PU, we can decide the 
best CU depth early and further reduce the intra prediction modes. As compared with 
the previous fast intra mode decision algorithm adopted in HM2.0. Experimental 
results show that our proposed algorithm can save averagely 45.2% encoding time with 
negligible coding efficiency loss. Moreover, the proposed algorithm could also be 
combined with fast inter mode decision to further reduce the encoding time, and it will 
be our next work.  
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Abstract. All along, Information Content (IC) of concept is a hot topic. It is an 
important dimension of accessing semantic similarity between two concepts or 
word senses. Much work has been done. This paper illustrated the use of IC in 
semantic similarity computing and then focuses on IC metric. It reviews and 
analyses Corpora-dependent and Corpora-independent IC approach. Hyponym-
based, Leaves-based and Relation-based IC Metric is presented respectively. 
The important related issues are highlighted. Finally further research is outlined 
for the improvement of IC. 

Keywords: Information content, semantic similarity, hyponym-based, leaves-
based, relation-based. 

1 Introduction 

Semantic similarity measure between concepts is a generic issue for many 
applications of computational linguistics and artificial intelligence, such as 
information extraction, semantic annotation and question answering. Information 
Content (IC) of concept provides an estimation of its abstract/specialty. And it is an 
important dimension in assessing the similarity of two concepts or two words. For a 
long time, it has been successfully applied in semantic similarity computation [1] [2] 
[3] [4] [5]. Resnik first proposed an information content-based similarity measure in 
1995 [5]. He assumed that similarity between two concepts depended on the extent to 
which they share information in common. In practice, it is indicated by the specific 
subsumer in the taxonomy. 

)),(()),((log),( 212121Re cclsoICcclsopccsim snik =−=  (1)
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Where, IC(lso) is the information content value of lso and lso(c1,c2) is the most 
specific common subsumer of c1 and c2. 

Lin took the self information of the compared concepts into account and proposed 
another semantic similarity measure [3]. 

)()(

))),((*2
),(

21

21
21 cICcIC

cclsoIC
ccsimLin +

=  (2)

Jiang proposed a measure from different perspective by calculating semantic distance 
to obtain semantic similarity [2]. 

)),((2))()((),( 212121 cclsoICcICcICccdis Jiang −+=  (3)

We can see that IC plays an important role in semantic similarity measures. How to 
acquire a proper IC value? Many approaches have been proposed. The main 
difference is whether to rely on corpora. On the whole, they can be classified in two 
varieties: corpora-dependent IC model [5] and corpora-independent IC model [6] [7] 
[8] [9]. Corpora-independent approaches have attracted great concern in the area 
recently. This paper reviews the different approaches that have been used for IC 
computing and highlights important related issues. The structure of the paper is as 
follows. Section 2 gives a general introduction to Corpora-dependent IC metric. 
Section 3 outlines the different approaches of Corpora-independent for the purpose to 
compute IC respectively. The further research is described in Section 4 and a 
summary is given in Section 5. 

2 Corpora-Dependent IC Metric 

Corpora-dependent IC metric first was proposed by Resnik in 1995 for acquiring 
semantic similarity between two concepts following information theoretic approach 
[5]. It obtains IC through statistical analysis of corpora, from where probabilities of 
concepts occurring are inferred. That is to say, it assumes that, for a concept c in the 
taxonomy, let p(c) be the probability of encountering and instance of concept c. 
According to the definition from information theory, the information content of c, that 
is IC(c), can be quantified as negative the log likelihood, −log p(c). 

)(log)( cpcIC −=  (4)

Probability of a concept was estimated as follows: 

N

cfreq
cp

)(
)( =  (5)

Where N is the total number of nouns, and freq(c) is the frequency of instance of 
concept c occurring in the taxonomy.  

When computing freq(c), each noun or any of its taxonomical hyponyms that 
occurred in the given corpora was included. That is to say, each individual occurrence 
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of any noun in the corpora is recursively counted as an occurrence of each of its 
taxonomic ancestors. 


∈

=
)(

)()(
cWw

wcountcFreq        (6)

Where W(c) is the set of words subsumed by concept c. 
From formula (4) ~ (6), we can see that,  
Firstly, IC is inversely proportional to p(c). When p(c) increases, IC decreases.  
Secondly, the more abstract a concept, the lower its information content.  
Finally, it relies on corpora analysis, and sparse data problem is inevitable 

sometimes. 

3 Corpora-Independent IC Metric 

3.1 Hyponym-Based IC Metric 

Hyponym-based IC Metric was proposed by Nuno in 2004. It resumed that in 
WordNet, IC value of a concept is regarded as the function of the hyponyms it as. A 
concept with more hyponyms expresses less information than the concepts with less 
ones. For a concept, the more hyponyms it has, the more abstract it is. Inversely, the 
less hyponyms it has, the more specified it is .It implies that the leaves nodes have no 
hyponyms and they are most specified. So the information they convey is maximal 
However, the root node has the maximal hyponyms and it is the most abstract. Thus it 
expresses the minimal information [6]. Formally: 

)log(max

)1)(log(
1

)
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1
log(

)
max

1)(
log(

)(
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wn

wn chypo

chypo

cIC
+−=

+

=  
(7)

Where the function hypo(c) returns the number of hyponyms of a given concept c. 
And, maxwn is a constant value which is set to the maximum number of concepts that 
exist in the taxonomy. For example, A is-a relation is shown as Fig.1. 

From formula (7) and Fig.1, it is noted that, 
Firstly, its main advantage is that IC does not rely on corpora analysis, and avoid 

the sparse data problem. 
Secondly, IC is inversely proportional to the number of hyponyms that a concept 

has, and range from 0 to1 (IC (root) =0, IC (leaf) =1). 
Finally, C2 and C6 have the same value 0.699. However, C6 is deeper than C2 in the 

taxonomy tree; and it should convey more information than C2. 
Hence, Zhou considered the depth of each given concept, presented a complement 

model [7], expressed by: 

)
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))(log(
)(1()

)log(

)1)(log(
1()(

max xmadeep

cdeep
k

node

chypo
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Where nodemax has the same meaning as maxwn. deep(c) returns the depth of concept c 
in the taxonomy. deepmax is the max depth of the taxonomy. k is a changeable factor 
so as to adjust the weight of the two items. In his experiment, k is 0.5. 

 
Fig. 1. An example of taxonomy tree 

Table 1. IC value of every concept in Fig. 1 

concept nodemax deepmax depth the number of hypo(c) IC(c)nunol IC(c)Zhou 
C1 10 4 1 9 0 0 
C2 10 4 2 1 0.699 0.599 
C3 10 4 2 2 0.523 0.511 
C4 10 4 2 2 0.523 0.511 
C5 10 4 3 0 1 0.896 
C6 10 4 3 1 0.699 0.746 
C7 10 4 3 0 1 0.896 
C8 10 4 3 0 1 0.896 
C9 10 4 4 0 1 1 
C10 10 4 2 0 1 0.75 

From formula (8) and Table 1, we find that, 
Firstly, the main advantage of Zhou model is that it take depth as considered and 

tackles the problem that arises in Nuno model. If two concepts have the same number 
of hyponyms, the deeper one is more concrete and has the higher IC value than the 
other. Here IC (C2) =0.599, IC (C6) =0.746. 
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Secondly, IC (C3) = IC (C4) =0.511. In spite of both C3 and C4 have 2 hyponyms, 
and their depth is equal to 2, the hyponyms of each concept are arranged differently in 
space structure. Take the factors into considered, such as the depth of every hyponym, 
it maybe a future research direction. 

3.2 Leaves-Based IC Metric 

Hypos-based IC Metric was proposed by David in 2011. It’s based on the assumption 
that taxonomical leaves represent the semantic of the most specific concepts of a 
domain, and they are enough to describe and differentiate the concept from any other 
one, regardless the amount of inner concepts incorporated in the taxonomy [3]. 
Leaves-based IC metric argues that the more leaves a concept has the less information 
it expresses. In other words, a concept with more leaves is more general. Besides this, 
the depth of concept in taxonomy is considered as Zhou suggested. Here, depth is 
instead of depth with the number of taxonomical subsumers from a different view [8]. 
The IC of a concept is defined as: 

)
1max_

1
|)(|

|)(|

log()(
+

+
−=

leaves

csubsumers

cleaves

cIC  (9)

Where, let C be the set of concepts of the ontology, for a given concept c,  
leaves(c)={l∈C|l∈hyponyms(c) ∧ l is a leaf}. 
Max_leaves represents the number of leaves corresponding to the root node of the 

hierarchy. subsumers(c) returns the set of subsumers. 
Subsumers(c)={a∈C | c≤a }∪{c}, c≤a means that c is a hierarchical specialization 

of a. 
From formula (9) and Fig.1, it is noted that: 
Firstly, Concept’s IC is directly proportional to its number of taxonomical 

subsumers, inversely proportional to the amount of leavers of its hyponym tree. 
Secondly, IC (C2) =IC (C3) =0.602. Because of |subsumers(C2 )| = |subsumers(C3)| 

= 2, and |leaves(C2)|=|leaves(C3)|=1. However, it is noted that hypo(C2)=1, and 
hypo(C3)=2. IC(C2) and IC(C3) should convey different information. There is still 
room for improvement in future research. 

3.3 Relation-Based IC Metric 

Md. Hanif Seddiqui proposed Relation-based IC Metric in 2010. The approach took 
concept, properties and their relations of ontology into account. It assumes that every 
concept is defined with sufficient semantic embedding with the organization, property 
functions, property restrictions and other logical assertions [9]. Relation-based IC is 
defined as: 

))()1()()( cICcICcIC onunrel ⋅−+⋅= ρρ  (10)
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Where rel(c) denotes the number of relations of concept c. And total_rel represents 
the total number of relations, while total_concept is the maximum of concepts in the 
ontology. ICnuno(c) is defined with formula (7). 

It is obviously that, ICrel(c) is directly proportional to the number of properties it is 
related to, the more rel(c), the higher ICrel(c). The main advantage of this approach is 
that it can be applied in not only a simple taxonomy, but also a complex ontology 
with concept-properties relations.  

Different IC models above is defined from different views, Table 2 presents the 
characteristic respectively. 

Table 2. Comparison of different IC models 

items 

characteristic and the result 

Corpora 
dependent  
IC Metric 

Corpora independent IC Metric 

Resnik 
model 

Nuno model Zhou model 
David 
model 

Md. Hanif 
model 

Depth(c) 
increase 

No No 
Yes 

IC increase 
Yes 

IC increase 
Yes, implicitly 

IC increase 
Hypo(c) 
increase 

No 
Yes 

IC decrease 
Yes 

IC decrease 
No 

Yes 
IC decrease 

Leaves(c) 
increase 

No No No 
Yes 

IC decrease 
No 

Rel(c) 
increase 

No No No No 
Yes 

IC rel (c) 
increase 

Whether to 
rely on 
corpora 

Yes No No No No 

Sparse data 
problem 

Yes No No No No 

Improvement 
suggestions 

---- 

Take every concept’s 
topology into considered, 

such as, the arrangement of 
concepts 

Take the 
numbers of 
hyponyms, 

depth of 
leaves into 

account 

Take link type, 
concept’s space 
structure into 
considered 
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4 Discussion and Further Research  

IC is crucial in semantic similarity computing. A highly effective IC metric is 
necessary. There is sparse data problem in Corpora-dependent IC Metric. From the 
stated above, we can see that Corpora-independent IC Metric still is a hot issue. In 
Nuno’s work, depth is not been taken into considered, and Zhou makes some 
improvements. However, in Zhou’s work when concepts have the same depth and 
hypo(c), their IC will be equal (eg. IC (C3) =IC (C4) in Fig. 1) .There is room for 
improvement. David argues that leaves are enough to differentiate from other ones, 
regardless of the inner-detail of the hierarchy. But it is noted that concepts with the 
same leaves and subsumers will have the same IC value too (eg. IC (C2) =IC (C3) in 
Fig. 1). Yet they have different hyponyms (hypo (C2) =1, and hypo (C3) =2).  
In further work, it would be a good idea to take the topology structure of each concept 
in considered, such as the depth, the number of hyponyms, the depth of each 
hyponyms, the arrangements of concepts, etc. Our aim is to highly effective 
distinguish different concepts and get the most approximate IC value. 

5 Summary 

This paper reviews various information Content Metric approaches including 
Corpora-dependent IC model and Corpora-independent IC model. Hyponym-based 
mode, Leaves-based model and Relation-based IC model are illustrated. The 
important related issues are highlighted. Finally the area of further research is 
described. 
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Abstract. Digital pre-distortion (PD) is a promising technique for power ampli-
fier (PA) linearization and efficiency enhancement. Parameter estimation for both
PA and PD models are quite important in all pre-distortion schemes. In this paper
we introduce the concept of RCBL (Region Can Be Linearized) and highlight
the difference of training sample acquisition strategies (TSAS) for three differ-
ent pre-distortion schemes. We prove that the improper samples may lead to the
inaccuracy of the coefficients, or even an error. Thus we propose to choose the
PA modeling and inverse structure as our scheme to do the DPD construction. A
5MHz Wimax signal sampled from a real PA is used to do the loop delay esti-
mation, the PA model identification and the PD construction. Simulation results
show that the AM/AM, AM/PM characteristics have been improved much and
more than 15 dB of ACPR (Adjacent Channel Power Ratio) has been achieved.

Keywords: Digital Pre-distortion, Power Amplifier, TSAS, RCBL.

1 Introduction

Power amplifiers are very important components of wireless communication systems
for both base stations and terminal equipments. Nowadays in order to approach high
spectrum efficiency, non-constant envelope modulation technique such as QPSK and
high order QAM are widely used, which leads to the problem of high PAPR. Operating
PA near its saturation region will generate nonlinear distortion. This can lead to spec-
trum regrowth which can cause adjacent channel interference and will also bring up
in-band distortion which can increase the bit error rate of communication systems. A
lot of linearization techniques have been developed to solve this problem [1-5]. Thanks
to the cost reduction in digital signal processing (DSP), baseband digital pre-distortion
is growing to be a more and more promising scheme. This concept is based on insert-
ing a nonlinear block, the inverse function of the power amplifier, before the power
amplifier to compensate its nonlinearity. In order to do digital pre-distortion, a series
of issues including loop delay estimation, PA model identification and PD construction
must be solved. As the bandwidth goes wider, memory effects should also be taken into
consideration.

Volterra series [6] with only odd order kernels is commonly used to model and anal-
yse a PA with memory effect which is actually a nonlinear system with time variance.
Because of the inconvenience of too many coefficients in Volterra series, usually only

W. Zhang et al. (Eds.): IFTC 2012, CCIS 331, pp. 307–316, 2012.
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PD PA

PD PA

Post inverse
estimation

PD PA

PA modelinginverse

(a)

(b)

(c)

Fig. 1. Three different predistortion schemes(a)the directly learning structure (b)the indirectly
learning structure (c)the PA modeling and inverse structure

the coefficient terms along the diagonal are kept. That is known as the memory polyno-
mial model [7][8]. Following analysis of PA and PD model is based on this concept.

This paper is organized as follows, in Section 2 we first introduce the concept of
RCBL (Region Can Be Linearized). Based on this concept we highlight the differ-
ence of training sample acquisition strategies for three different pre-distortion schemes
shown in Fig. 1, the direct learning structure [9], the indirect learning structure [10]and
the PA modeling and inverse structure[13]. After comparison and analysis, we propose
to choose the third one as our DPD scheme. Section 3 goes on to present our ways to
deal with the loop delay estimation, PA model identification and PD construction with
data samples from the real PA. Our most work are focused on these three aspects and
they are quite important in our pre-distortion scheme. In Section 4 the DPD simulation
results are demonstrated. A summary of the work and significant conclusions are given
in the final section.

2 Training Sample Acquisition Strategies

2.1 Region Can Be Linearized

Assume the transfer function of a power amplifier is F (.), then the objective is to obtain
a pre-distortion function A(.) which when cascaded with the power amplifier can result
in a linear transfer function. The system can be constructed as shown in Fig. 1. Assume
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x is the original input signal from the baseband transmitter, v is the one after the pre-
distorter, y is the output of the PA. The relationship can be given by

F (G(x)) = y (1)

The transfer characteristic can be decomposed into an AM/AM component and an
AM/PM component. Here we take the first one as an example.

max| |y

0| |x 1| |x 2| |x | |x

| |y

b
a

1| |y

Fig. 2. The AM/AM transfer characteristic

As shown in Fig. 2, the objective of the pre-distorter is to linearize the output of the
amplifier up to a certain maximum amplitude of |y|max.

|y | = { g.|x |
|y |max

for |x | < |x1 |
for |x | ≥ |x1 | (2)

where g is the open loop gain of the power amplifier.

Definition 1: (Region Can Be Linearized, RCBL): the part of the PA’s nonlinear region
which can be linearized. Assume a PA has the AM/AM characteristic as shown in Fig.
2. The total nonlinear input amplitude region of the PA is the segment (|x0|, |x2|). But
not all the nonlinear region of the PA can be linearized, The RCBL is actually the
segment (|x0|, |x1|), where |x1 | = |y |max/g. As for the one (|x1|, |x2|), we can do
little contribution.

2.2 Training Sample Acquisition Strategies

As shown in Fig. 1, the existed pre-distortion structure or schemes can be classified into
three categories. Which are the direct learning structure, the indirect learning structure
and the PA modeling and inverse structure. The essence of these schemes is to get the
least square solutions for equation Aw = b. The difference is that the former two use
the samples to directly calculate PD’s parameter, however the last one use it to calculate
PA’s parameter. This kind of difference leads to different training sample acquisition
strategies, when we are trying to construct a robust and accurate DPD system.

The first one is the direct learning scheme, which usually uses adaptive algorithms
to directly train for the pre-inverse parameters of the amplifier.
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Lemma 1: For sample used for the direct learning structure training, we should only
choose the segment (0, |x1|). The part (|x1|, |x2|) should be excluded.

Proof : According to Fig. 2, if x†, |x† | ∈ (|x1 |, |x2 |) is involved in the training or
computation process, it means that there can be a pre-distortion operator G combined
with PA’s transfer function F mapping the complex number x† to the complex num-
ber gx†. However we know the maximum output amplitude of the PA is |y |max, and
g.|x† | > |y |max. Thus we can get that the lemma is proved.

The second one is the indirect learning structure. This kind of scheme assumes that
the post-inverse of PA is equivalent to the pre-inverse of PA. So if the post-distorter of
the PA has been worked out, then it is also the pre-distorter.

Lemma 2: For sample used for the indirect learning structure training, we should only
choose the segment (0, |y1|). The part (|y1|, |ymax|) should be excluded, where |y1 | =
|G(x1)|, G is the transfer function of the PA.

Proof : In this kind of scheme, the sample matrix A is composed of y, according to
Fig. 2, suppose that y†, |y† | ∈ (|y1 |, |y |max) is used for the training process. And
the transfer curve b after post-distortion has been achieved. Then we should have a
operator G that can map a fixed complex number ymax to a large set of complex numbers
∀ x, |x | ∈ (|x1|, |x2|). Actually we know such kind of G is not existed. Thus the
lemma is proved.

The third one is the PA modeling and inverse structure. In this kind of scheme, we do
not directly train or calculate the pre-inverse or the post-inverse of PA, instead we use
samples to get the positive transfer parameters of PA, then we can use PA’s parameter
to construct a PD system.

Lemma 3: For sample used for the PA modeling and inverse structure training, we can
choose the whole segment (0, |x2|).
Proof : Due to the existence of the positive transfer curve a, the PA’s transfer function
G can correctly maps the segment (0, |x2|) to the segment (0, |ymax|). Thus we get the
lemma proved.

From above, we can know that compared with the former ones the third one seems
to be much more robust and convenient when we do practice construction. That’s why
we choose the third one as our pre-distortion scheme.

3 PD Algorithm

3.1 Loop Delay Estimation

The loop delay estimation can be divided into two parts,the integer part and the frac-
tional part. In order to do the loop delay estimation simulation, we have gathered 4096
samples from both the input and the output of the power amplifier. The transmitted sig-
nal is a Wimax signal with a bandwidth of 5MHz.The DAC’s transfer rate is 91MHz,
and the ADC’s sample rate is 182MHz. The sampled signal is an intermediate fre-
quency signal with a central frequency of 45.5MHz. After the digital down conversion
and the low-pass filtering, the input and output data can be used for digital pre-distortion
simulations.
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(b) with fractional delay adjustment.

Fig. 3. AM/AM characteristic after delay adjustment

We use the input and output sequences to do cross correlation operations to get the
integer part of the loop delay. When the two sequences are matched, there will be a peak
value.

max

{
N∑

n=1

|x∗(n)y(n− k)|
}

(3)

In order to simplify the computation, we use only the sign bit to do cross correlation
operations. The complex multiply operations are instead of bit operations, and this is
quite useful when we do implementations. According to the simulation results, using
512 samples of complex data to do the cross correlation operations can effectively do
the integer loop delay estimation.

As for the fractional loop delay estimation, there are usually two ways to do the
adjustment. One is to do the interpolation, the other is to calculate in the frequency do-
main. We have done a ten order linear interpolation on the output data.

p(x) = f(x0) +
f(x1)− f(x0)

x1 − x0
(x− x0) (4)

As shown in Fig. 3, fractional delay adjustment is really necessary for us to do digital
pre-distortion. Without fractional delay adjustment, a certain degree of obvious diver-
gence still existes in the AM/AM characteristic. If we treat this as memory effects, that
will certainly weaken the performance of DPD algorithms.

3.2 Memory Polynomial Based PA Identification

For wideband applications, memory effects should be taken into account when we do
digital pre-distortions. Memory polynomial [7][8][11] is a common model for both PA
modeling and PD construction. The MP model can be described by
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z(n) =

K∑
k=1

Q∑
q=0

akqy(n− q)|y(n− q)|k−1 (5)

where y(n) and z(n) are respectively the input and output of PA or the pre-distorter, akq
is the complex coefficients of the pre-distorter, K is the nonlinear order and Q is the
memory depth.By defining a new sequence

ukq(n) =
y(n− q)

g
|y(n− q)

g
|k−1 (6)

we should have

z = Ua (7)

where z = [z(0), · · · , z(N − 1)]T , U = [u10, · · · , uK0, · · · , u1Q, · · · , uKQ], ukq =
[ukq(0), · · ·ukq(N − 1)]T and a = [a10, · · · , aK0, · · · , a1Q, · · · , aKQ]

T . The least
square solution is

∧
a = (UHU)−1UHz, (8)

where (.)H denotes the complex conjugate transpose.
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Fig. 4. AM/AM characteristic (a)the real curve (b)the fitting curve

With the input and output data of the PA, we can get the parameter
∧
a by using adap-

tive algorithms like LMS,RLS or directly calculation. When
∧
a is obtained, we have ac-

tually built the PA model. The fitting AM/AM and AM/PM curves are shown in Fig. 4
and Fig. 5.
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Fig. 5. The real AM/PM characteristic

3.3 Look Up Table Based Pre-distortion

When the PA model is already obtained, we can use it to do our DPD simulations. A
generalized LUT based DPD structure is shown in Fig. 6. With the cordic transform,
the input signal is broken into the amplitude and phase components. The amplitude is
used as the LUT’s index.

|x| = |s| · Ir(i, n) (9)

∠x=∠s+Iθ(i, n) (10)

Where Ir(i, n) represents the envelope component of the LUT output with which the
incoming data is being multiplied, and Iθ(i, n) represents the phase component of the
LUT output with wich the incoming data is being added. The LUT update algorithm
can be described by

Ir(i, n+ 1) = Ir(i, n) + λrer(n) (11)

Iθ(i, n+ 1) = Iθ(i, n+ 1) + λθeθ(n) (12)

er(n) = |s(n)| − |y(n)| (13)

eθ(n) = ∠s(n)− ∠y(n) (14)

The predistortion LUT will be organized as a set of discrete predistortion coefficients,
each spans a certain input amplitude range(referred as a bin). The granularity of each
bin limits the amount of adjacent channel reduction that can be achieved. We should do
a good compromise between performance and complexity. 256 amplitude bin is enough
to obtain a good performance.
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Fig. 6. A generalized LUT based DPD structure

4 Performance Analysis

In this section, we will demonstrate the simulation result of the PA modeling and in-
verse method. As described above, after doing DDC(digital down conversion), low-pass
filtering, loop delay estimation and PA modeling, we can build a digital pre-distortion
system. The AM/AM and AM/PM characteristic with and without pre-distortion are
shown in Fig. 7 and Fig. 8 respectively.

Power spectral density results are shown in Fig. 9. We can see that more than 15 dB
of ACPR (Adjacent Channel Power Ratio) has been achieved by using the PA modeling
and inverse method.
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Fig. 7. The AM/AM characteristic(a)with DPD (b)without DPD
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5 Conclusion

In this paper, we highlight the difference of training sample acquisition strategies for
different pre-distortion schemes. Three different structures are taken into account. We
have proved that the improper samples may lead to the inaccuracy of the coefficients
for the pre-distorter, or even an error. Based on TSAS, we choose the PA modeling and
inverse structure as our PD scheme. Samples from a real PA are used to do the loop
delay estimation, PA model identification and PD construction. Simulation results have
shown that both the AM-AM, AM/PM characteristic and the power spectrum density
have achieved very good performance.
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Abstract. Limited feedback precoding significantly improves multiple-
input multiple-output (MIMO) link reliability with a small amount of
feedback from the receiver back to the transmitter. One of the key prob-
lems linked to LFP is about the selection criteria of the optimal precoder
index (PMI) from a codebook. In this paper, we find that the conven-
tional PMI selection criteria under the stream maximization transmission
(SMT) will be ineffective when the linear equalizers are employed at the
receiver. Inspired by this discovery, a new singular value decomposition
(SVD) based criterion activating the PMI selection for the SMT is pro-
posed, which is accessible to both zero-foring (ZF) and minimum mean
square error (MMSE) equalizer. Extensive numerical results are provided
to substantiate the effectiveness of the proposed criterion.

1 Introduction

Multiple-input multiple-output (MIMO) systems, created by exploiting antenna
arrays at the transceiver, offer high capacity and high-quality wireless communi-
cation links [1][2]. Primary schemes for exploiting MIMO channels are based on
maximizing the capacity by spatial multiplexing [3], or increasing the diversity
order by space-time coding [4]. However, the performance of spatial multiplex-
ing is sensitive to the condition of the channel matrix. In order to guard against
rank deficiencies in the channel, precoding scheme is proposed to largely improve
error rate performance. The core idea of precoding is to use the channel state
information at the transmitter side (CSIT) to customize the data stream with a
precoding matrix prior to transmission.

In time-division duplex (TDD) systems, it is well known that the CSIT is eas-
ily accessible due to the channel reciprocity between the uplink and the downlink
transmission. In frequency-division duplex (FDD) system, however, the availabil-
ity of CSIT requires a feedback operation from the receiver to the transmitter,
which introduces huge system overhead and thus is prohibitive in practice. To
solve this problem in FDD systems, limited feedback precoding (LFP) schemes
[7][8] are proposed. Here, a finite set of precoding matrices, called the codebook,
is stored in both the transmitter and the receiver. The merit of LFP is that the

W. Zhang et al. (Eds.): IFTC 2012, CCIS 331, pp. 317–327, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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receiver only need to feedback the binary index of the precoding matrix as a
function of the current CSI, instead of the full CSI, to the transmitter over a
limited feedback channel. As such, the MIMO system promises to benefit from
LFP scheme with notably reduced feedback overhead. Some key standards, such
as long term evolution advanced (LTE-A), have been introducing LFP in the
spatial multiplexing systems [13]. LTE-A established a concept of ”layer”, which
is accordant with that of multiplexed multiple streams. In general precoding
schemes, the number of data streams (or layers) is no more than the number of
transmit antennas. In order to maximize the capacity of MIMO systems under
good channel condition, full spatial multiplexing can be achieved when the num-
ber of streams reach up to that of the transmit antenna, referred to the stream
maximization transmission (SMT).

The majority works on LFP is the codebook designing and the precoder index
selection (PMI). The codebook designing schemes can be divided into unitary
codebook and non-unitary codebook according to the power constraints of LFP.
If all the matrices of the codebook have orthonormal columns, that is unitary
precoding, otherwise that is non-unitary precoding. [12] showed that unitary pre-
coding is more widely used than non-unitary precoding in academics and actual
systems, one reason is that it can maintain the load balance of each antenna’s
power amplifier, the other reason is that it can effectively simplify the calculation
of channel quality information (CQI) of the actual communication system such
as LTE-A. More crucially, [12] proved that unitary precoding performs as good
as non-unitary for small codebooks with MMSE decoder. The PMI criterion is
depending on the choice of the system receiver and the performance criterion to
be optimized (capacity, average error rate, etc. ). ML (Maximum-likelihood) de-
coder is regarded as the best performance decoder, but its decoding complexity is
increasing exponentially with the number of the transmit antennas. Therefore,
in practice, linear decoders (including ZF decoder and MMSE decoder) have
lower complexity and wider application. [7] proposed four criteria for choosing
the optimal matrix from the codebook, three of them optimize the BER (bit
error rate) performance: ML-SC for ML decoder, MSV-SC for ZF decoder and
MSE-SC for MMSE decoder, the other one optimizes the capacity performance:
Capacity-SC, and [11] proposed the precoding criteria for successive interference
cancellation (SUC) decoder.

MSV-SC, MSE-SC and Capacity-SC is supposed to be the most widely used
PMI criteria in the practical systems when the number of streams is less than
the number of transmit antennas. But we discover that in the condition of SMT,
these three precoding criteria become ineffectual for limited feedback unitary
precoding (LFUP) because the precoding matrix is unitary at this moment. It
motives us to propose a new PMI criterion which is a valid alternative in SMT,
and we also hope that this new criterion has the common features like upper
three criteria - low complexity and practical application.

The rest of paper is organized as follows. In Section 2, the considered system
model is presented. Section 3 review the convention precoding criteria and prove
that these criteria are inactive in SMT. Section 4 present an in-depth analysis of
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the precoding criteria for linear decoder in SMT. Simulation results are presented
in section 5. Finally, Section 6 concludes the paper.

Notation: (·)H , (·)−1, (·)+, tr(·) and det(·) denote conjugate transposition, ma-
trix inversion, matrix pseudo-inverse, trace, and determinant, respectively. IM is
the M×M identity matrix. [·]nn represents the nth diagonal element. {aij}M×N

is the M ×N matrix with element aij at entry (i, j). || · ||n is the n-dimensional

norm, and ||A||1 = max1≤i≤N

N∑

j=1

|aij | is the 1-D norm of matrixA = {aij}M×N ,

||x||2 = (
N∑

i=1

|xi|2) 1
2 is the 2-D norm of vector x = {x1, x2, ..., xN}. CM×N repre-

sents the set ofM×N in complex field. CN (0, σ2) represents the complex normal
distribution with independent real and imaginary parts distributed according to
N (0, σ2/2). U(N,L) represents the set of N × L matrices with orthonormal
columns.

2 System Model

First , with the consideration of the single user MIMO (SU-MIMO) systems
with N transmit antennas and M receiver antennas, the precoding operating
with LFUP can be mathematically described in the sense that

x = Fs, (1)

where x ∈ C
N×1 is the transmitted signal. F ∈ C

N×L is the precoding matrix
chosen from the codebook F = {F1,F2, ...,Fk}, k = 2b, where k is the precoding
matrix index of the codebook, b is the size of the codebook. s ∈ CL×1 is the data
streams vector and the number of the streams L is no greater than the number
of transmit antennas (L ≤ N). For convenience, the data steams s have uniform
power E[ssH ] = σ2

sIL.
The baseband transmission model for SU-MIMO systems can be always illus-

trated as
y = Hx+ n = HFs+ n, (2)

under the condition of ideal synchronous samplings, where y ∈ CM×1 is the
received signal. H ∈ CM×N is the MIMO channel matrix and we assume that
the number of receiver antennas is no less than the number of transmit antennas
(M ≥ N). H is a Rayleigh fading channel, therefore the entries of H, hij ∼
CN (0, 1). n ∈ CM×1 is complex white Gaussian noise with distribution n ∼
CN (0, σ2

nI). The input signal-to-noise ratio of this SU-MIMO system is defined
as

snr =
σ2
s

σ2
n

. (3)

We assume that each F ∈ F has unit column vectors that are orthogonal, which
can be denoted as F ∈ U(N,L) in the setting of LFUP [7]. Further, when the
system is operating on SMT mode, i.e. M = L, it is clear that F is actually a
unitary matrix with FFH = FHF = IN .
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Linear decoder is used for filtering the received signal vector to obtain the
decoded data stream vector ŝ as ŝ = Gy. A ZF linear decoder and a MMSE
linear decoder can be illustrated as

Gzf = (HF)+, (4)

and

Gmmse =

(

FHHHHF+
1

snr
IN

)−1

HHFH , (5)

respectively. Accordingly, the signal to interference plus noise rate (SINR) of the
n-th stream can be given by (see [6])

ρzf,n(F) =
snr

[(FHHHHF)
−1

]nn
, (6)

for the ZF decoder and

ρmmse,n(F) =
snr

[
(
FHHHHF+ 1

snr IN
)−1

]nn
− 1, (7)

for the MMSE decoder. It is clear that the BER performance is totally decide
by (6) and (7).

3 Convention Criteria

In [7], three different selection criteria of the optimal precoder from the codebook
are proposed, which are presented in Lemma 1-3 detailedly.

Lemma 1. MSV-SC (Minimum Singular Value Selection Criterion) can opti-
mize the BER performance of the SU-MIMO system with ZF decoder by picking
F such that

F = arg max
Fi∈F

λmin{HFi}, (8)

where λmin{HFi} is the minimum singular value of HFi.

Lemma 2. MSE-SC (Mean Squared Error Selection Criterion) can optimize
the BER performance of the SU-MIMO system with MMSE decoder by picking
F such that

F = arg min
Fi∈F

m(MSE(Fi)), (9)

where m(·) is either tr(·) or det(·). MSE(Fi) is the mean squared error (MSE)
of MMSE of the MMSE decoder which can be shown as

MSE(Fi) = σ2
s

(
IN + snrFH

i HHHFi

)−1
. (10)
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Lemma 3. Capacity-SC (Capacity Selection Criterion) can optimize the capac-
ity performance of the SU-MIMO system by picking F such that

F = arg max
Fi∈F

C(Fi). (11)

where C(Fi) denote the capacity of SU-MIMO systems which can be shown as

C(Fi) = log2 det
(
IN + snrFH

i HHHFi

)
. (12)

The effectiveness of aforementioned criteria has been validated in terms of nu-
merical results in [7] when L < N . However, we find that all of them are inactive
in SMT mode. In the following, these findings will be testified by both theoretical
analysis and numerical results.

Theorem 1. Lemma 1, Lemma 2 and Lemma 3 are ineffective for limited feed-
back unitary precoding in SMT.

Proof. In SMT, the precoding matrix herein is unitary. That means for each
Fi ∈ F ,

FiF
H
i = FH

i Fi = IN . (13)

Thus for Lemma 1, SVD of H and HFi can be expressed as

H = UHΛV, (14)

HFi = UHΛVFi, (15)

where U, V and Fi are all unitary matrices and we can easily observe that H
and HFi have the same singular values. Thus

λmin{HFi} = λmin{H}. (16)

For Lemma 2,

MSE(Fi) = σ2
s

(
IN + snrFH

i HHHFi

)−1
= σ2

s

(
FH

i

(
IN + snrHHH

)
Fi

)−1

= σ2
sF

H
i

(
IN + snrHHH

)−1
Fi,

and then we can conclude that

tr(MSE(Fi)) = tr(σ2
s

(
IN + snrHHH

)−1
), (17)

det(MSE(Fi)) = σ2
s det(

(
IN + snrHHH

)−1
), (18)

that means
m(MSE(Fi)) = σ2

sm(
(
IN + snrHHH

)−1
). (19)

For Lemma 3,

C(Fi) = log2 det
(
FH

i

(
IN + snrHHH

)
Fi

)

= log2 det
(
IN + snrHHH

)
. (20)

Clearly, (16), (19) and (20) indicate that the value of λmin{HFi}, m(MSE(Fi))
and C(Fi) is unrelated with Fi if Fi is unitary matrix. Thus Lemma 1, Lemma
2 and Lemma 3 become ineffective in SMT.
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Above observations in the Theorem 1 motive us to design a novel precoding
selection criterion for SMT model. Since neither MSV-SC nor MSE-SC optimizes
the system BER performance directly, these process provides us additional de-
gree of freedom to design a novel criterion to optimize the BER performance.

4 Novel Precoding Criteria for SMT

In this section, we will propose a new criterion which is effective in SMT for
limited feedback unitary precoding. This new criterion is based on MSM-SC
introduced as follows.

Lemma 4. MSM-SC (Minimum SINR Maximization Selection Criterion) can
optimize the BER performance of the SU-MIMO system by picking F such that

F = arg max
Fi∈F

(

min
1≤n≤N

ρn(Fi)

)

, (21)

where ρn(Fi) is the SINR of the nth stream whose expression is ρn(Fi) =
ρzf,n(Fi) for ZF decoder and ρn(Fi) = ρmmse,n(Fi) for MMSE decoder.

MSM-SC requires the computation and comparison of the SNR of each of the
N streams, therefore it is too complex to implement. This motives us to design
a low computational complexity sub-optimal criterion which only need one ma-
trix operation for all the streams. Actually, MSV-SC is proposed by simplifying
ρzf,n(F) in (6) and it is the typical example of MSM-SC relaxation for ZF de-
coder. Our work is proposing another MSM-SC relaxation method which applies
to SMT.

Theorem 2. MN-SC (Minimum 1-D Norm Selection Criterion) can optimize
the BER performance of the SU-MIMO system in SMT by picking F such that

F = arg min
Fi∈F

||V̄HFi||1, (22)

where V̄ = [v̄1, v̄2, ..., v̄N ], v̄k ∈ CN×1 is the kth column of V̄, and v̄k = vk/
√
λk

for ZF decoder, v̄k = vk/
√
λk + 1/snr for MMSE decoder.

Proof. Let Fi = [f
(i)
1 , f

(i)
2 , ..., f

(i)
N ], where f

(i)
k ∈ CN×1 is the kth column of Fi.

The singular value decomposition (SVD) of HHH can be expressed as

HHH = VΣVH , (23)

where V ∈ CN×N is unitary, V = [v1,v2, ...,vN ], vk ∈ CN×1 is the kth column
of V, and Σ = diag{λ1, λ2, ..., λN}, λk is the singular value of HHH at entry
(k, k).

The SINR of ZF and MMSE decoder - ρzf,n(Fi) and ρmmse,n(Fi) can be
simplified according to (6) and (7) if each Fi ∈ F is unitary:

ρzf,n(Fi) =
snr

[
(
FH

i VΣVHFi

)−1

]nn

=
snr

[FH
i VΣ−1VHFi]nn

=
snr

N∑

k=1

|vH
k f

(i)
n |2

λk

,



Stream Maximization Transmission for MIMO System 323

ρmmse,n(Fi) =
snr

[
(
FH

i VΣVHFi +
1
snrIN

)−1

]nn

− 1

=
snr

[FH
i V(Σ + 1

snrIN )−1VHFi]nn
− 1 =

snr
N∑

k=1

|vH
k f

(i)
n |2

λk+1/snr

− 1.

Let V̄ = [v̄1, v̄2, ..., v̄N ], v̄k ∈ C
N×1 is the kth column of V̄, and v̄k = vk/

√
λk

for ZF decoder, v̄k = vk/
√
λk + 1/snr for MMSE decoder, the expression of

MSM-SC (21) can be transformed in this form

F = arg min
Fi∈F

(

max
1≤n≤N

N∑

k=1

|v̄H
k f (i)n |2

)

= arg min
Fi∈F

(

max
1≤n≤N

||V̄H f (i)n ||22
)

. (24)

We can easily observe that V̄Hf
(i)
n is the nth column of matrix V̄HFi. Thus if

we let V̄HFi = {fij}N×N , V̄Hf
(i)
n can be expressed as V̄Hf

(i)
n = {fin}N×1, then

we can conclude that

max
1≤n≤N

||V̄Hf (i)n ||22 = max
1≤n≤N

N∑

i=1

|fin|2 ≤ max
1≤n≤N

(
N∑

i=1

|fin|
)2

=

(

max
1≤n≤N

N∑

i=1

|fin|
)2

= ||V̄HFi||21. (25)

With (24) and (25) we get the expression of MN-SC

F = arg min
Fi∈F

||V̄HFi||1. (26)

Through theorem 2 we propose a consistent criterion suited for both ZF and
MMSE decoder. This proposed criterion has lower complexity than MSM-SC,
because it’s only required one matrix operation for all the streams, and the
matrix inverse operation is also canceled. and then we will test whether this
criterion is effective in the next section.

5 Simulations

In this section, numerical results are provided to validate the electiveness of the
proposed precoding selection criteria. Here, the BER performances of MN-SC,
MSM-SC and the original criteria (c.f. Lemma 1-3) are presented. We employ
QPSK modulation with Gray mapping. The codebook matrices are chosen in
the Grassmann manifold by the codebook design method introduced in [8], and
size of the codebook is 6bit.

5.1 Comparisons in Terms of the Same Number of Transmit
Antennas

This simulation used two different antenna settings, one is 4×4, the other is 4×6.
In these two settings, the MIMO systems have the same power of each stream.



324 Q. Chen, C. Peng, and G. Lin

10 12 14 16 18 20 22
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

SNR

B
E

R

 

 

4 x 4 No Precoding

4 x 4 Conventional Criteria

4 x 4 MSM−SC

4 x 4 Proposed MN−SC

4 x 6 No Precoding

4 x 6 Conventional Criteria

4 x 6 MSM−SC

4 x 6 Proposed MN−SC

(a) ZF decoder

10 12 14 16 18 20 22
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

SNR

B
E

R

 

 

4 x 4 No Precoding

4 x 4 Conventional Criteria

4 x 4 MSM−SC

4 x 4 Proposed MN−SC

4 x 6 No Precoding

4 x 6 Conventional Criteria

4 x 6 MSM−SC

4 x 6 Proposed MN−SC

(b) MMSE decoder

Fig. 1. BER comparison for linear decoder in the same transmit antennas
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The results are presented in fig. 1. First, for 4 × 6 setting we can observe that
the conventional criteria is inactive. In the contrast, the proposed criteria have
effective precoding gain, which is 0.2dB for ZF decoder and 2.2dB for MMSE
decoder. And the performance of MN-SC is closer to MSM-SC for MMSE decoder
than that for ZF decoder. Second, for 4×4 setting, although the proposed criteria
have precoding gain of 2dB for MMSE decoder, there are no precoding gain for
ZF decoder. The reason of this phenomenon is that for ZF decoder, the diversity
order is equal to M−N+1 in spatial multiplexing. Therefore in 4×4 setting, the
diversity order for ZF decoder is 1. That causes there is no precoding gain for
ZF decoder. For MMSE decoder, the diversity order is greater than M −N +1,
thus precoding improves the BER performance for MMSE decoder in both 4× 4
and 4× 6 settings.

This simulation illustrates that in practical, MMSE decoder is more useful
than ZF decoder in practical application because MMSE decoder has better
BER performance and is adapted for any antenna setting. Actually, most com-
munication systems such as LTE use MMSE decoder or MMSE-SIC decoder in
common application.

5.2 Comparisons in Different Number of Transmit Antennas

This simulation used two different antenna settings, one is 4 × 4, the other is
8 × 8. MMSE decoder is selected. The results are presented in fig. 2. In these
two settings, the power of each stream in 4 × 4 is higher than that in 8 × 8,
and the diversity order in 4 × 4 is less than that in 8 × 8. Thus we can observe
that without precoding, the BER performance of 8× 8 is 1dB outperform than
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Fig. 2. BER comparison for MMSE decoder in different transmit antennas



326 Q. Chen, C. Peng, and G. Lin

0 5 10 15
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

SNR

B
E

R

 

 

No Precoding
Conventional Criteria
MSM−SC
Proposed MN−SC

Fig. 3. BER comparison for MMSE decoder with channel coding

4 × 4. And with precoding, the BER performance of 8 × 8 is 3dB outperform
than 4 × 4. And fig. 2 also shows that the performance of MN-SC is similar to
MSM-SC for MMSE decoder.

5.3 Comparisons with Channel Coding

To further examine the effectiveness of the proposed criteria, we employ the
channel coding with convolutional encoder. Antenna setting is 4× 4 and MMSE
decoder is selected. The results are presented in fig. 3. This simulation shows
that with channel coding, the BER performance of the suboptimal criterion
MN-SC is 0.2dB worse than the optimal criterion MSM-SC, that means there is
performance loss for MMSE decoder when MN-SC is used.

6 Conclusion

In this paper, we have researched the limited feedback unitary precoding schemes
in SMT. We have proven that the conventional criteria - MSV-SC, MSE-SC and
Capacity-SC become ineffectual when the precoding matrix is unitary. And then
we propose a new criterion which is a valid alternative to MSM-SC for linear
decoder in SMT.
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Abstract. This paper introduces an analysis method of the digital elevation 
model map based on the Geotiff format, through the algorithm of data read, 
coordinate transformation, numerical interpolation of map, convert to the new 
map format which can be executed efficiently in broadcasting network planning 
software, to achieve the accurate prediction coverage field strength with radio 
waves diffractions correction which base on digital elevation model.  

Keywords: Geotiff, digital elevation model, format convert. 

1 Introduction 

With the development of the applications of digital terrestrial television, it need more 
transmit sites to satisfy the demand of the excellent coverage, so the original single 
transmit site has transited to transmit network by the technology of single frequency 
network(SFN). If the configuration of the new additional transmit site, such as transmit 
power, transmit antenna pattern, site location, is set inappropriately, it will bring 
unnecessary cost of the network construction, low efficiency of  SFN, and inevitable 
interference of  the network in the worst case.  

Broadcasting Coverage Network Planning Software is a good solution of the 
network construction. Shanghai Oriental Pearl Broadcasting R&D Co., Ltd had 
develop a new broadcasting network planning software[1] which support the 
DTMB(Chinese terrestrial TV standard) and CMMB(Chinese mobile multimedia 
standard). The software has the function of analysis of field strength, interference and 
network, and network optimization. The software also integrated the radio waves 
propagation model correction by drive test data, and network plan criterion correction 
of receive chips. It is belongs to advanced method of broadcasting network plan by the 
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technology department in Shanghai University in 2009. Bachelor degree, Mayor: data process 
and software engineering. 
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means of Combined with practical experience. In order to gain the high precise of the 
coverage prediction, it should take the Digital Elevation Model(DEM) which contains 
area altitude information as calculate factors, usually the DEM become to the obstacle 
of the widely applications of network planning software attributed to the high price. 

This paper analysis the no charge Geotiff format map which is issued by NASA 
depend on detail information of the new generation global earth observation satellite 
system TERRA, the map provide the highest resolution of free map in the world now. 
The related elevation information was been re-sampled, coordination convert and 
numerical interpolation to achieve format convert and high efficient use in network 
plan software. It provided convenience of the software widely used. 

2 Format Difference 

The format difference between Geotiff[2][3] and map of network plan software 
conclude coordination, reference point, resolution and file configuration structure, 
more detail can be seen as in tab1 

Table 1. The comparison of map format between Geotiff and planning software 

 GeoTiff（source file） Map of plan software（target file） 
Coordinate system Wgs84, Spherical UTM, orthogonal  

Reference point northwest southwest 
resolution second meter 
Tile size 1°x  1° 12km*12km 

File structure Private for every file Public for all 

features 
Flexible configuration 

information, low  calculate speed
Section block, high speed of loading 

and calculation 

The structure of map data is consisted of three blocks: geographical data, display 
configure, elevation data. The geographical data describe the parameters of the 
structure of map layer.  

 

Fig. 1. Structure of source and target files 
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3 Solutions  

3.1 Interpolation Algorithm 

For Geotiff files, sampling interval is one second and coordinate system is based on 
WGS84. According to the radius of earth, 6370km,we can deduce that spherical 
coordinates is gradient , for the reason that latitude vary from 18° to 53° and sampling 
interval vary horizontally from 29.4m to 18.6m. However, different completely from 
Geotiff files, the map files of Planning Software construct geography data, which is 
sampled metrically at a constant interval, in orthogonal coordinates. As a consequence, 
it is impossible to obtain exactly the point existing in the map files of Planning 
Software, corresponding to another point in Geotiff files. To crack this hard nut, we 
cannot but turn to both the solutions, Projection as well as Interpolation algorithm. 

Points: 

 The origin of coordinates locates in the lower left corner. 
 The origin point is based on UTM. 
 Produce each geography point at a constant interval from the origin point, which 

is constructed in the form of UTM point, but we can convert it to the point in 
Wgs84 when we use it. 

 Search the four specific Point which exist in Geotiff files and keeping the nearest 
to the target point. All of them are imperative for Interpolation algorithm to 
compute the height value in the target point. 

Two Situation should be under consideration. 
For one thing, greater is the sampling interval in Geotiff files than in the map files of 

Planning Software. 
In this situation, object files are more than source files. It may occur that two points 

Adjacent to each other refer to the same four reference points in Geotiff files. 
Nonetheless, different positions give rise to different weighting factor, and to different 
interpolation value. For other object files, two points Adjacent to each other refer to 
four reference points among which the two reference point are identical and the other 
are different. 

For another, less is the sampling interval in Geotiff files than in the map files of 
Planning Software. 

In this situation, object files are less than source files. It might turn out that two 
points Adjacent to each other refer to the correspondingly different four reference 
points in Geotiff files. It leads equally to data compression. 

Similarly, for other object files, two points Adjacent to each other refer to four 
reference points among which the two reference point are identical and the other are 
different. 

As a consequence, it is plausible for Interpolation algorithm accomplish the task of 
accumulating and compressing data and applicable for different reference files. 
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3.2 Positioning Algorithm 

Deviations occur inevitably when Converting data from spherical coordinates to 
orthogonal coordinates. The worst thing is that large amounts of data accumulate 
gradually to such an extent that deviations is increasingly beyond we can bear. There is 
Positioning Algorithm below, which is able to solve the problem effectively. 

Positioning Algorithm follow such a principle that to determine the location of target 
point and then to go back to the source files, Geotiff files , for computing value. The 
target points are not based on geography points existing in Geotiff files, and unable to 
be converted directly into geography points in the object file, the map files of Planning 
Software. But it is that geography point in the object file, of which the height values is 
unknown and provided in certain precision on a specific range, that trace to the source 
files in search of the four specific Point which exist in Geotiff files and keeping the 
nearest to it, and works out the value of target point.  

Positioning Algorithm use the Wgs84 as a bridge connecting different coordinates 
when tracing to source files. Each unknown target point on the map is required to be 
converted to an UTM point, then to a wgs84 point. In this way, Positioning Algorithm 
succeed to capture the four specific Point which exist in Geotiff files and keeping the 
nearest to it, according to degree, minute, second. By means of Interpolation algorithm, 
the height value of the target point in object files can be obtained. It ensured the 
accuracy and eliminate great deviations that results from accumulation. 

 

Fig. 2. The schemes of location methods 

4 Achievement Apply 

Based on the research of above, we develop the map conversion software successfully. 
The conversion software realized the big map array conversion, data batch import and 
analysis and merge automatically. Error is small than 1 pix, convert results hand been 
applied in the Shanxi mobile TV coverage network optimization, and predicted the 
shadow areas of network successfully.   

 

Fig. 3. Prediction strength coverage map of Shanxi mobile TV 
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The method of radio wave propagation is under the field strength curves of ITU-R 
1546[4], adopt the elevation information, received antenna correction, clearance angle 
to make the interval of prediction results and the practical test result minimized, finally, 
it provide the suggestion of additional transmit site configuration.  

5 Conclusion 

This papers is based on the demand of free use of DEM, discusses the key idea and 
algorithms of the GeoTiff format convert into planning software format to gain the high 
efficient application. The study offers a solution for the DEM map conversion, can 
promote the broadcasting coverage planning and the related work get progress. 
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Abstract. For the better improvement of spectrum utilization, in this
paper, we propose a novel spectrum management and sharing models.
For specification, the concept of spectrum database and anxiety level
of idle spectrum resource are introduced in dynamic spectrum manage-
ment model. Accordingly, the QoS requirements are formulated in the
spectrum sharing model. In addition, we introduce a multi-hop spectrum
relay service scheme that can decrease the spectrum sharing complexity
in applications and can be regarded to be more practical and scalable.
To improve the spectrum utilization and revenue, the spectrum sharing
strategy is combined with the anxiety and matching level of idle spec-
trum. The simulation results validate that our approach can achieve a
high level performance, especially the spectrum sharing revenue.

Keywords: cognitive radio, spectrum management and sharing,
multi-hop.

1 Introduction

The fixed spectrum assignment policy for wireless networks is becoming inade-
quate in addressing the rapidly evolving wireless communication technology [1],
due to the growing user demands for wireless bandwidth. For this purpose, how to
make flexible dynamic spectrum management (DSM) and sharing strategy have
gained growing momentum from both the academia and industry [2][3]. Cur-
rently, the significant efforts are beginning to put into many interesting DSM
models and spectrum sharing approaches, varied from the centralized or dis-
tributed DSM structures to the efficient algorithms for spectrum utilization.
Among them, many economic theories and marketing models are used, such as
game theory and auction theory, etc.

The share-use model can be categorized as spectrum overlay sharing case and
spectrum underlay sharing case [3], some secondary market and spectrum shar-
ing model are proposed [4][5]. In fact, the modeling of DSM and the proposition
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of spectrum sharing firstly should combine with different application scenarios,
e.g., the TV broadcasting networks, ad-hoc networks and cellular networks etc,
because that different scenarios will require distinct models of spectrum manage-
ment and sharing. In addition, the time-efficiency and some typical QoS metrics
should be the basic requirements for the spectrum management and sharing ap-
proach. To improve the time-efficiency of the spectrum resource, the strategies
with combined considerations for the time-spectrum block are investigated [6][7].
However,the complexity for the proposed strategy is high, and even only focused
on some truthfulness problems. Based on the investigated work of [8], the more
flexible application scenario should be further considered.

In this paper, we first introduce a novel dynamic spectrum management and
sharing model, which consists of the spectrum management network (SMN),
the spectrum service relay terminals and common users. In SMN, we denote a
spectrum database to establish a centralized spectrum management approach,
which can collect all the idle spectrum information and effectively manage them.
The spectrum service relay terminals will provide the spectrum application and
realtime task transmission for the common users. To better service the common
users, the spectrum bid and authorization modeling are based on the spectrum
requirements of common users, that is the spectrum leasing rule (SLR). Accord-
ingly, to improve the spectrum utilization and increase the spectrum revenue,
we consider the time-efficiency for the idle resource and propose the spectrum
management metrics, i. e., the anxiety level and the matching degree for the idle
resource. Finally, we formulate the spectrum sharing process. Nevertheless, the
paper makes a number of contributions and in particular,

– We propose a factual spectrum management and sharing model, in which
the concept of spectrum database and idle anxiety of spectrum resource are
introduced. This model is more practical and realizable in the applications.

– We formulate the spectrum sharing problem through the optimization pro-
cess. Combining with some typical QoS metrics, the optimization results
can not only satisfy the requirements of common transmission tasks, but
also improve the revenue of spectrum sharing.

– The introduction of multi-hop spectrum relay service can decrease the spec-
trum sharing complexity in the applications. More importantly, this method
can be applied in many kinds of scenarios with strong scalability.

The rest of this paper is organized as follows. The modeling and formulation for
dynamic spectrum management and sharing is presented in Section 2. In Section
3, we design the dynamic spectrum sharing scheme. The Section 4 presents the
performance analysis and simulation results of the proposed spectrum manage-
ment and sharing approach. Section 5 concludes this paper.

2 Dynamic Spectrum Management and Sharing Model

2.1 Dynamic Spectrum Management Model

We introduce a general dynamic spectrum management model, which can be
applied in the typical communication scenarios, such as the TV broadcasting
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Fig. 1. The dynamic spectrum management and sharing scenario

networks and the cellular networks etc. We regulate that the primary users
(PUs) should report the predictable idle spectrum information or confirmed
unused spectrum information to the base station (BS). The BS will collect all
the realtime idle spectrum and establish a spectrum resource base (SRB). In
fact, the realtime unutilized spectrum information for different PUs will have
dislike uncertain occurrences, idle durations and spectrum sizes etc. We denote
the set of k PUs in the spectrum management model by P = {P 1, P 2, ..., P k},
shown in Fig. 1. According to the fixed spectrum management policy currently,
the fixed spectrum resource have been deployed in the k PUs. Any PU who has
the idle spectrum resource will have incentive to share or lease the resource for
revenue. In the SRB, the definition of available resource record is as follows,

Definition 1: (Available Resource Record, ARR): At time t, the available PU
set with idle resource information is denoted as P∗ = {ρ̆1, ρ̆2,..., ρ̆j}. The SRB
records the ARR of ρ̆j at time t, including the idle spectrum size kρj and the
unoccupied channel time from t to t+ sρj , ∀P∗ ⊆ P, ∀t = 1, 2, ..., T .

For factual applications, the spectrum resource in many types of primary users’
networks feature the periodic occupation and variety, even can predict the avail-
able resource in advance for a short-term time. We can call this time slot as
spectrum reservation time for resource sharing or leasing. Moreover, we regulate
that the ARR should include the location information and the interference infor-
mation of PUs. To void the interference to the other PUs in the communication
scenarios, we regulate that the communication link used for spectrum reservation
between the SUs and PUs calls a special common narrowband channel (SNC).
In addition, the SNC can also be used for the broadcasting and exchanging of
other networking information in the unlicensed secondary networks.

As we know that, the time-efficiency is the basic characteristic in the dynamic
spectrum database. Hence, for the spectrum manager, the closer approaching ex-
piration time, the largest anxiety that the manager wants to lease the resource
out and make revenue. we denote the anxiety level as Iρj = t

sρj
, where Iρj is

in the range of 0 and 1. The larger Iρj , the more anxiety that the spectrum needs
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to be leased out. Also for this purpose, the spectrum manager will price the
idle spectrum with an inverse proportion to the expiration time, trying to reach
the spectrum leasing agreement between the spectrum manager and spectrum
bidder as soon as possible.

Ωρj =

{
�ρj · e

(1− t
sρj

)
, 0 < t ≤ sρj

0, , 0
(1)

where� is the basic price per bandwidth per unit time for the spectrum resource.
Hence, the charged price range is between the � and �ρj ·e. When the spectrum
expiration is reached, the spectrum value will be zero.

2.2 The Secondary Spectrum Sharing Model

The secondary spectrum sharing model in the unlicensed networks includes
the secondary spectrum service relay terminals, all types of users who need the
transmission service and a spectrum management point (SMP). we denote the
set of n users by U = {μ1, μ2, μ3, ..., μn}. And the set of k spectrum relay nodes
by R = {γ1, γ2, γ3, ..., γk}. Different some typical secondary spectrum sharing
methods combining with the multi-hop metric and dynamic spectrum leasing
approach, we introduce the relay terminal in the model. Because on one hand,
the deployment of relay terminals can extend the application range of users, such
as the mobile users and static users, and reduce the spectrum accessing require-
ments for the power and hardware etc. On the other hand, the relay terminals
can reduce the complexity of spectrum management for the all types of tem-
porary spectrum leasing applications, due to the uniform services for the relay
terminals.

Once one user in the unlicensed secondary networks wants to transmit some
data such as multi-media data or pure binary data to one targeted user, which
needs the spectrum resource for some time-slots. The initial user only needs to
send a spectrum application requirement to the nearby spectrum relay terminal
through the SNC. The spectrum relay terminal will find a best routing approach
in all the relay terminals to complete the transmission tasks for the initial user.
For the factual applications, the users who have some transmission tasks will
always propose some requirements for the spectrum leasing services, shown as,

Definition 2:(Spectrum Claim Rule, SCR): Let r̆μi be the spectrum requests of
SU i, denoted by r̆μi = (Φμi , α

μi ,�μi , μj), meaning that the SU μi has Φμi -bit
burst data to transmit to the SU μj , at the service start time αμi and with the
maximum tolerant service delay time �μi .

According to the information about the initial address and destination address,
i. e., from the μi to the μj , the SMP will find a shortest path from the routing
source i to destination j. We assume that all the relay terminals have the whole
routing information of other relay terminals, and all the relay terminals have got
the information that which users are in their communication range. Here, the
routing process can be selected according to classical shortest path algorithm, i.
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e., the Dijkstra algorithm. The used shortest path algorithm in our paper only
considers the distance metric. Based on the Dijkstra algorithm, we can quickly
and clearly get the hops from the μi to the μj , denoted as h.

For simplification, and to guarantee the maximum tolerant service delay time,
we omit the propagation delay, the queueing delay and some other delays related
to the spectrum resource application. We think that the maximum tolerant ser-
vice delay time �μi is only related to the transmission data-rate of relay termi-
nal, denoted as νμi . We consider that the h− 1 selected relay terminals can use
the same sizes of spectrum channel ωρj from ρj, and assume that the wireless
communication parameters in the unlicensed h−hop networks are the same, i.e.,
the channel gain gρj and the channel noise parameter (σρj )

2. In fact, the wireless
communication parameters can be got from the realtime test. Due to �μi , we
can get that the minimal data-rate the relay terminal should reach under the
fixed wireless communication environments,

Δμi =
∑h

λ=1

Φμi

Θρj

+ oλ ≈ Φμi · h
Θρj

+ oλ · h (2)

The oλ̄ is the total estimated delay that can be neglected. Hence, we can easily
get the minimal reached data-rate that the applied spectrum can reach, i. e.,

Θρj =
Φμi

·h
Δμi

. According to the Shannon-Hartley theorem and the related wireless
communication parameters, if we lease ωρj sizes of spectrum channel from ρj ,
we can get the maximal data-rate as,

Θρj = ωρj · log2(1 +
μi,ρj ·

∣∣gρj

∣∣
(σρj )

2

2

), ∀ρj ∈ P, μi ∈ U. (3)

where μi,ρj is the allocated power on this channel of ρj . To guarantee the min-
imal reached data-rate i.e., Θρj , we think the allocated power on this channel
of ρj can self-adaptive change according to the wireless communication environ-
ment. Hence, the needed spectrum sizes applied from the SMP can be calculated

as ωρj = Θρj/log2(1 +
�μi,ρj

·|gρj |
(σρj

)2

2

).

According to the SCR, the maximum tolerant service delay time �μi is just
the spectrum leasing time in P∗. When the information about the spectrum
leasing time and spectrum bandwidth are both obtained, the user who needs the
spectrum resource for transmission will send a spectrum requirement information
to the local secondary spectrum service relay. Then, the local secondary spectrum
service relay will launch a spectrum application to SMP.

3 The Spectrum Management and Sharing Formulation

As the resource manager in the unlicensed networks, for one hand, the SMP
will consider the anxiety of unlicensed spectrum resource. i. e., if more than
one spectrum resource records can meet the requirements of users, which can
be denoted as an available spectrum set P †. The SMP will give the leasing
priority to the spectrum resource records with high level anxiety. For the other
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hand, SMP will choose the fittest spectrum record for this spectrum applicant,
considering the benefits of whole spectrum data base, that is, we will choose the
best matched one with the minimal gap of sρj ·kρj VS. ωμi ·Δμi . To formulate it,
we normalize the gap by dividing the value as sρj ·kρj . The detailed formulation
of secondary spectrum sharing model can be denoted as,

ςμi(sρj , kρj ) = argmax
ρj∈P †

α · Iρj + β · ωμi
·Δμi

sρj ·kρj

s. t. (a) α+ β = 1 , 0 ≤ α ≤ 1, 0 ≤ β ≤ 1
(b) sρj ≥ ωμi , ρj ∈ P †, μi ∈ U
(c) kρj ≥ Δμi , ρj ∈ P †, μi ∈ U
(d) Ψμi ≤ Ωρj , ρj ∈ P †, μi ∈ U

(4)

where the parameters α and β in the constraint condition (a) are the weighted
values to evaluate the spectrum selection priority by the resource manager. If
α > 0.5 , we can get that the spectrum manager will give the priority to the
expiring spectrum, once the objective spectrum resource can meet the require-
ments of users. The constraint condition (b) and (c) are the users’ requirements
for the spectrum bandwidths and occupation time slots. The constraint condi-
tion (d) means that the users and spectrum manager can reach the charging
price contract. The detailed spectrum management and sharing algorithm is,

Algorithm 1. Algorithm

1: spectrum application initialization: For each user i in the unlicensed networks,
a). Set the spectrum requests of SU i as r̆μi , denoted by r̆μi = (Φμi , α

μi ,�μi , μj).
2: spectrum bid and authorization: For μi,

a). SMP will check the spectrum use and lease constraints (b),(c) and (d) in Equa-
tion (4) from μi.
b). If P † /∈ ∅, SMP will decide the best spectrum resource for μi, through the
following formulation,

ςμi (sρj , kρj ) = argmax
ρj∈P†

α · Iρj + β · ωμi
·Δμi

sρj ·kρj

c). Go to the phase of spectrum service relay selection.
d). Else, ending with the spectrum authorization.

3: spectrum service relay selection: For any γk in the R,
a). Once got the spectrum lease rule from μi, spectrum service relay terminals will
decide the best relay routing according to the Dijkstra algorithm.
b). Beginning with a relay transmission task.

4 Performance Analysis

In this section, we evaluate the dynamic spectrum management and sharing
model with Matlab 2010b. We consider a wireless network with 100m * 100m
area, including 15 primary users in the primary user network, 12 spectrum service
relay terminals and 80 common users, shown in the Fig. 2.
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Fig. 2. The factual simulation scenario in for the proposed model
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Fig. 3. The benefits comparation between our approach and the randomly resource
selection and sharing

We compare the our spectrum management and sharing model with the ran-
domly resource sharing approach, i.e., the spectrum manager does not consider
the anxiety level and matching degree of the resource in the spectrum sharing
process. Seen from the Fig. 3, firstly, we can get from the figure that in random
resource sharing model, the benefits can only reach about 210 price units. How-
ever, after the weighted evaluation, the least benefits can also reach about 410
price units. The main reason is that our algorithm can choose the most matched
resource and also the spectrum-time block with approaching expiration can be
fully utilized. More interesting, From the left figure, we can get that with the
increase of the weighted α, more expiration approaching resource can be fully
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utilized even though the total benefits can be lower, which is related to the
time-varied charging price. Because that no relationship between α and random
selected resource, all the benefits are the same for the different α.

5 Conclusion

In this paper, to better improve the spectrum utilization in wireless communi-
cation area, we propose a factual spectrum management and sharing model, in
which the concept of spectrum database and idle anxiety of spectrum resource
are introduced. We formulate the spectrum sharing problem through the opti-
mization process, combining with some typical QoS metrics. More importantly,
The introduction of multi-hop spectrum relay service in our model can be ap-
plied in many kinds of scenarios with strong scalability. The analytical results
validate that our approach can achieve a high level performance, especially the
spectrum sharing revenue. The different weighted parameters for the anxiety of
spectrum resource and the matching degree for the objective resource also affect
the spectrum sharing revenue seriously.
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Abstract. The private wireless multimedia communications (WMC) required 
by police department is increasing for applications like dispatching, disaster 
relief, rescue, incident response, traffic management and police’s routine 
patrols. In this paper, we describe the requirements of wireless multimedia 
communication for public security applications, analyze the difference between 
the public and private network, and put forward the PDT (Police Digital 
Trunking) + LTE (Long Term Evolution) + 3G hybrid network solution. This 
paper only introduces the network frame of solution，the technical details of 
engineering are out of the scope of the paper.  

Keywords: Wireless multimedia communication, Digital trunking, Broadband 
wireless communication, PDT, LTE. 

1 Introduction 

In recent years, the tasks of public security departments to preserve public order are 
increasingly arduous. Natural disasters, accidents are frequent, emergencies are 
increased sharply, there is also the fight against terrorism, these are highly required for 
fast reaction and emergency handling ability of the public security departments, and it 
is very important to establish professional command communication system to transmit 
voice, data and video information to enable policemen to communicate each other at 
anywhere and anytime. They need communicate across wide areas, use a massive 
number of terminals, and coordinate frequently across departments, so a secure, 
reliable and efficient multimedia communication system is essential for every mission. 

Wireless trunking communication system is the uppermost communication means 
for professional users to command and dispatch, including public security department. 
But the traditional analog trunking has inherent shortage of low frequency spectrum 
utilization, small system capacity, single business function, poor secure 
confidentiality. Digital trunking is an alternative method, such as TETRA system. But 
the system has limitations including high cost and limited coverage. The status 
expects a new public security digital trunking standard PDT according to China's 
actual situation. The narrowband communication still can’t meet the police demand 
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for video transmission fully. Recent years, the coming generation of wireless 
communication technology LTE promises a giant leap forward in data rates and has 
multimedia applications, such mobile telemedicine [1], live TV program, visual 
talking, et al. We may choose the new technology for public security department as 
broadband communication system. 

2 Requirements of Wireless Multimedia Communication for 
Police 

The requirements include application field and technology specification. 

2.1 Application Requirements 

There are six typical and basic application requirements as following: 

Trunking Talking. System supports voice call between any policeman in stationary 
or mobile, a diversity of call modes including individual and group calls, inclusive 
calls. 

Real-Time Video Transmission. Stable high-quality images of live video are 
transmitted to the command center or a mobile command vehicle for helping 
commanding officers understand the scene immediately. 

Query Matching. Policeman can collect information of ID cards, fingerprints, face, 
match them the background database, and returns the results through the WMC 
system. 

Command and Dispatch Based on Position. With GPS and other positioning means 
to locate the position of the policeman and vehicles as fast as possible, which helps 
command center faster command and dispatch in the event of emergencies? 

Mobile Police Work. Policemen use the background information system remotely, 
and the command center officers push multimedia information to the police officers in 
real time. 

Equipment with Zero Manual Configurations. When policemen work together 
across regions, they need not replace the mobile terminal and reset the parameters of 
terminal. 

2.2 Technology Requirements 

To meet the above requirements, the transmission rate, covering range, adaptive 
mobile ability, roaming switch have special requirements, as follows: 

High Data Transmission Rate. The system should have over 10Mbps uplink and 
downlink data bandwidth. 

Wide Coverage Area. Handheld mobile voice transmission distance > 10Km, vehicle 
platform voice transmission distance > 30Km, the uplink high-speed image 
transmission distance > 15Km. 
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Adapt to High Mobility. The system has reliable voice and data communications 
when the terminal is at speed 200km/h. 

Fully Automatic Roaming. The system automatically allows users to roam between 
multiple base stations and systems without manual intervention. 

3 Features of Wireless Multimedia Communication Networks 
for Police 

There may be a doubt. The evolution of public network of the operators is from 
narrowband to broadband, and multimedia transmission is more and more smooth, 
why should the police as an industry user need build a private wireless multimedia 
communication network. In fact, the increasing consumption of mobile video will 
consume nearly 66% of all mobile data traffic by 2014 [2] ，which suggests that 
public communication bandwidth resources soon will be consumed by public users. 

At the same time, the differences between private multimedia communications 
network for public security and public network as following: 

Coverage Parameters Are Different. Private network coverage principle of priority 
depends on the importance of the region, while public depends on the user number. 

Parameter Requirements Are Different. The differences between private network 
and public network in the system access time, delay time, the system capacity 
requirements, as shown in Table 1. 

Table 1. Parameters difference between private network and public network 

Item Private network Public network 

Access time <300ms  >1s  
System delay time  As short as possible No strict  
System capacity Performance priority, 

followed by capacity  
Capacity priority,  
followed by performance    

Function Requirements Are Different. Compare with private network, the public 
network has some special requirements, such as priority level, point-to-point talking 
mode, higher level requirements, such as dispatch and confidential communications, 
as shown in Table 2. 

Table 2. Function difference between private network and public network 

Item Private network Public network 
Dispatch  Strong  Poor  
Priority level Necessary No 
Confidential communications Necessary Poor 
Point-to-point talking mode Yes No 
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Reliability Requirements Are Different. Private network must ensure that important 
users have reliable communications，and the system must be smooth at emergency 
situations, has ability to withstand natural and man-made damage. Public network 
provide service as better as possible, but the level of reliability is lower than that of 
private network for police. 

4 Solution of Wireless Multimedia Communication System for 
Police 

4.1 Frame 

To achieve the above functionality and performance, the WMC system for police 
should take into accounts the existing communication facilities and communication 
technology development status. Figure 1 shows the frame of solution by integrating 
narrowband and broadband communication systems. The system has two modes of 
networks: public and private networks. The public network is a 3G mobile network 
through the VPN transmission channels to meet the data transmission and a small 
amount of picture or video transmission in the general case. 3G transmission of 
multimedia is an important tool for police at present, which will later become a 
supplementary means of the private network after the private broadband network 
finish. Private network, including 350M analog cluster, PDT, TD-LTE system, which 
is the coexistence of the narrowband and broadband wireless multimedia transmission 
system. The PDT is compatible with analog communication system. 

 
Fig. 1. The framework of the hybrid multimedia communication network solution with 
narrowband and broadband transmission system 

4.2 Key Devices  

The key devices of the solution are PDT and LTE multimode terminal, the status is 
introduced as following: 
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PDT. From the beginning of 2008, Bureau of Science, Technology and Information 
under Ministry of Public Security led some capable system providers to begin the 
discussions on the digital trunking standard PDT. The PDT standards are 
characterized by powerful function, which is able to achieve a smooth transition from 
the simulation to the digital, with home-made encryption mechanism, single cell low 
cost, not only can effectively solve the above problems, but also better protect the 
investments in existing systems, which satisfy with the actual need of China's vast and 
complex terrain. After two years of discussion and formulation, the PDT industrial 
standards have been come out. In addition, the experimental bureaus of multistation 
system have also put into experiment in some cities [3]. 

PDT standard technical requirements as follows: 

 12.5 kHz TDMA dual-slot; 
 4 FSK modulation technology, 2.4 kbit/s speech compression rate; 
 9.6 kbit/s transfer rate; 
 Support end-to-end voice, data encryption; 
 User capacity: 24bit address, supporting 16 million users; 
 Data services: short messages, status messages, packet data services; 
 Operating modes: direct mode, repeater mode and trunking mode; 
 Network model: a large coverage network. 

LTE. Compared with some other upgrade options such as HSPA1, HSPA+, and 
WiMAX2, LTE provides operators with a technically superior and cost effective 
solution to deliver mobile broadband experience, higher spectral efficiency, lower 
cost of transmission per megabyte, higher throughput, and lower latency. LTE offers 
the best potential to address one of the most significant priority of wireless operators, 
which is, upgrading their capacity constrained networks. Although LTE standards and 
the ecosystem have not yet evolved fully and upgrade requires significant capital 
investment, operators can still reap tremendous benefit by formulating the right 
migration strategy. China has created a larger eco-system for TD-LTE, which has 
received industry-wide support. Dozens of world leading operators, infrastructure and 
chipset or terminal vendors, such as Ericsson, Nokia, Motolar, put up demonstrations 
of their TD-LTE solutions, which reflects their readiness of large-scale deployment. 
In March 2012, the performance testing of TD-LTE test network in Hangzhou, all 
tests achieved the desired goal, even more than the current TD-SCDMA network 
coverage performance. The test network has downlink rate 80Mbit/s and uplink rates 
up to 10Mbit/s [4]. 

5 Conclusion  

The demand for public security wireless multimedia communications (WMC) is 
continuously growing. Digital trunking system greatly enhances the emergency 
communications capability, but there are also inherent weaknesses of narrowband. 
The integration of narrowband and broadband communication technology is a reality 
program. Narrowband communication adopts industry communication standard PDT, 
the broadband adopts LTE standard. At the present stage, 3G network is still used to 
transmit multimedia for police. 
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Abstract. Time synchronization is important for Underwater Acoustic
Networks (UANs) to achieve precise scheduling, localization and low en-
ergy consumption. Although time synchronization for UANs has been
studied for years, corresponding simulation has not been researched in
detail. UANs simulation faces some special challenges, such as the ac-
curate channel model and the complex state machine of UANs synchro-
nization algorithm. This paper provides details of the implementation of
a multi-hop time synchronization scheme for Underwater Acoustic Net-
works (MSUAN) based on OPNET. By modifying the pipeline stages of
Propdel-Stage, Power-Stage and Bkgnoise-Stage, we make our scheme
applicable for underwater channel, and design a project to evaluate syn-
chronization performance of MSUAN.

Keywords: multi-hop, UANs, OPNET, synchronization.

1 Introduction

In the past several years, time synchronization for Underwater Acoustic Net-
works (UANs) has drawn considerable attention from both academy and in-
dustry[1]. Several time synchronization protocols have been developed[2]-[5]. To
judge the performance of the proposed time synchronization scheme, a simula-
tion platform is an essential part.

Since channel model and synchronization method for UANs are different from
terrestrial environment that, existing wireless channel model and synchroniza-
tion method cannot be reused, so specific underwater extensions will be needed.
The contributions of this paper lie in two aspects: first, we modify the channel
property by customizing the 14 stages of OPNET; second, we implement the
sophisticated network, node and process model for MSUAN.

The remainder of this paper is organized as follows: we introduce MSUAN
in Section 2 and present the network model, node model and process model of
MSUAN in Section 3. The performance of MSUAN is evaluated in section 4.
Finally, we summarized the paper in section 5.
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2 MSUAN

In this section, we first give the network architecture of MSUAN, then introduce
the details of the MSUAN.

2.1 Network Architecture of MSUAN

In this paper, we consider a hierarchical UANs architecture[6], as shown in Fig.1.
The network consists of two types of nodes, i.e. Master Node(MN) and Slave
Node(SN). MN is a powerful sensor node working as reference clock to SN and
all other nodes except MN are SN.

Master Node Slave  Node 

surface of the sea

Fig. 1. Underwater Acoustic Network Architecture

2.2 Synchronization Process of MSUAN

We divide MSUAN into two phases: Level Discovery Stage and Synchronization
Stage.

Level Discovery Stage. The first stage of the algorithm is to create a hierar-
chical topology in the network. Every node is assigned a level in this stage.

MN is assigned to level 0 and it initiates this stage by broadcasting a level-
discovery packet. After the neighboring Slave Nodes of MN receive the level-
discovery packet, Slave Nodes will assign themselves a level one greater than the
smallest level they have received. And the source node of the smallest level will
be recognized as the node’s parent.

Synchronization Stage. After node i assigning its level, a Tri-message syn-
chronization procedure will be carry out between node i and node j. During the
Tri-message synchronization procedure, node i may also overhear time-stamps
from other nodes. To guarantee the accuracy of the overhearing time-stamps,
overhearing time-stamps must be from synchronized nodes which has the smaller
or the same level.

We define the unidirectional time-stamps from parent node j or neighboring
nodes as one-way time-stamp; we also define time-stamp packets that are sent
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back and forth between parent node j and node i as two-way time-stamp. As
reference[7], in this paper, we also use one-way time-stamps to calculate the
skew. After calculating the skew, we use two-way time-stamp to compute the
offset.

3 Implementation of MSUAN

In this section, we will give the detail implementation of MSUAN, including the
network, node and process model of our simulation.

3.1 Network Model of MSUAN

In this paper, we place sensor nodes randomly in the UANs, MN is set at the
center of the topology, and Slave Nodes are randomly placed in the scene as in
the Fig.1.

3.2 Node Model of MSUAN

In this paper, we divided MN’s node model into 5 components: Master node tx0,
Master node rx0, Master process, Master source and Master sink. Among them,
Master node tx0 and Master node rx0 characterize underwater acoustic channel
and the property of transmission and reception; Master process module decides
how to handle the packets from Master source and Master node rx0;
Master source module generates the packets using for time synchronization; Mas-
ter sink module destroys the packets which do not belong to MN.

Similarly, we divided SN’s node model into 3 components: Slave node tx0,
Slave node rx0 and Slave process. Slave node tx0 and Slave node rx0 are used
to characterize underwater acoustic channel and the property of transmission
and reception; Slave process module decides how to handle the packets from
Slave node rx0.

The entire transmitter and receiver modules in this paper are set by the
parameters as following table 1:

Table 1. Parameters of Transmitter and Receiver Module

Transmitter Module Receiver Module

Parameters Value Parameters Value

Data rate(bps) 1024 Data rate(bps) 1024

Bandwidth(kHz) 3.0 Bandwidth(kHz) 3.0

Modulation qpsk Modulation qpsk

Chanmatch model Dra chanmatch Power model uwa power

Propdel model uwa propdel Bkgnoise model uwa bkgnoise

OPNET Modeler relies upon 14 computational pipeline stages to evaluate the
characteristics of communications. To implement an UANs channel model, we
should customize propagation delay stage(stage 5), receiver power stage(stage
7) and background noise stage(stage 8).
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Propagation Delay Stage. We designate the acoustic speed as 1500 m/s [8].

Receiver Power Stage. The total absorption coefficient in dB/km is derived
in [9, 10]. At frequencies about a few hundreds Hz, the absorption coefficient can
be calculated using Thorp’s expression as [11]

a(f) = 0.11
f2

1 + f2
+ 44

f2

4100 + f
+ 2.75 ∗ 10−4 ∗ f2 + 0.003 (1)

In equation (1), f is the signal frequency in kHz.

Background Noise Stage. The overall power spectral density on the ambient
noise is given by [12] as follows:

NL(I) = NLt(f) +NLs(f) +NLw(f) +NLth(f) (2)

In the above equation, NLt(f), NLs(f), NLw(f) and NLth(f) represent the ambi-
ent noise caused by turbulence, shipping, waves and thermal noise respectively.
They are described by the following equations.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

10logNLt(f) = 17− 30logf (3)

10logNLs(f) = 40 + 20(s− 0.5) + 26logf − 60log(f + 0.03) (4)

10logNLw(f) = 50 + 7.5w1/2 + 20logf − 40log(f + 0.4) (5)

10logNLth(f) = −15 + 20logf (6)

In the above equations, s is the shipping activity factor, the value of which ranges
between 0 and 1 for low and high activity, and w is the wind speed in m/s.

3.3 Process Model of MSUAN

In this paper, we use the default packets generate and discard module to generate
the initial packets and destroy the useless packets.

We also implement Master process Model as Fig.2 to decide how to deal with
the packets from Master source and Master node rx0.

Fig. 2. Process Model of MN’s Master process
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Fig.3 depicts the main state machine of our algorithm, which we use the state
machine to realize most of the synchronization work.

Fig. 3. Process Model of SN’s Slave process

The pseudo code of Master process and Slave process model is given as follow:

Pseudo code of MN’s Master process

1: state ”wait”
2: set node id=0, level =0;
3: while intrpt type == OPC INTRPT STRM do
4: if packet source == Master source module then
5: jump to ”from source” and label the packet with send time;
6: send packet to the Master node tx0 model and jump to ”wait”;
7: else if packet source == SN then
8: jump to ”from rx”;
9: if packets destination == MN then
10: jump to ”reply” and reply the packet by sending out the local time;
11: send packets to Master node tx0 and jump to ”from source”;
12: else
13: send packets to Master sink model and jump to ”wait”;
14: end if
15: end if
16: end while
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Pseudo code of SN’s Slave process

1: state ”init”
2: //****************** level discovery stage*******************//
3: while packets not from MN or non-synchronized SN do
4: receive packets from Slave node rx0 module;
5: end while
6: jump to ”wait”;
7: while wait time<T do
8: receive packets from Slave node rx0 module;
9: end while
10: jump to ”tree finish”;
11: search the smallest level from all packets;
12: set node level as smallest level+1;
13://******************synchronization stage******************//
14: reply parent node by sending node time, level id and destination id;
15: send packets stream to the Slave node tx0 model;
16://*****************synchronizewith parent*****************//
17: while intrpt type == OPC INTRPT STRM do
18: if packets source== parent && destination ==node itself then
19: jump to ”reply par” and compute the clock skew and offset;
20: initial synchronization for higher level SN and jump to ”tree finish”;
21: else if(packet level<=node level&&packet from synchronized node) then
22: jump to ”listen”, save packets information and jump to ”tree finish”;
23: else
24: jump to ”discard”, destroy the packets and jump to ”tree finish”;
25: end if
26: end while
27: //*****************synchronize with child******************//
28: if node has realized synchronization itself then
29: jump to ”after sync”
30: end if
31: while intrpt type == OPC INTRPT STRM do
32: if packet level <= node level && packet from synchronized node then
33: jump to ”listen2”, save packets information and jump to ”after sync”;
34: else if (parent id ==node id && destination id==node id) then
35: jump to ”reply child”, reply child node by sending node time;
36: jump to ”after sync”;
37: else then
38: jump to ”discard2”, destroy the packets and jump to ”after sync”
39: end if
40: end while
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4 Simulation Results

In this section, we will evaluate the performance of MSUAN as the number of
hops increases. Offset error and skew error are used to evaluate the performance
of simulation. We extend Tri-message to multi-hop condition and use it as the
reference algorithm. And in our simulation, we set the initial clock skew and
offset as 40ppm and 40us respectively.

We vary the number of hops and investigate the influence brought by the
varying hops. Fig.4 and Fig.5 show that Tri-message have larger offset and skew
errors than MSUAN for every hop. For MSUAN, when the number of hops
accumulates up to 8, the average error in offset is maintained at about 70us and
the average skew error is below 3.5ppm, while the average offset and skew error
for Tri-message is about 82us and 4ppm.
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Fig. 4. Offset error on varying hops
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Fig. 5. Skew error on varying hops

5 Conclusions

In this paper, we proposed a multi-hop time synchronization for UANs (MSUAN).
And established a simulation platform by setting up the network model, node
model and process model based on OPNET. We also introduce a precise UANs
channel model through modifying the pipeline stages of Propdel-Stage, Power-
Stage and Bkgnoise-Stage. Finally, we investigate the performance of MSUAN by
varying the number of hops. Simulation results show that, when the number of
hops accumulates up to 8, for MSUAN, the average error in offset is maintained
at about 70s and the average skew error is below 3.5ppm, while the average offset
and skew errors for Tri-message are about 82us and 4ppm.
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Abstract. With the widespread applications of mass media and the
rapid development of wireless network, much attention has been paid to
wireless video transmission. In this paper, we consider video transmission
in IEEE 802.11e WLAN, and propose an adaptive cross-layer scheduling
scheme to reduce video distortion. The cross-layer scheduling algorithm
propose a scheme, namely, Relative Minimum Distortion Buffer Manage-
ment (RMDBM). In RMDBM, network loads and service rates are taken
into account to realize the cross-layer dynamic queue access. We evalu-
ate the cross-layer scheduling in ns-2 and simulation results demonstrate
significant performance gain of the cross-layer scheduling algorithm. In
the case of different network loads, our proposed scheduling algorithm
achieves lower video distortion than pure 802.11e EDCA, static mapping
scheme and conventional adaptive scheme. In the case of non-video influ-
ence, the proposed scheduling scheme can effectively reduce the negative
impacts on video transmission performance from non-video stream data.

Keywords: WLAN, dynamic queue access, minimum distortion, video
transmission, IEEE802.11e.

1 Introduction

With the rapid development of wireless network and widespread application of
multimedia, great attention has been devoted to wireless video transmission. It
is important to support distortion and delay in widespread broadband access
networks, e.g., Wireless Local Area Networks (WLANs). There are mainly two
multimedia types. One is non-real-time video streaming, such as medical im-
ages, geological mappings and so on. This type of video transmission often pays
more attention to video quality rather than delay. The other is real-time video
transmission, which is strict in delay like video conference and video calls.

In order to enhance wireless video transmission in WLAN, IEEE puts for-
ward 802.11e standard with Enhanced Distributed Channel Access (EDCA)
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mechanism [1], which classifies services into four Access Categories(AC), i.e.,
AC VO,AC VI,AC BE,AC BK for voice, video, best effort services and back-
ground services respectively. To simplify the notations, we assign AC VO as
AC[3], AC VI as AC[2], AC BE as AC[1], and AC BK as AC[0] in the rest of
this paper. Different service priorities access different AC queues according to
their categories. Different AC queues can differentiate priorities by MAC pro-
tocol parameters including minimum contention window (CWmin), maximum
contention window (CWmax) and Arbitration Inter Frame Space (AIFS). The
higher the transmission priority, the more the transmission opportunities the
service has. EDCA mechanism can treat services differently and is conducive to
prior transmission of multimedia.

Although 802.11e EDCA can enhance the video transmission performance to
some extent, it is still difficult to guarantee strict delay requirements and deal
with unavoidable burst loss. With the fast deployment of hierarchical coding
technology, its characteristics should also be taken into consideration to pro-
mote the video transmission performance based on EDCA. Two kinds of so-
lutions have been proposed currently. The first is to adjust the parameters of
802.11e MAC, such as Contention Window (CW), Transmission Opportunity
(TXOP) to differentiate services [2–5, 8–12]. A slow decrease of CW was pro-
posed to reduce collision and number of retransmitted frames [10]. L.Romdhani
and I.Aad introduced a method to modify CW according to different services
and priorities [11]. A self-adapting CW scheme based on network conditions is
designed to increase the throughput in [2]. In [4], priorities of services are dif-
ferentiated through changing TXOP. The other kind of solution is cross-layer
design. In [6], the characteristics of hierarchical coding in H.264 are taken into
account. It shows that Static mapping frame I to AC[2], frame P to AC[1], and
frame B to AC[0] can effectively improve the video quality in heavy loads. How-
ever, when the network loads are light, static mapping may increase the delay
and packet loss due to the overflow of low priority AC queue, and leads to worse
performance than EDCA. C.H.Lin and C.H.Ke [7] proposed a cross-layer Dy-
namic Mapping mechanism which dynamically maps MPEG-4 video stream to
appropriate AC queues according to types of video frames and network status.
The heavier network loads and lower priority of video packet, the greater op-
portunity for the packet to be mapped into a lower priority queue. However,
they ignored the influence from non-video services. Because the high priority
queue, i.e., AC[2] is only accessed by video, the lower priority AC queues will be
occupied by non-video streams and lead to overflow of the video stream.

Therefore, in this paper we propose a novel cross-layer scheduling scheme
for video transmission in Wireless Local Area Network (WLAN). This scheme
propose a algorithm, namely Relative Minimum Distortion Buffer Management
(RMDBM). In RMDBM relative distortion about video streams will be esti-
mated and queues are dynamically accessed by the relatively minimum distor-
tion algorithm according to types of services and queue status.We can adequately
utilize the queue to enhance the video transmission performance.
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The rest of this paper is organized as follows. We first propose our cross-layer
scheduling algorithm in Section 2. After that we evaluate the performance of
the proposed scheduling algorithm in Section 3 and conclude the whole paper in
Section 4.

2 Cross-Layer Scheduling for Video Transmission

2.1 System Framework

The framework of the cross-layer scheduling scheme proposed in this paper is
shown in Figure 1. Network loads and service rates are taken into account to
realize the cross-layer dynamic queue access for video frames.

Fig. 1. General System Framework

2.2 Relatively Minimum Distortion Model

As to the wireless video transmission, queue access for both video packets and
non-video stream will affect the length of queues and affect video distortion.
We use current service rate and queue length to estimate video transmission
distortion. Video packets will overflow as the queue length is limited. Let Vi and
V denote non-video rate and video rate for AC[i] respectively, Wi denote the
output rate of AC[i]. The queue limitation can be written as

[Vi + V ∗ Pi −Wi] ∗ (ti − t0) + Li <= Llimit (1)

Where Li refers to the current queue length, t0 refers to the current time, Ti

denotes saturate time. When ti > Ti queue is saturated and video packets will
be lost because of overflow which will lead to video distortion. We set Llimit as
the maximum length of queue.

In the case of multiple queues, different saturate time for different queue lead
to different distortion. We assume that queue saturate time is Ti, Tj, Tk for AC[i],
AC[j], AC[k]. We set Pi as the probability of video packets to access queue AC[i].
Thus, we can calculate the received video rate Ui at the destination node as

Ui =

{
V ∗ Pi, ti <= Ti

Wi ∗ V ∗Pi

V ∗Pi+Vi
, ti > Ti

(2)
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Before Ti, video transmission without any overflow. After Ti, video stream and
non-video stream share the limited output rate Wi. In the following, we use fi
as the video streams transmitted without lost for AC[i] and write them as

fi =

{
V ∗ Pi ∗ (Ti − t0), Ti <= t0orTi >= T

V ∗ Pi ∗ (Ti − t0) +Wi ∗ V ∗Pi

V ∗Pi+Vi
, t0 < Ti < T

(3)

where t0 refers to the current time, T denotes the total time of video streams.
we have the total video distortion in all three access queues can be written as

D = Do −
∑

i=0,1,2

fi (4)

where Do is the origin video quality after video compression which is a constant
to video transmission, D denotes video distortion caused by packets overflow. In
order to realize minimum video transmission distortion, we aim at finding the
proper access probability Pi. The optimization problem becomes⎧⎪⎨

⎪⎩
minD

s.t.[Vi + V ∗ Pi −Wi] ∗ (ti − t0) + Li <= Llimit∑
i=0,1,2 Pi = 1, Pi >= 0, i = 0, 1, 2

(5)

where i = 0, 1, 2 denote the queue state for AC[0], AC[1] and AC[2] respectively.
Llimitis the maximum length of queue and Li is the current length of AC[i]. As
the objective function is nonlinear and difficult to find an analytical solution, we
exhaustive search to find the optimal Pi. To find the analytical solution is left
as our future work.

3 Simulation Results

3.1 Simulation Setup

In order to evaluate performance of the algorithm proposed in this paper, we
adopt a simulation platform based on ns-2 [15] and Evalvid [16]. We compare
video transmission performances of 802.11 EDCA, Static Mapping [6], Dynamic
Mapping [7] and cross-layer scheduling scheme proposed in this paper. The net-
work topology of the experiment is shown in Figure 2.

The scene size is 500*500m. Wireless nodes A,B,C are connected to AP via
IEEE802.11e link. Streams are transmitted from A to C by AP. The routing
protocol is AODV. We use Foreman Stream of YUV QCIF(176*144) as the video
stream and use MPEG-4 video coding, in which one GOP has nine video frames
(I B B P B B P B B).The data rate is 1Mbps. Basic access parameters (CW,
TXOP, etc.are set the same as IEEE802.11e EDCA. As for non-video stream,
we use CBR and TCP as the background services and map them to AC[1] and
AC[0]. We will discuss video transmission performance in two case. In the first
case, we discuss the influence of different network loads. In the second case,
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Fig. 2. Network Topology for Simulation

we investigate the influence of non-video streams. We compare the performance
of EDCA, Static Mapping, Dynamic Mapping and the cross-layer scheduling
scheme proposed in this paper in terms of packet dropping ratio, type of lost
frames and PSNR.

Case1: There exist both video streams and non-video streams in the network.
The rate of the later one is the half of the former one. We increase their rates
with the same ratio to evaluate the impact of network load. Case2: We fix the
video stream rate and change non-video stream rates to evaluate their impacts.

3.2 Influence of Network Load

Figure 3 demonstrates packet dropping ratios of four methods with different net-
work loads. When loads are light, because of little collision between queues, the
packet dropping ratio of EDCA is lower than that of Static Mapping. When loads
are heavy, as a collision between queues is getting heavier, Static Mapping takes
advantage of AC[1] and AC[0] and its packet dropping ratio is lower than that
of EDCA. Dynamic Mapping further promotes video streams to utilize AC[1]
and AC[0] to a certain extent, which makes its packet dropping ratio lower than
EDCA and Static Mapping. The packet dropping ratio of RMDBM proposed in
this paper is much lower than all EDCA, Static Mapping and Dynamic Mapping.
Through Figure 4, we can find that when the network load is heavy, the PSNR
of Static Mapping is better than that of other methods because high priority
frame I, which can only be accessed to AC[2], is well protected. The RMDBM
with the fewest packet dropping ratio obtains better PSNR than Dynamic Map-
ping. Figure 5 shows a visual comparison of pictures after video streams being
decoded in the receiver, displaying advantages of visual effects of the scheme
proposed in this paper.

3.3 Influence of Non-video Streams

Non-video data can affect the video transmission performance, especially when
they utilize AC[1] and AC[0]. A high non-video stream rate will decrease the
queue occupancy of video data, and degrades performance of the video trans-
mission. We choose 0.6Mbps as the constant video rate and 0.1-0.6Mbps as the
variable non-video rate and demonstrate PSNRs of four methods in different
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Fig. 3. Packet Dropping Ratio in different
loads
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Fig. 4. PSNR in Different Loads

(a) origin (b) EDCA (c) Static

(d) Dynamic (e) RMDBM

Fig. 5. Visual Comparison of Receiving Pictures

non-video stream rates in Figure 6. PSNR of EDCA is stable because video
streams can only access to AC[2] and the video rate are constant. Since Static
Mapping P frame access to AC[1] and B frame to AC[0], the packet loss of P
frame and B frame will rise as the non-video stream rate is increasing, which
leads to the lower quality of the video transmission. Dynamic Mapping helps to
reduce the influence of non-video stream in heavy loads, while, the performance
with light loads are not remarkable. The RMDBM can better control queue ac-
cess to AC[1] and AC[0]. Therefore, it can reduce the negative effects of the video
transmission caused by non-video stream and remains stable.
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Fig. 6. Influence of the Non-Video Stream Rate

4 Conclusion

Based on the current wireless network standard IEEE802.11e, this paper presents
a cross-layer scheduling scheme namely, Relative Minimum Distortion Algo-
rithm. This scheme can access queues dynamically in accordance with the lengths
of queues and service rates, improve the utilization of queues and reduce the
packet loss. The simulation result show that the scheme proposed in this paper
is better than EDCA, Static Mapping and Dynamic Mapping in terms of video
transmission performances. In addition, it can effectively control the degradation
of video qualities caused by non-video streams.
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Abstract. This paper proposes an incentive-based bandwidth alloca-
tion for scalable streaming in P2P networks. It is modeled as decentral-
ized dynamic auction games, in which the peers sell and bid the upload
bandwidth for the maximum individual benefit. With the unique charac-
teristic of SVC, the content-aware prioritization of SVC is imposed on the
underlying bandwidth auction in order to avoid bandwidth wastage and
improve the overall video quality at all peers. Also, an incentive mech-
anism is employed to resolve free-riding issue. Finally, the performance
of the proposed scheme is verified by the simulation results.

Keywords: Peer-to-peer, Scalable video coding, Bandwidth auction,
Incentive.

1 Introduction

Peer-to-peer (P2P) media streaming is widely viewed as a promising platform
for delivering high quality media content at the global scale. In such network
settings, peers are expected to operate without control and coordination by a
central agent. In P2P live streaming, peers exchange video chunks they don’t
have with neighbor peers. As the number of peers increases, the upload capacity
of the entire system also increases, which may efficiently alleviates the burden
of the media server. However, there are remaining problems in current P2P
networks. For instance, Free-riding is a potential problem, where the selfish peer
enjoys the services offered by other peers, but does not make any contribution to
the system. Another problem is how to resolve bandwidth conflicts of different
peers so as to maximize the overall benefits of all peers.

Layered source coding, such as JVT/MPEG scalable video coding (SVC)
[1],[2], provides a convenient way to perform source-based rate adaption to the
changing network conditions. A SVC streaming consists of a base layer which
alone provides an acceptable basic quality, and multiple enhancement layers with
a flexible multi-dimension layer structure to progressively refine the video quality.
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Program (11QA1402600), and International Collaboration Program of Shanghai
(11510707000).
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Thus, receivers can adapt to their capability by subscribing to certain number of
layer streams. Recently, SVC-oriented P2P streaming emerges a promising ap-
proach to disseminate scalable video content to a large number of heterogeneous
receivers.

The objective of this paper is to design an incentive-based bandwidth auction
mechanism to address the following challenges:

1) How to utilize upload capacity efficiently?
2) How to avoid the behavior of free-riding?
3) How to model a bandwidth auction game for scalable streaming?

Many incentive mechanisms in the literature provide various means for discour-
aging the selfishness. Ma et al. [3] provide service differentiation in a P2P network
based on the amount of services each node has provided to the network commu-
nity. Satsiou et al. [4] introduced a protocol for distributed trust-based policies
and regulating the exchange of multiple services. Unlike the works above, Iosifidis
et al. [5] design an incentive mechanism by punishing defect behavior and re-
warding cooperative behavior. Meanwhile, some solutions have been proposed to
address the bandwidth conflict problem. For example, Tareq et al. [6] presented
a distributed rate allocation algorithm to achieve optimal layer allocation among
peers receiving the same video content. The existing researches on SVC-based
P2P streaming mainly consider on one aspect, e.g. optimal bandwidth allocation
or efficient incentive mechanism. How to optimize network resource and address
free-riding issue simultaneously is still an open issue.

The remainder of this paper is organized as follows. An overview of the pro-
posed streaming system is presented in Section 2. In Section 3, we formulate
the optimal auction problems for upstream and downstream peers, and discuss
the allocation and bidding strategies. Simulation results are shown in Section 4.
Finally, Section 5 concludes the paper.

2 SVC Streaming Overlay System

2.1 Network Model and Notations

Suppose that the SVC stream is encoded into a set ofM layers at the source node,
with layer 1 representing the base layer and 2 ∼ M representing the progressive
enhancement layers. Assume that each video layer m is separately distributed
through an overlaym with a maximum transmission rate of Rm. Thus, each peer
can access to the particular video layer by joining the corresponding overlay.

The topology of the m-th overlay can be modeled as a directed graph Gm =
(Vm, Em), where Vm is the set of overlay nodes and Em is the set of weighted
links between overlay nodes. Let Cu

i and Cd
i represent the upload and download

capacity of peer i, respectively.
Fig. 1 shows a simple P2P network, where six peer v1 v6 participate in the

SVC streaming. Suppose that the video is encode into two layers, with the base
layer delivered through overlay 1, and the enhancement layer delivered through
overlay 2. It is observed that v3 and v5 subscribe to the base layer, v4 subscribe
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to the enhancement layer, while v2 subscribe to both layers. Also, each peer has
different neighbors in each overlay. For example, v2 has two neighbors (i.e., v1
and v4) in overlay 1, and only one neighbor v1 in overlay 2.

V1

V3

V4 V5

V2

V6

Overlay 1
Overlay 2

Fig. 1. A P2P topology with two overlays
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Fig. 2. Buffering window structure

2.2 Buffering Window Structure

Each layer is segmented into chunks. For simplicity, assume the chunks at each
layer m are of the same bit rate cm. Each chunk is identified by a layer ID
and a chunk ID. The peer maintains a 2-D buffering window to record what
layers and chunks it currently has. As shown in Fig. 2. The buffering window
starts at the chunks which are ready to be played, and ends with the maximum
chunk it caches. The buffering window moves forward with the playback time of
the chunks. The peer categorizes the chunks into informative chunks and non-
informative chunks. The former refer to the chunks that it lacks of, the latter are
the chunks it has. When a peer newly joins the network, it contacts a central-
ized directory server for a list of the supplying peers, establishes the neighbor
relationship with these supplying peers, and starts requesting the informative
chunks from them. Periodically, the peer exchange buffering information with
its neighbors to announce the chunk availability.

2.3 Rate-Distortion Model

From the perspective of application-layer QoS, rate-distortion related mode [7]
could be picked as the optimized targeted utility for video applications

De(Re) =
θ

Re −B0
+D0 . (1)

where De is the distortion of the encoded video sequence, measured by the mean
squared error, and Re is the encoded rate. The variables θ, B0 and D0 are the
parameters of the R-D model, which can be fitted to empirical data from trial
encodings using nonlinear regression techniques.
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To characterize the video streaming performance of each layerm, we introduce
a utility function Um(·). It is defined as the absolute value of the distortion
decrement when a new layer m is received at arbitrary rate rm (0 < rm ≤ Rm).

Um(rm) =

⎧
⎪⎪⎨

⎪⎪⎩

De(rm) , if layer m is layer 1 ;

De(
m−1∑

l=1

Rl)−De(
m−1∑

l=1

Rl + rm) , if layer 1 to m− 1 are fully received ;

0 , otherwise .
(2)

Note that for layered streaming, in order to decode layer m, layer 1 through
m− 1 must be present as well.

Using Taylor expansion, we have

De(

m−1∑

l=1

Rl)−De(

m−1∑

l=1

Rl+ rm) ≈ θ

(
m−1∑
l=1

Rl −B0)2
·rm− θ

(
m−1∑
l=1

Rl −B0)3
· (rm)2 .

(3)

3 Problem Formulation

3.1 Auction Model

The whole bandwidth request and distribution process can be modeled as a
series of bandwidth auctions, where each peer i has two roles [8]. As a supplying
peer, it organizes an auction i to sell its outgoing bandwidth; As a requesting
peer, i.e., a player, it joins the auctions held by the neighbors and bids for
bandwidth. Specifically, player j submits a bidding message to peer i in the
form of bmij = (pmij , r

m
ij ), telling the desired bandwidth rmij from peer i for layer

m, and the unit price pmij it is willing to pay. Upon receiving the message of all
the competing players, peer i adopts a particular bandwidth strategy to assign
its upload bandwidth resource, and then informs player j of the actual assigned
bandwidth xm

ij . To get sufficient bandwidth Rm for layer m, player j is allowed
to simultaneously join multiple auctions hosted by different neighbors.

3.2 Credit-Based Incentive Mechanism

To avoid selfish or free-riding behavior, we introduce a credit-based incentive
mechanism. It is on the common sense of service charges, i.e., the peer uses the
bandwidth should be charged and the peer provides the bandwidth should be
rewarded. Credit represents a kind of virtual currency that can only be used in
P2P networks for payment. If the peer requests a video layer from the neighbor,
it has to pay for it in credits. In this way, the peer is motivated to share the
bandwidth to earn credits. Assume that when a peer newly joins the network, it is
endowed with an initial stock fi of credits. When player j receives its assignment
xm
ij , it pays an amount pmij · xm

ij of credits to peer i. Correspondingly, the credits
of peer i is increased with equivalent amount.
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3.3 Bidding Strategy

Determined by the cumulative decoding nature of the layered streaming, the
bandwidth request for video layers should be conducted in sequential order. It
implies that the peer is entitled to request a higher layer only if all the lower
layers are available. Motivated by this basic idea, we divide the request of upload
bandwidth into at most M sequential stages, starting from 1. Each stage is
used to fulfill downloading one layer. Further, each stage is partitioned into two
sub-stage, with the first one for bidding bandwidth, and the second one for
downloading chunks.

When bidding for layer m (i.e., at stage m), the objective of a requesting peer
j is to maximize its utility with minimum cost.

P1: max gUm(
∑

i:(i,j)∈Em

rmij )−
∑

i:(i,j)∈Em

pmij r
m
ij

s.t.

1) rmij ≤ nm
ij · rm, ∀i : (i, j) ∈ Em ;

2)
∑

i:(i,j)∈Em

rmij ≤ min(Rm, Cd
j ) ;

3)
∑

i:(i,j)∈Em

pmij r
m
ij ≤ fj .

(4)

where g is a constant providing conversion of units, and nm
ij represents the num-

ber of layer m’s informative chunks peer i can provide for peer j.
The objective function consist of two parts. The first term represents the

total quality variation between layers. The second term denotes the payoff for
the requested service. Constraint 1) gives the upper bound of the bandwidth
requested from peer i. In constraint 2), the total bandwidth requested for layerm
is limited by both the maximum layer rate and the available download capacity.
Constraint 3) ensures that peer j has enough credits for the requested bandwidth.

3.4 Allocation Strategy

As an supplying peer, it is natural that peer i maximizes its total revenue by
selling the upload bandwidth at the highest price. In other words, peer i assigns
its upload bandwidth among the players j, j ∈ J to maximize its revenue.
Along with the upload capacity and data rate constraints, the optimal allocation
problem for peer i can be formulated as:

P2:

max
∑

j∈J

pmijx
m
ij

s.t.
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1)
∑

j∈J

xm
ij ≤ Cu

i ;

2) 0 ≤ xm
ij ≤ rmij .

(5)

The main idea behind this maximization problem is to assign the bandwidth
to the player which currently bids the highest price. Thus, peer i picks out the
player who declares the highest bidding price, e.g., player j for layer m, and
assigns bandwidth quantity xm

ij = min (Cu
i , rmij ) to it. And then it switches to

the next player with the next highest bid price. This process continues until the
upload bandwidth is used up, or the demands of the competing players are fully
satisfied.

3.5 Bidding Information Adjustment

In each auction round, peer j takes the following two steps to generate the new
bids:

(1) Price update. Peer j adjusts the bidding price based on the relationship
between the desired and its upload capacity in the last bidding round. Specif-
ically, if rmij > xm

ij , it increases the bidding price pmij with a small quantity
ε = β · |rmij − xm

ij |, β ∈ (0, 1]. Or else, decreases pmij by ε. If peer j joins overlay
m for the first time, it initializes pmij to 0 toward all the upstream peers.

(2)Bandwidth request update. After determining the new bidding price, peer
j updates the required bandwidth rmij from each upstream neighbor by a popu-
lar progressive filling algorithm [8]. Actually, the implication of Problem P2 is
to ask for bandwidth from the upstream neighbor which currently has the largest
marginal net utility (i.e., the largest ∂[gUm(

∑
i:(i,j)∈Em

rmij )−
∑

i:(i,j)∈Em

pmij r
m
ij ]/∂r

m
ij ).

Peer j first requests bandwidth from the neighbor which currently incursion the
largest marginal net utility, e.g., peer i. Since Um(rmij ) is continuously differen-

tiable, increasing and strictly concave, U
′
m(rmij ) decrease with the increase of rmij .

When this marginal net utility is not the largest, peer j choose another neighbor
with the present largest marginal utility and request bandwidth from it. This
procedure terminates when the desired rate Rm is fulfilled or the credits is used
up.

3.6 Game Theoretical Analysis

Theorem 1. The proposed auction model exists a Nash equilibrium.
Proof : Due to space limitation, the proof is omitted in this paper. Interested
readers are referred to [9] for the details.

4 Performance Evaluation

This section presents simulation results to evaluate the performance of the pro-
posed bandwidth auction strategies. In our experiments, we randomly select 50
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to 300 peers to construct the overlays. To simulate a realistic scenario, we set
the bandwidth capacity as follows: 40% of the peers with 10 Mbps download
capacity and 5 Mbps upload capacity, 60% of the peers with 3 Mbps download
capacity and 1 Mbps upload capacity. β = 0.1, and the initial credit is randomly
select from 1000 to 1500, r1 = 2.56 Kpbs, r2 = 1.28 Kbps, r3 = 1.28 Kbps, and
nm
ij is randomly select from 10-50. Without a special specification, we choose the

standard test video sequence “Foreman”, which is encoded into three layers using
FGS coding, at 256 Kbps on the base layer and 128 Kbps on the enhancement
layers.

Fig. 3 shows that the proposed auction model can achieve Nash equilibrium
in different network sizes and only need less than 25 rounds to achieve Nash
equilibrium. Fig. 4 compares the model(M1) we proposed with the model (M2)
which considers all video layers are of equal importance. Fig. 4 displays in our
model gains higher rates at the base layer, and lower rates in the enhancement
layer. Since with the limited upload bandwidth, M2 will receive partial band-
width at the base layer, which renders a lot of bandwidth reserved for the higher
layers useless.And our bidding strategy considers that the base layer provides
the decisive contribution to video quality, so it guarantees the required band-
width for the base layer , at the cost of trivial enhancement layer and release
bandwidth for a best video quality.
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Fig. 5 shows the convergence speed in different network sizes, where the source
video is encoded into 2 layers and 3 layers, respectively. It is observed that the
convergence speed decreases with the network scales. In Fig. 6 we depict the
evolution of the aggregate utility for a system, which consists of 95% cooperative
peers and 5% selfish peers who don’t allocate resource to others, and all 100
peers have the same initial credit. We find that the achieved average rate of
these selfish nodes is lower than that of the cooperative ones. Since they don’t
provide resource to others and can’t obtain any credit. When the initial credits
are used up, they couldn’t receive resource any more.
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5 Conclusion

In this paper, we propose a game theory strategy which not only optimize the
bandwidth allocation of P2P network , but also provide an incentive mechanism
which could avoid free-riding. We model the entire distribution network as mul-
tiple overlays, with each deliver a video layer. Our optimization scheme aims
to resolve bandwidth conflicts among these coexisting overlays, which share the
overall upload bandwidth in the network, and guarantee maximum benefits of
both upstream and downstream peers. With extensive theoretical analysis and
performance evaluation, the proposed strategy not only reaches the maximum
global net utility at each peer, but provides relatively high video quality in dy-
namic network surroundings.
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for Multi-view Video Transmission
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Abstract. This paper presents a client-driven selective streaming sys-
tem for multi-view video transmission. For minimizing the total video
distortion of all clients, an optimal rate allocation algorithm is proposed
in which the views are delivered based on client selections as well as net-
work conditions. In order to achieve a compromise between compression
efficiency and view random access, KS-IPP encoding structure is em-
ployed where inter-view prediction are only performed for anchor frames.
Also, a view and frame streaming priority calculation method is pro-
posed, by which both the frames and views can be dropped according to
their streaming priority when the bandwidth is insufficient. Finally, the
performance of the proposed scheme is verified by the simulation results.

Keywords: Multi-view video, rate allocation, rate-distortion, streaming
priority.

1 Introduction

Three dimensional applications are developing rapidly, multi-view video service
draws lots of interests as one of them, which is encoded with different coding
methods for different applications [1].

The straightforward encoding method for multi-view video is simulcast en-
coding, which encodes each view with traditional compression technology inde-
pendently. Though simulcast encoding provides random access to each view, it
contains a large amount of inter-view redundant information. These can be ex-
ploited with combined temporal and inter-view prediction, where images are not
only predicted from temporally neighboring images but also from corresponding
images in adjacent views, referred to as Multi-View Video Coding (MVC), which
achieves high compression efficiency. However MVC prediction structure makes
the views depend on each others, unnecessary transmission and delay is coursed
when the view decoded is far from the reference view, it’s difficult for view ran-
dom access. The MVC with KS-IPP prediction structure achieves a compromise
between high compression efficiency and view random access in [2], which only
restricts inter-view prediction to anchor frames, the prediction structure is shown
in Fig. 1.
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Fig. 1. The prediction structure of KS-IPP coding

Though multi-view video encoding technologies make significant encoding
gains, it’s impossible to transmit entire multi-view sequences directly when view
number is large, since bandwidth requirement is too high for current network.
Interactive multi-view video streaming is designed to provide multi-view video
service efficiently and flexibly, which can reduce bandwidth requirement by only
transmitting the required views.

Interactive multi-view video streaming systems are proposed in [3], [4] and [5].
In [3] multi-view video is encoded with simulcast coding method, each view is en-
coded and transmitted independently, each client receives as many needed views
according to network bandwidth. In [4] MVC and scalable video coding (SVC)
are combined to obtain improved compression efficiency and provide selective
streaming service, base layer and enhancement layers of two selected views are
transmitted. In [5] the system uses successive view motion model, which ana-
lyzes the user’s motion and then discriminates all frames into potential frames
and redundant frames, then frames are encoded and transmitted to client. How-
ever, view and frame streaming priority is not considered, it’s not clear which
views and frames should be dropped when network bandwidth is insufficient, we
consider the problem of view and frame streaming priority in this work.

In this paper, we present a client-driven selective streaming system for multi-
view video transmission. For minimizing the total video distortion of all clients,
an optimal rate allocation algorithm is proposed in which the views are delivered
based on client selections as well as network conditions. In order to achieve a
compromise between compression efficiency and view random access, KS-IPP en-
coding structure [2] is employed where inter-view prediction are only performed
for anchor frames. Within the context of insufficient system bandwidth, a view
and frame streaming priority calculation method is proposed, by which both the
frames and views can be dropped according to their streaming priority when the
bandwidth is insufficient.

The rest of this paper is organized as follows. After briefly discussing back-
ground, the detail of proposed system is described in Section 2. Experimental
results are presented in Section 3. We conclude this paper in section 4.
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2 Proposed System Description

An overview of the proposed system is shown in Fig. 2. The multi-view video
with N views is compressed with encoding method mentioned in [2], the encoding
rate of view n is Bn, which achieves a compromise between encoding efficiency
and view random access. Each client periodically tracks users’ head position and
sends request containing selected views and view demands to sever, the server
sends the requested views to client. Each view is transmitted over a multicast
group formed by clients requesting the same view, client switches view by leaving
and joining specific group.

Fig. 2. The overview of the delivery system

We define the content distribution network model as G = (D,L,C), D is the
set of nodes, L is the set of directed links between nodes, the capacity of the links
can be defined as vector C = (c1, c2, ..., cn). The set D can be further divided
into three subsets S, I and Re, which represent source nodes, interval nodes
and receiver nodes respectively. Assuming there are multiple paths P (r) from
the source to client r, we use a matrix Zr to reflect the relationship between its
paths j and related links l:

Zr
j,l =

{
1 if link l is included in path j,
0 otherwise.

(1)

2.1 View and Frame Streaming Priority

In this section view and frame streaming priority determine method is proposed,
it’s used to determine which frames should be dropped when bandwidth is in-
sufficient to transmit the whole view or which views should be dropped when
bandwidth is even insufficient to transmit all the views.

We use the angles between views and user to calculate view demand for each
client, each client selects views by comparing view demand with selection thresh-
old and sends view request to sever, the sever collects requests from all clients
and determines view streaming priority, then frame streaming priority is deter-
mined according to prediction structure and view streaming priority, the symbols
used are defined in Table.1.
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Table 1. Important Notations

Symbol Definition

F (m) The frames of view m in a GOP
E The number of frames in a GOP of one view
f(i,m) The ith frame of view m
po(m) The streaming priority of frame B2 in view m
pv(m) The streaming priority of view m
pf (i,m) The streaming priority of frame i in view m

View streaming priority is determined by requests from all clients. In each
client the demand for each view is calculated using the angle between user and
view as in [6], the orientation of view m donated as Om is given by the normal of
its image plane, the user’s position is represented by its orientation Or referring
to the displaying equipment, the angle between user and view θrm is the angle
between Or and Om, view demand is defined as dv(m, r) = cos θrm. Each client
selects views by comparing view demand with selection threshold, view m will
be selected when dv(m, r) is larger than selection threshold T (T ∈ [0, 1]), T
is specified by application [6]. The sever collects requests from all clients, view
streaming priority is calculated by aggregating all demands for each view:

pv(m) =
∑
r∈Re

dv(m, r). (Re is the receiver set) (2)

The multi-view video prediction structure is determined by view streaming pri-
ority, view m with the largest pv(m) is used as v0 in prediction structure and
other views are determined in the same way.

Frame streaming priority is determined by view streaming priority and pre-
diction structure, prediction structure is reflected by frame loss sets coursed by
dropping different frame. If an anchor frame is lost, the views depending on it
can’t be decoded; if a B0 frame is lost, the frames in the view are useless except
the anchor frame; if a B1 frame is lost, the B2 frames before and after it are
useless; if a B2 frame is lost, other frames are not affected. The abandon set of
frame f(i,m) can be defined as A(f(i,m)):

A(f(i,m)) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

{f(g, n)|g = i...E − 1, n = m...N − 1}, f(i,m) is I or P frame

{f(g,m)|g = 1...E − 1}, f(i,m) is B0 frame

{f(g,m)|g = i− 1, i, i+ 1}, f(i,m) is B1 frame

{f(i,m)}. f(i,m) is B2 frame

(3)
The abandon set of frames in view m is donate as AI(f(i,m)) and out of view
m is AO(f(i,m)).
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The streaming priority of frame f(i,m) considering intra-view prediction
structure is the aggregate of streaming priority of frames can’t be decoded since
the loss of f(i,m), in other words the frames in AI(f(i,m)), which is shown as:

pf (i,m) =
∑

f(g,m)∈AI(f(i,m))

pf (g,m) g ∈ (0, ...E − 1) (4)

For instance, when view streaming priority pv(m) is obtained, if f(i,m) is a B2

frame, pf (i,m) = po(m), if f(i,m) is a B1 frame, pf(i,m) = 2 ·po(m) and so on.
Here the streaming priority of B2 frame po(m) is used as a basic scalar, since
B2 frame in each view is a hierarchical B frame, it refers to the adjacent frames
while encoding and no frame refer to it, so it has the lowest streaming priority,
and it’s changeable since view streaming priority changes.

The aggregate of streaming priority of all frames in view m equal to view
streaming priority pv(m), which can be shown as:

pv(m) =
∑

f(g,m)∈F (m)

pf (g,m) g ∈ (0, ...E − 1). (5)

According to the above two equations, streaming priority of frames in view m
considering intra-view prediction structure are obtained.

The calculate of anchor frame streaming priority should consider inter-view
prediction structure as well, since only anchor frames are encoded with inter-
view prediction structure. The priority of anchor frame f(0,m) is the aggregate
of streaming priority of anchor frames can’t be decoded since the loss of f(0,m),
which are the anchor frames in AO(f(0,m)), it can be expressed as:

pf(0,m) =
∑

f(0,k)∈AO(f(0,m))

pf (0, k) k ∈ (0, ...N − 1) (6)

Views and frames are transmitted according to streaming priority, frames will
be dropped according to streaming priority from low to high when network
bandwidth is insufficient to transmit the whole view, and views will be dropped
in the same way when bandwidth is even insufficient to transmit all the views,
the advantage is that some important views and frames are transmitted when
bandwidth is insufficient.

2.2 Optimization Problem

In this section we determine the optimal bandwidth allocation and the multicast
meshes for multi-view video streaming over network.

Video distortion can be donated by distortion introduced by encoder, the
rate-distortion characteristic is donate as D(R) = D0 +

θ
R−R0

, the parameters
D0, θ, R0 depend on coding scheme and the content of video [7]. We use the scale
of streaming priority of one view in the total view streaming priority to determine

view importance, the importance of view m in sever side is w(m) = pv(m)∑
v∈N pv(v)

.
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The multi-view video is encoded with KS-IPP structure, view 0 is encoded
without referring to any view, the view before is referred while encoding the
anchor frame of other views. The average rate difference over simulcast of one
view is ΔRMDE

0 in [8], the rate difference of view vn over simulcast can be
expressed as:

σn =

{
0 n=0,
ΔRMDE

0 otherwise.
(7)

The goal of the optimization problem is to allocate appropriate bandwidth to
each client and minimize the total distortion, it can be formulated as:

P:min
∑
r∈Re

∑
m∈M(r)

wr(m) ·D(σm +
∑

j∈P (r)

xr
m,j)

s.t.

1)
∑
r∈Re

∑
m∈M

∑
j∈P (r)

zrj,l · xr
m,j ≤ cl ∀l ∈ L;

2) 0 ≤
∑

j∈P (r)

xr
m,j ≤ Rm ∀m ∈ M(r), r ∈ Re;

3) xr
m,l ≥ 0 ∀m ∈ M, r ∈ Re, l ∈ L.

Constraint 1 represents the aggregate flow rate over each link can not exceed link
capacity. The receiving rate of each view is constrained no larger than encoding
rate by constraint 2.

Since the objective function and constraint set are strictly convex, there ex-
ists an unique optimal solution of X , which can be solved with a distributed
algorithm using the primal-dual method [9], the stability of the primal-dual al-
gorithm can be proved with the Lyapunov stability theorem.

3 Performance Evaluation

In this section the performance of proposed system is evaluated in a random net-
work as in Fig. 3, there is one source S, five relays and three receivers (T 1...T 3),
the system bandwidth is assumed to be insufficient and link capacity (Kbps) is
marked on each link. We compare the proposed system with two reference sys-
tems under the same condition, which are: 1) simulcast encoding and streaming
the selected views [3] 2) MVC encoding and streaming all views.

Assuming there are three views (v0...v2) in multi-view video test sequences
”ballroom” with resolution 640 ∗ 480, which is encoded with KS-IPP structure,
the frame rate is 30f/s and QP = 40, and the length of a GOP is set as 16.

Appropriate bandwidth is allocated to each client with three systems, the
average receiving quality of each client is shown in Fig. 4. Since MVC has the
highest encoding efficiency and simulcast has the lowest efficiency, the proposed
system gets more bandwidth with R-D optimized method and frames with lower
streaming priority are dropped when bandwidth is insufficient, so the proposed
system gets the highest video quality and simulcast system is the lowest.
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Fig. 3. Topology of the evaluation network
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If view demand order is v0 − v1 − v2 in each client, so the view prediction
structure is v0−v1−v2 according the proposed method. We compare the average
receiving quality when prediction structure is v0 − v1 − v2, v0 − v2 − v1 and
v2 − v1 − v0, which is shown in Fig. 5.

View prediction structure v0 − v1 − v2 is the same with view streaming pri-
ority, frames in view with lower streaming priority will be dropped earlier when
bandwidth is insufficient, and frames in other views are not affected, which has
the highest video quality. While with v0 − v2 − v1 and v2 − v1 − v0 structure,
frames in view with higher streaming priority are dropped earlier and the decod-
ing of other views are affected, which decreases the receiving video quality. Since
v2 − v1 − v0 is the reverse of v0 − v1 − v2, which has the lowest video quality.

We compare the changes of rate allocation among three systems with the
increase of view number, assuming network bandwidth is sufficient and view
number changes from 1 to 4, the result is shown in Fig. 6, which indicates
the encoding efficiency of three systems. The encoding structure used in the
proposed system achieves a balance between compression efficiency and view
random access, which only restricts inter-view prediction to anchor frames.
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The proposed system is suitable for multi-view video streaming, which realizes
a balance between compression efficiency and view random access, video quality
is improved with the proposed view and frame streaming priority.

4 Conclusion

In this paper we introduce a rate-distortion optimized interactive multi-view
video streaming system. We use a KS-IPP encoding structure, a view and frame
priority determine method is proposed to ensure views and frames are transmit-
ted in order. We consider video streaming and network flow control to minimize
the total distortion, view streaming priority is considered to determine the op-
timal paths and rates for each view. Experimental results demonstrate that the
proposed system is suitable for multi-view video streaming.
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Clear Browser: A Dedicated Embedded Browser  
for Quality-Affordable Smart TVs 
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Abstract. In the recent and following several years, Smart TVs popularly used in 
most families are likely to be quality-affordable.This kind of Smart TV has the 
following features: low-performance mainboard, large TV screen, diversified 
application support and high user-experience demand. As one of the most 
important fundamentalsoftware, the browser faces great challenges. We designed 
a dedicated embedded browsernamed Clear Browser and proposed a 
methodology named SDCBto fit the features of the quality-affordable Smart TV. 
SDCB is consisted of four steps: tailor the browser’s engineers; setup a proxy 
server for webpages; buildfeedback control module anddiscard secondary 
information.The experiment results show SDCB can help browserpresent 
webpages friendly on large screen with limited resources. 

Keywords: Quality-affordable, Smart TV, Dedicated embedded browser. 

1 Introduction 

Smart TV, which is also sometimes referred to as "Connected TV" or "Hybrid TV" is 
the phrase used to describe the current trend of integration of the internet and Web 2.0 
features into modern television sets and set-top boxes, as well as the technological 
convergence between computers and these television sets/set-top boxes[1]. Through 
supporting various applications and services, it plays a much more important role in 
people’s normal lifethan the traditional TV set.  

There are two main kinds of Smart TVs. One is the high-performance Smart TV with 
android, for example, Google TV [2]. Another is the quality-affordable Smart TV with 
Linux, for example, the Hair Integrate-TV. However, there are only several prototype 
machines of Google TV now and such technique isn’t enough mature yet. The majority 
of market of Smart TV is occupied by the quality-affordable Smart TV. These TVs are 
sold by millions in the past several years.On the other hand, unlike the smartphones, 
people are not willing to change this big object in living rooms frequently. 
Usually,people keep the same TV for 5-10 years.Although the hardware isbecoming 
cheaper and powerful, high-performance Smart TVs will still occupy a small 
utilization.Thus, most of the Smart TVs in used are still low-performanceones in the 
next several years. However, much more applicationswill be pushed to the smart 
TVs.The contradiction between the low-property mainboard of TVs and the increasing 
demand of various services became more and more serious. Besides, TV users aren’t as 
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used to crush and reboot as the smartphone or PC users. So the quality-affordable Smart 
TV must be robust and stable. 

The browser, as one of the most important fundamentalsoftware in quality 
affordable TV, faces this contradictionextremelysharply.There are two candidate 
methods to solve this problem for the browser. One way is to use external set-top boxes 
to improve the processing power of TVs. However, this way needs high cost to buy and 
install set-top boxes.And users have to use two remote controls to send commands. 
Furthermore, the signals have to be passed between TV and STB, which may lead slow 
response. Another way is to solve the problem in software aspect. We may design and 
implement the browser in the Smart TV’s embeddedmainboard.This method could 
update the quality-affordable Smart TV seamlessly and doesn’t need extra cost on 
hardware.Since the quality-affordable Smart TV has the following features: 
low-performance mainboard, large screen and high user-experience demand, we need 
to design a specializedbrowserwhich is able to fitthe features. 

The rest of the paper is organized as follows.Section 2 introduces the overall 
architecture of the Clear Browser. Section 3 presents the methodology ofSDCB (Smart 
Display of Clear Browser) which is consisted four steps: (1) tailorbrowser’s engineers 
to save resource; (2) set up a proxy server for webpages to fit large TV-screen; (3) build 
the feedback control module to watch the resource; (4) discard secondary information 
to shownsmoothly. Section 4 shows some experiment resultsto prove the effectiveness 
of our method and Section 5 gives a conclusion of this paper. 

2 The Architecture of the Clear Browser 

In order to fit the features of quality-affordable Smart TV, we need to design a browser 
which is able to run steady with limited resource and presents contexts properly on 
large screen. As more services are needed to provide, the browser also needs to support 
some basic extended functions such as plug-in support, input method, automatic update 
and so on. 

Fig.1 shows the overall architecture of the Clear Browser. 

 

Fig. 1. The architecture of the Clear Browser 
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The ClearBrowser is consisted of the following modules: 

MinWebkit and minQT: The browser use Webkit as the engineer and use QT to 
implement UI. Qt is a cross platform graphical user interface library that now comes 
with a user interface design tool that generates C++ code [3]. Webkit is an open-source 
browser engineer, the corresponding browser including the Gecko (used by Mozilla, 
Firefox) and Trident (used by IE) [4].Instead of the original QT and Webkit, we use 
minWebkit and minQTto save resources. This part will be introduced particularly in 
Section 3.1. 

Plugin-in support module: This module implements support for NPAPI (Netscape 
Plugin Application Programming Interface) plugin-in. With this module, the third party 
developers can run their plug-ins in our browser conveniently. And they don’t need to 
change their programs to adapt different hardware.  

Feedback control module: This module is used to monitor the state of used resource in 
the mainboard and gives feedback information to the browser. Then the browser will 
take proper actions to prevent the browser from crushing. This module will be 
introduced in detail in Section 3.3. 

Input method module: This module providessoft keyboard for users. It’s implemented 
based onQTe. With the input method, users can type in Chinese into the browser.  

Configuration module: This module is responsible for the configuration of the browser. 
Users can set the homepage, menu options, languages, max history records and so on. 

Automatic Update module: This module support automatic update in two ways: 
scanning the inserted USB flash disk and contacting with the update server. Smart 
TVusers can update their browsers easily with this module.  

3 The Methodology of SDCB 

Based on the design of the browser in Section 2, we proposed a methodology named 
SDCB to improve the user experiments of quality-affordable Smart TV’s browser. 
With this methodology, the browser can present webpages friendly on large screen with 
limited resources. This methodology is consisted of four steps: (1) tailor the browser’s 
engineers; (2) set up a proxy server for webpages; (3) build feedback control module; 
(4) discard secondary information. 

3.1 Tailor the Browser’s Engineers 

As the quality-affordable Smart TV has limited resource, firstly we have to reduce the 
consumingmemory of the browser. One of the majority reasons that the browser 
consumes memory at launch stage is that it should load the libraries of QT and Webkit. 
However, some functions of QT and Webkit are unnecessary for the browser.Thus we 
consider tailoring the libraries of QT and Webkit. For example, we can tailor the 
functions used for styles. Although this may lead to less support for complicate styles, 
but it occupy less memory and the basic necessary functions are remained.  
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Since version 4.0, QT adopts modularization. It encapsulates the whole libraries into 
several disparate modules which make it’s possible to cut it into a smaller one. We call 
the minimal collection of QT’s libraries that could support our browser as minQT.  

The configuration of QT has provided some options to select modules. However, 
this way can only pick out some general modules; it cannot support more detailed 
selection. Qt also has a tool named qconfig which can let you select the needed 
components of each module. With these two functions, we can gain a minQT with 
relatively less libraries. According to our research, a simple application with minQT 
running on chip Mstar 981 will use over 7MB less than on the original one. 

On the other hand, instead of using QT’s embedded Webkit, we produce a 
minWebkit, and then combine the minQT and minWebkit to work together. We 
generate the minWebkit by compiling the original Webkit with an option “-minimal”. 
According to our research, the size of a single library named “libQtWebKit.so” is 
smaller 6MB than the original one.  

Through the discard of redundant libraries, we save much memory space for the 
browser. 

3.2 Set Up Proxy-Server for Webpages 

Since the quality-affordable Smart TV has limited resource and large screen, the 
common webpages for PC isn’t suitable for the Clear Browser. For mobile devices, 
many web sites provide a mobile version of their pages in order to better fit the content 
into and better support navigation on the small screen [5]. In general, this kind of 
Mobile webpages keep the majority context of the original one intended for personal 
computers while tend to have smaller CSS files and fewer JavaScripts that lead to 
lighter workload for Style and Scripting [6]. However, few websites have optimized 
webpages for Smart TV. Thus we need to set up a proxy server to do some 
transformation of popularwebsites to fit the large TV screen and redirect the browser to 
the optimized ones. 

The proxy server does this transformation for popular websites offline. The server 
collects the original webpages and then transforms them to fit TVs. The server needs to 
filter the secondary information, compact the webpages and decreasethe resolution 
ratiofor the limited resource. Since the common PC webpages have many tabs per line 
while the change of focus point with remote control is difficult and confused, the 
optimized webpages also needs to have few tabs per line. And as the TV is far to 
people, we also need to set bigger font size. 

On the other hand, if the requesting website hasn’t been optimized for TV screen by 
the proxy server, we could do some simple change to fit the device. One feasible 
solution is to override the functions in Class Webpage of QT and set the identification 
of the browser as “ipad”. Then if the visiting website has optimized webpages for ipad, 
our browser will automatic redirect to the optimized one. 

3.3 Build Feedback ControlModule 

Although we have done the above improvements, we find that there are still many 
webpages that may make the browser crushed in limited-resourceSmart TV. According 
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to the research result of [6], over half (56%) of pages visited were not optimized for 
mobile devices, or non-mobile webpages. And our proxy server can only do 
transformations for popular websites, there are still a large number of websites aren’t 
optimized for Smart TV. For the TV users, frequently crushes are unbearable. Thus we 
need a feedback control module which could observe the state of consuming resource 
and give feedback information. 

As the memory is the critical resource, one possible solution is to monitor the 
memory used and once the available resource is about to be short, the module alarms. 
However, we find it isn’t feasible.  

First of all, there is a delay between the point the browser should stop loading and it 
stops indeed. Many modules of QT are asynchronous. When we find the memory is lack 
and send signal to make the browser stop loading, the browser doesn’t stop immediately. 
And the painting functions in QT are recursive, it couldn’t stop halfway. Thus although 
the case is detected, the browser’s resource runs out. Secondly, the memory of browser 
will accumulate with time. The resource used may don’t release at once. In our 
experiments, after visiting some pages, no matter whether the actual available memory 
is enough or not, this method would make the browser couldn’t load any webpages. The 
browser can’t judge the point to stop loading exactly. Thirdly, the monitoring of 
memory isn’t accurate. The accuracy is decided by the frequency the monitoring module 
check the status of memory. However, high accuracy means high frequent check, which 
would spend lots of resource of Smart TV. It’s obviously not suitable.  

Another possible solution is to use blacklist. Record the troublesome webpages or 
URLs in the blacklist and ignore this kind of requests. However, we find it’s hard to get 
the actual URL of current webpage for the functions are asynchronous. The value of 
URL won’t change to the right one until the loading progress has finished 10%-30%. 
Thus this way also cannot work well. 

Since the single memory detection and blacklist detection has lots of shortage, we 
should find another practical method to monitor the resource. After some experiments, 
we select some key elements from several candidate targets and find a simple but 
effective solution. We use the following variables as metrics: 

The total request number (TRN): The total number of requests that web page has sent.  
The height of web page(HWP): The amount of a web page’s vertical pixels.  
The progress percentage(PP): The percentage of the loading progress. 
The available memory percent(AMP): The percentage of available memory. 

The following criteria are used to decide whether it is the point to take action to prevent 
the resource from lacking. 

TRN>்ܶܵோே/2 and HWP>ܶܵுௐ 
Or   TRN>்ܶܵோே 
Or   PP>ܶܵ and AMP<ܶ ܵெ  ்ܶܵோேis the largest number of TRN that the browser can accept. ܶܵுௐis a relatively 

big value of HWP. ܶܵmeans the progress percentage to enable memory checking. ܶ ܵெis the critical available memory percentage that may lead to crush. The value 
of்ܶܵோே , ܶܵுௐ and ܶܵ , ܶ ܵெ  can be tested according to your mainboard’s 
processing power and can be set in the configuration file.  
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As more request connectionsneed more memory used to build connection, download 
things. Fewer things in the painting buffer means fewer memories used to paint. Thus 
TRN reflect the resource the page has used. So does the height of the webpages. 

Furthermore, we can get most of these metrics’ values with no delay and judge the 
condition easily. And PPlimits the resource occupationof memory checking. Thus this 
monitoring module wouldn’t bring much burden to the memory and CPU. 

According to our research, the TRN value of web pages like http://tv.babao.comis 
about 20-30 and the TRN value of web pages like http://www.sina.com.cn/ is over 150. 
A group of empirical value for mainboard such as Mstar 981 is: ܶܵ=30, M=540*3, 
AMP =25and ்ܶܵோே= 40. You can adjust the critical value to fit the configuration of 
your mainboard.  

3.4 Discard Secondary Information 

When the feedback control module detects the resource’s incoming lack, a common 
solution is to simply stop loading the webpage. However, we find it’s a bad solution. 

If we simply stop loading, few context will be shown on Smart TV. Many elements 
may be downloaded incompletely and the parse of the webpage would be chaotic. Even 
the elements being fully downloaded may not be shown. 

In order to achieve better user experience, when the feedback control module  
detects the available resource isn’t enough, our browser keep loading the webpage and 
discard the secondary information through setting this part’s URLs as empty. We prefer 
to treat the resources with more information and smaller size as primary information 
and think the resources with less information and bigger size as secondary information. 
For example, we may reserve the texts and drop the pictures, CSS or JS files. 
The common syntaxformat of URL is as following [7]: 

Protocol://hostname[:port]/path/[;parameters][?query][#fragment] 

According to the format, we can judge the type of the request resource by the suffix of 
path in the URL. 

By the way, for some small websites, a server can hold all necessary data. This kind 
of websites usually adopt relative path to locate the resource. For these websites, the 
URL using absolute path mostly means secondary information. So we can choose this 
kind of URL to set empty. 

With this method, the browser avoids useless downloading, maintains the main 
frame of the webpage and presentsinformationas much as possible. 

Our methodology won’t have much effect on small webpages. For the complicate 
large webpages, although this way would lose some information of a webpage, it shows 
the majority of the web page properly and prevents the browser from crush.  

4 Experiment Results 

We did some experiments to prove the effectiveness of our SDCBmethodology. Here 
shows some of the experiment results. 
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4.1 Experiment Set up 

We choose a set of webpages, containing some simple pages and the hottest 40 portal 
websites, as our test webpages set. Then wecarried outfourgroups of comparison 
experimentswith following settings and record the performance of each: 

1) Visit webpages with the original browser on STB using chip Broadcom. 
2) Visit webpages withthe Clear Browser on Mstar 981; 
3) Visit webpages withthe ClearBrowseron Mstar 988without feedback module; 
4) Visit webpages withthe Clear Browser on Mstar 988; 

Table 1 shows the primary hardware configuration of three chips. 

Table 1. The hardware configurations of chips 

Chip Mstar 981 Mstar 988 Broadcom 

Memory 55356KB 124976KB 105532KB 
CPUMip 334.84 447.48 402.43 
Processor Single-core Single-core Double-core 

Reboot the chip after every test to make sure the experiments have the same initial 
state. 

4.2 Experiment Results and Analysis 

We tested every candidate webpages using the four settings in Section 4.1 and recorded 
the consuming memory and reflection time.  

Fig.2.a shows the results of four cases for website “www.sohu.com”. Fig.2.b shows 
the result of four cases for website “www.sina.com”.  

 

(a) 

Fig. 2. Memory used of four experiments for sohu and sina 
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Fig. 2. (Continued) 
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For small webpages such as baidu, the reflection time in each case is similar. For 
complicate not-optimized webpages such as sohu, our browser on Mstar988 will need 
more time than the original one in Broadcom. As our browser support NPAPI plug-in, 
we need much more time to analyze and load the plug-in elements. Furthermore, 
considering the Broadcom has double cores while Mstar only has single core, we think 
the result is acceptable. Another website sina has the optimized webpages, our browser 
will redirect to the optimized one, thus using much less time than the original one in 
Broadcom. 

For the low-property chip such as Mstar981, the resource is quite limited. Many 
websites will directly make the original browser in itrushed. With SDCB, the browser 
can visit all the test webpages steady even on junior chips and the crush rate decrease 
greatly. The display result is shown in Fig.4. In our experiments, we kept visit these 40 
portal websites alternatelyin Mstar981 in about 5 hours, only meet 2 crushes. 

 

Fig. 4. The display result of Clear-Browser on Mstar 981 

5 Conclusion 

Since most of the Smart TVs in used in the next several years are quality-affordable 
Smart TVs, a dedicated embedded browser which could fit their features is needed. We 
designed a dedicated browser named Clear Browserand proposed a methodology 
calledSDCB. With this methodology, the browser could provide good user experience 
on large TV screen with limited resources. We also designed experiments to show the 
validity of ourmethodology. 
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Abstract. In this paper, we propose a robust piecewise parametric
model for predicting the cumulative number of participants in large-
scale events. Based on the analysis of arriving patterns in such events,
we establish parametric models for different periods and design an effi-
cient fitting strategy to achieve model parameters from incomplete cur-
rent data. Moreover, based on historical data, we can train parameters
by neural network and get relation prior among parameters and data.
With the help of relation prior, we can update the parameters of cur-
rent data and achieve robust prediction for outlier. Simulation results on
the database of Expo 2010 Shanghai show the good performance of our
proposed method even in abnormal situations.

Keywords: large-scale event, robust prediction, piecewise parametric
model, relation prior.

1 Introduction

In recent years, extensive studies have been devoted to understand human collec-
tive behavior in large-scale events [6,7]. The arriving patterns and the cumulative
number of participants in the event are the most crucial information for the risk
management in large-scale events from the perspective of the organizing com-
mittee members. So, to get an accurate and robust prediction of the cumulative
curve in large-scale events is a meaningful issue.

The prediction methods can be classified into parametric model based and
nonparametric model based methods. The parametric model assumes that there
is an explicit relationship existing in data samples, which can be described by
an equation with certain parameters. Many approximation algorithms have been
proposed, including the Auto-Regressive and Moving Average Model (ARMA)
[4] and the Neural Network [2,3]. Nonparametric model estimates the distribu-
tion of data instead of estimating the relationship among data, and works well if
the relationship among data is not explicit. For example, the nonlocal means in
[5] has good performances on image restoration problem. However, both of the
two methods above have flaws. Because of the fixed configuration of parameters,
parametric model is not robust to outliers. On the other hand, nonparametric

W. Zhang et al. (Eds.): IFTC 2012, CCIS 331, pp. 390–395, 2012.
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model is robust to outliers to some extent, but the physical meanings of the
model is not clear.

The cumulative curve of large scale event has explicit physical explanations,
which is suitable to parametric model. However, outliers corresponding to abnor-
mal situations can not be predicted. Nonparametric model based methods can
get good regression result, but it is difficult to use in predicting the completed
curve from previous data. In this paper, we propose a piecewise parametric model
for predicting the number of people in the large-scale event, which is robust to
outliers by learning relationships between parameters and data. Figure 1 gives
a scheme of the proposed prediction strategy.

Fig. 1. The scheme of the proposed method

The organization of the rest of the paper is as follows. Section 2 gives the
piecewise parametric model. The details about the proposed prediction strategy
is presented in section 3. Section 4 describes the experiments we preformed to
test our model. Conclusion is in Section 5.

2 Piecewise Parametric Model

Consider a large-scale event E, whose duration time is N days. To the i-th day
Di, i = 1, 2, ..., N , the cumulative number of people participating the event can
be regarded as a function of time Fi(t).

1) Initial period: Before the beginning of event, it is an universal phe-
nomenon that there are a number of people queuing outside the event sites.
Assume the entry speed to be constant to a queue, the initial period of large-
scale event, fi(t) is a linear function.

fi(t) = ai1 + bi1t, t0 ≤ t ≤ ti1. (1)

Here t0 is the beginning time of event and ti1 is the ending time of initial period.
2) Mature period: When people enter the event site with no need to queue

or the queue is not continuous, the slope of fi(t) becomes smaller and converges
to 0 with the increase of t. This phenomenon is caused by the spatial and tem-
poral finitude of event. If the number of people increases too fast, the event site
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will be crowded. The crowdedness of event site naturally suppresses the entry of
people. The duration of event is also limited. People will not join in the event if
the time left is not enough. According to the feature of mature period, a series
of exponential models provide potential fitting functions.

fi(t) = ai2 log(t− bi2) + ci2, ti1 < t ≤ ti2. (2)

ti2 is the ending time of the mature period.
3) Secondary mature period: The development of large-scale event is al-

ways not stationary because of the change of time and event site itself. For
example, the 2010 Shanghai Expo and the Singapore Zoo sell night tickets to
tourists. The feature of this period is that at certain point ti2, f

′
i(t) increases

suddenly and then appears fluctuation, and finally converges to 0 again with the
increase of t. Considering the fact that there has fluctuation during this period,
we think that the Sigmoidal models will satisfy most situations.

fi(t) =
ai3

1 + bi3e−ci3t
, ti2 < t ≤ tend. (3)

The combination of the three functions is the final fitting function. The function
is continuous but non-differentiable at piecewise points ti1 and ti2. To the i-th
day, we can get the three fitting functions fn

i , n = 1, 2, 3, and corresponding
configurations of parameters, Pi = {ai1, ..., ci3} ∈ R8 based on a small set of
data d = {d1, ..., dk} in Di, as following algorithm 1 shows. The Feature of the
proposed method is that we can get partial model based on incomplete data.
Such strong information helps us to achieve robust prediction.

Algorithm 1. 0. n = 1.

1. Fit d by fn and get configuration of parameter p and fitting results d̂.

2. Calculate residual r = ‖d− d̂‖2.
3. If r < rmax, d = {d, dnext}, return step 1; dnext is the next data behind d.
4. else the index of dnext, m, is a piecewise point, d = {dm+1, ..., dm+k}, n = n+ 1.
5. return step 1.

3 Robust Prediction Scheme Based on Relation Prior

Given a group of data, we can approximate the configuration of parameter of
each sample based on algorithm 1. This group of parameters can be used to train
a neural network for approximating the parameters of an unknown variable.
According to the parameters getting from samples, we find that although the
parameters of outliers are very different from those of normal data, both of
them obey similar statistical relationships. Take the data of Shanghai Expo as
an example. The relationships among parameters and data can be summarized
as follows.
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C1) The piecewise points ti1, ti2 are significant to describe the development
of event. Based on the estimation of parameters, we can get three corresponding
curves of different period. According to the regression result, we find that ti1 =
bi2 + 1.028, whose deviation is 1.3766%. In other words, the parameter bi2 tells
us when the initial period finishes.

C2) The number of people in piecewise point ti1 can be approximated by
parameter ci2. Fi(ti1) = 1.106ci2 with deviation 5.0928%.

C3) The value of ai3 is also very close to the total number of people attending
the event on that day, Fi(tend). ai3 = 1.079Fi(tend) with deviation 0.5031%.

C4) ai3 is almost two times of ci2: ai3 = 2.047ci2 with deviation 0.8943%.
Based on the conclusions in C2), C3), we know that Fi(ti1) has a close rela-
tionship with Fi(tend).

The relationships among data and parameters provide us with strong prior
knowledge for the prediction of abnormal data. During the capturing of data,
we can compare current actual data with the original prediction result gotten
by ANN. If prediction result has large errors with actual one, we can consider
it as an outlier. Combining algorithm 1 with the relationships mentioned above,
we can get new prediction result. This scheme has been illustrated in Figure 1
and a more detailed summary is given as follows.

Algorithm 2. Training Phase: 0. Give former data D = {d1, ...,dn} ∈ Rk×n.
1. Apply Algorithm 1 to get parameter group P = {p1, ...,pk} ∈ R8×n.
2. Regard P as training samples and apply ANN to get approximated parameters p̂
Establishing Relationships: 1. Get relationships between the statistics of D and P.
2. Give constraints {Ci} on the critical parameters.
Prediction Phase: 1. During capturing data, apply Algorithm 1 to get p̂s.
2. If p̂s has large error compared with corresponding elements of p̂,

regard current data as outlier and predict unknown data again with the help of {Ci}.

4 Experimental Results

We test the proposed model on the data set of 2010 Shanghai Expo, which is a
typical large-scale event. We get the data of the daily number of tourists from
May 1 to October 30. The data of each day has 150 samples from 09:05 to 21:00,
which form the actual Fi(t) ∈ R150 curve.

Given data samples of 13 consecutive days, we set the former 12-day data as
training data and predict data of the 13th day. Using the 12 groups of parameters
P, we train GRNN and BP network respectively and apply our method to predict
curve of the 13th day. We further compared the results above with the prediction
results of neural networks trained by data, and Table 1 gives the mean relative
error (MRE) of the four methods on the prediction of a week from Aug.13, 2010
to Aug.19, 2010. Our method can get comparable prediction results compared
with traditional methods in normal situations.
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Table 1. MRE(%) of prediction methods

Predict by P Predict by data Predict by P Predict by data

Date GRNN BP GRNN BP Date GRNN BP GRNN BP

AUG.13 2.102 1.032 1.058 5.474 AUG.17 4.295 4.265 0.902 8.307
AUG.14 1.55 5.175 2.499 1.896 AUG.18 4.121 2.686 0.651 2.899
AUG.15 4.266 2.027 1.259 4.410 AUG.19 3.760 1.549 1.042 1.639
AUG.16 0.830 4.359 1.217 2.897 Average 2.989 3.013 1.233 3.932

Table 2. Comparison on MRE(%) of different prediction methods

Date GRNN+Relation BP+Relation GRNN BP Wavelet AR

May.29 3.055 4.266 36.913 13.660 57.467 20.084
July.17 1.814 1.926 16.382 10.378 23.654 12.443
Aug.1 2.136 3.041 41.132 25.204 49.019 46.240
Aug.31 3.191 2.932 32.758 11.008 106.320 5.799
Sep.11 1.855 2.143 43.897 21.992 46.979 23.855
Sep.23 2.780 4.645 20.111 12.620 26.082 55.649
Oct.16 4.733 2.999 51.307 26.961 26.046 14.111

Average 2.795 3.136 34.643 17.403 47.938 25.454

Fig. 2. (a) An outlier and its former normal data. (b-c) The comparison among the
prediction result of the proposed method and those of other methods.
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The advantage of the proposed method is the robustness to outlier. We de-
tect these abnormal days from Expo data set, including May.29, July.17, Aug.1,
Aug.31, Sep.11, Sep.23 and Oct.16. Figure 2(a) gives the participant increase
curve of Shanghai Expo in Oct. 16, 2010 and the curves of former days. In such
situations, we can update the configuration of parameters with the help of rela-
tion priors {Ci}. When the event experiences the piecewise time point, we can
get a prediction to its final situation. If we find the piecewise point t1 based on
current data of F (t) of Expo, we can directly estimate f(tend) according to C4.
Based on the estimated value, we can re-estimate the feasibility of current model
and update parameters. Figure 2(b-c) gives some comparison experimental re-
sults among our method and other ones, and Table 2 gives numerical results.
We can find that our result is much better than those of others in abnormal
situations.

5 Conclusion

The proposed method has meaningful applications. Our method gives a robust
prediction to abnormal situation, which provides useful information to organizers
of large-scale events. The accurate estimation of the total of tourists on that day
provides advices on how many ticket-checking channels and security inspectors
should be put to work.

Acknowledgments. This work was partially supported by National Basic Re-
search Program of China (2010CB731400 and 2010CB731406) and NSFC project
(NO. 60902020).
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Abstract. A new prediction algorithm of tourists flow based on
clustering-based generalized regression neural network (GRNN) is pro-
posed in this paper. In order to analyze tourists’ behavior, we use the
clustering-based GRNN method to estimate the entering rate of each
pavilion at Zone D of Shanghai Expo site. The extensive experimental
results show that the proposed algorithm exceeds other prediction meth-
ods of neural network like back propagation (BP) method on efficiency
and correctness.

Keywords: Prediction, Clustering, Generalized Regression Neural Net-
work(GRNN).

1 Introduction

With the wide application of data mining, prediction method, as an important
branch of data mining, has become a hot issue today. The prediction methods
generally are classified into two categories, the traditional and modern prediction
methods, the former including ARMA, ARIMA methods and the latter including
neural network, SVM and so on. Neural network is an effective modeling method
to deal with non-linear data with the abilities of self-organizing and self-learning.
Typical examples of neural network are financial performance prediction, meteo-
rological and network traffic forecasting, learning patterns for anomaly detection
and activity prediction [1][2]. However, one main shortcoming for the applica-
tions of neural network is the uncertainty of the optimal combination of training
parameters [1]. Generalized regression neural network (GRNN), a kind of neural
network, which features fast learning and convergence to the optimal regression
surface [3], has the advantage of not suffering from the influence of local minima
and slow convergence like back propagate (BP) neural network. It also exceeds
Radical Basis Function (RBF) neural network on the ability of approximation
and learning speed. Moreover, another particularly advantage of GRNN is its
better performance with fewer samples because the regression surface can be
instantly defined everywhere, even only with just one sample.

Classifying data into different groups arises gradually in many scientific fields
such as image segmentation, object recognition, information retrieval and data

W. Zhang et al. (Eds.): IFTC 2012, CCIS 331, pp. 396–402, 2012.
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mining. Besides, with the coming of information explosion, models and algo-
rithms for huge volumes of heterogeneous data has become a trend in data
clustering [4]. Clustering, as an unsupervised classification method, can divide
all patterns into different groups. Generally, there are two kinds of clustering
algorithms, hierarchical or partitional clustering. In the hierarchical algorithms,
single-link and complete-link are the most widely used methods. As to the par-
titional algorithm, K-means proposed over 50 years ago is still the simplest and
the most popular method because of its easy implementation, simplicity, effi-
ciency, and empirical success. In data mining, K-means clustering is a method of
cluster analysis aiming to partition n observations into k clusters in which each
observation has the nearest mean. General algorithm for group judgment is real-
ized by calculating the Euclidean distance between the predicted time series and
the centroid for each group. The small distance stands for the high similarity. Its
corresponding group will be treated as the one which the predicted time series
belongs to. Besidesclustering can also be used to detect outlier efficiently [5].

Crowd avoidance is an important part of public safety in theme parks, Expos,
traffic surveillance and etc. With the help of sensors for detecting traffic and
portable variable message set (PVMS) for issuing warning messages, a queue-
end warning system has been proposed based on an artificial neural network
(ANN) model to solve the problem of traffic jam [6]. Similarly, we can predict the
queuing data by combining clustering and neural networks to analyze tourists’
behavior and avoid serious crowd.

In this paper, we propose a new algorithm to predict the entering rate of
tourists flow for each pavilion at Zone D Shanghai Expo site by combining clus-
tering and GRNN neural network. We make a comparison of model performance
between the proposed clustering-based GRNN prediction and other prediction
method, like original GRNN and BP by evaluating the relative prediction errors.
The results show that the proposed method performs better. The rest of the pa-
per is organized as follows. Section 2 describes the prediction model. Section 3
shows a typical nonlinear times series, tourists arrival rate of different pavilions
in Shanghai Expo 2010, to testify model and make the comparison. Section 4
summaries the paper and discusses issues to be investigated in the future work.

2 Prediction Model

This paper presents a prediction model based on a combination of clustering
analysis and GRNN. In order to analyze the tourists flow queuing law and sim-
ulate the tourists’ behavior, the entering rates of the tourists flow for different
pavilions at Shanghai Expo site are predicted based on the clustering-based
neural network. The corresponding steps are shown as follows: First, we ana-
lyze and preprocess the obtained data to make a preparation for the prediction
steps. Secondly, preprocessed samples of different pavilions are divided into dif-
ferent groups by K-means clustering method. Then, each group is used to train
GRNN and k different GRNN neural networks are formed. Finally, the predicted
time series is classified into a group and input to the neural network with the
corresponding time series to gain prediction result.
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A. Data Analysis and Data Preprocessing

• Data Analysis. We have obtained the accurate data of tourists flow
for different pavilions in Zone D at Shanghai Expo 2010. In this paper,
we choose the data in August for its stability and reliability. Due to
the control measures for limiting the tourists flow for some pavilions at
Shanghai Expo site, the tourists flow of entering pavilions per hour in
one day, which can be treated as a time series, varies from pavilion to
pavilion in Zone D. These different time series can be clustered into some
groups, each of which stands for a pattern of tourists flow for entering
pavilion.

• Data Preprocessing. The data preprocessing in the neural network
generally ensures all input and output values ranging from zero to one,
otherwise the data with different scales will lead to the instability of
neural networks [7]. We collect the maximum tourist number of entering
each pavilion of zone D every day in August. We sample the data every
hour from 10:00 to 22:00 and get 13 sampling points every day. For every
sampling point, we divide it by the maximum entering number that day
to satisfy the demand of the neutral network.

B. K-means Clustering among Pavilions

• K-means Clustering. K-means clustering aims at minimizing an ob-
ject function, the within-cluster sum of squares (WCSS):

J =
k∑

j=1

n∑

i=1

∥∥∥x(j)
i − Cj

∥∥∥
2

(1)

where
∥∥∥x(j)

i − Cj

∥∥∥
2

represents distance measure between data point x
(j)
i

and centroid Cj , and n represents n data points. In this paper, we choose
the tourists flow of 12 pavilions at Zone D as examples. Referring to clus-
tering results by K-means clustering method and make some adjustment
by observing, the 12 pavilions are separated into several groups, in which
the sampling data have higher conformity.

C. Clustering-based Neural Network Prediction

• Similarity Calculation for Days of One Pavilion. In our predic-
tion model, we will firstly calculate the distances between the several
sampling points at the beginning of the predicted day and the corre-
sponding portion of other days. Then by making the similarity order, we
can decide which group the predicted day belongs to.

• Clustering-based GRNN prediction. After preprocessing and clas-
sification, we can use the group in which data have high similarity to
predict the rest of the sampling points in the predicted day with the
method of GRNN.
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3 Simulation and Comparison

3.1 K-Means Clustering and Subjective Adjustment

The entering rate for different pavilions of Zone D at Shanghai Expo site can be
clustered into three types, that is to say k=3 in k-means clustering, by combining
k-means clustering and subjective adjustment. By comparing and synthesizing
the clustering results on different days, the final results are shown in Table 1.
In Figure 1, we illustrate the three types of the entering rate one day with
their representative examples. For the first type, like Coca-Cola pavilion, due
to the limitation of tourists’ entering, after the sharp rise at the beginning of
the day, the flat curve means the entering rate will stay stable. The pavilions
of the second type, like China railway pavilion, didn’t give any restriction on
tourists’ entering. Its corresponding curve has more obvious fluctuation than
those of pavilions in the first type. Only two pavilions are included in the third
type, Republic of Korea business pavilion and people’s insurance company of
China (PICC) pavilion. In the curve of the entering rate for PICC pavilion, a
sharp wave appears during 11:00 to 16:00. By analyzing the curve for Republic
of Korea business pavilion, we can find that the great number of tourists who
visited the Republic of Korea business pavilion would choose PICC as their next
destination considering the neighboring of the two pavilions.

Table 1. Pavilions Classification

Type Number Pavilion Name & Number

First Type
Japanese Industry Pavilion (#1), Cisco Pavilion (#2), Coca-Cola

Pavilion (#6), Oil Pavilion(#7), Space Home Pavilion (#5)

Second Type
Republic of Korea Business Pavilion (#8), People’s Insurance

Company of China (PICC) Pavilion (#9)

Third Type
China Railway Pavilion (#11), Aurora Pavilion (#12), Shanghai Cor-

porate Joint Pavilion (#10), State Grid Pavilion (#4), City Hall
Footprint Pavilion (#3)

3.2 Performance Comparison of Different Prediction Models

Before training the neural network, training samples are selected by making the
similarity calculation and choosing the data of five days with the highest simi-
larity. The other following steps are almost the same as the mentioned GRNN
prediction. GRNN has a four-layer structure, including input layer, pattern layer,
summation layer and output layer. For instance, we select 5 similar sample days
with 13 sampling points per day in August to establish GRNN, which means the
capacity of the training sample of GRNN is 5. In order to use one third of data
in one day to predict data of the whole day, the input layer includes 5 neurons
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Fig. 1. Three types of entering rate for different pavilions on Aug. 20

representing the entering rate at the initial five sampling points, and the output
layer includes 8 neurons standing for the entering rate of the sequential sampling
points on the predicted day. A parameter, SPREAD, shows the expansion speed
of radial basis function which is sought by optimization method. Moreover, the
cross-validation is used in our algorithm to increase the prediction accuracy.

We compare experimental performance of the clustering-based GRNN and
other models, and set Coco-cola Pavilion as an example shown in Fig.2 and
Table 2. In Fig. 2, the x-axis stands for 13 sampling points in one day and first 5
sampling points are known data on August 16th; the y-axis stands for the actual
value and predicted result about entering rate per hour divided by the maximum
entering rate. Fig. 2 and Table 2 combined together indicate that in most of
the time, the clustering-based neural network performs better than the single
neural network and the clustering-based GRNN brings about least prediction
errors.

With the table and figure shown above, we can summarize the simulation
results as follows:

1. K-means clustering can be used as the reference for classification. The en-
tering rate for different pavilions at Zone D of Shanghai Expo site can be
clustered into three types by combining k-means clustering and our subjec-
tive adjustment.

2. In contrast with other prediction models, the entering rates predicted by
the clustering-based neural network are much closer to the actual values.
At most cases, the clustering-based GRNN prediction performs better than
the BP prediction with/without clustering with faster speed and higher
accuracy.
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Fig. 2. Compare the different prediction results of Coco-cola Pavilion on Aug. 16

Table 2. Errors of different prediction methods

Date Method
Relative prediction

error

August 11th

GRNN 0.058096
BP 0.152244

Clustering-based GRNN 0.035701
Clustering-based BP 0.043134

August 16th

GRNN 0.045147
BP 0.124112

Clustering-based GRNN 0.033968
Clustering-based BP 0.056512

August 22th

GRNN 0.074652
BP 0.123005

Clustering-based GRNN 0.046584
Clustering-based BP 0.064685

August 28th

GRNN 0.067888
BP 0.096727

Clustering-based GRNN 0.035001
Clustering-based BP 0.083963

Average of Ten Days in August

GRNN 0.072302
BP 0.144175

Clustering-based GRNN 0.041610
Clustering-based BP 0.055952
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4 Conclusion

In this paper, we propose a new cluster-based GRNN prediction algorithm to
predict tourists flow’ entering rates of different pavilions at Zone D of Shang-
hai Expo site. The extensive experimental results testify the correctness and the
efficiency of the proposed model over other prediction models. The proposed pre-
diction model can be applied in the collective human behaviors’ applications to
avoid congestion risks in zones with high density as well as to increase tourists’
visiting efficiency. However, the entering rate of each pavilion is a complex time
series which can be affected by many factors such as weather, holiday, and pavil-
ion activities. Therefore, refinement and optimization are still needed to improve
the performance of the proposed model.

Acknowledgement. This work was partially supported by National Basic Re-
search Program of China (2010CB731400 and 2010CB731406) and NSFC project
(NO. 60902020).
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Abstract. When network is congested, packet collisions will happen
and lead to severe throughput decrease. In this paper we propose a novel
collision decoding method to decode collided packets, and thus increase
network throughput. Our method is specifically designed for OFDM-
based WLAN network. IFFT/FFT, channel influence and packet col-
lisions effects are formulated as linear processes. Taking into account
network features as random-jitter and retransmission, collision can be
seen as a group of linear equations and solved. Simulation results show
that by adopting collision decoding method, the network throughput can
be improved significantly, especially when the network is congested.

Keywords: Collision Decoding, Congestion, Hidden Terminals, OFDM
based WLAN, Throughput Improvement.

1 Introduction

Wireless Local Area Network (WLAN) usually applies Carrier Sense Multiple Ac-
cess and Collision Avoidance (CSMA/CA) to avoid congestion[1]. In CSMA/CA,
senders sense the medium at first, then send data when the medium is free or with-
hold their transmissions when it is occupied. However, collision happens if nodes
choose the same transmission time. Without getting feedback from the destina-
tion, the collided packets node will retransmit, which may result in repeated col-
lision and network congestion [2–4]. This severely degrades network throughput,
especially when the network load is heavy.

Zigzag decoding, proposed by S. Gollakota and D. Katabi in [5], is a promising
way to combat collision problem. The basic idea of Zigzag decoding is consecutive
interference cancellation utilizing the collision difference of two collided packets.
An interference-free chunk of bits in one collision is decoded and cancelled from
the other collision, producing another interference-free chunk. Thus, applying an
iterative process, interference can all be subtracted and two packets that collide
together can be separated and decoded.

� This paper is supported by Research and Development for Commercial LTE-TD
Drive Test Equipment Project(2010ZX03002-007-01) and Shanghai Digital Media
Processing and Transmission Key Laboratory(STCSM:12DZ2272600).
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However, the consecutive interference cancellation scheme proposed in Zigzag
is not suitable for OFDM based systems, which is widely used in 802.11 networks.
In OFDM based systems, time domain signals are modulated symbols trans-
formed by IFFT, thus the packets are not chunk-decodable. To decode a packet,
the entire interference-free packet must be processed through FFT. That is to
say, even if a chunk of bits are interference-free, it still cannot be decoded. When
the modulation scheme is OFDM, without FFT transformation, chunks act like
noise in time domain and are impossible to decode directly.

In this paper, we propose a novel technique, named as Different Overlap De-
coding (DOD), to decode collided packets in OFDM based 802.11 WLAN. We
consider the repeated collision of two packets with different time offset, which
happens due to the retransmission and random jitter characteristics of WLAN
MAC, as shown in Figure 1. In DOD, we formulate IFFT/FFT, channel influ-
ence and collision into linear process, thus the received collided packets can be
expressed by a group of linear equations. By solving these equations, the collided
packets can be decoded successfully. Simulation results show that the proposed
method works well in OFDM system, and is robust in multi-path fading channel.

Fig. 1. Packet Collision in WLAN

2 System Model

In this section, we describe the system model used in this paper. For simplicity,
we only consider collision of two packets. Extension of our differential overlap
decoding algorithm into scenario with more than two collided packets is left as
our future work.

2.1 Network Model

We consider the network scenario with an Access Point (AP) and two users,
namely, A and B respectively. A and B send data packets to AP with a collision
probability of p. When there is no collision, AP can always successfully receive
data packets and decode them. When collision happens, collided packets are
decoded through the proposed DOD algorithm in this paper.

2.2 Collision Pattern

The collision of two packets is shown in Figure 1. We use R1, R2 to denote two
received collisions at the AP, respectively, and Pa, Pb to denote the two packets
included in collisions, respectively. We assume the lengths of the packets equal
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to N . Usually, cyclic prefix(CP) is adopted in OFDM system, and the length of
CP is denoted as NCP . The time differences of two packets in the two collisions
are denoted as t1 and t2, respectively. We assume the sample offset is n1, n2 and
n1 �= n2.

In this paper, we assume the channel does not change during transmission
and retransmission processes, i.e. Pa and Pb go through the same channel for
twice. But note that channels for Pa and Pb are irrelevant.

2.3 Transmitter Model

The transmitter model considered in this paper is ordinary OFDM transmitter
which is the cascade of convolutional encoder, bit interleaver, symbol mapper,
serial to parallel transformation (S/P), Inverse Fast Fourier Transform (IFFT),
and Parallel to Serial transformation (P/S) in sequence. Note that our method
can also be implemented in ZP-OFDM with a bit modification [6].

Let a = [a0, a1, · · · , aN−1]
T , aM ∈ {0, 1},M = 0 · · ·N − 1 denote one packet

of information bits of node A, where (·)T denotes matrix transposition. After a
being encoded, bit interleaved and symbol mapped, we get

Xa = [Xa[0], Xa[1], ..., Xa[N − 1]]T , Xa[K] ∈ S (1)

where Xa[K] represents the symbol at the Kth subcarrier in the frequency do-
main of node A and S denotes the set of symbols. In this paper, we use QPSK
symbol mapping method, i.e. S = {0.7±0.7i} . Other mapping method can also
be applied.

Let F denote an N × N Inverse Discrete Fourier Transformation Matrix, in
which the mth row, nth column entry is

Fmn =
1√
N

e
2π(m−1)(n−1)

N i (2)

Let FCP denote an (N + NCP ) × N matrix where the top NCP lines are the
bottom NCP lines of F and the other lines are same to F . Thus, the time domain
signal will be

xa = FCPXa (3)

Transmitter of Node B works same as that of Node A, and the signal are noted
as b,Xb,xb corresponding to a,Xa,xa.

2.4 Description of Receiver

Channel behavior can be modeled as a tapped delay line with coefficients h =
[h0, h1, ..., hL−1]

T . Thus, we have the received signal yn as

yn =

l=L−1∑

l=0

hlxn−l + wn (4)
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Where yn, xn and wn denotes received signal, transmitted signal and additive
Gaussian noise, respectively. We use coefficient sets ha and hb to describe the
channel for Pa and Pa respectively.

ha = [ha,0, ha,1, ..., ha,La−1]
T (5)

hb = [hb,0, hb,1, ..., hb,Lb−1]
T (6)

The channel behavior can be written in matrix form as follows

y = Hx+w (7)

where y = [y0, y1, ..., yN−1]
T , x = [x0, x1, ..., xN−1]

T

w = [w0, w1, ..., wN−1]
T , and H is a (N + NCP + L) × (N + NCP ) Toeplitz

matrix with first column to be a (N + NCP + L) × 1 vector extended from
[h0, h1, ..., hL−1]

T to [h0, h1, · · · , hL−1, 0, 0, · · ·0︸ ︷︷ ︸
N+NCP

]T

H =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h0 0 0 · · · 0

h1 h0 0
. . . 0

...
. . .

. . .
. . .

...

hL−1 hL−2
. . .

. . . 0

0 hL−1 hL−2
. . . 0

...
. . .

. . .
. . .

...

0
...

. . . hL−1 hL−2

0
...

. . . 0 hL−1

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(N+NCP+L)×(N+NCP )

(8)

Combining (3),(7),we get

ya = Haxa +wa = HaFCPXa +wa (9)

yb = Hbxb +wb = HbFCPXb +wb (10)

where Ha and Hb are Toeplitz matrix for channel ha and hb.
At the receiver side, in the end, we get two collisions

R1 = ya +Dn1(yb) (11)

R2 = ya +Dn2(yb) (12)

where Dn1(y) denotes a function that delays vector y for n1 samples. The noise
terms are omitted for notation simplicity.
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We use and 0I×J and EI to denote I×J zero matrix and I×I identity matrix
respectively and define

DM ≡
[
0M×(N+NCP+L−M) 0M×M

EN+NCP+L−M 0(N+NCP+L−M)×M

]

(N+NCP+L)×(N+NCP+L)

(13)

With this definition, we can write

Dm(y) = Dmy (14)

3 Differential Overlap Decoding Algorithm

In order to decode collisions, we separateR1, R2 into four parts, i.e.,R1,a, R1,b,
R2,a, R2,b as shown in Figure 2.

Fig. 2. Packet Separation

According to Figure 2 and (11),(12),(14), we have

R1,a = ya +Dn1yb = HaFCPXa +Dn1HbFCPXb +Dn1wb,1 +wa,1 (15)

R2,a = ya +Dn2yb = HaFCPXa +Dn2HbFCPXb +Dn2wb,2 +wa,2 (16)

R1,b = yb+Fn1ya = HbFCPXb+Dn1

THaFCPXa+Dn1

Twa,1+wb,1 (17)

R2,b = yb+Fn2ya = HbFCPXb+Dn2

THaFCPXa+Dn1

Twa,2+wb,2 (18)

Without loss of generality, we suppose n1 < n2. We combine (15)(18) into one
group and (16)(17) into another group.

After some rearrangement and arithmetic calculation, linear equation groups
can be solved and the final decoding results are

Xa,1 = FCP
HHa

H(E −Dn2Dn1

T )Ga,1(R1,a −Dn1R2,b) (19)

Xb,1 = FCP
HHb

H(E −Dn1

TDn2)Gb,1(R2,b −Dn2

TR1,a) (20)
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Xa,2 = FCP
HHa

H(E −Dn1Dn2

T )Ga,2(R2,a −Dn2R1,b) (21)

Xb,2 = FCP
HHb

H(E −Dn2

TDn1)Gb,2(R1,b −Dn1

TR2,a) (22)

where

Ga,1 = [(σ2
a + σ2

b )E + (E −Dn1Dn2

T )HaHa
H(E −Dn2Dn1

T )]−1

Gb,1 = [(σ2
a + σ2

b )E + (E −Dn2

TDn1)HbHb
H(E −Dn1

TDn2)]
−1

Ga,2 = [(σ2
a + σ2

b )E + (E −Dn2Dn1

T )HaHa
H(E −Dn1Dn2

T )]−1

Gb,2 = [(σ2
a + σ2

b )E + (E −Dn1

TDn2)HbHb
H(E −Dn2

TDn1)]
−1

σ2
a, σ

2
b are noise variance for channel A and B respectively and E ≡ EN+L+NCP .

(·)H denotes conjugate matrix transposition.
Using the MMSE criteria and assuming Xa, Xb are I.I.D.(Independent and

Identically distributed) which is promised by the interleaving module in trans-
mitter, we can decode the collided packets using (19)-(22). Note that some sim-
plification has been made to calculate the noise covariance where we consider
the noise covariance to be (σ2

a + σ2
b )E.

When using (19)-(22) to decode collisions, we will getXa,1, Xa,2 andXb,1, Xb,2.
In order to get the final decoded results a, b, Xa,1, Xa,2 and Xb,1, Xb,2 are trans-
ferred into soft values, combined together and passed into channel decoders. The
final decoded results are the hard decision of channel decoder outputs.

4 Simulation Results

We evaluate our method in a network with two nodes communicating with AP.
Generally speaking, without collision decoding method proposed in this paper,
collided packets can hardly be decoded even with the error control code. BER
of collision free network represents a lower performance bound of DOD and the
difference characterize the ability of DOD to decode collided packets. Thus, the
performance of DOD is illustrated by comparing the BER performance of DOD
with that of the collision-free case under different Signal to Noise Ratio (Eb/No).

In this paper, we use the 802.11g channel model and assume the channel
is invariant in the packet sending period.QPSK modulation is used.We assume
n1 and n2 are 18 and 50, respectively. We choose N to be 64 according to wifi
standard[1]. 1/2 convolution code is used as ECC (Error Control Code), and soft
MAP (maximum posterior probability) decoder is applied as channel decoder.
The receiver is implemented in MMSE algorithm according to (19)-(22).

The BER performance of DOD under 802.11g channel is shown in Figure 3.
In this scenario, the BER performance of DOD is only 5.2db worse than the
collision free case when the BER for QPSK is 10−5.
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Fig. 3. Comparison of BER performance between DOD and Collision Free case

Fig. 4. Throughput Performance Comparison
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The throughput performance with different collision probabilities is compared
in Figure 4. Without collision decoding, the overall throughput decreases linearly
as the collision probability increases. When DOD is used, overall throughput
can be significantly improved. When collision probability greater than 0.8, DOD
improves throughput by 40% and 30% with Eb/No equaling to 10db and 5db
respectively.

5 Conclusion

In this paper, we proposed a novel collision decoding method to decode collided
OFDM packets in WLAN. In the method, we formulate the overall influence
of modulation, channel and collision as a linear process and decode the signal
by solving the linear equations. Simulation results show that by applying the
method proposed in this paper, we can improve the overall throughput when
the network is heavily congested.

Although in this paper, we focused on using DOD to improve network through-
put,the method proposed in the paper is not restricted in this area. It can also
be applied in related areas like ANC(Analog Network Coding)[7], multi-user
detection[8], etc.

References

1. I. WG.: Wireless Lan Medium Access Control (MAC) and Physical Layer (PHY)
Specifications. Standard Specification. IEEE (1999)

2. Khurana, S., Kahol, A., Jayasumana, A.P.: Effect of Hidden Terminals on the Per-
formance of IEEE 802.11 MAC Protocol (1998)

3. Ng, P.C., Liew, S.C., Sha, K.C., To, W.T.: Experimental Study of Hidden node
Problem in IEEE 802.11 Wireless Networks. In: Sigcomm Poster (2005)

4. Ware, C., Judge, J., Chicharo, J., Dutkiewicz, E.: Unfairness and capture behaviour
in 802.11 adhoc networks. In: ICC, vol. 1, pp. 159–163 (2000)

5. Gollakota, S., Katabi, D.: ZigZag Decoding: Combating Hidden Terminals in Wire-
less Networks. ACM SIGCOMM 38(4), 159–170 (2008)

6. Muquet, B., Zhengdao, W., Giannakis, G.B., Courville, M., Duhamel, P.: Cyclic
Prefixing or zero padding for wireless multicarrier transmission? IEEE Transactions
on Communications 50(12) (2002)

7. Kattiet, S., et al.: Embracing Wireless Interference: Analog Network Coding. In:
SIGCOMM (2007)

8. Verdu, S.: Multiuser Detection. University Press, Cambridge (1998)



3D Webpage Rendering by Canvas

Shaobo Zhang, Jun Zhou, and Jun Sun

Shanghai Digital Media Processing and Transmission Key Lab
Shanghai 200030, China

{shaobo76,zhoujun,junsun}@sjtu.edu.cn

Abstract. A novel method is proposed to build stereoscopic 3D web-
pages. This method can bring 3D web experience to 3DTV users with
web-based IPTV services. In this method, we use a new HTML5 element,
canvas, to accomplish easy downsampling of shapes, images and text. A
new JavaScript library is built to accelerate the development process for
web designers. A demo webpage with animation is presented to illustrate
the capability and potential of this method.

Keywords: 3DTV, IPTV, HTML5, Canvas, Side-by-Side.

1 Introduction

Internet Protocol television(IPTV) provides digital television services over In-
ternet Protocol(IP) for residential and business users at a lower cost. IPTV has
two-way interactive communications between operator and users, making it ca-
pable of for web applications. Web-based IPTV portal has already been used
for easy access and navigation of terminal users. Web-based personalized IPTV
services is the upcoming trend of next generation network(NGN)[1]. 3DTV is
television that conveys depth perception to the viewer by employing techniques
such as stereoscopic display, multi-view display, 2D-plus-depth, or any other form
of 3D display. It can be used as the terminal of IPTV systems.

A strong growth in 3DTV and IPTV system has spawned interest in creating
3D webpages viewed on 3DTV, such as 3D video on demand webpages, webpage
games, and other 3D web applications. People will enjoy not only 3D movies
and TV programs, but also surfing the Internet in 3D and playing 3D games on
their 3DTV.

This paper focuses on a new method to create Side-by-Side 3D webpages for
entertainment or games on 3DTV. We have built a JavaScript library that works
with the new canvas element in HTML5 to help designers creating their own 3D
web applications.

The remainder of the paper is structured as follows. Section 2 surveys the
recent related work and puts our work in context. Section 3 describes the exact
problem and our novel method. Section 4 presents a demo webpage created using
our method. Section 5 highlights the main points of the presented work. Section
6 is acknowledgement.
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2 Related Work

2.1 Perceived Depth in Stereoscopic Images

Visual fatigue is a common problem when viewing stereoscopic images. Many
experiments and researches have been done in order to get a comfortable per-
ceived depth[2][3]. The most commonly used method in industry is to limit the
stereoscopic images depth within a certain value related to the size of the screen
based on previous subjective experience[4]. In our experiment, we used a 16:9,
42-inch screen with 1920x1080 resolution and set 107 pixels as the maximum
disparity between left and right views.

2.2 Stereoscopic 3D on Web

There is a lot of 3D content currently on the web. However, most of it is 2D
content generated by 3D models, not stereoscopic 3D.

Since the 1950s, there are sites on Internet using anaglyphic 3D, which achieves
the stereoscopic 3D effect by means of encoding each eye’s image using filters of
different (usually chromatically opposite) colors, typically red and cyan[9][10].
Most of these do not need special web technology and are really curiosities.

On the other hand, the display technology for stereoscopic 3D is available to
average consumers today. The urge for stereoscopic 3D content has been growing
with this tide of 3D technology. This paper proposes a novice method to achieve
stereoscopic 3D effect using HTML5 canvas.

2.3 Webpage on 3DTV

Webpage on 3DTV is pretty much a newly formed field needs fully researching.
There is an existing method using CSS to adjust position of elements within
a webpage. But it requires an additional downsampling utility in order to get
transmitted or displayed. By using our method, one can design a webpage and
get the results on any stereo monitor at the same time, thus making it much
easier for designer to create their own 3D webpages and games.

2.4 Canvas and HTML5

The canvas element is part of HTML5 and allows for dynamic, scriptable ren-
dering of 2D shapes and bitmap images. It is a low level, procedural model that
updates a bitmap and does not have a built-in scene graph[5][6]. Since every-
thing on canvas is bitmapped, downsampling is easily accomplished by built-in
functions of canvas. Its integration with JavaScript makes it capable of building
graphs, animations, games, and image composition. Nowadays, modern browsers
have already achieved most features of canvas. In this paper we present a video
on demand 3D webpage with these features.
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3 3D Webpage Using Canvas

3.1 Problem Formulation

For notation clarity, we present our method in side-by-side video format. How-
ever, our method can be easily extended to top-and-bottom and interlaced video
format.

Side-by-Side frame compatible video format is defined in Digital Video Broad-
casting(DVB) Frame Compatible Plano-Stereoscopic 3DTV specification. It’s an
arrangement of the Frame Compatible spatial multiplex such that the horizon-
tally anamorphic left eye picture is placed in a spatial multiplex to occupy the
first half of each line, and the right eye picture is placed in the spatial multiplex
to occupy the second half of each line, as illustrated in figure 1.

Fig. 1. Side-by-Side video frame composition[7]

To design a webpage viewed on 3DTV using side-by-side video format is to
make a webpage with left view on the left half and right view on the right
half, both of them down sampled horizontally. Left and right views are slightly
different by a horizontal disparity calculated according to the depth of a certain
element.

3.2 Our Method

With traditional HTML and CSS, images can be down-sampled by rescaling
functions. But it’s particularly difficult to get text down-sampled without devel-
oping new classes of font with half width of each normal font, which makes it
hard to be reused by others. But when it comes to canvas, things become much
easier as everything in canvas is bitmapped. One can even retrieve and edit
the color of every pixel on canvas. Basic elements supported by canvas include
shapes, lines, images and text. Downsampling of these elements can be achieved
by different built-in functions.
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For rapid development of designers, we have built a JavaScript library named
CanvasSBS to provide a layer between web designer and built-in functions of
canvas.

Our library defines an additional depth property of canvas elements, with
value ranging from -10 to 10. By using our library, web designers only need to
specify the value for the depth property of each element and left the work of
calculating appropriate disparities to our functions.

Functions in our library calculate appropriate disparity according to the depth
value user provided, and then generate left and right views based on the disparity.
These two views are then down-sampled horizontally and placed side by side to
get the final canvas image.

Text on Canvas. Drawing text on canvas needs a little extra effort since the
built-in function can only draw one line of text. To draw multiple lines of text
with auto line-break, we have to draw one word at a time and add up the width
by each word. If it exceeds specified value of width, start a new line of text
below the current one with appropriate space. This is accomplished with some
modification on an existing JavaScript library[8].

Disparity Calculation. The arrangement of the display and viewer with pa-
rameters are shown in figure 2(Z, N, F, W and E).

Fig. 2. Notations: Z is the viewing distance. E is eye separation. N and F are the
furthest distances each side of the display at which objects should appear to the viewer.
W is the width of the display. dN and dF are the disparities, on the display, of objects
appearing at the limits N and F[2].

Expressions for the screen disparities dN and dF are as follows:

dN =
NE

Z −N
(1)

dF =
FE

Z + F
(2)

The optimal viewing distance Z is often set as three times the height of the
screen. The maximum values of N and F can also be determined according to the
height of the screen or through subjective experiments. Once maximum screen
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disparities dN and dF is determined, the maximum value of pixel difference
between left and right view is ready for use since pixel density is a constant.

We have defined an additional depth property with value ranging from -10 to
10. Once the depth is specified, a corresponding pixel difference is determined
by our function to produce final canvas image.

3.3 Comparison with Traditional Webpages

For a traditional 2D webpage, web designers provide contents and where he
wants it to be in order to get a webpage. For our 3D webpage, web designers
just need to provide an additional property, depth, to let the browser know where
to place elements in 3D. But since the browser only has 2D context, our library
will interpret the depth property and get two different views for the browser to
render. Different procedures are illustrated in Figure 3.

Fig. 3. An illustration of comparison between 2D and 3D webpage designing

Fig. 4. A demo webpage that users can choose from a list of movies with overview
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4 Results

We have made a video on demand webpage using our method shown by Figure
2 and Figure 3. It’s tested on a 42-inch 3DTV with a resolution of 1920x1080.
Optimal viewing distance is set as three times the height of the screen and
maximum pixel difference between left and right views is 107 pixel accordingly.

In the presentation mode of modern browsers, canvas can take full use of
the entire screen. The frame of the browser will not been shown on 3DTV.
Good animated stereoscopic effect without visual fatigue is achieved in our
experiment.

Fig. 5. An illustration of webpage animation. When a movie is selected, the corre-
sponding picture will pop out. The information of the movie is also updated.

5 Conclusions and Future Work

In this paper, we propose a novel 3D webpage development method on 3DTV
with a JavaScript library named CanvasSBS to accelerate the development pro-
cess. By using our method and JavaScript library, web applications with stereo-
scopic effect can be achieved on 3DTV and IPTV systems. In additional, 3D web
applications can be accessed with any 3D monitor connected to a computer.

Future work will include adding features like auto-detecting screen size, inter-
action by mouse, and solutions to avoid occlusion problems.

Acknowledgement. The work for this paper was supported by MOST under
Contact 2011BAH08B01 and 2009AA01A336.
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Abstract. Selecting high quality of service to meet user preferences has become 
a key issue with the increasing number of services. In this paper, we use the 
context based universal service recommendation(CBUSR) way to solve the 
problem of high-quality service. Algorithm proposes a new calculation equation 
related context factors, such as location and price etc. And this paper also uses 
the combination of factors to recommend services. Using CBUSR algorithm we 
can select high quality service that meeting the user preferences. Experiment re-
sults gives a strong evidence. 

Keywords: Servicing recommendation algorithm, User preferences, Quality of 
Service. 

1 Background 

A request can be performed using different services. Facing the increasing number of 
service, we can't quickly select one service from many services to meet user request. 
So selecting the optimal services is being studied by scholars[1]. The optimal service 
selecting theory used to call service recommendation. We studied service recommen-
dation based service discovery in this paper. 

Service discovery theory has been studied from two aspects: the semantic informa-
tion and ontology. Li in [1] proposed an index library-based web service discovery 
architecture, based the use of semantic mining index database, to search the potential 
service combinations; Klein in [2] proposed a semantic-based web service discovery 
technology which using process the process of ontology; Burstein in [3], the technol-
ogy services function as a process mode defines a process ontology and web services 
through the index to establish to the ontology(the process ontology). The process of 
using query language PQL (process query language) to define the query ,so we can 
use PQL to query the services. Service discovery provides a strong support for the 
services recommended, 

Service recommended theory is more complex because of that not only does ser-
vice function we concern, but also keep focus on meeting user preferences. TENG Ji 
in [4] proposed users’ personalized service recommendation model that was present 
state aware, this model can catch the user preferences exactly; DU in [5] used the 
Bayesian Network and the clustering method to recommend service. Bayesian  
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Networks able to handle the uncertainty of user requests’ context to match user prefe-
rences, and the clustering methods were used to recommended optimization, but it’s 
difficult to guarantee the agents’ database real-time updating by using self-learning 
Agent to track user preferences when the user or service information is increasing 
fast. 

Few years ago, quickly select one service from services is easy. But the situation 
has greatly changed because of the explosive growth in the number of services, espe-
cially similar services increasing. But the problem solved by another way that is  
recommending some better services instead of selecting a best one to meet user prefe-
rences. So the context based pervasive service recommendation is proposed to rec-
ommend high quality services to meet user preferences. Here recommended service to 
meet user preferences is called personalized service recommendation. 

2 The Problem Model 

With the development of service Universal Computing. On the one hand users require 
a lot of information services; on the other hand, users are submerged by the huge 
ocean of services’ information. So personalized service is recommended to gradually 
become a research hotspot[4] when studying the calculation of service Pervasive 
Computing. How to better meet the user preferences is a crucial key[1]. 

Assume user request as Req, All services meet Req formed D, which called service 
area. MatchሺReqሻ ൌ ሼSevice_D^1, … , Sevice_D^n ሽ means that Req meet by services 
that numbers from 1 to n in D. The target is to find the Service = ሼSevice_D^k |Sevice_D^k א MatchሺReqሻ, Sevice_D^k ൌ BetterMatchሺReqሻሽ, where 
BetterMatch is context that needs to define. Context exists in various forms, such as 
Chen uses the user's context[6]. In this paper, context defined as distance, price and 
time. 

3 Context Based Pervasive Service Recommendation Algorithm 

3.1 Service Template and Services Solving Domain 

Using the service discovery to collect services’ information and using the user-state-
aware to analysis the user preferences, after that we should map services’ information 
and user preferences into service template. As following, service template is defined 
as two parts: main part and personalized part. 

Service template=<Main part, Personalized part> 
Main part =<ID, <service name, service time, keyword>, < location, frequent pe-

riods, prices> 
Personalized=< features 1, features 2, ... , features n> 
Where: <service name, service time, keyword> is used to find service areas D; < 

location, frequent periods, prices> is used to calculate services quality in D; persona-
lized supports to recommend service to meet user preferences strongly, then using 
CSBR algorithm to recommend services.  
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3.2 The Distance-Related Factor, Price-Related Factor and Time-Related 
Factor 

According to Fig.1, assume that S1,S2 stand for service, Req stands for user request, 
(x_S1, y_S1),( x_S2, y_S2),( x_Req, y_Req) stand for the coordinates of S1,S2 and 
Req, the coordinates value are (100,200),(300,100),(100,100). On the map, the points’ 
distance between S1 and Req is ∆DሺS1, Reqሻ ൌ √ሺሺ100 െ 100ሻ^2  ሺ200 െ100ሻ^2 ሻ ൌ 100, similarly ∆DሺS2, Reqሻ ൌ 200>∆DሺS1, Reqሻ, but we can’t across 
the map from S1 to Req, so the real distance between S1 and Req is ∆D^Ԣ ሺS1, Reqሻ=100+100+100 =300>∆DሺS2, Reqሻ ,  it’s clear that S2 is better to 
satisfied request than S1, but the points’ distance between S2 and request is far than 
S1, so single points’ distance can’t meet user requests. So using CityR, DistrictR xor CountryR , RoadR and ሺxR, yRሻ  express the requestor's location, 
usingCityS, DistrictS xor CountryS , RoadSand ሺxS, ySሻexpress the service’s location. 
Distance-related is defined: 

 W_1כ ሺሺ1/1.1ሻ^∆D  D_match ሻ  (1) ∆D ൌ log_x √ሺሺx_p െ x_S ሻ^2  ሺy_p െ y_S ሻ^2  1ሻ , Where x is the scale on the 
map. D_match ൌ ሼ0.8,0.3,0.1,0ሽ ,Where only if CityR ൌ CityS , DistrictR ൌDistrictS xor CountyR ൌ CountyS , RoadR ൌ RoadS  then D୫ୟ୲ୡ୦ ൌ 0.8 ; only if CityR ൌ CityS , DistrictR ൌ DistrictS or CountyR ൌ CountyS , then D୫ୟ୲ୡ୦ ൌ0.3; only if CityR ൌ CityS, then D୫ୟ୲ୡ୦ ൌ 0.1; other D୫ୟ୲ୡ୦ ൌ 0. W_1: distance weighted values, range from 0 to 1 

 

Fig. 1. Distance 
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Fig. 2. Price 

The price makes the services provided by different businesses with an intuitive 
comparability. Assume that prices of services is P, the relationship between P and 
user preferences is “Fig.2”. The price is divided into 5 levels: P-Lowest, P-Low,  
P-Middle, P-High, P-Highest. It’s interesting that user do not like P-Lowest or  
P-Middle, that means too expensive or too cheap things are not likeable. User  prefe-
rences are inversely proportional to P when P in P-Low, P-Middle, but user  
preferences and P is unrelated when P in P-High. Price-related is defined: 

 W_2 כ ሺ1/1.1ሻ^P  (2) W_2: price-weighted value ranging from 0 to 1. 
We try not to recommend service with lower remaining load capacity in a certain 

period of time, because it’ll give a bad experience. If a service is too busy from morn-
ing to night, we try not to recommend it, too. Assume that service frequently used 
periods as ሾT_Min, T_Maxሿ, user request time as T. Time-related is defined: 

 1/ሺ1  T_match ሻ  W_3 כ ሾሺT െ ሺT_Max െ T_Mixሻሻ/24ሿ  (3) W_3: time - weighted value of the range of 0 to 1. T_match ൌ ሼ1,2,3ሽ, ሾT_Min, T_Max ሿ  includes any time in morning, T_match ൌ1;  includes any time in morning and noon, T_match ൌ 2  ; includes any time in 
morning, noon and night, T_match ൌ 3. For example service frequently using period 
is [8:00,16:00], Obviously T_match ൌ 2. 

3.3 Privilege of the User Preferences 

Integration formula(1), (2) and (3) to generate the formula (4). W_1 כ ሺሺ1/1.1ሻ^∆D  D_match ሻ  ሺW_2 ሻ כ ሺ1/1.1ሻ^P  ሼ1/ሺ1  T_match ሻ ሺW_3 ሻ כ  ሾሺT െ ሺT_Max െ T_Mix ሻሻ/24ሿ ሽ (4) 

If user preference is distance, price-related or time, the corresponding weight should 
be increased. This is the privilege of the user preferences is defined: 
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ሺW_1  W_1^Ԣ ሻ כ ሺሺ1/1.1ሻ^∆D  D_match ሻ  ሺW_2  W_2^Ԣ ሻ כ ሺ1/1.1ሻ^P  ሼ1/ሺ1  T_match ሻ  ሺW_3  W_3^Ԣ ሻ כ  ሾሺT െ ሺT_Max െ T_Mix ሻሻ/24ሿ ሽ  (5) W_1^Ԣ,W_2^Ԣ, W_3^Ԣ: If user preference is distance, W_1^Ԣ=1,otherwise W_1^Ԣ=0; 
Similarly to others. 

But user preferences are variety, not only the distance, price or time. Assume X 
denotes user preferences in which does not contain distance, price or time. This paper 
needs experts in field to give the important of X, as user’s preferences are reputation, 
time and price, experts in field gives X(reputation)=0.8. Based on the above discus-
sion, quantify the QoS as formula (6) ሺW_1  W_1^Ԣ ሻ כ ሺሺ1/1.1ሻ^∆D  D_match ሻ  ሺW_2  W_2^Ԣ ሻ כ ሺ1/1.1ሻ^P  ሼ1/ሺ1  T_match ሻ  ሺW_3  W_3^Ԣ ሻ כ  ሾሺT െ ሺT_Max െ T_Mix ሻሻ/24ሿ ሽ  X (6) 

4 Logistics Experiment 

Established North-East coordinate system on the logistics map Fig.3, “RH” indicate 
horizontal road, “RV” indicate vertical road, “R + numbers” indicate other types of 
road. S indicates logistics service, R indicates user request. Labeling rules: S୧ for the 
service delivery area(i א ሾ1,22ሿ).Description of service information. The closer the 
distance from the center of the circle, the more user access in the night, but the more 
leisure in the morning, such as S4 that is too busy when user access in the night, but 
S4 is leisure when user access in the morning; service providers: the average user 
access to the load capacity of 1,000. The area R୧ for the service requester is divided 
into three categories, Rଵ~R in circle, R~Rଵଵ between circle and Rଵଶ~Rଶଶ outside 
the circle, R୧ሺi א ሾ1,6ሿሻ is divided into four regions: R୧ଵ, R୧ଶ, R୧ଷ, R୧ସ.  

 

Fig. 3. Road 
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When the service requester in different regions, the recommended results will be 
different, due to space reasons, table 1 only displays part of the results, the following 
table is the same reason. Wଵ=Wଶ=Wଷ ൌ 1/3. Table 1 shows that using the CSBR 
algorithm to recommend services to meet user preferences at the same time in differ-
ent locations(P parameter and T parameter are same in (5)). 

Table 1. The same request to different locations of service recommended 

Area ܀ ܀ ܀ૠ ܀ ૢ܀ ܀ૠ ܀ 
Ranking S1, S7, 

S2 
S7, S4, 
S6 

S2, S1, 
S4 

S7, S5, 
S6 

S5, S4, 
S6 

S4, S5, 
S3 

S4, S7, 
S5  

 
Table 2 shows that using the CSBR algorithm to recommend services to meet dif-

ferenct user preferences in same locations at different time. 

Table 2. Rଶଶ  Regional Service Recommendation Form 

Requests 
Numbers 

Request time User preferences Privilege 

- Morning Noon Night Price(܅ᇱ ൌ ) Time(܅ᇱ ൌ ) Reputation 
X(Reputation 
)=1 

0-99 S4, S2, S3 S4, S2, 
S3 

S4, S2, 
S3 

S2, S3, S1 S4, S2, S3 S3, S5, S4 

100-999 S4, S2, S3 S2, 
S3,S5 

S4, S2, 
S3 

S2, S3, S1 S4, S2, S3 S3, S5, S4 

1000-
9999 

S4, S2, S3 S2, 
S3,S5 

S2, 
S3,S5 

S2, S3, S1 S2, S3, S1 S3, S2, S1 

10000- S2, S3,S1 S2, 
S3,S1 

S2, 
S3,S1 

S2, S3,S1 S2, S3,S1 S3, S2, S1 

 
When request number is high, the result of the request small changes, and better 

meet the request with the user preferences. Fig.4 shows users‘ satisfaction with CSBR 
algorithm (10 is the top). 

 

Fig. 4. Users’ satisfaction with CSBR algorithm 

Using CSBR algorithm to recommend high-quality service can meet most users’ 
preferences strongly. 
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5 Conclusion 

Selecting the high quality of service to meet user preferences has become a key issue 
with the increasing interests in the servicing of similar functions. In this paper, this 
paper studies the basic theory of pervasive service recommendation, proposes the 
context based pervasive service recommendation algorithm to solve the problem of 
high-quality service selection. Firstly, using user-state-aware to analysis the user pre-
ferences, and map user preferences to service template, part of service template is 
from context, in service template, <service name, service time, keyword> is used to 
find service set (D) which meets user preference; <location, frequent periods, prices> 
defined as context, then using context combination to recommend services in D and 
user preference as a plus.  
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Pointing Hand Distinction by Improved HOG 
and Wavelet Multi-scale Transform 
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Abstract. In order to improve the accuracy of distinguish left hands and right 
ones from a single fixed camera, this paper proposes a new method to deal with 
it. The method is based on the combination of improved histograms of oriented 
gradient (HOG) and wavelet multi-scale transform (WMT). By using multi-
scale transform to extract the image edge information, the image global edge 
can be described well. HOG descriptor is improved to simplify the calculating 
procedure. We use it to extract the detail features of the image edge. Supported 
vector machine is used to classify left pointing hand, right pointing hand and 
negative one. Experiment result demonstrates that the proposal increases 23.1% 
in accuracy rate comparing with the performance of edge orientation histogram. 
Meanwhile, it is not only less time-consuming than that of HOG, but also has 
higher performance. 

Keywords: Wavelet multi-scale transform, pointing hand distinction. 

1 Introduction  

Pointing gesture is one of simpler and more effective model for Human Computer 
Interaction (HCI) among other computer vision gestures [1-4]. It draws much 
attention from the public. Before recognizing pointing gesture, the first step usually is 
to judge which person with which hand performs the pointing behavior. When the 
scene is with multiple persons, the two adjacent with pointing hand, one using left 
hand, the other using right one. The two hands are close. It is hard to judge which one 
is the wanted one. Judging which one uses left hand or right hand can mark the two 
different persons. Therefore, it is a feasible way to judge which person is the wanted 
one. Discriminating left hands or right hands is a key element to further study the 
pointing gesture characteristics. There are mainly two kinds of methods to solve this 
problem. One is based on image sharp of boundary contour. The other is based on 
image local textural features. The former includes spindle direction descriptor, 
curvature descriptor, and multiple contours [5]. Snidaro and Foresti [6] proposed fast 
Euler numbers for shortening the calculating time. Grundmann et al. [7] used shape 
context algorithm to recognize the spatial and temporal details of human body. Wang 
et al. [8] took wavelet descriptor to detect edge and it performed well. The latter 
covered Local Binary Pattern (LBP) descriptor, which was used for texture 
classification by Guo et al. [9]. Histograms of oriented gradient (HOG) descriptor 
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proposed by Dalal and Triggs [10], concerns about the local detail features of an 
image. It works as making statistics of gradient intensity of image local areas. 
However, it cannot wholly describe global edge features of an image very well. 

To extract image edge information as soon as possible, we propose a method that 
combines with the image global features and local features. The HOG descriptor is 
improved to extract image local features and it is less time-consuming than the 
original one proposed in [10]. Besides, Wavelet Multi-scale Transform (WMT) is 
used to describe image global edge and edge orientation histogram (EOH) is taken as 
presentation of global information of an image. The experimental result approves that 
the proposed algorithm can improve sharply the accuracy rate comparing with that of 
EOH. Besides, the time-consuming is less than that of HOG algorithm while the 
performance is higher. The organization of the rest paper is as follows .In the 
following section, extraction of hand region is discussed. Edge Orientation Histogram 
with wavelet multi-scale transform and improved HOG are described in section 3 and 
4, respectively. Section 5 shows the experimental results and the analysis. Conclusion 
section is followed. 

2 Extraction of Hand Region 

The first process of the task about pointing gesture is how to extract hand region [11]. 
Therefore, it is necessary to extract the whole hand region as soon as possible. The 
developed approach is based on the skin color segmentation and motion history image 
detection [12]. Motion information is used to update the motion history image. It can 
be described as below. Image plane is divided into 360 degree. When the pointing 
hand rises up, the angle of its motion is limited between angel A1 and A2. If the 
difference of current time label and the older one is larger than threshold Md, the 
motion history image will be updated. As pointing gesture happens, pointing arm 
moves upwards at a certain rate. We can make statistics of numbers of the 
accumulation motion frames in a video sequence and judge the area of pointing arm. 
Then, skin color detection [13] is used to extract the hand region from the detected 
areas. Fig. 1 shows the images of the procedure. 

 

Fig. 1. Extraction of hand region. Original one, motion history image, skin color based binary 
image of hand, hand region extracted based on skin color and motion history image from left to 
right and form top to bottom, respectively. 
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3 Edge Orientation Histogram 

Wavelet transform can be used to describe the image edge efficiently [14-15]. The 
smaller descriptor scale is, the better it can locate the edge. But it is more sensitive to 
noise. The larger scale descriptor locates the edge worse while it can better suppress 
noise. The WMT is taken consideration into extracting image edge. In this paper, we 
use the WMT proposed in [16] to extract the edge gradient information and to make 
statistics of histograms of edge gradient. The images are performed wavelet 
decomposition by scale N-1. We can get a CL as the low-frequency component and 
DL

1, DL
2

, DL
3, each stands for the sub components of high-frequency in vertical 

direction, horizontal direction and diagonal direction. The 2-D wavelet transformation 
definition is: 

= dxdyyxyxfbbaW
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where symbol a stands for scaling factor, reflecting the width of the base function. bx , 
by mean the shift value of the two dimensions, respectively.  

The WMT is used to extract edges in three different directions including 
horizontal, vertical and diagonal directions. After we get the three different directions 
edge information, combine them together to get an overfull edge one. The figures are 
shown in Fig. 2.  

 
Fig. 2. Extraction of edges based on the WMT. Original image, edge image of vertical 
components, edge image of horizontal components, edge image of diagonal components, 
combination of the three components from left to right, respectively. 

4 Improved HOG 

HOG operator that makes statistics of gradient orientation and magnitude of local 
areas of an image is a kind of local descriptor which is similar to scale invariant 
feature transformation (SIFT) [17]. It can present local features of an image very well 
[18]. However, the calculation procedure is complicated and the running time can 
hardly satisfy real time demand. To overcome the drawback, it is necessary to 
simplify the calculation procedure. An improved method is presented that the gradient 
integral image [19] is used to replace the blocks’ further divisions. 
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Firstly, calculate gradient orientation and magnitude of each pixel in an image. 
Expressions are as follows. 

),()1,0,1(),( yxIyxGx ⊗−=  (3)

),()1,0,1(),( yxIyxG T
y ⊗−=  (4)

22 ),(),(),( yxGyxGyxG yx +=  (5)
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where Gx(x,y), G y(x,y), G(x,y),θ (x,y) is horizontal gradient, vertical gradient, total 

gradient and gradient orientation, respectively, ⊗ is convolution operator, T stands 
for transpose operator. 

Secondly, count the histograms of image blocks. An image is divided into several 
blocks. The range of gradient is set into k bins. We directly accumulate each gradient 

value with corresponding magnitude value as follows.
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where G(x, y) is the gradient with orientation and magnitude, f(B, k) is the normalized 
HOG feature of block which could eliminate the effects of various lights. 

The improved HOG in hand region is shown in Fig. 3. 

 

Fig. 3. Improved HOG in hand region. Original image of hand with a sample region in gray, 
improved HOG in the example region of the hand, the whole example region features of 
improved HOG from left to right, respectively. 
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5 Experimental Results and Analysis 

The experiments are executed on a PC with 2 GB memory, 2.60 GHz CPU. The code 
is programmed in C++ with OpenCV under MS VS2010. At the section 4, k is set as 
36, B as 16. The block stride is 8. Collect samples of left hands, right hands and 
negative ones using the single fixed camera off-line. SVM is implemented for training 
and classification. 1200 images left hands, 1200 right hands, and 1600 no-pointing 
ones are collected separately. Some examples are given in Fig. 4. They are 
normalized into size of 48×48 pixels. The proposal algorithm is executed and 1400 
features are extracted in each one. We compare the time those kinds of algorithms 
taken. In Table 1, 1000 features, 900 features, 35-80 features are extracted as EOH, 
HOG, and SIFT, respectively. 

Table 1. Performances of different feature descriptors 

Performances                                 methods 
     EOH[15]     HOG [10]   SIFT[18]  Proposal 

Left Hands division rate (%)    72.04         98.18       99.32      98.42 
Right Hands division rate (%)   75.38         98.52       98.89      99.05 
Time Consuming (ms)          16            17         156        13 

 
720 images of each type samples are used for training. We use the left 480 ones for 

prediction in the test set. Table 1 shows that the performance comparisons of the four 
methods investigated. One can notice that the developed method outperforms the 
others by comparisons. The main reason is that it takes both global features and local 
features into considerations.  

 

Fig. 4. Some samples collected. Left hand samples, right hand samples and some non-pointing 
samples from left to right, respectively. 

6 Conclusions 

A novel method to distinguish pointing left or right hand is proposed. It implements 
improved HOG and EOH based on the WMT. Motion history image and skin color 
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segmentation are used to extract hand regions at first. Combine the improved HOG 
descriptor and EOH descriptor to extract the hand image edge information based on 
the WMT. The experimental results demonstrate that the proposal can effectively and 
accurately distinguish left hands or right hands. The developed approach can be used 
in other applications such as pedestrian detection, object distinction, and so on.  

Acknowledgements. This work in part is supported by the National Natural Science 
Foundation of China (Grant No. 11176016, 60872117, 61001162). 

References 

1. Nickel, K., Stiefelhagen, R.: Visual Recognition of Pointing Gestures for Human-robot 
Interaction. J. Image Vis. Comput. 25, 1875–1884 (2007) 

2. Jaimes, A., Sebe, N.: Multimodal Human–computer Interaction: A Survey. J. Comput. Vis. 
Image Understand. 108, 116–134 (2007) 

3. Sebe, N., Cohen, I., Gevers, T., Huang, T.S.: Emotion Recognition Based on Joint Visual 
and Audio Cues. In: 18th International Conference on Pattern Recognition, pp. 1136–1139. 
IEEE Press, New York (2006) 

4. Zeng, Z.H., Tu, J.L., Liu, M., Huang, T.S., Pianfetti, B., Roth, D., Levinson, S.: Audio-
visual Affect Recognition. IEEE Trans. Multimedia 9, 424–428 (2007) 

5. Lankton, S., Tannenbaum, A.: Localizing Region-based Active Contours. IEEE Trans. 
Image Process. 17, 2029–2039 (2008) 

6. Snidaro, L., Foresti, G.L.: Real-time Thresholding with Euler Numbers. J. Pattern Recogn. 
Lett. 24, 1533–1544 (2003) 

7. Grundmann, M., Meier, F., Essa, I.: 3D Shape Context and Distance Transform for Action 
Recognition. In: 19th International Conference on Pattern Recognition, pp. 1–4. IEEE 
Press, New York (2008) 

8. Wang, K.C.P., Li, Q., Gong, W.G.: Wavelet-based Pavement Distress Image Edge 
Detection with À Trous Algorithm. Transportation Research Board 2024, 73–81 (2008) 

9. Guo, Z.H., Zhang, L., Zhang, D.: A Completed Modeling of Local Binary Pattern Operator 
for Texture Classification. J. Image Process. 19, 1657–1663 (2010) 

10. Dalal, N., Triggs, B.: Histograms of Oriented Gradients for Human Detection. In: IEEE 
Conf. Comput. Vis. Pattern Recogn., pp. 886–893. IEEE Computer Society, Los Alamitos 
(2005) 

11. Lee, J., Lee, Y.J., Lee, E., Hong, S.H.: Hand Region Extraction and Gesture Recognition 
from Video Stream with complex Background through Entropy Analysis. In: 26th Annual 
International Conference of the IEEE EMBS, pp. 1513–1516. IEEE Press, New York 
(2004) 

12. Meng, H.Y., Pears, N., Freeman, M., Bailey, C.: Motion History Histograms for Human 
Action Recognition. In: Book of Embedded Computer Vision, Part 2, pp. 163–176 (2009) 

13. Kakumanu, P., Makrogiannis, S., Bourbakis, N.: A survey of Skin-color Modeling and 
Detection Methods. J. Pattern Recogn. 40, 1106–1122 (2007) 

14. Levi, K., Weiss, Y.: Learning object Detection from A Small Number of Examples: the 
Importance of Good Features. In: Int. Conf. Comput. Vis. Pattern Recogn., pp. 53–60. 
IEEE Computer Society, Los Alamitos (2004) 

15. Xu, X.W., Ashizawa, K., MacMahon, H., Doi, K.: Analysis of Image Features of 
Histograms of Edge Gradient for False Positive Reduction in lung Nodule Detection in 
Chest Radiographs. In: SPIE, pp. 318–326. IEEE Press, New York (1998) 



 Pointing Hand Distinction by Improved HOG and Wavelet Multi-scale Transform 431 

 

16. Guan, Y.P.: Multi-scale Transform based foreground Segmentation and Shadow 
Elimination. Open Signal Process. J. 1, 1–6 (2008) 

17. Lowe, D.G.: Distinctive image Features from Scale-invariant Keypoints. Int. J. Comput. 
Vis. 60, 91–110 (2004) 

18. Zhang, J.G., Marszalek, M., Lazebnik, S., Schmid, C.: Local Features and Kernels for 
Classification of Texture and Object Categories: A Comprehensive Study. In: Int. Conf. 
Comput. Vis. Pattern Recogn., pp. 13–20. IEEE Computer Society, Los Alamito (2006) 

19. Baia, J., Liua, X.B., Hua, B.L., Wanga, C.L.: Integration of Sparse Gradient Images for 
Speeding up Orientation Histogram Extraction. In: Int. Conf. Energy Systems and 
Electrical Power, pp. 5202–5207. IEEE Press, New York (2011) 



 

W. Zhang et al. (Eds.): IFTC 2012, CCIS 331, pp. 432–439, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Ontology–Based Personalized Service Discovery 
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Abstract. To resolve the shortages of current web services discovery algorithm, 
such as poor matching and difficult to meet personalized needs of users, this 
paper presents the personalized semantic web service discovery algorithm. 
Based on the OWL-S semantic web service theory, build personalized domain 
ontology, and according to its characteristics, to increase semantic factor by 
gradually, produced three semantic distance calculation methods. Based on this, 
we designed three personalized semantic web service discovery algorithms, and 
applied the Online Shopping Mall system. Experimental results show that the 
algorithm 3 can achieve better service discovery effects.  

Keywords: web service discovery, OWL-S, domain ontology, personalized. 

1 Background 

In recent years, Web services have been becomes a research hot spot in academia and 
industry, including the important problem of restricting the development of Web 
service application: how to find the needs of the user accurately and efficiently. The 
discovery of Semantic Web service is to study how to concept semantic level, parse-
and-match user needs and to provide the user the requirement description of Web 
services. UDDI is one of many developments and solutions that support Web services 
in one of the most watched. On the UDDI Web service discovery, it is through the 
UDDI service registrations on keyword that matches the information exactly, mainly 
on the ID or name of the service, or the service to match the limited values. But as a 
search engine, people appreciate UDDI Web services registry which brings 
convenient service, they are often plagued by the low precision for Web services at 
the same time. The main reason is that WEB service discovery based on keyword 
matching having the following shortcomings: (1) destination cannot accurately 
describe the required query; (2) cannot measure coincidence between candidates and 
query objects; (3) users of personalized information services required cannot be 
matched. 

Efficient and accurate service discovery and meeting the preference of the user has 
been one focus of our research. Our concepts by building domain ontology, 
preferences domain ontology, semantic similarity measure method of parameters 
provided contains personalized semantic search to solve these three problems. It can 
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provide a clear object of study for service discovery to describe Web services with 
Ontology, semantic similarity measure provide interoperability for comparing the 
candidate services and queries to a degree. The domain name of user preferences can 
solve users' personalized needs in the service discovery. 

2 Related Research 

According to which Web services finding and using keywords matching, leading to 
the problem that service precision recall ratio is not high, the IT industry has quite a 
few related research: the paper [1] put forward the semantic Web description 
language DAML describe, using the Prolog language for the reasoning language 
service discovery system, and the service discovery is based on the predefined service 
attributes ontology attribute value. Paper [2-5] using the OWL-S defines the semantic 
web services to create standard vocabulary, and its grammar and semantic are defined 
by OWL. But this method only pay attention to the service function of the semantic 
information, do not provide personalized web services discovery, which hard to meet 
the increasing demand of personalized service. 

To sum up, this paper puts forward the individuality of the semantic web service 
discovery algorithm. On basis of the OWL-S theory of service discovery, it removes  
the weak impact factor of P (premise condition) in the IOPE framework, establishes  
the personalized domain ontology, and adds it to the IOPE framework, thereby forming 
the IOEP framework. And according to the characters of personalized domain ontology, 
improved traditional semantic similarity method. Based on the above points, it 
established the personalized semantic web service discovery algorithm. 

3 Domain Ontology 

According to the different web services description, domain ontology in this paper are 
divided into four categories, respectively for input domain I, output domain O, the 
effect domain E, personalized domain P. According to the different conception of 
each kind of specific fields of application, it can be divided into several domain 
ontologies. Based on the OWL-S theory, each domain ontology describes the 
relationship by using tree structure, as shown in Figure 1. 

 

Fig. 1. The structure of domain ontology 
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Different with other three types of domain ontology, the hierarchy features of 
personalized domain ontology is not obvious, as the concept of personalized domain 
mostly parallel concept, shown in figure 2.Represent the different user preference 
information. The concept on the domain ontology through calculating the semantic 
distance between the two concepts, and translated into the semantic similarity to 
quantify the measure of the degree of similarity between the two concepts. 

 

Fig. 2. Personalized domain structure 

4 Improved Semantic Similarity Method 

Distance in the same ontology refers to the two different concepts exist between the 
inheritance relationship and binary relationship or the relationship of the shortest 
length chain of a kind of measure. This method is based on the idea of the concept of 
distance between semantic with two concepts in the hierarchical distance to quantify 
the geometric network, giving the corresponding weights to all the items of the tree. 
The easiest approach is to weight values to the directed edges weightୣୢୣ to 1. Disሺw୰, wୱሻ ൌ  weightୣୢୣ൫୵౨,୵౩൯  (1)

Simሺݓ, ௦ሻݓ ൌ 2 כ ሺL െ 1ሻ െ Disሺݓ, ௦ሻ2ݓ כ ሺL െ 1ሻ  (2)Disሺw୰, wୱሻ represents the semantic distance. It is equal to the shortest chain path 
between w୰ and wୱ. Simሺw୰, wୱሻ represents semantic similarity calculated by (1).L 
represents the maximum depth of the tree. 

Application of traditional semantic distance method to compute similarity in the 
third part of the domain ontology not only take no account of the depth of the concept 
of the hierarchical tree structure, but also take no account of the inheritance 
relationship between the concepts of binary relation. For the personalized ontology 
domain, obviously, the conceptual level width is not taken into account. This will 
inevitably lead to semantic confusion between the concepts. For example, in Figure 1, 
the similarity degree of w4 and w8 is inevitable of the degree of similarity of w2 and 
x4. But with the traditional algorithm, the result is the same. Although meet the 
principle of quantifiable, but in violation of comprehensiveness and regulatory 
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principles. This article will be based on the domain ontology characteristics to 
improve the traditional algorithm. 

4.1 The Depth Influence of Hierarchical Concept Tree 

When two nodes are in the path of the same length, the network structure of the 
domain ontology level is more close to the top, the semantic distance is more 
disparity. Otherwise, the closer ontology layer comes to the ontology layer and the 
description of the more specific, the smaller the semantic distance is and the more 
similar semantic is. Because in the concept hierarchy tree from the top to bottom, the 
upper node is relatively lower node sparse and the description of concept is rough. So 
to define the depth of a concept here in the tree is equal to the concept and the number 
of edges contained in the roots of the shortest path, namely the level where the 
concept is in. The concept nodes connected to the side of the weight is calculated as: ݐ݄݃݅݁ݓௗ ൌ 12ሺ௪ሻ  (3)

The deeper the concept in the level of the domain ontology tree is, the smaller the link 
to its side of the weight is. It means the similarity of the concept and its upper layer is 
greater. Formula (3) into equation (1) formed a new semantic distance calculation 
method. See formula (4): 

Simሺݓ, ௦ሻݓ ൌ 1 െ 12 כ  12ሺ௪ሻሺ௪ೝ,௪ೞሻ డ
 (4)

Where ∂ is the semantic similarity adjustment factor, the range is (0, 1). 

4.2 The Width Influence of Hierarchical Concept Tree 

Based on subjective judgment, the same level concept nodes, the more sibling nodes, and 
the description of the more specific, the closer the semantic distance is. For example, 
there are about 380 species of sharks in the world, the same layer of the concept of 
“Jaws”, “whale shark”, and “killer whale” should be small in semantic distance. While 
the essence of certain areas of the concept description is rough, relatively speaking, the 
semantic distance should be larger. Figure 2, the concept of semantic distance of w13 and 
w14 should be greater than the semantic distance of w8 and w9. So the concept of the 
classification of the level in detail should also be factors to be considered in the 
calculation of semantic distance. So, based on the improved of 4.1, we joined the impact 
of the hierarchical tree width to form a second side of the right formula: ݐ݄݃݅݁ݓௗ ൌ ሾ 12ሺ௪ሻ כ ሻሿଵଶݓሺ݀݅ݓ1  (5)

In which, widሺw୧ሻ said the number of the concept w୧ brothers concept, namely the 
width of the conceptual level. Similarly, taking (5) into equation (1), we get the 
second semantic similarity calculation method: 
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Simሺw୰, wୱሻ ൌ 1 െ 12 כ  ሺ 12Dሺ୵ሻ כ 1widሺw୧ሻሻଵଶሺ୵౨,୵౩ሻ ப
 (6)

4.3 The Edge Type Influence of Hierarchical Concept Tree 

Definition 1: ‘kind-of’ means that the concepts of the relationship between parent and 
child classes. The parent class contains all the properties and characteristics of sub-
class and sub-class has its own special attributes and characteristics. For example, in 
e-commerce systems, there are “electronic goods”, “books”, “household appliances” 
in the category goods, and formed a kind-of relationship with the concept of 
“commodity”.  

Definition 2: 'attribute-of' means that a concept is a member of another concept 
attribute .It is different from the inheritance relationship. The more property is 
included in the concept or class, such as the concept of ‘commodity color’, ‘red’, 
‘black’, ‘green’, and so on. 

We make type୩ denotes the kind-of relationshiptypeୟ, denotes attribute-of relations, 
under normal circumstances, the degree of similarity of the inheritance relationship 
between two concepts of the impact of the degree of similarity is greater than the 
impact of the binary relation of two concepts. Usually take 0 ൏ ୩݁ݕݐ ൏ typeୟ ൏ 1, 
and type୩  typeୟ ൌ 1. Under the influence of width, we get the third side of the 
weight of the formula: ݐ݄݃݅݁ݓௗ ൌ ሾ 12ሺ௪ሻ כ ሻݓሺ݀݅ݓ1 כ typeሺiሻሿଵଷ  (7)

Where type(i) express edge links two concepts, the value is type୩  or typeୟ . 
Similarly, we get a third semantic similarity calculation method: 

Simሺݓ, ௦ሻݓ ൌ 1 െ 12 כ  ሾ 12ሺ௪ሻ כ ሻݓሺ݀݅ݓ1 כ typeሺiሻሿଵଷሺ௪ೝ,௪ೞሻ డ
 (7)

5 Personalized Semantic Web Service Discovery Algorithm 

As mentioned above, the web service description contains four types of information: I 
(input field), O (output field), E (the effect of the domain), P (personalized domain). 
Each type of information is described by a set of concepts. Each concept is part of 
domain ontology. By the study of the fourth part, we obtained the third full account of 
the impact factors of semantic similarity calculation.  

Semantic web service discovery algorithms are mainly based on the semantic 
similarity calculation method. Combined with matrix calculated, it inquires the 
conditions and the matching of the web services description measure, which 
according to measure the matching degree that is sorting. 
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Assume that the concept of user input query: 

Input:   A1, A2, A2 
Output:  B1, B2 
Effect:   C1 
Personalized: D1, D2 

Then each service contains its own service description in Registry Center. Assume a 
service of the service description as follows: 

Input:  X1, X2, X3 
Output: Y1, Y2, Y3 
Effect: Z1 
Personalized: P1, P2 

First, to calculate the input conditions semantic similarity Sim_I of the concept of A1 
to X1, X2, X3 by using semantic similarity algorithm so that the results has been 
calculated, then do the same operation to A2, A3. We get the input field of the 
similarity matrix at this time as follows: ܵimሺA1, X1ሻ ܵ݅݉ሺ1ܣ, ܺ2ሻ ܵ݅݉ሺ1ܣ, ܺ3ሻܵ݅݉ሺ2ܣ, ܺ1ሻ ܵ݅݉ሺ2ܣ, ܺ2ሻ ܵ݅݉ሺ2ܣ, ܺ3ሻܵ݅݉ሺ3ܣ, ܺ1ሻ ܵ݅݉ሺ3ܣ, ܺ2ሻ ܵ݅݉ሺ3ܣ, ܺ3ሻ 

The use of matrix screening method for calculating the semantic similarity Sim_I 
input field, we should take the maximum of the similarity matrix elements each time 
into the set S, and remove the element where the rows and columns are in ,and do the 
same operation, until the similarity matrix does not exist, then set the mean of the 
elements of S . It is the similarity matrix generated in the input field. 

Respectively in the same way, we can see Sim_O on the output domain, Sim_E on 
the effect of domain, and Sim_P on the personalized domain. 

Finally, according to the difference in regulating of the semantic web, we get the 
formula of the personalized semantic web service discovery algorithm:  Sim୧ ൌ αSim_I  βSim_O  γSim_E  δSim_P  (7)

Among them, the matching of that query and the i-th candidate services is the real 
numbers between (0, 1). And that similar metrics in four categories to describe the 
information on the adjustable weights, usually equal to four parameters, namely web 
services similar to focus on the same metric in the four categories of description. 
Calculate and measure all the web services of the candidates, then sort to the similarity 
measure from the largest to smallest. The top row of web services will be the most one. 

6 Experiment 

In the web service-based online shopping mall system, we build 12 web services. 
Each web service description is divided into four categories, respectively are inputs, 
outputs, effects and personalization. Each category is a concept set, and each concept 
of in the set is belonging to particular domain ontology, their structures shown in 
Figure 1 and Figure 2. 
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The formula (4),(6) and (8) respectively used in the formula (9), formed of 
Algorithm 1, Algorithm 2 and Algorithm 3.These three algorithms are applied to web 
services-based Online Shopping Mall system. Set the value of the parameter α, β, γ, δ 
are 0.2, 0.2, 0.2, and 0.4.  The algorithms emphasized the great importance on the 
personalization conditions. Enter the four categories query conditions of "online mall" 
service. Use these three algorithms to calculate similarity degree of the query 
conditions and the 12 web services. Calculation results are in the table below. 

Table 1. Similarity of the query conditions and services 

Service name Algorithm 1 Algorithm 2 Algorithm 3 

S1: online shop  0.923 0.940 0.913 

S2: mall shopping 0.930 0.952 0.982 

S3: Promotion Services 0.942 0.924 0.859 

S4: Ticket Booking 0.828 0.808 0.782 

S5: recharge service 0.903 0.832 0.737 

S6: Price comparison  0.651 0.672 0.518 

S7: Order Search 0.569 0.557 0.499 

S8: Help service 0.743 0.647 0.317 

S9: Ad service 0.626 0.609 0.349 

S10: Account  management 0.433 0.419 0.284 

S11: Warehouse managemen 0.633 0.608 0.191 

S12: entertainment service 0.343 0.308 0.105 

 
From the table1, we can see that all the three algorithms can be calculated the S2 is 

the best result. But algorithm 1 and algorithm 2 cannot make a clear distinction 
between the services closer to the best result, such as S1, S3. They also cannot make a 
greater distinction for not-related services, such as S11, S12, etc. But the algorithm 3 
is not present these defects. From Figure 3, we can see more clearly. 

 

 

Fig. 3. Similarity calculated by algorithm3 
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7 Conclusion 

Based on OWL-S semantic web services discovery theory, this paper build 
personalized domain ontology. For the Characteristics of the personalized domain 
ontology, the authors have made improvements on the traditional semantic distance 
calculation method. Gradually increase take into account the factors such as depth, 
width and edge type of ontology tree, design a fully consider semantic similarity 
calculation method. And based on this method, we proposed the personalized 
semantic web service discovery algorithm. The advantages are: (1) Service discovery 
algorithm takes into account the personality factors in making the service discovery 
algorithm is able to recommend the services closer to the user preferences; (2) Fully 
consider the influencing factors of semantic, so, the Semantic similarity is very 
accurate; (3) Service similarity measure is more accurate to distinguish a clear 
similarity of the different services with the same query.  

This study is only a beginning, there are many issues to be studied further. 
Semantic web service discovery algorithm requires the user to input more 
information, although the calculated results are better, but the ease of use has to be 
raised. Next phase we will optimize the use processes of the algorithms to improve 
the application performance. 
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Abstract. In this paper, we propose a circle detection method based on the 
optimal parameter statistics (OPSCD). Our method employs fast median 
filtering based Canny edge detection algorithm (FMFCanny) to obtain edge 
information. In addition, real-time three points determination circle detection is 
implemented in FPGA circuit which takes use of the optimal parameters 
statistics. In this algorithm, the pipeline processing of FIFO and parallelize 
operation of registers in FPGA detects single circle in videos. Experimental 
results show that the proposed method is more accurate and robust than the 
previous algorithm. 

Keywords: embedded vision, circle detection, fast median filtering, FPGA. 

1 Introduction 

Geometry image detection has many applications in embedded vision. The circle 
detection has been widely used in the areas of product testing, biological information 
recognition, and integrated circuit boards online quality testing.  

As circle detection algorithm inevitably needs to get the edge information, edge 
detection results play a key role in the follow-up algorithm. Currently, Edge detection 
algorithm mainly includes the following four categories: (1)classical differential 
operator, such as Sobel operator and Prewitt operator; (2)optimal operator, such as 
LOG operator and Canny operator [1]; (3)methods based on local image function; 
(4)methods based on overall situation. Canny operator is considered as the best edge 
detection operator as it can obtain single pixel edge. But for the image composed of 
complex edges, false edges or missing edge information will appear. 

Hough transform is a traditional circle detection method introduced by Paul Hough 
in 1962 [2]. However, it has several shortcomings [3], such as large amount of 
calculation, high requirement for memory, and quantization interval constraints in 
parameter space. Since embedded vision system has strict requirement for real-time 
process, it is difficult to resolve the contradiction between algorithm complexity and 
detection performance. Additionally, the center of gravity method (CGM) [4] gets a 
circle’s information through calculating mean value of all edge points’ coordinates. 
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This method will introduce some errors, for the reason that CGM needs to traverse all 
edge points and some of them may not be on one circle. Chen et al. proposed a fast 
circle detection method [5], using three non collinear edge points’ algebraic relations 
to determine a circle, on the basis of [6]. However, Chen’s approach requires precise 
coordinates of the three reference points and this condition is hard to be satisfied. 

The remainder of this paper is organized as follows. Section 2 introduces the 
principle of the algorithm and gives a detailed description for their implementation in 
steps. Experiments are compared in Section 3. Section 4 presents the conclusion. 

2 The Proposed Algorithm 

2.1 Principle of the Proposed Algorithm 

Proposed algorithm consists of two parts in FPGA circuits as shown in Fig.1. The 
input signal is LVDS serial video signal. First, circle edge image is obtained via 
FMFCanny module. Then, circle optimal parameters of horizontal coordinate a, 
vertical coordinate b and circle’s radius square r2 are calculated through OPSCD 
module based on the input video and circle edge image.  

 

Fig. 1. The algorithm’s implementation FPGA architecture 

2.2 FMFCanny and Its Implementation in FPGA 

Canny edge detection is not good enough especially when the image has complex 
edges. We improve it in two aspects: (1) Use median filtering instead of Gaussian 
filtering to suppress grain noise in the image, while edge information is well 
preserved [7]. In addition, median filtering doesn’t need to set a parameter and it is 
more flexible [8]. (2) In non-maximum suppression, only when the reference point’s 
gradient value is greater than four neighboring points in the gradient direction, it can 
be viewed as edge point. The algorithm flow chart is shown in Fig.2. 

 

Fig. 2. Flow chart of FMFCanny 

1) Fast median filtering 
Bubbling method or dichotomy is widely used in sorting elements, while these 
methods are not conducive to the real-time implementation in FPGA and cannot 
reflect the parallel processing capabilities of FPGA. Thus, template of 3×3 is used to 
achieve fast parallel median filtering in this paper. Implementation of median filtering 
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process in FPGA needs to cache three lines of the image within three FIFOs to get 
median value of 9 pixels. In order to save resources in FPGA, we use only two FIFOs 
and one register to get the 3×3 pixel array as Fig.3 shown. 

 
Fig. 3. Schematic diagram of fast median filtering 

2) Enhanced non-maximum suppression 
Since it is time consuming and causes a waste of resources to computes inverse 
trigonometric functions in FPGA, we divide the gradient direction into eight regions 
in 360o. Take gradient direction at 0° to 45° and 180° to 225° for example. In order to 
suppress the false edge more effectively, the conditions to judge gradient’s maximum 
value need to be enhanced. The pixel will be treated as an edge point, when its G(x, y) 
is greater than G(x+1, y-1), G(x, y-1), G(x, y+1) and G(x-1, y+1). 

2.3 OPSCD and Its Implementation in FPGA 

Three points on a circle can determine the circle. Assume that the coordinates of the 
three points are (x1, y1), (x2, y2) and (x3, y3), the center’s horizontal and vertical 
coordinates of a, b and radius r, can be calculated by formula (1)(2)(3) [5]. 
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Statistical accumulation is presented to choose the largest number of calculated values 
as the optimal parameters instead of the average value. Fig.4 shows that circle 
detection algorithm based on optimal parameter statistics consists of three modules. 

 

Fig. 4. Circle detection algorithm based on optimal parameter statistics 

2
ir

2

 

Fig. 5. Key operation of optimal parameter statistics 

The optimal parameter statistices is the key module of our method. And we set up 
2048 RAMs, whose addresses represent the circle parameters. RAM address is 
initialized to 0, and accumulate when the same parameter detected. While negative 
pulse of horizontal sync signal appears, RAMs which have maximum accumulated 
values will output their addresses as horizontal coordinate a, vertical coordinate b, 
and radius r as the optimal parameters. The radius can be calculated by square root IP 
core to parameter r2. 

3 Experimental Results 

3.1 FPGA Based Embedded Vision Platform and Its Performance Parameters 

This hardware platform is an FPGA based embedded vision system as shown in Fig.6. 
The camera has resolution of 1300x1024 at 43MHz  pixel frequency and captures 
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real-time black and white video. VGA monitor displays in a frame frequency of 60Hz. 
HD LVDS video signal is captured by Altera DE2 FPGA platfrom through expansion 
board CLR_HSMC and Camera Link interface protocol. FPGA platform takes 
advantages of chip internal resources and greatly improves the overall system 
efficiency. It takes only 0.24 ns to calculate edge information and 17 ms to compute 
circle optimal parameters, which ensure the real-time processing. 

 

Fig. 6. FPGA based embedded visual platform 

3.2 Experimental Results of FMFCanny 

In order to have visual comparison between the two edge detection methods, we get 
simple circle images to do edge detection through method of [1] and proposed 
FMFCanny respectively, as shown in Fig.7. 

   

             (a)                          (b)                          (c) 

Fig. 7. (a) original image, (b) result of method [1], (c) result of FMFCanny 
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In Fig.7 (b), there is edge loss in vertical and horizontal directions. In comparison, 
the edge curve is more continuous and clear without edge loss in Fig.7 (c). According 
to the results, FMFCanny obtains more continuous and sharp edges, and the false 
edge is significantly reduced. Experiment results prove the accuracy of our method. 

3.3 Experimental Results of OPSCD 

Due to optimal parameter statistics, the algorithm gets good results in a simple 
background, without error caused by circle parameter accumulation and average 
operations. In order to have visual comparison between CGM [4] and proposed 
OPSCD, we provide experimental results of black/white circle detection under the 
white/black background, as shown in Fig.8. 

   

(a)                         (b)                          (c) 

   

(d)                          (e)                          (f) 

Fig. 8. (a)(d) original images, (b)(e) results of CGM, (c)(f) results of proposed OPSCD 

Experimental results shows OPSCD obtains more stable curves and fits the edge of 
the reference circle compared with CGM. In addition, Signal Tap II is used to record 
real-time circle parameters and verifies the robustness of the method. There are 20 
times computation records as Fig. 9 shown. 

According to the analysis of circle parameters, the error ranges of the three circle 
parameters (a, b, r2) in CGM are [0 0.59%], [0 0.95%], [0 2.24%], while in our 
proposed method the corresponding error ranges are [0 0.45%], [0 0.48%], [0 0.96%]. 
In Fig.9, Experimental results show that, the curves of our method have relative small 
fluctuation and distributed in the vicinity of the ground truth. 

 



446 X. Lu et al. 

 

 

(a) 

 

(b) 

 

(c) 

Fig. 9. Comparison between the two circle detection algorithm with actual values in 20 times 
computation record: (a)circle center’s horizontal coordinate, (b)circle center’s vertical 
coordinate, (c)circle’s radius square. Where ag, bg, rg

2 represents circle center’s horizontal 
coordinate, vertical coordinate and radius square in CGM, and ao, bo, ro

2 represents circle 
center’s horizontal coordinate, vertical coordinate and radius square in OPSCD. 
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4 Conclusion 

This article puts forward a FPGA based embedded vision platform, and proposes a 
circle detection algorithm based on optimal parameter statistics. The algorithm takes 
advantages of pipeline processing and parallel operations in FPGA, and implements 
real-time single circle detection algorithm. With the module of optimal parameter 
statistics, it reduces the computational complexity and ensures the accuracy and 
robustness of the circle detection. 
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Abstract. In this paper an embedded system based on TMS320DM642 DSP to 
implement face recognition in real environment is designed. An AdaBoost 
based face detection algorithm using Haar features is designed to detect the 
face. After an active face is detected, cubic interpolation is employed to scale 
the facial image to the predefined size, and histogram equalization will also be 
performed to enhance the contrast of the facial image. An embedded hidden 
Markov model with seven super states and total 36 embedded states is 
constructed to recognize the detected face. The hardware framework and 
software design are also illustrated in this paper, and experiments based on 
simulator and designed hardware platform are performed. The results show that 
the proposed system can achieve 83% recognition rate under normal lighting 
condition and meets the requirements of real environment applications. 

Keywords: face recognition, EHMM, AdaBoost, DM642. 

1 Introduction 

Over the last decade, human face recognition has received significant attention 
because it’s useful in varies applications, such as commercial, security and law 
applications. Notwithstanding the extensive research effort that has gone into 
computational face recognition algorithms, it still remains a difficult, unresolved 
problem in general, especially for real environment applications. 

Generally, the problem of machine recognition of faces can be formulated as 
follows: given still or video images of a scene, identify one or more persons in the 
scene using a stored database of faces [1]. The solution to the problem involves face 
detection, feature extraction and face recognition. In 2003, a review paper [1] gave a 
thorough survey of face recognition at that time. Usually there are two kinds of face 
recognition algorithms. One is appearance-based analysis using eigenface by principal 
component analysis (PCA) and fisherface by linear discriminant analysis (LDA) [2] 
or other combinations of features and classifiers. By using those linear analysis 
methods, the face vectors can be projected to the basis vectors and the dimension of 
the vector can be reduced greatly. Then the matching score between the test facial 
image and training images can be achieved by calculation the differences between 
their projection vectors. The higher the score, more similar these two facial images 
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are. The other one is statistical model-based recognition which is aimed at 
constructing a model of human face that can capture the facial variations. Model-
based approaches derive distance and relative position features from the placement of 
internal facial elements (eyes, nose). One effective model-based approach should be 
embedded hidden Markov model (EHMM) [3] which extends the hidden Markov 
model (HMM) to align a 2D image signal with spatial variations. In recent years, face 
recognition has advanced technically and some new algorithms are published. The 
representative one is face recognition via sparse representation [4], where a general 
classification algorithm for image-based face recognition is proposed based on a 
sparse representation computed by l1-minimization. Most of the presented algorithms 
were focused on still face recognition, and usually experiments were performed on 
some public face databases which consist of fine clipped faces. 

This paper pays more attention on video-based face recognition and system 
integration, where AdaBoost[5] based method is used to detect the face from the 
acquired video, EHMM based algorithm is used to training the face lib and recognize 
the detected face, and high performance digital signal processor TMS320DM642 
from Texas Instruments Incorporated is selected as implementation platform. 

The rest of this paper is organized as follows: In section II, the diagram of the 
designed face recognition system is presented and the related theories are introduced. 
Then, Section III illustrates the embedded hardware platform and software design of 
the system. In section IV we evaluate the proposed system with numerical 
experiments and the results are also presented. Section V concludes the paper. 

2 EHMM Based Face Recognition Algorithm 

This paper designed a video-based face recognition system which can be used in real 
environment, whose diagram is shown in Fig. 1. The input image is acquired from the 
video scene by a CCD camera or CMOS. Then a face detection algorithm is used to 
detect whether an active face is existed in the image.  After a face is detected, the 
task of scaling is to transform the detected face to uniform size. And then histogram 
equalization is performed to adjust the contrast of the facial image. Then the scaled 
and equalized facial image is input to the model training routine or face recognition 
routine.  For training routine 3 facial images of the same person are needed to train 
the model. The face recognition routine will give out the identified ID of the input 
face, and the confidence level of the recognition result will also be shown. Below, 
each module of the system will be introduced in detail.  

 

Fig. 1. Diagram of the proposed face recognition system 
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2.1 Face Detection Module 

The first step in any automatic face recognition systems is the detection of faces in 
images or video clip. Without accurate face location, noticeable degradation in 
recognition performance is observed.  However, face detection is a challenging task 
because of variability in scale, location, orientation (up-right, rotated), pose (frontal, 
profile), facial expression, occlusion, and lighting conditions [6]. Though there are 
many approaches to face detection reported, the AdaBoost based face detection 
algorithm proposed by Viola [7] is one of the most famous algorithms because of its 
rapid processing speed and high detection rates, which is adopted by this paper as the 
face detection algorithm. 

The flow chart of face detection module is shown in Fig. 2. For every acquired 
image, the integral image ii(x, y) for every location (x, y) within the detection region 
is calculated at first using equ. 1. 

 

Fig. 2. Flowchart of face detection module 
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Where i(x, y) is the grey level of the pixel (x, y) of the original image [7]. ii(x, y) can 
be calculated iteratively and is suitable for DSP implementation. 

After integral image is calculated, a sliding window across the x and y direction is 
used to divide the whole image into sub-windows. To be adaptive to different size of 
face, the input image is scanned by the sliding window at any scales.  50*50 pixels 
and 120*120 pixels are selected as the minimum and maximum size of the sliding 
widow respectively in this paper, which consists of 9 scales each with a factor of 1.1 
larger than the last. 

For each sub-window, a 22-stage cascaded classifier is used to decide whether a 
face is existed in this sub-window. Each stage consists of different numbers of weak 
classifiers each of which depends on a single Haar feature. As in [7], three kinds of 
Haar basis functions with base resolution of 20*20 pixels are used as the features. 
They are two-rectangle feature, three-rectangle feature and a four-rectangle feature. In 
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each stage, the Haar feature is evaluated according the calculated integral image ii(x, 

y). Then a weak classifier ( )θ,,, fxh kj  consisting of feature f and threshold θ for kth 

classifier of jth stage is performed. 
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Here x is a sub-window of the input image. The output of the jth stage Oj is decided by 
the sum of all results of the Kj classifiers of this stage. 
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Where Sj is the sum of stage j, Tj is the decision threshold for stage j. The output of 
“F” means the sub-window is a non-face region and will be rejected, and the output of 
“T” means the sub-window may contain a face and will pass to the next stage. Finally 
a merging algorithm is used to combine the overlapped sub-windows passed the last 
stage and output the face location of the input image. 

In order to reduce the computation complexity, only 3 and 16 classifiers are 
introduced in the first and second stage, which rejects the most non-face sub-
windows. With the increasing of the stage, more and more classifiers are introduced, 
and finally a strong classifier is achieved with high detection accuracy. Furthermore, 
in this paper AdaBoost algorithm [5] is used both to select the features and train the 
classifiers. 

2.2 Scaling and Equalization 

The detected face region usually has different size because of the variants of lens, 
focal length, target distance, and so on. Before input to the EHMM training and 
recognition module, scaling is performed to transform the detected face to uniform 
size. Generally, interpolation technique can be used to scale the image by fitting a 
continuous function to the known samples and evaluating the function at the desired 
locations. In order to avoid aliasing, an ideal low-pass filter must be used, which is 
represented as a sinc function with infinite length and isn’t realizable in practical 
application. So this paper selects a cubic low-pass filter [8] as the interpolation filter, 
whose impulse response hc(x) is shown in Fig. 3 and depicted in equ. 5. 
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Fig. 3. The cubic interpolation function 

Cubic interpolation uses up to four samples of an original signal to calculate the 
value of an interpolated sample. So it can yield satisfied results while keeping the 
computing complexity acceptable. 

After scaling, histogram equalization (HE) is used to the facial image to improve 
the quality of low contrast image [9]. The main idea of HE-based methods is to re-
assign the intensity values of pixels to make the intensity distribution uniform to 
utmost extent. In this paper, grey level between 0 and 255 is used to represent the 
intensity value of pixel. Let p(x) be the density function of intensity distribution of the 
original image, where x denotes the grey level of the image. So the HE formula is: 


=

∗=
x

i

ipy
0

255)(  (6)

Where y is the grey level of the output image. 
Fig. 4 gives out an example of scaling and HE. Fig. 4(a) is the original image 

selected from extended Yale face database B [10] and clipped to the size of 120*160 
pixels. The detected face has size of 62*77 pixels and is scaled to 88*112 pixels using 
cubic interpolation as shown in Fig. 4(b). Then HE is performed and the result is 
shown in Fig. 4(c), whose contrast is enhanced obviously. 

     
(a)                   (b)                    (c) 

Fig. 4. An example of scaling and HE 

2.3 Embedded Hidden Markov Model for Face Recognition 

In this paper, Hidden Markov Model (HMM) topology is used to represent the 2D 
facial image. Different from a fully connected 2D HMM, an embedded HMM 
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(EHMM) is adopted to reduce the model complexity [3, 11]. An EHMM consists of a 
set of super states sn (n = 1, …, N0, N0 is the number of super states) along with a set 

of embedded states sn,i (i = 1, …, nN1 , nN1  is the number of embedded states in 

super state sn). The super states model the facial image along vertical direction, while 
the embedded states model the facial image along the horizontal direction. No 
skipping is allowed between embedded states in different super states. The initial 

super state probability distribution is defined as { }
nsπ=Π0 , and the state transition 

matrix between the super states is defined as  { }
10 +

=
nnssaA . Each super state sn is 

itself a standard HMM defined by the parameter set ( )nnnn BA ,, 11Π=Λ , where  
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ins
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,1 π=Π is the initial state probability distribution of the embedded states, 
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n ObB ,=  is the probability distribution matrix of the observations, which are 

taken to be finite Gaussian mixtures of the form, 
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Where n
miw , is the mixture coefficient for the mth mixture in state i of super state n, 

and ( )n
mi

n
miyxON ,,, ,, Σμ  is a Gaussian density with a mean vector n

mi,μ and 

covariance matrix n
mi,Σ . yxO ,  is the sequence of observation vectors blocked with 

spatial indices (x, y). 
The structure of the EHMM used for face recognition is illustrated in Fig. 5. From 

top-to-bottom, there are 7 super states characterizing forehead, eyebrow, eyes, nose, 
upper lip, mouth and jaw. Unlike in [3] and [11], a super state for eyebrow is 
introduced for its importance in face recognition [12]. Also a super state for upper lib 
is introduced to model the mustache’s effect. For every super state, there are 3 or 6 
embedded states, so total are 36 embedded states considered. And each embedded 
state has 3 mixtures of Gaussian distributions. The observation sequence is formed 
from facial image blocks that are extracted by scanning the image from left-to-right 
and top-to-bottom. The block size is 12*12 pixels and adjacent blocks overlap in the 
vertical and horizontal direction with 10 pixels. The extracted block is DCT 
transformed and the DCT coefficients are re-arranged in Zig-Zag form. Then the 
observation vector is formed using the first 9 re-arranged coefficients. 

3 Embedded Face Recognition System 

For embedded system, hardware and software usually should be joint-designed to 
achieve optimum performance while considering the cost at the same time. For the 
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proposed embedded face recognition system, digital signal processor (DSP) is 
selected as the main processor for its powerful computing capability. The data flow 
path should be assured by the hardware. And the functionality should be fulfilled by 
the software in an efficient way. 

 

Fig. 5. EHMM representation for facial images 

3.1 Hardware Platform Design 

Fig. 6 gives out the diagram of the designed hardware platform. The whole platform 
consists of analog video interface, DSP module, memory module, time-logic control 
module, communication interface, and power clock module. 

 

Fig. 6. Diagram of designed hardware system 

Analog video interface provides the connection between analog video and digital 
video through video decoder and video encoder. Two RCA connectors are supplied to 
input the analog video from a CCD camera and output analog video to a LCD screen. 
Composite video is selected both for input and output. The video decoder 
TVP5150AM1 manufactured by TI company converts NTSC, PAL or SECAM video 
signals into 8-bit YCbCr 4:2:2 component video which input to DSP for further 
processing. And the video encoder ADV7391 manufactured by Analog Device 
company receives the 8-bit YCbCr 4:2:2 video from DSP and converts them into 
composite analog video. 
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Digital signal processor TMS320DM642 from TI is selected as control and 
computing core for the system. It connects with TVP5150AM1 and ADV7391 
through its VPORT interfaces. The acquired digital video is copied to the memory by 
DMA and processed by the software. 

The platform supports three memory spaces. They are SDRAM space, FLASH 
space, CPLD and UART space. SDRAM space contains 32M bytes with data bus 
width of 64 bits which consists of two 4M*32bit SDRAM chip. A 4M*8bit NOR 
FLASH is used in this platform to store the booting code and application program. 
The third space is for CPLD registers and UART communication, which is also 
allocated in the asynchronous memory space of DM642 as FLASH but with different 
address space. 

CPLD is in charge of timing, logic control, data buffering, and so on. Eight control 
and status registers are implemented in the CPLD to extend the system function. Also 
the UART communication is under the control of CPLD. A standard DB9 male 
connector is adopted for UART interface. And the maximum supported baud rate is 
115.2k. 

The system accepts 5V DC as power supply. And 3 DC-DC voltage regulators are 
used to generate 3.3V, 1.8V, and 1.4V power sources for different parts. 

3.2 Software Design 

Structured programming technique is employed in this system. Different functionality 
is packaged in a module and called by the main routine. A state machine is designed 
to drive the whole system, which is excited by the event. Four events are employed in 
the system, including video input, video output, command receiving, and error event. 
The flags of these events are set by the corresponding interrupt service routines and 
checked by the main routine. When a flag is set, its processing routine will be called 
by the main routine and the flag will also be cleared. Fig. 7 gives out the flow chart of 
the main routine. 

After booting from FLASH memory, the main routine initializes the system at first, 
including hardware initialization and software initialization. The DMA, CACHE, 
VPORT and other hardware modules will be set to the predefined state during 
hardware initialization. During software initialization, the lib will be loaded from 
FLASH memory, the data structures will be initialized, and the state machine will be 
reset. After initialization, the face detection will be performed on the received video. 
Then different modules will be called according to the state, which are face 
recognition module (FACE_REC), face acquisition and face model training 
(ACQ_TRAIN), and idle operation (IDLE). After that, the command from host 
through UART will be analyzed and processed. If “Stop” command is received, then 
the main routine will clear the environment and quit, else it will return to face 
detection module and execute repetitively. 
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Fig. 7. Flowchart of system software 

4 Experiments and Analysis 

In this paper, two kinds of experiments are performed to evaluate the system 
performance. One is based on simulator in CCS, which is an integrated development 
environment provided by TI,  and the other is based on the designed board. 

When in simulator mode, the extended Yale face database B is used to test the 
recognition performance. Nineteen images of each target in the database are selected, 
whose light source directions with respect to the camera axis are between -25 to 25 
degrees azimuth ( -25≤A≤25) and -25 to 25 degrees elevation ( -25≤E≤25). Among 
these 19 images, three images with light source directions of (A=0, E=0), (A= -10, 
E=0), and (A=10, E=0) are selected to train the EHMM model, and the remained 16 
images are used to test the performance. The experiments results show that the 
recognition rate can be up to 96.6% under such lighting condition. Furthermore, when 
the light source directions are limited between -10≤A≤10 and -10≤E≤10, the 
recognition rate can be 100%. 

The memory requirements and computing complexity are also evaluated, and the 
results are shown in Table 1 and Table 2. From Table 1, we can see that total memory 
requirements are (0x1eafcc+0x8ee8*N) bytes, where N is the number of persons 
allowed by the system, which is limited by the size of FLASH memory. Table 2 
shows that running one time of face detection needs about 30M cycles when the 
detection region is set to 120*160 pixels. So on the DM642 running in 600MHz clock 
rate, about 20 frames per second can be performed. The complexity of face 
recognition is 31.4M cycles, which means for a lib containing 50 persons, only less 
than 3 seconds are needed to give out the recognition result, which meets the 
requirement of real environment applications. 



 Design and Implementation of an Embedded Face Recognition System on DM642 457 

 

The performance of the whole system is also evaluated in the lab. The results show 
that the average recognition rate can be up to 83% under normal lighting condition. 

Table 1. Memory requirements 

Content Memory(Bytes) Content Memory(Bytes) 
Program 0x16e20 Haar lib 0x440e8 
Stack 0x2000 EHMM  0x1b68*N 
Heap 0x140400 Face lib 0x7380*N 
Table  0x1dc4 i/o buffer 0x4bf00 

Table 2. Computing complexity 

Module Cycles 
Face detection 29.33M 
Face recognition 31.40M 

5 Conclusion 

In this paper, a DSP based face recognition system is proposed, which consists of 
video acquisition, video display, face detection, size scaling and histogram 
equalization, model training, and face recognition. The system accepts NTSC, PAL, 
SECAM analog video or digital video as input, and recognizes the detected face under 
the control of the host through UART interface. An EHMM with 7 super states and 
total 36 embedded states is constructed for face recognition, which can model the 
human face efficiently. The hardware platform is designed and implemented. Lots of 
optimizations are performed on software programming and transplanting. Finally 
variants experiments are carried out to evaluate the performance of the designed 
system. For extended Yale face database B, 96.6% recognition rate is achieved when 
the light source direction are limited between ±25 degrees. For real environment, the 
designed system can achieve up to 83% recognition rate under normal lighting 
condition, and the recognition time is less than 3 seconds with a lib of 50 persons. 
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A Local Stereo Matching Algorithm 
Based on Region Growing  
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Abstract. Stereo matching is an important part in stereo vision. For traditional 
matching algorithm having difficulties to satisfy both accuracy and speed, a 
novel local stereo matching algorithm is presented in this paper. Firstly, an 
initial disparity estimation is obtained by using dynamic window of region 
growing algorithm based on color constraint for matching. On the other side, a 
simple but efficient way is proposed to further improve matching accuracy 
without adding additional computational work. Experimental results show that 
the algorithm we presented can not only get a more accurate disparity map at 
repetitive areas and depth discontinuities but also meet the need of real-time.  

Keywords: color similarity, stereo matching, region connectivity, real-time. 

1 Introduction 

Stereo matching which gets disparity information from a scene of two images is one 
of the important problems in stereo vision, it is widely used in many important areas 
such as robotics, three dimension space object track and model reconstruction [1]. 

Stereo matching is a major technical method which gets depth information from 
different view images. Stereo matching algorithm can be categorized into local stereo 
matching algorithm and global stereo matching algorithm according to different 
optimal methods. Global matching algorithm including belief propagation, dynamic 
programming, graph-cut, is too complex to meet the real needs despite of high 
precision [5]. 

Local stereo matching algorithm is to find corresponding pixels from two or more 
images. The size and shape of support window is crucial and difficult to choose since 
it implies all pixels in a support window are having the similar depth in a scene. The 
size should be large enough to gain enough intensity variation in order to avoid the 
image ambiguity. However, it should also be small enough to include only pixels of 
similar disparities to avoid “foreground-fattening” which is caused at depth 
discontinuities [6]. In order to assign an appropriate window for each pixel, we hope 
the support window could include all the pixels that have similar disparities of center 
pixel and eliminate those pixels of   different disparities. To this end, many methods 
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have been proposed. Kanade and Okutomi [7] proposed an adaptive window method 
by computing the local variation of intensity and disparity, which is sensitive to initial 
disparity estimate and computationally expensive. Fusiello [8] designed nine different 
types of windows for each pixel, and retained the disparity with the smallest matching 
cost. However, due to its limited windows types, it couldn’t represent all the shapes of 
the windows. YOON [9] proposed an adaptive-weight matching algorithm by 
assigning different support weights based on color similarity and space distance for 
each pixel to realize adaptive “segmentation”, Though this approach gets a good 
result, it is time consuming and can’t be used in real-time system. Based on what we 
have talked above, we proposed a novel stereo matching method based on color. Our 
algorithm can divide into two steps: initial disparity estimate and disparity refinement. 
Firstly, a dynamic shape and sizes of windows based on region connectivity is 
presented to improve matching accuracy, Secondly, we proposed a simple but 
efficient way to improve our algorithm accuracy from initial disparity map based on 
color information without adding additional computational work. 

2 Proposed Algorithm 

For traditional matching algorithm having difficulties to meet both accuracy and 
speed, a region growing algorithm which improved weight factor by using region 
connectivity and color similarity is presented firstly, then a simple but effective 
method is proposed for further refinement by using the results of color similarity. 

2.1 Region Growing Algorithm 

In order to improve the matching accuracy of repetitive area and depth discontinuities, 
a region growing algorithm is introduced. By using this method we can separate the 
pixels near to center pixel but not in a region from the center one, and count the 
number of the pixels which is satisfied to further improve the matching result. 

Algorithm [9] thought support weight has close relationship with color similarity 
and geometric proximity, pixels with similar color and short distance of center pixel 
would be given high weight. As shown in Fig.1, let’s consider weight effect of pixel b 
and c to pixel a separately. Fig.1(a) is original image. (b) is support-weight map using 
algorithm [9]. (c) is weight map of ours, w(a,b) is high due to pixel a having similar 
color and short distance with pixel b. High support weight is also given to pixel c 
because of similar color and short distance to pixel a. However, pixel c and pixel a are 
in different depth, in other words, they are not in the same region, according to 
support weight algorithm [9], they would be given high weight wrongly, see Fig.1(b), 
support weight of pixel c is bright. If we use region growing method, pixel c couldn’t 
be grown anymore, so we can easily separate pixel c from pixel a by setting color 
threshold beforehand, see Fig.1(c), support weight of pixel c is dark. Our method 
focuses on pixels with similar color and proximity but different regions, so it can 
effectively improve the matching accuracy of repetitive area and some depth 
discontinues area. To verify the validity of our algorithm, we will give a comparison 
in experiment section. 
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(a)                      (b)                       (c) 

Fig. 1. The support window of Middlebury images. Pixel a is in the center of support window, 
Fig. 1(a) is original image. Fig. 1 (b) is support-weight map using algorithm [9], Fig. 1 (c) is 
weight map considering of region connectivity. 

Based on the above idea, we propose a stereo matching algorithm of dynamic 
window based on region growing. We finally get the matching algorithm by using 
eight neighboring growth which is based on region seed growing method of certain 
color restraint. 

First we construct a support window for every matching pixel which is the center 
of the window. After region growing, those pixels satisfied are gathered together and 
grown as a whole, and finally they formed a dynamic window of different sizes and 
shapes based on color similarity. 

The first step of region growing is choosing initial seed, we assume that the pixel 
which is in the center of the support window is initial seed and compute the distance 
between the selected seeding pixel and the candidate pixel which is selected on the 
basis of eight neighborhood connectivity. Here the distance we talked about is 
calculated in RGB space. The expression is as following:  

2 2 2( , ) ( ) ( ) ( )p c p c p cd p c r r g g b b= − + − + −  (1)

where p is a candidate point, c is the seed point. pr pg
pb is the RGB channel of p. 

After comparing the result and given threshold, candidate pixel which is no more 
than threshold is grown until end. 

2.2 Initial Disparity Estimation 

After we get the regions which is based on seed growing we talked above, we count 
the number of pixels in these regions, and mark it as M. We all know the simple way 
of computing matching cost is AD, which is to calculate the absolute intensity 
difference of corresponding pixel between the left and right image and choose the 
disparity value which has the minimum matching cost, it can be expressed as: 

( , ) ( , )L x y R x d y− +  (2)

As the regions we got are irregular in shape, when we calculate the matching cost, we 
count the number of region pixels, calculate the total intensity difference, and take the 
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average. By doing this way, we can effectively avoid “foreground-fattening” and 
obtain a more accurate disparity map at discontinuities and repetitive areas. We 
finally get the matching cost of the pixel(x,y) by the way of dividing the sum of 
absolute intensity difference of the pixels grown based on seed growing method and 
corresponding pixel in another image by M for average. It can be written as: 

( , )

1
( , , ) ( , ) ( , )

a b r

C x y d L x a y b R x a d y b
M ∈

= + + − + + +  (3)

where [ ]/ 2, / 2a w w∈ −
, [ ]/ 2, / 2b h h∈ −

. w, h are the width and height of support 

window, r is the regions of the pixels which is based on seed growing of support 
window. 

2.3 Disparity Adjustment 

After initial disparity estimation some mismatches would occur due to outlier. In this 
section we propose a disparity map adjustment method by assigning suitable disparity 
value to mismatches using region growing method we have talked above. We finally 
get disparity value of pixel P by updating the pixel most similar to P in the window 
W. We use the result of region growing, choosing the one which is in the same region 
of P as disparity of P. 

min ( , )p
q W

D d p q
∈

=  (4)

where P  is the center of window W , ( , )d p q is the same distance function like 
equation (1). 

The result shows this method can rebuild the edge and can get more accurate map 
without adding extra computation cost. 

3 Experiment Results and Analysis 

In order to verify the validity of our algorithm, we implement by using C language 
under a 1.83 GHz Intel Core 2 computer running with vista operating system. The 
tested images and ground truth map are all from Middlebury dataset [10], the size of a 
support window is 31*31, while in disparity adjustment we take the window size of 
15 instead in order to acquire accurate result of discontinuities. We also use command 
line and parallel processor to improve our operation. It took about 0.87 second for 
Tsukuba image, so it can meet the need of real-time basically. 

Middlebury university provide three parameters to evaluate their results. They 
represent the percentage of bad pixels of whose absolute disparity error is greater than 
1 in different areas. There are: non-occluded(nonocc), the whole(all), depth 
discontinuities(disc), as shown in table 1, our method is much better than others in 
these regions, the proposed method have lower rate in both disc and nonocc than any 
other method. This is coincide with what we have analyzed above, and verify the 
validity of ours. 
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We also compare it with algorithm only based on color distance, take Tsukuba image 
for example, from Fig 3 (a) (b) we can see that because of region growing method, we 
greatly reduce the mismatches at the top left of the bookshelf(see Fig 3,white areas at the 
top left), at the same time, the disparity map becomes much sharper at the discontinuities 
of face and table. It demonstrates that our algorithm can avoid “foreground-fattening” 
clearly and is much more sharper in repetitive regions and depth discontinues. 
 

 

 

                                  

               

(a) reference image 
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(b) groundtruth map 

 

                 

 

                    

                                                      

 
(c)  proposed algorithm 

Fig. 2. The results of standard image Tsukuba, Venus, Teddy, Cones 

 

 

 

                                              

 

 

 

    (a) algorithm based on color distance only                   (b) our algorithm                       

Fig. 3. Different methods of Tsukuba image processing 
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Table 1. Comparison of the proposed algorithm and other algorithms 

 Trukuba Venus Teddy Cones 
   nonocc  all  disc nonocc  all  disc nonocc  all   disc nonocc  all  disc 

Our  algorithm 1.27  1.68  6.84 0.28  0.49  2.67 8.69  14.5  21.9 3.91  9.37  8.76 
ReliabilityDP[2] 1.36  3.39  7.25 2.35  3.48  12.2 9.82  16.9  19.5 12.9  19.9  19.7 
RealTimeBP[3] 1.49  3.40  7.87 0.77  1.90  9.00 8.72  13.2  17.2 4.61  11.6  12.4 
Fast bilateral[4] 2.36  2.80  10.4 0.34  0.92  4.55 9.83  15.3  20.3 3.10  9.31  8.59 
SSD+MF[11] 5.23  7.07  24.1 3.74  5.16  11.9 16.5  24.8  32.9 10.6  19.8  26.3 

4 Conclusion 

In this paper, we propose a novel real-time local stereo matching algorithm. We use 
region growing method to improve the matching accuracy and propose a simple but 
efficient way to further improve accuracy from initial disparity map based on color 
information without adding additional computational work. We also use command 
line and parallel processor to improve our operation. Experiments show the algorithm 
we presented can not only get a more accurate disparity map at repetitive areas as well 
as depth discontinuities but also meet the need of real-time.  
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Abstract. During 2D to 3D conversion, key-frame selection is a very important 
step as it can directly affect the visual quality of the 3D video. In this paper, a 
novel key-frame selection method for 2D-to-3D conversion is presented to get 
fewer errors and much better photorealistic perception. Firstly, the occlusion 
areas between two consecutive frames are detected and SURF-feature points of 
the frames are extracted. Secondly, the ratio of feature points to the 
correspondence is calculated, which is used to select the key-frame candidates. 
Finally, camera projection matrix in the projective space is computed for every 
key-frame candidate, and the key-frame candidate that has the least re-
projection error is selected as the key-frame. Experimental results show that the 
propagated depth maps using the proposed method have fewer errors, which is 
beneficial to generate high quality stereoscopic video. 

Keywords: 2D-to-3D Conversion, Key-Frame Selection, Depth Propagation.  

1 Introduction 

At present, the semi-automatic 2D-to-3D conversion is becoming more and more 
popular in 3D content production due to its advantage over balancing the tradeoff 
between manual cost and virtual effect [1-4]. However, there are some challenging 
issues that determine the quality of the converted 3D video, among which key-frame 
selection is the most critical one. In the 2D-to-3D conversion of [1] and [5], key-
frames are selected at the fixed temporal interval. However, temporal distance is not 
the only factor, which determines depth propagation error and 3D video quality. 
There are some other potential factors, such as the occlusion, the location, the total 
number of key-frames, etc. Nistér selected the key-frames according to the sharpness 
of frames [6]. The sharpness of a frame, however, is sensitive to its resolution, and the 
more sharpness is demanded, the more useless frames may be selected. Gibson 
selected the key-frames taking account of the error that is calculated from the 
fundamental matrix and the 2D projective transformation matrix [7]. However, it is a 
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time consuming work because of the use of iteration. Additionally, the fundamental 
matrix is very sensitive to noise. 

In this paper, a novel key-frames selection method is proposed by using the 
occlusion area, the correspondence ratio and the re-projection error. At first, the 
occlusion between two consecutive frames of the input 2D video is detected. The 
frame with large occlusion can not be selected as key-frame, which can lead the large 
depth error after propagation. Then, the first frame of the input 2D video is set as the 
first key-frame, and the correspondence ratio between the first frame and the each of 
the other frames is calculated. The frames, whose correspondence ratio locates in the 
specific range, are selected as the key-frame candidates. At last, the re-projection 
error of each key-frame candidate is calculated and the frame with the least re-
projection error will be selected as the key-frame. Fig. 1 shows the key-frames 
selection algorithm as we proposed. 

 

Fig. 1. The framework of the proposed key-frames selection method 

2 Key-Frame Selection 

2.1 Occlusion Detection 

The occlusion between two consecutive frames is an important factor which  
should be considered first of all. If there is larger occlusion between the key-frame 
and non-key-frame, the depth of non-key-frames propagated from the key-frames will 
have larger errors, and the 3D quality will be worse. In the proposed method, the 
occlusion between two consecutive frames is first detected by applying the stereo 
correspondence algorithm, and then the accumulative occlusion is calculated as the 
following [8].  
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where )(iOc  is the occlusion area of i th frame, n  is the number of frames, which 

has been done occlusion detection, and )(kOa  is the accumulated occlusion area of 

the k  frames. If the accumulated occlusion area rises steeply, it means that the 
occlusion area of frames detected is large. In order to avoid large depth propagation 
error for large occlusion frames, the number of key-frames should be increased.  

2.2 Correspondence Calculation 

The ratio of feature point to the correspondence is one of the factors for key-frame 
selection. Let niiii ,...,,, 321  denote the n  frames of the input 2D video and 1i  is the 

first frame which is also taken as the first key-frame. The ratio of feature point to the 
correspondence of 1i  and ki  is calculated by opensurf algorithm, where ki  belongs 

to niiii ,...,,, 321 . The ratio of correspondence, cR , can be calculated: 

.,...,4,3,2,
1

nk
R

R
R k

c ==  (2)

where 1R  and kR  are the total number of feature points of 1i  and ki  respectively. 

cR  is used to select key-frame candidates. If cR  is too low, the accuracy of camera 

pose estimation and depth propagation between two frames will decrease so a key-
frame candidate should be added. However if too many key-frames are selected, there 
will be extra labor and time cost. Hence when cR  is between the upper and lower 

threshold 1T  and 2T , a key-frame candidate should be added. At the same time, 

when two thresholds are set, accumulative occlusion )(kOa  will also be taken into 

account to avoid large depth propagation error of non-key-frames.  

2.3 Re-projection Error Calculation 

After correspondence calculation, the re-projection error of key-frames candidates is 

calculated to determine the final key-frames. Let T
iiii ZYXD ),,(=  denotes the i -th 

point in 3D space, and T
iii yxd ),(=  is its corresponding pixel in the j -th frame of 

the 2D video, and the relationship between the two points can be presented as following: 

iji XPx =  (3)

where jP  is a 3×4 camera projection matrix and ][RtPj = . Here R  is a 3×3 

matrix, which denotes the rotation matrix and demonstrates the external parameters of 
camera, while t  is the translation matrix and demonstrates the internal parameters of 
camera. The re-projective error can be calculated as following: 
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where Num  is the number of feature points in the j -th frame. The camera 

projection matrix is created by the camera calibration algorithm proposed by Tsai in 
[9] as it has advantages on little iteration parameters, fast calculation and high level 
accuracy. According to (4), the key-frame candidates with minimum re-projective 
error are selected as the final key-frames. 

3 Experiment Results 

In our experiment, in order to verify the feasibility and reliability of the proposed 
algorithm, the selected key-frames are used in 2D-to-3D conversion. The quality of 
the generated 3D video can show the performance of the proposed algorithm. During 
2D-to-3D conversion, the method in [10] is used for depth assignment, the Shifted 
bilateral filtering (SBF) algorithm used in [1] and [11] is adopted for depth 
propagation and the post-processing method for 2D-to-3D conversion in [12] is used 
here. Mean Square Error (MSE) calculated between the Groudtruth depth and the 
propagated depth of non-key-frames is used to evaluate the performance of the key-
frame selection method. The results on the video of “Beergarden” are shown here. 
“Beergarden” is a benchmark video in 3D reconstruction with the resolution of 
1920*1080. It has 150 frames and each frame has the Groundtruth depth map.  

The curve of the accumulative occlusion area of the video “Beergarden” is shown 
in Fig. 2. It can be seen that the curve is much steeper between the 118th frame and the 
140th frame, which means that more key-frames should be selected during the two 
frames in order to decrease the depth propagation error. The MSE comparison 
between different methods is shown in Fig. 3 and Table 1. Seven key-frames are 
selected according to the uniform temporal interval-based method used in [1], and 
seven key-frames are also selected by the proposed method.  

It can be seen from Fig. 3 and Table 1, the MSE of the proposed key-frames selection 
method is lower than that of SBF. As shown in Fig. 2, the Cumulative occlusion curve is 
not steep between the 61st and 114th frames, but the MSE shown in Fig. 3 is large. It 
demonstrates that the distance between two consecutive key-frames is also an important 
factor. According to this analysis, an extra key-frame is interpolated between the 61st and 
114th frames, and lower MSE is obtained as shown in “□” in Fig. 3. In addition, it can be 
seen clearly from Table 1 that the average MSE decreases significantly. 

The experiment results demonstrate that the key-frames selection algorithm is better 
than temporal interval-based method in term of MSE. Though when one more key-frame 
is added, the MSE decreased greatly, it will add workload in the depth assignment. So in 
the practical application, the number of key-frame and MSE should a trade-off.  

Table 1. Comparison on average MSE of different key-frame selection methods 

Method Key-frames Average MSE 
SBF 1 25 50 75 100 125 150 31.0583 
Proposed Method 1 21 39 61 114 127 142 28.4057 
Proposed+Distance 1 21 39 61 87 114 127 142 25.6218 
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Fig. 2. The Cumulative occlusion curve of input 2D video “Beergarden”. The “o” and “□” 
represent the locations of key-frames selected by proposed method and the fixed temporal 
interval respectively. 

 

Fig. 3. The MSE comparison between different methods. Here the “·” demonstrates the MSE 
of SBF, the “+” represents the MSE of proposed method, and the “□” denotes the MSE of 
proposed method with consideration of distance between every two key-frames. 
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4 Conclusion 

A novel key-frames selection algorithm using for Semi-automatic 2D to 3D 
conversion is proposed in this paper. First, occlusion detection is performed, and 
corresponding ratio is used to select candidate key-frames. The frame with least R.E 
is selected as key-frame after re-projection error calculation. The experiments show 
that the proposed method has with better performance. However some issues remain 
to be further studied. For example, the relation between occlusion area and 
correspondence ratio can be studied to let cR  be self-adaptive.  
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Abstract. This paper establishes the model of multi-view stereo 
acquisition/display system and proposes the relational model between max 
stereo angle and number of views. Based on the simulation experiments, the 
relationship between max stereo angle and number of views can be analyzed 
qualitatively. Through the results of simulation experiments some 
characteristics of multi-view acquisition/display system can be found out. They 
can provide a theoretical basis for building and overall optimizing multi-view 
acquisition/display system.  

Keywords: multi-view acquisition/display system, max stereo angle, number of 
views.  

1 Introduction 

The technology of multi-view stereo display is becoming research focus in stereo 
display technology. Different from traditional 3D viewing, multi-view stereo display 
can provide stereo image with strong stereo perception and performance without any 
auxiliary (3D glasses). So，multi-view 3D display has been considered as the future 
direction of 3D display technology. 

Multi-view stereo display technology is not perfect and still in development. At 
home and abroad, some researchers are partial to expand the stereo angle by 
increasing views [1]. Some of them are partial to improve the efficiency of multi-view 
video coding (MVC) by using the correlation between different views[2], and some of 
them improve the efficiency of stereo perception with horizontal and vertical 
parallax[3]. All of them rarely consider improving system performance through 
mathematical modeling [4]. 

In response to these issues, firstly this paper establishes the model from shooting 
camera array to multi-view stereo display in Section 2. Then it proposes the relational 
model between max stereo angle and number of views in Section 3. Section 4 is the 
simulation experiments and through it the characteristics of relational model can be 
found out. Section 5 is the conclusion of this paper. 
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2 Model of Multi-view Stereo Acquisition/Display System 

In order to analyze multi-view stereo acquisition/display system qualitatively, the 
mathematic model of stereo system should be established. Multi-view stereo 
acquisition/display is composed of shooting camera array and multi-view stereo 
display. Shooting camera array can capture the real object from different positions. 
The stereo images can be synthesized by these images and displayed in multi-view 
stereoscopic screen.  

     

        (a) Shooting camera array                     (b) Multi-view stereo display 

Fig. 1. Model of Multi-view stereo acquisition/display system 

Assuming the center of coordinate system is in the center of screen. Screen plane 
and camera array plane are parallel. Fig.1(a) is the model of shooting camera array. tx 
and ty represent camera spacing in x-axis and y-axis. Fig. 1(b) shows the model of 
multi-view stereoscopic display. Assume that V0 is the point of real object. Ccl and Ccr 
represent the position of some neighboring cameras in camera array. Sl and Sr 
represent the pair points in multi-view stereo display screen. If the positions of first 
viewer's two eyes are at VL1 and VR1, he can see the position of virtual objects at VI1. The 
rest may be deduced by analogy. If the positions of Nth viewer's two eyes are at VLn 
and VRn, he can see the position of virtual objects at VIn. So when the viewer stands at 
the different position to watch multi-view stereo display, he can also see the virtual 
object in different position.  

Assume that one point of real object is VO=(XO,YO,ZO,1) and the corresponding 
point in multi-view stereo display screen is VI=(XI,YI,ZI,1). The relationship between 
VO and VI can be represented by 4×4 homogeneous matrix M: 

I OV M V= ⊗  (1)

Based on computer vision and binocular parallax theory[5], M includes four 
transformations. The diagram is in Fig. 2. 
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Fig. 2. Diagram of coordinate transformations 

In Fig.2, point VO(XO,YO,ZO,1) in real object can be transformed to the screen point 
Sij (Xs,Ys,1). The relationship between VO and Sij can be indicated as: 
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Mij represents the position of the (i,j)th camera Cij = (xij,yij,zij,wij). f represents 
the focal length and p(q) represents the zoom factor from CCD sensor to display 
screen. In general, p and q are equal. 

Based on principle of binocular parallax[6], stereo point pair (XSl,YSl,1), (XSr,YSr,1) 
can be transformed to one virtual point VI=(XI,YI,ZI,1) in perceived coordinate. 

Assume that the positions of left and right eyes are VL=(XL,YL,ZL,WL) and 
VR=(XR,YR,ZR,WR). In multi-view stereo display screen, left eye can perceive the point 
Sl=(XSl,YSl,1) and right eye can perceive the point Sr=(XSr,YSr,1). The relationship 
between virtual point and stereo point pair can be represented as: 

( ) ( )I R l L r R LV M S M S x x= − −   (3)
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Based on formula (3) and (4), relationship between real object and virtual object is: 
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M can be expressed as: 
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Put formula (3), (4) to (6): 
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(7)

Ccl = (xcl,ycl,zcl,1) and Ccr = (xcr,ycr,zcr,1) are the position of left and right 
cameras. 

From the above analysis, the relationship between point VO (XO,YO,ZO,1) in real 
objects and point VI in virtual objects can be expressed as: 
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Equation (9) is the model of multi-view stereo acquisition/display system. We can use 
it to study the system qualitatively. 

3 Relationship between Number of Views and Stereo Angle 

For multi-view stereo acquisition/display system, people generally consider that the 
more number of views gets, the better stereo performance is. In order to study this 
problem, we analyze the relationship between max stereo angle and number of views. 

 

 

Fig. 3. Stereo angle of multi-view stereo display 
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Assume that the spacing of human eyes is e(e = xR-xL), spacing of camera array is 
a(a = xcr-xcl), viewing distance from stereo screen is zv(zL = zR= zv) and depth of real 
object is ZO. So formula (9) can be simplified and depth of virtual object is as follows. 

( ( ))I v c OZ pfz a pfa e z Z= + −  (9)

In ideal case, when parallel camera array are capturing the object, N cameras get N 
images. N images can transform N-1 stereo image pair. Based on the principle of 
multi-view stereo display, viewer in different position can see different stereo image 
pair and stereo image pair can get virtual object in brain. The max stereo angle is the 
sum of all stereo angles. 

1

max i
1

Angle stereoangle
n

i

−

=
=  (10)

Now we need to define a parameter---view switching parameter. It is the distance 
which viewer moves horizontally when viewpoint switches. This parameter is related 
to the distance between stereo display and viewer. Assume that multi-view stereo 
display is in ideal case. When viewer moves horizontally at the distance of zv from the 
screen, viewpoint switching parameter is a certain value Czv, which depends on the 
distance between screen and viewer. When viewer who is watching multi-view stereo 
display stands at the distance of zv, horizontal moving through the distance of Czv can 
cause viewpoint switching. In fig.3, when viewer stands at the distance of zv from the 
screen, moving from stereo view 1 to stereo view N-1 needs horizontal movement 
through the distance of （N-2）Czv. The max stereo angle is: 

max

( 2)
Angle 2 arctan

2( )
zv

v I

e N C

z Z

+ −=
−
  (11)

4 Simulation Experiments and Analyses 

To study the relationship between max stereo angle and number of views, we 
implemented our simulation experiments in MATLAB 7.13. Table 1 is the parameters 
of shooting and viewing condition, based on formula (12) the relationship between 
number of views and stereo angle can be expressed. 

Table 1. Parameters of shooting and viewing condition (mm) 

Num p f zv a ZO Czv 

1 40 8 800 35 50 32.5 

2 40 8 800 35 50 53.3 
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                 (a) On condition 1                        (b) On condition 2 

Fig. 4. Relationship between number of views and anglemax  

In Fig 4(a) and 4(b), unit of stereo angle is radian. From the figure we can see that 
with increasing views, max stereo angle is increasing gradually. But growth rate of 
max stereo is slowing. So when the number of views increases to a certain number, 
growth of max stereo angle is not obvious. This means that when we use the method 
what is increasing views to enhance stereo effect, at the beginning it is effective but 
with increasing views continually, enhancement of stereo effect is not obvious. 

5 Conclusion 

This paper mainly discuses the rationale model between max stereo angle and number 
of views. Through simulation experiments, we find out that when views are 
increasing, max stereo angle becomes larger. But if views increase continually, the 
growth of max stereo angle is not obvious. That means we do not need to increase 
number of views blindly for getting more enhanced stereo effect in multi-view stereo 
acquisition/display system. 
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Abstract. Depth image based rendering (DIBR) is key technology in stereo 
video system to generate virtual view image. Filling holes is a difficult task, 
especially to no views blending and wide baseline. This paper proposes a new 
method of DIBR which combines background estimation and image inpainting. 
Firstly, an effective division rule is presented to distinguish background and 
foreground in hole-areas, estimated background is used to fill the background 
holes. At last image inpainting is used to fill the remaining holes. Compared to 
other methods, our method can use real pixel of the scene to fill the background 
holes and improve virtual view quality greatly.  

Keywords: 3D Video, DIBR, Hole Filling, Background inpainting. 

1 Introduction 

Depth-Image-Based-Rendering (DIBR) has become a research hotspot because of its 
advantages of small quantity, adjustable parallax. However, virtual views rendered by 
DIBR have many holes, which seriously affect virtual views quality.  

In order to improve virtual view quality, A series of studies are carried out in 
recent years. In [1,2], the authors presented methods based on smoothing filter and 
other improved methods. These methods may bring in serious image geometric 
distortion, especially to big baseline. [3,4] proposed a series of algorithm based on 
image inpainting. In these methods, either filling effect is bad, or processing 
complexity is very high. A method based on background filling was presented in [5], 
which could fill background holes with real background information. But the method 
can’t distinguish background holes and foreground holes. 

In this paper, a new method of DIBR is presented. Firstly we propose a division 
algorithm to distinguish background holes and foreground holes, and then use 
background information to fill background holes, and fill remaining small foreground 
holes by image inpainting algorithm. 

2 Proposed Method 

Foreground occlusion is major cause of holes, and large parts of holes are in background 
area. So we can estimate background by inter-frame information, then divide 
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background part from hole areas and use background information to fill background 
holes directly. Image inpainting method is used to fill the remaining holes. 

Fig.1 is the block diagram of our method. 
 

 

Fig. 1. Block diagram of our method 

2.1 Hole Model 

The pixels between virtual view and real view have a certain mapping relationship 
and we can use this relationship to generate virtual view. The mapping relationship 
between real view and virtual view is defined as below [6]: 

x
r l

S f
X X

Z

×= + (1)

xS
 
is distance of human eyes, f is camera focus. 

The pixels between virtual view and real view are not one-to-one correlation. Holes 
will be generated in virtual view if there are no correspondence pixels in virtual view for 
some pixels in real view. There are two types of holes which are background hole and 
foreground hole. Show as Fig.2. Fig.2 (a) denotes all holes are in background, and Fig.2 
(b) is the situation that part holes are in background and the other parts are in foreground.  

 

Fig. 2. Hole types:(a) All holes in background; (b)Background and foreground coexist in hole areas 
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2.2 Background Estimation 

Holes are not all in background, but most of holes are in background. So background 
information can be used to fill holes. Filling holes with background information can 
not only gain the filling speed compared to inpainting method, but also can improve 
the reality for these background pixels are real pixels of scene. 

Background estimation is one of the key steps of our method. Here we give a 
background estimation method for still background. 

Frame difference is often used to update the background, which is described as 
follows: 

, , , ,( 1)
( , ) ( , ) ( , )

k f c k b c k
x y x y x ydepth depthD −

= −  (2)

( , )
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x yD  is k-th frame difference image, 
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depth image and (k-1)-th estimated depth image of background. 
Below is the background updating method: 

, ,,

, , 1 , ,,

, 1

( , );    ( , )   ( , )  

( , ) ( , );   B ( , )   ( , )  

( , );     ( , )                                   

A f c k Bkc k

c k c k f c k Bc k

Ac k k

x y if x y thr and d x y thr

B x y x y if x y hole and d x y thr

x y if x y thr

f D
f
B D

−

−

 < <

= = <


≥

 

(3)

, ( , )c kB x y  and , 1
( , )

c k
x yB −  are k-th estimated background color image and (k-1)-th 

estimated background color image, ,
( , )

c k
x yf  and , ,

( , )
f c k

x yd  are k-th color image 

and k-th depth image. ( , )
k

x yD  is frame difference image evaluated by formula (2), 

 Athr and Bthr are depth change threshold of background and depth threshold of 

background. , 1B ( , )c k x y hole− =  expresses that pixel at coordinate (x,y) is hole. 

2.3 Background Hole Filling 

There are background holes and foreground holes in virtual views (shows in Fig.2 
(b)), How to distinguish them effectively is a difficulty and it is also one of the key 
steps of our method. In order to solve this problem, an effective division algorithm is 
presented and introduced below. 

Assume that left view is mapped from right view, and hole distribution is shown in 
Fig.3. FGA and FGB are foreground object A and B in 3D scene, A is at front of B. BG 
is background region in 3D scene, and HFG and HBG are foreground hole region and 
background hole region. 
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Fig. 3. Distribution of the holes 

If mapping direction is from left to right, filling direction is from right to left, and 
the vice versa (shown in Fig3). Scan by the filling direction until the first hole pixel is 
met, and calculate the matching degree between current frame and background in 
right field (red area in Fig.4) of the hole pixel. Sum of absolute difference (SAD) is 
used to calculate the matching degree shown as below: 
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(4)

( , )kF i j  and ( , )kB i j  are pixel values of k-th frame and background at the 

coordinate (i, j), Φ  and H  are match region and hole regions(shown in Fig.4), n is 
the number of non-hole pixels. 
 

 

Fig. 4. Schematic diagram of discrimination algorithm 

If the SAD of match area is lower than the threshold set by the noise level of 
camera, we fill the holes with background pixels until the first non-hole pixel in this 
scan line is met. Otherwise compute the depth difference of non-hole pixels on both 

P Match Region Ф

Hole  
Region  
H 

Filling Direction 

Non-Hole 
Regions

Mapping Direction 

HFG 

 
 FGA 

FGB B

HBG

Filling Direction 



482 K. Wang et al. 

 

sides of holes. If the difference is bigger than the threshold, the hole is foreground 
hole. Otherwise, it is background hole and will be filled with background pixel. 
Repeat above scanning until all background holes are filled.  

2.4 Remaining Holes Filling 

After background filling, most of the holes are filled. Hole in virtual view is very 
similar to information loss in images, so image inpainting algorithm [7, 8, 9] can be 
used to repair the remaining holes. Sample-based texture synthesis image inpainting 
algorithm presented by Criminals can repair image textures, and also can maintain the 
linear structure of image. This algorithm is simple and developed rapidly in recent 
years. We use this algorithm[7] to repair the remaining holes. 

3 Experimental Results 

The proposed method is implemented by C Language, and we use standard ballet 
sequence and a sequence captured by Kinect to test our algorithm respectively. Fig.5 
shows the experimental results of the two scenes. From left to right, the first image of 
the result is the virtual view generated by 3D warping, in which foreground holes and 
background holes are all existing. The second image is the estimated background 
image, the third image is the result after background inpainting, and the last image is 
the result after foreground inpainting. The experimental results show that our method 
can distinguish foreground section and background section of the hole areas 
effectively and fill background section with real pixels of the scene such that the 
reality of the virtual view is improved. 

 

 

 

Fig. 5. Experimental Results (in turn from left to right): The image after mapping; the estimated 
background; the image after background filling; the image after the second inpainting 

Fig.6 shows contrast of our method and M. Schmeing’s method [5]. Our method 
can solve the problem of foreground holes effectively. 



 A New Method of DIBR Based on Background Inpainting 483 

 

 

 

Fig. 6. Contrast results (in turn from left to right): The original virtual view; The M.Schmeing’s 
method; Our method 

4 Conclusion 

A new method of DIBR combined with background filling and image inpainting is 
presented in this paper, and the algorithm can improve rendering quality greatly. 
Background estimation and image inpainting algorithms are used to fill holes in 
virtual view. On the basis of analyzing the cause of holes, an effective algorithm used 
to distinguish foreground holes and background holes is presented. Background holes 
are filled with estimated background information directly, and the remaining holes are 
inpainted by image inpainting algorithm. Our method can use real pixel of the 
background to fill the background holes and improve render quality greatly. 
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Abstract. Normalized Cross-Correlation (NCC) is a common matching meas-
ure which is insensitive to radiometric differences between stereo images. 
However, traditional rectangle-based NCC tends to expand the depth disconti-
nuities. An efficient edge-based algorithm with NCC for multi-view depth map 
generation is proposed in this paper, which preserves depth discontinuity while 
remaining the advantage of robustness to radiometric differences. In addition, 
all pixels of initial result are classified into uncover, occlusion, reliable and un-
reliable by exploiting Left-Right Consistency (LRC) constraint and sequential 
consistency constraint. Since voting scheme will lead to errors when match 
windows are lack of reliable information and joint-trilateral filter will blur the 
depth map if employing fixed window size, especially in depth discontinuities, 
we combine voting scheme and joint-trilateral filter to get a better result. The 
experimental results show that our method achieves competitively performance.  

Keywords: Depth estimation, edge-preserved, NCC. 

1 Introduction 

In general, there are two ways to get depth information, one is using depth camera to 
obtain depth information directly, the other is getting by disparity estimation. Since 
disparity estimation is widely used to derive depth information in various application 
fields for its low cost and efficiency, we adopt it in this paper. In stereo matching, 
common matching costs, which defined based on the brightness constancy assump-
tion, for scene points have similar intensities in different views [1], are Absolute Dif-
ference and Squared Difference. Despite using these matching costs, it obtains high 
accuracy in matching radiometrically similar images for these methods are often quite 
sensitive to the radiometric differences that violate the brightness constancy prior. 
Other matching cost functions obtain robustness to radiometric differences by remov-
ing or relaxing the brightness constancy assumption, such as Normalized Cross-
Correlation (NCC), rank and census transforms, LoG and mean filters. Hirschmuller 
et al. [5] evaluated many of this kind of functions, in which, NCC has good perfor-
mance in tolerating common radiometric differences such as bias, gain and vignetting. 
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So we choose NCC as the match cost function in this paper. However traditional win-
dow-based NCC tends to blur the depth discontinuities because of the pollution intro-
duced by outliers. To obtain depth-discontinuity preserving depth maps, we propose 
to adapt the shape of the support region to reduce possible outliers. Jiangbo Lu [2] 
proposed an algorithm based on adaptive window shape aggregating errors using 
color difference threshold. This method generates adaptive window for each pixel 
according to the difference in RGB color space which is sensitive to the color  
difference threshold. Based on the fixed threshold, it is hard to find the depth discon-
tinuities accurately. [4] and [7] proposed an effective method based on image segmen-
tation, but image segmentation is time-consuming. In this paper, we propose an  
algorithm based on edge detection instead of image segmentation to determine the 
window adaptively, which can be easier and faster than image segmentation and find 
the depth discontinuities more accurate than [2]. 

This paper is organized as follows. Section 1 is the introduction. The proposed 
depth estimation method is detailed in section 2, the experimental results and the cor-
responding analyses are given in section 3. Finally, section 4 concludes the paper.  

2 Proposed Algorithm        

To alleviate the adverse impact of occlusion, we use three neighbouring views of 
images to aggregate errors for the image pairs of center-left and center-right. The 
proposed algorithm is consists of three steps. All of the images are epipolar rectified. 
Firstly, Canny operator is used to detect the edges of the center view, which classifies 
all of the pixels into common pixels and edge pixels. Then determine the certain sup-
port region for each pixel. Secondly, the NCC computation procedure is performed 
and effectively accelerated using an orthogonal integral image technique on the two 
image pairs independently [9]. The initial result is determined by Winner-Takes-All 
(WTA). Finally, the two initial depth maps of adjacent views are obtained after the 
processing above, and are refined by a complex algorithm which combines voting 
scheme [8] with joint-trilateral filter [6] on reliable estimates. The two adjacent view 
depth maps are checked by each other iteratively. Figure.1 is the framework of depth 
estimation of the proposed algorithm. Figure.2 is the framework of the refinement 
whose two input data is the output of Figure.1.  

 

Fig. 1. Framework of the proposed depth estimation 
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Fig. 2. Framework of the refinement 

2.1 Support Region Determine 

The one-pixel-wide edge of the center image is obtained by canny operator, which 
classifies all pixels into common pixels and edge pixels. In the initial window size of 
25×25,  there are two situations to determine the support regions ( )R p . 

 For each common pixel p , firstly, check the adjacent pixels up and down. 

Until meet the edge pixel or is out of initial window, stop checking in this 
direction and let all pixels through checking constitute the vertical range of 
Support region. Secondly, for each pixel in vertical range, we use the same 
method to decide the horizontal range. It is obvious that all the pixels in the 
region are likely to have the similar depth. 

 For each edge pixel p , either up or down direction it will be checked to de-

termine the vertical range of support region, since the edge pixel may locate 
at the depth discontinuity. If the difference in color between the adjacent 
pixel in previous line and current pixel is smaller than that of next line, we 
choose up direction and vice versa. 

In addition, the support range ( )R p is no smaller than 3×3. 

2.2 NCC Computing and Initial Result Generation 

To measure the correlation between two signals S and T , NCC method is used to 
compute the following cosine-like correlation coefficient, 

1
,

2 2

1 1

( )( )

( ) ( )

N

i i
i

s t N N

i i
i i

s s t t
Cost

s s t t

=

= =

− −
=

− −



 

   , 
(1)

where s  and t  are the mean value of the elements from S  and T . In our  
method,  
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{ ( , ) | ( , ) ( )}; { ( , ) | ( , ) ( )}S I x y x y R p T I x y x y R p′= ∈ = ∈  (2)

where I and I ′ are image pair, p is anchor pixel in the region.  

Direct calculation of NCC is computationally intensive and the time cost is propor-
tional to the region size. In this paper, we use the acceleration method, which use two-
dimensional integral image technique [9]. 

In two image pairs of three neighbouring images, the NCC matching costs are 
computed independently. Then WTA is used to generate the initial depth map. 

2.3 LRC Check and Sequential Consistency Check 

The Left-Right Consistency (LRC) check is commonly employed to assess the relia-
bility of disparity estimates. For a point p  in the left view, it is checked if the cor-

responding point ( )leftp d p+  in the right view refers back to the original point p . 

The potentially remaining distance 2L Rdis between the back reference and the original 

point is a measure for the inconsistency and can be calculated as [6] 

2 ( ) ( ( ))L R left right leftdis d p d p d p= + +  (3) 

The LRC check from right to left is done in the same way. The strength of the LRC 
check stems from the fact that it combines independent information from the left-to-

right and right-to-left estimation process. Here, leftd and rightd are disparity of 

point p . 

Sequential Consistency check is commonly employed to find occlusion, the detail 
is shown in Fig. 3. 

 

Fig. 3. Sequential Consistency check  

In Fig. 3, L and R are corresponding scan lines in the left image and the right im-
age respectively, pixels 1L , 1R  and 2L , 2R  are reliable corresponding pixels. 
According to sequential consistency constraint, when the adjacent pixels 1L and 

2L in the left image are reliable points and the disparity of 1L  is greater than that of 
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2L  , the pixels between corresponding pixels 1R  and 2R in the right image are all 
right occluded pixels. Their disparities are not greater than the disparity of the right 
pixel 2R  . We have the similar conclusion for detecting left occluded pixels on the 
base of disparity relationships in the right image. 

Based on the constraints above, firstly, we transform initial depth maps of two ad-
jacent views into disparities using camera parameters respectively. Through LRC 
check, the pixels classified into unreliable, reliable and uncovered which have no 
corresponding pixels in the other view. Secondly, we employ sequential consistency 
check to find the occlusion pixels using the reliable pixels detected in LRC check. To 
combine the results above, three types of pixels need to be refined. 

 The pixels can not satisfy the LRC check. 
 The pixels satisfy the LRC check, but are considered as occlusion. 
 Since there is unavoidable occlusion in two image pair and each virtual image 

is generated using three neighbouring views, so the uncovered pixels are un-
changed by default, except the NCC cost is lower than a threshold. In this pa-
per, we choose 0.65 as the threshold. 

2.4 Post Processing 

Since voting scheme will lead to errors when match windows are lack of reliable in-
formation and joint-trilateral filter will blur the depth map if employing fixed window 
size, especially in depth discontinuities, we combine them to get a better result. For all 
pixels which are determined in 2.3, the details of refinement are shown as below. 

 If the rate of reliable pixels is larger than 0.6 and the largest value is 20% 
more than the second largest value in the NCC weighted depth histogram in 
the support region of current unreliable pixel, it is considered that there is 
enough information to employ voting scheme. We compute statistical depth 
of the most pixel in the NCC weighted histogram as correction. 

 Otherwise we employ joint trilateral filtering, which is different from [6]. 
On one hand, the filtering window is the current support region instead of 

rectangle, on the other hand, NCCW  as an additional coefficient weights 

the reliable pixels to compute the average mean. The weights of unreliable 
pixels are set to zero. 

, ,
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Cost Cost
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 The results can be used as new image pair to be refined iteratively. In our 
method, we refine the results three times iteratively. 

3 Experimental Results 

In this section, we will compare the initial results of our method for the sequences Ak-
ko, Lovebird2 and Newspaper with the results of [3] by using a window size of 20×20. 
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Simultaneously, the refined results of our method will be compared with the results 
refined by joint-trilateral filter. In Figure.4, the original images are shown in the first 
column. The corresponding initial depth maps of our method and results of [3] are 
shown in the second and third column respectively. The refined results of our method 
and the results of joint-trilateral filter are shown in the fourth and fifth column.  

To subjectively evaluate the results, firstly, compare the second with third column, 
we can notice that the estimated depth maps with our approach seem perceptually 
more close to the scene. Since lots of edges obtained by canny are not depth disconti-
nuities in Newspaper, it leads the support region being too small. So the result is not 
as good as the rest sequences. Secondly, compare the fourth with fifth column, we can 
notice that the results of joint-trilateral filter are fuzzy. Especially at edge position, it 
is less accurate than our refinement method. 

To objectively evaluate the results, in the first place, we render virtual images using 
the initial depth maps estimated with our method and [3]. In the second place, virtual 
images using the final depth maps refined by our method and joint-trilateral filter are 
rendered. Each sequence contains 100 frames in our experiments. We compare the aver-
age PSNRs of them. The results are listed in table 1.  In the table, each line relates with 
a sequence, our initial results are in the second column, while results of [3] are in the 
third column. The fourth column gives the running time of our method for initial depth  
 

 

 

 

Fig. 4. Comparison of initial and refined depth maps. From the first column to the last column 
are original images, our initial results, results in [3], our refined results and the results of 
joint-trilateral filter, respectively. 

Table 1. Quantitative evaluation of local stereo matching methods by average PSNR of virtual 
images and running time cost 

     
SEQUENCES

    
Our initial 

results  

 
Paper[3] 

Running 
time of our 

method 

Running 
time of 

Paper[3]

Our   
refined 
results 

Results of 
joint-

trilateral 
filter 

 Akko 31.59 dB 31.42 dB 20s 156s 31.87 dB 31.76 dB 
Lovebird2 31.18 dB 31.09 dB 25s 167s 31.72 dB 31.66 dB 
Newspaper 31.01 dB 30.96 dB 60s 674s 31.30 dB 31.21 dB 
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estimation while the running time of [3] is given in fifth column. At last, our refined 
results and results of joint-trilateral filter are list in sixth and seventh column. Generally 
speaking, our results achieve better performances, not only for the higher average PSNR 
and subjective quality, but also for the less running time cost. 

4 Conclusion 

We propose an effective depth map estimation algorithm for multi-view video based 
on edge detection. Three sequences are used to validate the presented algorithm and 
the results show that it can not only give accurate depths of the scene but also gain 
running time. 
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Abstract. In binocular real-time stereo system based on depth, how to accurately 
and quickly fill big holes generated by DIBR is a key problem. This paper 
presents a real-time rendering algorithm based on GPU. Hole mask image is 
rendered in order to get the corresponding texture information for big holes at the 
sending, which can be used to fill the big holes at the receiving. Small holes are 
filled by linear interpolation algorithm. The experiments show that the proposed 
method achieves better hole filling effect. In order to meet the real-time 
requirement, GPU acceleration is applied in this paper. Firstly, per-pixels are 
projected to 3D space using CUDA, Secondly, these pixels are inversely 
projected to 2D plane using Open GL. Running on NVIDIA Quadro 600 GPU, 
with the resolution of 1024 × 768 and 1920 × 1080, the proposed method reaches 
about 45fps and 28fps respectively, meanwhile achieves real-time and better 
quality. 

Keywords: Binocular System, Real-time Rendering, GPU-accelerated, Open 
GL, CUDA. 

1 Introduction 

Binocular real-time system based on depth is shown in Fig.1, Depth estimation module 
generates depth image. Texture image and its corresponding depth image are encoded 
in encoding module and transmitted through the network to the decoding module. 
Virtual view image is generated by DIBR (Depth-Image-Based Rendering) [1] in 
rendering module at the receiving. This system has the advantage of greatly saving 
transmission bandwidth [2]. 

3D Image Warping [3] is the key technique in DIBR, but it is too sophisticated and 
time-consuming and is difficult to be applied to the real-time system. DIBR can 
theoretically render arbitrary view using a reference color image and its associated 
depth map which gives the per-pixels depth information [4]. However, DIBR has an 
inherent problem such as disocclusions. Ismaël [5] proposes an inpainting-based LDV 
generation method to reduce the amount of residual data to send by retrieving the 
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missing pixels from the main layer. Lee [6] preprocesses the depth image by adaptive 
smoothing filter before warping to reduce the hole occurrence. Inpainting [7] is widely 
applied in the hole filling, but it is too time-consuming to apply in real-time 3DTV 
system. Shin [8] uses GPU to accelerate rendering to aim at real-time execution, but it 
only can handle lower resolution images. 

 

Fig. 1. Binocular real-time stereo system based on depth 

This paper presents a real-time rendering algorithm based on GPU applied in 
binocular real-time stereo system. Hole mask image (HMI) is rendered at the sending of 
binocular system. Hole filling image (HFI) which can be used to fill the big holes at the 
receiving of binocular system is generated according to HMI. Small holes are filled by 
linear interpolation algorithm [9]. In addition, this paper finishes rapidly 3D image 
warping by combination of CUDA(Compute Unified Device Architecture) technology 
and Open GL technology based on GPU. The experimental results show that the 
proposed method greatly improves the rendering speed and achieves better objective 
and subjective quality. This paper is organized as follows: section 2 presents the 
problem in binocular real-time system. Section 3 details the proposed algorithm.  
In section 4 the experimental results are presented. The conclusions are given in  
section 5. 

2 Problem of Binocular Real-Time System 

Virtual view generation can be accomplished by warping one color image and its 
associated depth image in binocular real-time stereo system based on depth. However, 
the virtual view generated by the DIBR emerges a number of disocclusions, which are 
shown in Fig.2. Due to the camera shifting horizontally big holes on the right side of 
Fig.2 lack the necessary texture information, linear interpolation algorithm for filling 
holes can not achieve better quality, the enlarged section in Fig.3 illustrates the issue. 

In order to fill the big holes efficiently in real-time stereo system, the following two 
points should be considered: Firstly, the sophisticated and time-consuming algorithms 
should not be acceptable, such as inpainting. Secondly, simple hole filling algorithms 
can not achieve better effect owing to lack of the necessary texture information. So, 
HMI, which is used to generate HFI, is rendered at the transmitting of the system. 
Taking into account the real-time requirement, the CUDA technology and Open GL 
technology are applied to accelerate rendering HMI. 
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      Fig. 2. Disocclusions problem                    Fig. 3. Interpolation filling holes 

At the receiving of the system, the rendering module generates virtual view by 
warping one texture image and its corresponding depth image decoded by decoder 
module. Small holes are filled by linear interpolation algorithm. The decoded HFI is 
used to fill big holes. Real-time rendering and hole filling are achieved by using the 
CUDA technology and the Open GL technology. 

3 Real-Time Rendering Algorithm Based on GPU 

3.1 Project Per-pixels to 3D Space 

Depth image uses gray intensity, which ranges from 0 to 255, to present the depth 
information. So gray-scale depth value should firstly be transformed into the depth of 
real scene according to the formula (1).  

min max

1
=

1 1
( ) (1 )
255 255

cZ
z z

Z Z
+ −

 [0,..., 255]z ∈  
(1)

Where cZ is the depth of real scene， minZ and maxZ denote the nearest distance and 

the furthest distance respectively, z is gray-scale depth value of depth image. 
Secondly, per pixel is projected to 3D space using formula (2). 

cZ m A R t M= ⋅   ⋅ 
 

 (2)

Where cZ is the depth of real scene，m


 is pixel coordinates in the image coordinate 

system， M


 is pixel coordinates in the world coordinate system, matrix A and 
matrix R t    denote 3×3 intrinsic parameters and 3×4 extrinsic parameters 

respectively. 
Fig.4 illustrates that per-pixels are projected to 3D space using CUDA: 
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Fig. 4. Per-pixels are projected to 3D space using CUDA 

3.2 Inversely Project Per-pixels to 2D Plane 

Applying Open GL to transform the three-dimensional coordinates to the screen pixel 
coordinates, the following steps are necessary: 

1) Projection transformation means that the scene in the 3D space is projected onto 
the screen as the final image. This paper adopts orthographic projection, namely 
that all objects drawn on the screen are specified according to their relative size 
and drawn by the same size no matter how far they are. 

2) Because the scene is rendered in the rectangular window, objects (pixels) located 
outside the window will be eliminated, whereby clip operation. 

3) The transformed coordinates and the screen pixels must establish the 
corresponding relation, namely viewport transformation. 

Fig.5 illustrates that per-pixels are inversely projected to 2D plane using Open GL: 

 

Fig. 5. Per-pixels are inversely projected to 2D plane using Open GL 

3.3 Rendering HMI and Generating HFI 

To generate HFI, the following steps are necessary: 

1) HMI plays a role in recording the hole position, without considering the 
corresponding color data. Therefore 3D warping can be accomplished only by 
using the depth image and its corresponding vertex index. The color buffer will be 
assigned by 0 and 255 respectively, where 0 indicates a hole position and 255 
indicates non-hole position. Fig.6 shows HMI. 

2) Due to camera shifting horizontally, big holes on the right side of HMI lack the 
necessary texture information. When the scene suddenly changes, as shown on the 
right side of Fig.7, a man suddenly appeared in the scene, it is unable to fill holes 
effectively if not extracting texture information associated big holes. Specific 
implementation steps are as follows: Firstly, the maximum width of big holes on 
the right side is computed according to HMI. Secondly, the corresponding HFI is 
extracted according to the maximum width, as shown in Fig.8. 
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              Fig. 6. HMI                    Fig. 7. Scene suddenly changes    Fig. 8. HFI 

3.4 Filling Holes 

Holes in virtual view image are divided into two categories: one category is shown on 
the right side of Fig.6, the rest is considered as small holes. Small holes are filled by 
linear interpolation algorithm, and the interpolation formula can be written as: 

(1 )h l rP P Pα α= + −  (3)

Where hP is the disoccluded pixel, lP and rP are the horizontal left and right boundary 

pixels respectively, α is the weight which is inversely proportional to the distance 

between hP and lP . 

The advantage of horizontal interpolation algorithm is high parallelism, so it is easy 
to achieve by CUDA. Starting a thread for each pixel can greatly reduce the hole filling 
time. Big holes in the virtual view can be filled by HFI extracted at the transmitting. 

4 Experimental Results and Analysis Rendering 

The "Book Arrival" test sequence is provided by HHI Academy in German and the 
"Cafe" test sequence is provided by GIST in Korea. The image resolution is 1024× 768 
and 1920 ×1080 respectively. The horizontal distances of the camera array are 6cm and 
6.5cm respectively. The focal lengths of the cameras are 140cm and 180cm 
respectively. The depth estimation reference software DERS5.1 is used to generate 
depth image, GPU acceleration can be accomplished by using NVIDIA Quadro 600 
graphics card. This paper adopts PSNR and SSIM as the objective quality assessment 
standard. 

In order to simulate the binocular real-time system and verify the validity of the 
proposed algorithm, this paper is based on JM18.0 (H.264/AVC standard reference 
software) as platform. Table 1 and Table 2 list performance comparison when "Book 
Arrival" sequence and "Cafe" sequence (QP =22,27,32,37,42,47) apply the proposed 
algorithm respectively. Bitrate Increase in the table refers to bitrate increase in 
percentage when transmitting HFI compared to without transmitting HFI. △PSNR  
 



 Real-Time Rendering Based on GPU for Binocular Stereo System 497 

 

denotes the difference between PSNR of rendering virtual view when transmitting HFI 
and PSNR without transmitting HFI. △SSIM denotes the difference between SSIM of 
rendering virtual view when transmitting HFI and SSIM without transmitting HFI. The 
experimental results show that transmitting HFI improves the rendering quality. The 
more complex the scene texture is, the better the objective quality of virtual view image 
is when transmitting HFI. Besides, smaller bitrate increase can be gained with higher 
image resolutions. 

Table 1. Rendered virtual view objective quality comparison of "Book Arrival" sequence 

QP 
Coding bitrate (unit: kb/s)    Bitrate 

  Increase △PSNR(db) △SSIM texture depth HFI 

22 4345.82 3049.19 462.79 5.890% 1.159  0.00091 

27 1771.26 1478.74 257.51 7.342% 1.111  0.00133 

32  946.12  686.58 179.03 9.882% 1.114  0.00107 

37  561.00  351.63 129.76  12.448% 1.131  0.00112 

42  343.20  200.82  92.47  14.528% 1.218  0.00142 

47  220.40  137.76  77.03  17.700% 1.200  0.00112 

Table 2. Rendered virtual view objective quality comparison of "Cafe" sequence 

QP 
Coding bitrate (unit: kb/s) Bitrate 

Increase △PSNR(db) △SSIM 
texture depth HFI 

22 7021.03 2402.19 112.05 1.175% 0.998  0.00072 

27 2779.21 1401.28  72.45 1.704% 0.828  0.00074 

32 1516.32  814.81  63.11 2.636% 0.956  0.00076 

37  947.41  518.47  57.71 3.788% 0.800  0.00079 

42  630.60  346.48  54.28 5.263% 0.741  0.00070 

47  459.13  262.87  51.91 6.707% 0.839  0.00074 

       

Fig. 9. "Book Arrival" and "Cafe" original image 
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Fig. 10. "Book Arrival" and "Cafe" after hole filling 

Fig.9 and Fig.10 give the subjective effect comparison. Obviously, virtual view 
image rendered by proposed method is almost the same as the original image. 

Table 3.   Rendering time for the 6~11 frame of "Book Arrival"(unit: ms) 

Frame 6 7 8 9 10 11 

Sending time 
4.974 4.899 4.697 4.616 4.806 4.601 

Receiving time 16.961 17.035 16.941 17.174 17.267 17.469 
Total time 21.935 21.934 21.638 21.790 22.073 22.070 

Table 4. Rendering time for the 14~19 frame of "Cafe" (unit: ms) 

Frame 14 15 16 17 18 19 

Sending time 8.566 8.549 8.535 8.554 8.725 8.718 
Receiving time 26.247 26.078 26.556 26.972 26.350 28.174 
Total time 34.813 34.627 35.091 35.526 35.075 36.892 

 
Table 3 and Table 4 list the time consuming for each frame. The proposed method is 

timed by GPU. Taking into account timing error, this paper accomplishes new 
viewpoint image rendering for 10 times and computes the average value as the final 
rendering time. They also show that the speed of rendering "Book Arrival" sequence 
can reach about 45fps and the speed of rendering "Cafe" sequence can reach about 
28fps. So the proposed method can be applied in real-time 3DTV system. 

5 Conclusion 

This paper presents a real-time rendering algorithm based on GPU to generate virtual 
view. Firstly, HMI is rendered at the sending of binocular system. Secondly, HFI, 
which is used to fill the big holes at the receiving of binocular system, is generated 
according to the maximum width of big holes in the HMI. CUDA and Open GL based 
on GPU are combined to improve the rendering speed. Firstly, per-pixels are projected 



 Real-Time Rendering Based on GPU for Binocular Stereo System 499 

 

to 3D space using CUDA. Secondly, these pixels are inversely projected to 2D plane 
using Open GL. The experimental results show that the proposed method can not only 
get high rendering quality, but also satisfy the real-time request of system. 
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Abstract. In this paper, a human visual system (HVS) -based stereoscopic 
image watermarking algorithm is proposed to protect copyright of three 
dimensional (3D) media. The proposed algorithm makes use of the features of 
stereo images. Watermark is embedded in similar areas selected by global 
disparity. Every bit of watermark is embedded in similar blocks by exploiting 
relationship embedding. Similar blocks usually have the same change trend 
when two viewpoints are under the same attack. Experimental results show the 
effectiveness of the proposed algorithm. 

Keywords: three dimensional media, stereoscopic images, stereo image 
watermark, relationship embedding, global disparity. 

1 Introduction 

Three dimensional media is becoming the next important developing direction. With 
3D multimedia technology develops, there is also a strong necessity for developing 
robust 3D image watermark techniques, which protect the ownership rights. And 
effective digital watermark for 3D content protection will play an important role for 
promoting the 3D entertainment industry [1]. 

A blind watermarking method is necessary because original stereoscopic images 
are not available [2] in the consumer side. Blind watermarking for 2D images 
includes quantization embedding and relationship embedding, etc. Relationship 
embedding usually changes the coefficients of original images strongly when 
watermark is different with the relationship defined. Therefore, a blind watermarking 
algorithm proposed in [3] uses an embedding strategy to adjust the tradeoff between 
transparency and robustness. The embedding strategy adaptively selects either 
relationship embedding or quantization embedding. And save the way embedding 
watermark as a flag matrix. According to the flag matrix, the watermark can be 
extracted. Human eyes cannot sense any changes below the just noticeable distortion 
(JND) threshold due to their underlying spatial/temporal sensitivity and masking 
properties. Several methods for JND have been proposed, some work in image-
domain [4], as well as based upon intensive research in subbands, such as discrete 
cosine transform (DCT) domain[5,6] and wavelet domain [7]. Watson proposed the 
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visual pattern based on the Discrete Cosine Transform (DCT) in paper [6]. It is 
helpful to adjust the tradeoff between transparency and robustness easily. 
Stereoscopic images studied in this paper are taken by several parallel cameras. So, 
there exists a disparity called global disparity between adjacent views [8]. 
Stereoscopic images are similar to 2D images. Moreover stereoscopic images have 
differences from 2D images, for example, existence at the same time [9], similar 
content, and so on. Using 2D watermarking method easily can not deal with the 
content protection problem of stereoscopic images. Taking the similar content of 
stereoscopic images into consideration, a blind watermarking algorithm is proposed to 
deal with the content protection problem of stereoscopic images. And the algorithm 
based on human vision system (HVS) in this paper can adjust the tradeoff between 
transparency and robustness. 

2 Watermarking Algorithm 

In this paper, a novel blind watermarking algorithm is proposed, which utilizes 
theories of global disparity and relationship embedding, is illustrated in Fig.1 (a). 
According to global disparity of parallel stereoscopic image, choose similar areas of 
left-view image and right-view image as the watermark embedding area. The 
extracting algorithm is shown in Fig.1 (b), where the watermark extracted from 
similar areas of left view image and right-view image by making use of relationship 
extracting. 

 

  

(a) (b) 

Fig. 1. The proposed watermarking algorithm for stereoscopic image. (a) the embedding 
algorithm and (b) the extracting algorithm. 

MAD (Mean Absolute Difference) is employed to calculate the global disparity. 
Equation (1) shows the equation for global disparity calculation. Fig. 2 shows the  
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global disparity between left-view and right-view. Right-view looks like the shifted 
version of left-view in the area surrounded by blue pixels. 
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where L and R are left-view and right-view of stereoscopic image. W is the width and 
H is the height of viewpoint. i is the offset number of columns and i=1,2,…W/2. G is 
the global disparity by (1).  

 

 
(a) (b)  

Fig. 2. Similar content of stereoscopic image. (a) left-view image and (b) right-view image. 

In spite of optical noise, it is possible to get the minimum differences between left-
view and right-view by finding an offset number of columns. And the offset number 
of columns is called global disparity related to the arrangement of camera. 

Embedding watermark in frequency coefficients is easier to adjust the tradeoff 
between transparency and robustness. Watson model is used in relationship 
embedding in this paper. The DCT quantization errors could be adjusted by contrast 
sensitivity, luminance masking and contrast masking. Compute a luminance-masked 
threshold matrix for each block in (2) and a contrast masking in (3). 

Tak
ijk C

CQ
t )(

2 00

00×=  (2)

),max( 1 ijij w
ijk

w

ijkijkijk tCtm −×=  (3)

where Q is quantization matrix of 8×8 block, C00k is the DC coefficient of the DCT 
for block k, C00  is the mean luminance of the whole image. aT  is a suggested value of 
0.649. tijk is the luminance-masked threshold matrix for block k. And in (3), Cijk  is the 
DCT coefficient for block k, wij is a suggested value of 0.7. mijk is the masked 
threshold. 
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2.1 Embedding Algorithm 

Relationship embedding is used in this paper. And balance between robustness and 
invisibility is achieved by using Watson model. Thus, the embedding algorithm is 
described as follows. 

1) Compute the global disparity of stereoscopic image and save the global 
disparity as a key k1. Similar content of stereoscopic image can be selected by k1. 
2) The luminance component of similar content is divided into 8×8 non-overlapped 

blocks. Every block is performed discrete cosine transform (DCT). 
3) Compute DCT quantization errors matrix wL and wR of stereoscopic images’ 

luminance component. 
4) Here, according to the size of watermark, the watermark embedded can be 

divided into three blocks and their block sizes are S1, S2, and S3. The remaining 
pixels of watermark do not scramble. Arnold scrambling periods of three 
watermark blocks are k2, k3 and k4, and scrambling order of three blocks are 1, 2 
and 3. It is easily to get the scrambled watermark W1. 

5) Choose the second line and the third coefficient of DCT block as embedded 
location. The embedded formula is described as follows. 

First, RL −=Δ  
Then, if W1 =1 and △<=0 





×+Δ×−=′
×−Δ×+=′
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R

wbaLL

wbaRR
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(5)

where L' and R' are DCT coefficients of watermarked stereoscopic images. L and R are 
DCT coefficients of original stereoscopic images. W1 is the scrambled watermark. wL 
and wR are DCT quantization errors matrix of two viewpoints. a1, a2, a3, a4, b1, b2, b3, 
b4 are weighted coefficients. 

6) The watermarked coefficients of left-view image and right-view image are 
performed inverse DCT. The stereoscopic image is the watermarked image. 

2.2 Extracting Algorithm  

Compute global disparity of watermarked stereoscopic images under attacks and 
compare global disparity with key k1. If global disparity of watermarked stereoscopic 
images is different from k1, we can draw a conclusion that the stereoscopic image is 
attacked by serious strikes. 
 



504 C. Bai et al. 

 

The extracting algorithm of stereoscopic image proceeds as follows. 

1) Compute global disparity and select similar content of stereoscopic image. The 
luminance component of similar content is divided into 8×8 non-overlapped 
blocks. Every block of stereoscopic image is performed DCT. 

2) The second line and the third coefficients of two viewpoints’ similar content in 
DCT are chosen as extracted coefficient. The extracted formula is described as 
follows. 

else

RLif

W

W ′>′





=′
=′

0

1

1

1
 (6)

where W1 ' is the watermark extracted from stereoscopic image, L' and R' are DCT 
coefficients of watermarked stereoscopic image. 
3) It is easy to get anti-scrambled watermark W ' by three sizes of watermark 

blocks S1, S2, S3 and arnold scrambling period k2, k3, k4. 

3 Experimental Results and Analyses 

To demonstrate the effectiveness of the proposed algorithm, simulations are 
performed. The multi-view video is Book_Arrival [10] obtained from HHI 
Stereoscopic Dataset. The resolution is 1024×768, camera spacing 65mm.For 
convenience, the first frames of viewpoint 8 and 9 are taken as an example for 
stereoscopic image in Fig.2. 

According to the similar content of stereoscopic image, a meaningful binary image 
is chosen as watermark with the size of 125×96. The sizes of three watermark blocks 
S1, S2, S3 are 64, 88 and 12. Arnold scrambling periods of three watermark blocks k2, 
k3, k4 are 14,18 and 8.The bit same rate (BSR) of extracting message W1 ' from the 
original watermark W, is denoted as BSR in the rest of this paper. BSR as evaluation 
parameter is defined as follows. Size of watermark is M1×N1. 

1 1

1 1

   ( )pixels number of W W
BSR

M N

′=
=

×  (7)

The values of a1, a2, a3, and a4 range from 0 to 0.5 and the values of b1, b2, b3, and b4 
range from 0 to 1. If the weighted coefficients of Watson model matrix are higher, the 
robustness is stronger. So, b1, b2, b3, and b4 are set to 1 in the experiment. Fig.3 shows 
the watermarks extracted from stereoscopic image under attacks when a1, a2, a3, and 
a4 are zero and b1, b2, b3, and b4 are 1. The ability to resist common signal processing 
attacks of the proposed algorithm is listed in the figures where data show NC/BSR in 
the algorithm. And the data show PSNR (dB) of left-view image under attacks / 
PSNR (dB) of right-view image under attacks. Here the attacks of left-view image 
and right-view image are the same. 
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Scaling(4) 
0.93/0.92 

46.82 dB /46.54 dB 

 
Scaling (1/2) 

0.86/0.86 
37.74 dB /37.34 dB 

 
Average filter (3×3) 

0.85/0.84 
34.91 dB /34.71 dB 

 
Median filter (3×3) 

0.84/0.83 
39.37 dB /39.11 dB 

 
Cropping upper left (1/4) 

0.81/0.95 
11.03 dB /11.13 dB 

 
JPEG attack (Q=75) 

0.75/0.85 
41.17 dB /40.98 dB 

 
Pepper noise (0.001) 

0.94/0.91 
35.18 dB /35.00 dB 

 
Gauss noise(0.0001) 

0.84/0.82 
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No attack 
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49.78 dB /49.44 dB 

 
 

Scrambled watermark 
 

 
 

Original watermark 
 

Fig. 3. Watermark extracted from stereoscopic image under attacks when a1, a2, a3, a4, are zero 

From Fig.3, some conclusions are given as 

1) The values of NC and BSR are not equal for the same watermark. BSR is not 
equal to 1 when stereoscopic image under no attack. That is to say, it is not robust 
enough when a1, a2, a3, a4, are 0 and b1, b2, b3, b4 are 1. 

2) It is easy to get high transparency by making use of HVS. But Watson model 
matrix is not enough to resist the difference △ in some areas of left-view image and 
right-view image. 
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Taking the difference △  of stereoscopic image into consideration, some 
experimental results are given when a1, a2, a3, a4, are 0.5 and b1, b2, b3, b4 are 1 in 
Fig.4. 
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32.73 dB /32.71 dB 

 
No attack 
1.00/1.00 

44.91 dB /44.67 dB 

 
 

Scrambled watermark 
 

 
 

Original watermark 
 

Fig. 4. Watermark extracted from stereoscopic image under attacks when a1, a2, a3, a4, are 0.5 

From Fig.4, some conclusions are given as 

1) The robustness is better with the higher values of a1, a2, a3, a4. But the 
invisibility is the best when the values of a1, a2, a3, a4 are zero. The values of a1, a2, a3, 
a4 are used to adjust the balance between robustness and invisibility. 

2) It is found that if the weighted coefficients of △  more than 0.5 in the 
algorithm, the watermarked stereoscopic images may be detected by subjective 
observation in edge area. 
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Divide the similar contents of stereoscopic image’s two viewpoints into similar 
blocks. Similar blocks from left-view image and right-view image usually have the 
same change trend when the two viewpoints are attacked. It is helpful to enhance the 
robustness of algorithm. Simulation results show that the algorithm is robust against 
the attacks such as scaling, filtering, cropping, compression and noise, and it 
maintains satisfying transparency. 

4 Conclusions 

A blind watermarking algorithm is proposed to deal with the content protection 
problem of parallel stereoscopic images in this paper. The proposed scheme exploits 
the relationship embedding and global disparity existing in parallel views of 
stereoscopic image. In addition, the scheme is proposed using human vision system. 
And future work is considered to deal with watermark embedding in edge areas. 
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Abstract. In the multi-view acquisition/stereo display system, the stereo angle, 
number of views and stereo image resolution (simply called three points) are 
very important factors. They can impact the performance of system. This paper 
introduces stereo angle and explores the model of relationship among number 
of views, stereo resolution, and max stereo angle. Based on the model, the 
relationship among this three points is shown. Through the results of 
simulation experiments, we can get the overall optimizing methods for multi-
view acquisition/stereo display system and the model provides a theoretical 
basis for building and overall optimizing multi-view stereo acquisition/ display 
system.  

Keywords: multi-view acquisition/stereo display system, number of views, 
stereo resolution, stereo angle.  

1 Introduction 

Multi-view three-dimensional (3D) display has been considered as future direction of 
3D display technology [1], but it is not perfect and still in development. Reference [2] 
improves the efficiency of stereo sense with horizontal and vertical parallax, reference 
[3] partially improves the efficiency of multi-view video coding (MVC) with the 
correlation between different views and reference [4] partially expands the stereo 
angle by increasing views. All of them rarely consider improving system performance 
from the overall of FTV.   

This paper mainly discusses the relationship among number of views, stereo 
resolution and stereo angle in multi-view stereo acquisition/display system. Firstly, 
we introduce the principle of multi-view stereo acquisition/display system and model 
of relationship between number of views and max stereo angle. Then we analyze 
synthesis method of stereo image and finds the model of relationship between number 
of views and stereo resolution. Based on reference [5-6] we propose the model of 
relationship among number of views, stereo resolution and stereo angle. Finally, 
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through the simulation experiments we can  overall optimizing method for multi-
view stereo acquisition/ display system. 

2 Principle of Multi-view Stereo Acquisition/Display System 

Shooting camera array and multi-view stereo display compose multi-view stereo 
acquisition/display. Shooting camera array can capture the real object from different 
angle. These images can synthesize stereo image which can be displayed in multi-
view stereo screen.  

       
        (a) Shooting camera array                       (b) Multi-view stereo display 

Fig. 1. Model of Multi-view stereo acquisition/display system 

Fig.1(a) is the model of shooting camera array and Fig. 1(b) shows the model of 
multi-view stereo display. tx and ty represent camera spacing in x-axis and y-axis. 
Assume that V0 is the point of real object. Ccl and Ccr represent the position of some 
neighboring cameras in camera array. Sl and Sr represent the pair points in multi-view 
stereo display screen. If the positions of 1th viewer's two eyes are at VL1 and VR1, he can 
see the position of virtual objects at VI1. The rest may be deduced by analogy. If the 
positions of Nth viewer's two eyes are at VLn and VRn, he can see the position of virtual 
objects at VIn. When the viewer stands at different position to see multi-view stereo 
display, he can see the virtual object at different position.  

3 Model of Relationship between Number of Views and Max 
Stereo Angle 

The stereo angle is β  which is formed between the two eyes of observer and 

fixation point of virtual objects. Reference [5] establishes the model of stereo angle.  

arctan
2( )v I

e

z Z
β =

−
                         (1) 
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where e is interpupillary distance, zv is viewing distance and ZI is the depth of virtual 
object. Equation (1) calculates every stereo angle for multi-view stereo display and 
the sum of all stereo angle forms max stereo angle (Anglemax). reference [6] 
establishes the model which is the relationship between number of views (N) and max 
stereo angle. It can be expressed as: 

                max

( 2)
Angle 2 arctan

2( )
zv

v I

e N C

z Z

+ −=
−
                     (2) 

The number of views is N, Czv is viewpoint switching parameter and Anlgemax is max 
stereo angle.  

4 Model of Relationship between Number of Views and Stereo 
Image Resolution 

Stereo image resolution is not the resolution of multi-view stereo display. It is that 
human eyes can see the resolution of stereo image when viewers are watching multi-
view stereo display. Actually, it is the image resolution of each view each eye can see. 
In this paper, we use the total number of pixels (TNP) to represent stereo image 
resolution. 

In multi-view stereo display, viewers standing at different position can see 
different viewpoints because it uses the information of each view to synthesize stereo 
image. Each view only contributes part of the pixels for synthesizing. 

Fig.2 is synthesized diagram of 8-view stereo display. Each view only contributes 
some pixels. When a viewer stands in front of multi-view stereo display, he can see 
parts of pixels for some view. With increasing the number of views, the viewer can  
 

 
Fig. 2. Synthesized diagram of 8-view stereo display 
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see more viewpoints. When the resolution of stereo display is a constant, the pixels 
contributed by each view become less. In order to improve the performance of stereo 
display, the relationship between number of views and stereo image resolution should 
be discussed. 

In this paper stereo image resolution is represented by total number of image pixels 
(TNP). TNP means how many pixels each eye of viewer actually sees in multi-view 
stereo display. Assume that resolution of multi-view stereo display is a constant 
value. Number of pixels that viewer can see is less than TNP of multi-view stereo 
display because two eyes only see two views in multi-view stereo display. The 
relationship between number of views and TNP can be expressed as: 

Stereoimage
eachview

TNP
TNP

N
=                      (3) 

TNPeachview is the number of pixels of each view and TNPstereoimage is the number of 
pixel for synthesized stereo image. For example, 16-view stereo display can support 
sixteen viewpoints, and each view contributes 1/16 number of pixels. That means the 
pixels which we can see become less. 

5 Simulation Experiments and Analyses 

Now we get the relationship model between number of views and stereo image 
resolution and relationship model between max stereo angle and number of views. To 
explore their characteristics, we implemented the simulation experiments in 
MATLAB 7.13 and draw the diagram among max stereo angle, number of views and 
stereo image resolution. It can be a theoretical foundation for  establishing or 
optimizing multi-view stereo acquisition/ display system. 

5.1 Relationship between Number of Views and Total Number of Image Pixel 
for Each View 

Assume that total number of stereo image pixel is a certain value shown as Table 1. 
Base on table 1 and equation (3) we can get the relationship between number of views 
and total number of image pixel for each view as Fig.3. 

Table 1. Total number of stereo image pixel 

  Total Number of Pixels Resolution 

1080P 2073600 1920x1080 

720P 921600 1280x720 
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(a) 1920x1080 
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 (b)1280x720 

Fig. 3. Relationship between number of views and number of pixels for each view  

Fig. 3 show that the number of image pixels for each view declines rapidly with the 
increase of views. That means the number of pixels which human's eyes can see are 
reducing. When we watch multi-view stereo display, we feel that the clarity of stereo 
image declines. 

For example, if resolution of multi-view stereo display is 1920x1080, the number 
of views is 9. According to Equation (3), TNP of each view is 230400. Translating it 



Model of Relationship among Views Number, Stereo Resolution and Max Stereo Angle 513 

 

to resolution is 640x360. In other words, the resolution of image seen by each eye is 
640x360. When we see 9-view stereo display with 1920x1080 resolution, each eye 
actually sees the image whose resolution is 640x360.  

5.2 Relationship among Number of Views, Stereo Image Resolution and Max 
Stereo Angle 

Stereo angle, number of views and stereo image resolution are very important three 
points in multi-view acquisition/stereo display system. They are interrelated and 
affect the performance of the system.  

Based on Equation (1), Equation (2) and the parameters of in Table 2, we draw 
relationship among stereo image resolution (TNP), number of views and stereo angle 
as in Fig.4. 

Table 2. Parameters of multi-view acquisition/stereo display system (mm) 

TNP(million Pixel) e Czv zv ZI 

2.0736 65 106.667 1600 308.966 
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Fig. 4. Relationship among number of views, stereo image resolution and max stereo angle 

In Fig.4, x-axis is number of pixels for each view, y-axis is max stereo angle and z-
axis is number of views. Stereo angle, number of views and total number of image 
pixels are associated with each other. When number of views is increasing, max 
stereo angle is becoming wider. Viewer may feel strong stereo effect in multi-view 
stereo display. But the clarity of stereo image declines with views increasing. Viewers 
can clearly feel that image quality deteriorates. 
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6 Conclusion 

This paper mainly discusses the relationship among number of views, stereo angle 
and stereo image resolution in multi-view acquisition/stereo display system. Firstly, it 
analyzes the principle of multi-view acquisition/stereo display system and find out the 
model of relationship between number of views and max stereo angle. Then it gives 
model of the relationship between number of views and stereo image resolution. 
Finally, through the simulation experiments, the curve of relationship among the three 
points is drawn. In designing multi-view stereo acquisition/display system, we should 
consider the three points comprehensively to improve system quality. 
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