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FOREWORD

This book is both difficult and rewarding, affording a new perspective
on logic and reality, basically seen in terms of change and stability, being and
becoming. Most importantly it exemplifies a mode of doing philosophy of
science that seems a welcome departure from the traditional focus on purely
analytic arguments. The author approaches ontology, metaphysics, and logic
as having offered a number of ways of constructing the description of reality,
and aims at deepening their relationships in a new way. Going beyond the mere
abstract and formal aspects of logical analysis, he offers a new architecture of
logic that sees it as applied not only to the “reasoning processes” belonging to
the first disciplinary group — ontology — but also directly concerned with enti-
ties, events, and phenomena studied by the second one — metaphysics. It is the
task of the book to elaborate such a constructive logic, both by offering a logi-
cal view of the structure of the reality in general and by proffering a wealth of
models able to encompass its implications for science.

In turning from the merely formal to the constructive account of logic
Brenner overcomes the limitation of logic to linguistic concepts so that it can
be not only a logic “of” reality but also “in” that reality which is constitutively
characterized by a number of fundamental dualities (observer and observed,
self and not-self, internal and external, etc.): indeed the analysis of “contradic-
tion” plays a central role in the book. In this perspective logic is also rooted in
physical reality, as conceived by modern physics: “Accordingly, my logic is
not only a logic about theories of reality as conceptualized in philosophy and
metaphysics. It is also a scientific or quasi-scientific concept, to the extent
that, like symmetry for example, its principles are a reflection of the underly-
ing physical structure of the universe that is independent of human experience
that nevertheless derives from it’’.

Brenner has a great deal to say about aspects of this logic of/in reality
that relate it to standard logics as well as other disciplines: 1) the centrality of
axiomatics and the importance of building open and uninterpreted formal
systems potentially able to account for real processes entities, properties, and
dynamisms (chapters 1 and 2): ii) the role of a rigorous interpreted formal
ontology as a “process ontology” (chapter 3), and iii) its relationship to the
quantum-field equivalent of energy (chapter 4). Chapters 6, 7, and 8 recon-
sider, in term of both “logic in reality” and “new energy ontology”, the problems
of Gestalt and catastrophe theory, metaphysics (also the problem of naturaliza-
tion of phenomenology is fruitfully taken into account), and physics, where

Xi
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a new relation between logic and space-time is suggested. To take another
example, a concept of “relative identity” is presented to convey those features
that classical identity cannot account for in the case of quantum entities. But
more important for the reader is the structure of his overall argumentation
strategy. Implicit in Brenner’s work is an interdisciplinary commitment very
rare in the current research in logic and epistemology: logic is grounded in many
ways, but most essentially, for Brenner, it derives its rational basis from its
participation in the most important achievements of current culture and science.
It is this insight which drives the remainder of the text, which includes numer-
ous examples of successful logical modelling; and within the context of this
successful practice, the author expands the traditional logical power of logic in
a number of significant ways. He spends considerable time on the analysis of
many non-classical logics, abduction, quantum and relativistic physics, Hege-
lian philosophy, non-standard analysis and traditionally debated philosophical
problems such as the analytic/synthetic distinction, determinism/indeterminism,
and the concepts of “causality” and of “scientific explanation”.

Brenner’s text is extremely complex; it is full of information about the
widest range of issues relevant to his concerns. He has complex and critical
presentations of various areas of current fields of philosophical, cognitive, and
scientific knowledge. This presents one of the major problems for the reader.
Since his argument is based on numerous examples of partially successful
cognitive strategies and sees their partial success as a justification for his pro-
ject, the book overwhelms the reader with references. Of course, if the reader
is appropriately grounded in the vast literature that Brenner affords in a bibli-
ography, the reference to particulars can be very deeply informative. The rest
of us must rely on the sheer weight of putative examples, still extremely in-
formative and epistemologically rewarding. Brenner offers such an account,
and it is the connection between the account and the examples that ultimately
gives his work its power in depicting a new perspective on “reality”. His con-
cern with the actual practice of logic helps him to see the roots of reality in the
manipulation of the wide interdisciplinary interplay I have indicated above.
Brenner offers a truly novel contribution to the problem of reality by looking
broadly to see its relational aspects within the entire context of logic, set the-
ory, metaphysics, ontology, physics and biology, rather than narrowly as in the
traditional logical and analytic approaches.

This excellent and demanding book opens up the door to a deeply in-
formed attitude in logic and epistemology, requiring of philosophers that they
do more than analyze concepts, demanding that they become familiar with the
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wealth of actual knowledge gathering practices available in the special disci-
plines. This is not to substitute description for normativity, but rather recon-
ceptualizes what the grounds of normativity are. The author has provided
a fine contribution to the renaissance of logical research aiming at directly
elucidating the ancient philosophical concept of “reality”.

Lorenzo Magnani
Department of Philosophy,

University of Pavia, Pavia, Italy

Department of Philosophy,
Sun Yat-sen University, Guangzhou, P.R.China

February 2008
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INTRODUCTION

1. REALITY AND LOGIC

This is a book about a theory of reality — about a theory of change and
stability, being and becoming. Humans are unique in having the capacity of experi-
encing reality and representing and recording it symbolically, and the recorded forms
of symbolic representations constitute human knowledge organized into disciplines,
scientific, philosophical, artistic and religious. These have been developed in an
attempt to explain and understand the phenomena of existence in all their diversity
and complexity. Innumerable approaches, more or less formal, have been devel-
oped to try to organize and make sense out of the processes, properties, relations,
structures, actions, thoughts, interactions, in a word the physical and mental enti-
ties that constitute reality in every day human existence and experience.lt is possi-
ble to look at the subjects and objects of knowledge and the methods for their
study as lying on a scale between reality itself and the most abstract representations
that are made of it, language and mathematics. All models of reality, as models,
require a degree of abstraction. If one excludes, for the time being, non-linguistic
representations of reality such as art, all knowledge is constituted by sets of state-
ments of some kind. Starting from the side of language, farthest removed from
reality, the statements consist of propositions about abstract, ideal entities; de-
scriptions or models of reasoning processes; philosophical or metaphysical de-
scriptions of reality; and finally, descriptions of reality based on experiment, the
domain of science. Increases in knowledge related to statements or beliefs about
reality are involved in linguistic processes such as making arguments, inferences
and judgments. Science involves increases in knowledge about reality itself, the
states of real physical and non-physical systems.

The purpose of this book is to reexamine the relationships between the
different disciplines concerned with the description of reality: (1) ontology, the
study of being, what there is, as a systematic approach to the construction of mod-
els of reality; (2) metaphysics, which is concerned with the fundamental structure
of reality as a whole'; and (3) logic. Both ontology and metaphysics apply to all
knowledge and reasoning.

Logic, however, is considered to apply in a formal manner to the first
group of reasoning processes but not to the second, that is, as being limited essen-
tially to the linguistic and mathematical domains, not those of entities, events or
phenomena studied by metaphysics and science. Despite the large number of im-
portant practical applications of standard logics, for example, in computer science

I “Metaphysics is a universal discipline, in which everything, including the status and validity of
ontology and metaphysics itself, is a proper subject of study” (Lowe 2002).

xvii
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and artificial intelligence, the underlying body of logic has not undergone major
modifications in the direction of a logical view of the structure of reality in general,
and its implications for science. The reasons for this are primarily historical: logic
has been thought of as the study of reasoning and the construction of adequate,
formal descriptions of the modes of reasoning, e.g., deduction, induction and ab-
duction, and the logical operations, e.g. implication, that characterize it. Modern
logic was developed with the objective of modeling mathematical reasoning in as
general a way as possible, without limitations as to what reality might be like. Due
to their complexity, diversity and appearance of random or, at the very least, of
chaotic behavior, phenomena as such have been generally considered outside the
purview of logic.

In contrast to the abstractions that have constituted logic, real phenomena
refer directly to human observation and human ratiocination, and the introduction
of logical considerations in the corresponding disciplines, phenomenology and
epistemology, has proven extremely complicated. The gap between reality — real
entities — and propositions about reality remains the source of a large number of
metaphysical problems. Talking about a logic of/in reality might thus be consid-
ered either a contradiction or a vague metaphor, referring, but only informally, to
some of the regularities in nature and science that one observes.

There is, however, no theoretical reason why this should be so. One the-
sis of this book is that the limitation of logic to linguistic concepts, which do not
and in fact cannot apply to real entities, should be removed. The discussion can
also center, and perhaps should center, on the non-abstract and often conflictual
changes characterizing real entities or phenomena as objects of analysis, while re-
taining the advantages of the formal structure, rigor and generality of the logical
approach. An improved reflection of reality is, in a nutshell, what I claim my pro-
posed logic of/in reality (LIR) may bring to the table.

I take a view of reality that is neither idealist nor reductionist-materialist.
I will identify structures and principles in it that are not designed to analyze or in-
sure the truth-value or the pattern of inference of a set of propositions but which
have, nevertheless, equivalent explanatory power and categorial authority. For ex-
ample, reality seems to be characterized and/or constituted by a number of funda-
mental dualities: there is the reality that is and is not accessible to our senses; the
dualities of observer and observed, self and non-self, internal and external and so
on. The principles of the theory that I propose, that I consider logical principles,
nevertheless refer, as directly as possible, to such dualities and the relations be-
tween them as providing a coherent picture of reality, human experience and the
mechanisms of change. I consider that the system of thought or discipline that best
captures these principles is still a logic, a logic, however, that has its origin in the
characteristics of physical reality, as conceived by modern physics, although it is
obviously dependent on human mental and linguistic processes to describe those
characteristics.

Accordingly, my logic is not only a logic about theories of reality as con-
ceptualized in philosophy and metaphysics. It is also a scientific or quasi-scientific
concept, to the extent that, like symmetry for example, its principles are a reflection
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of the underlying physical structure of the universe that is independent of human
experience that nevertheless derives from it. Throughout this book, when I talk about
the physical structure of the world, I mean that all metaphysical, philosophical but
also logical concepts should be compatible with, those of fundamental physics.
Thus, a logico-metaphysical concept that meets this criterion also implies a change
in the way one looks at the role which logic has had of organizing our reasoning.
One must start by being sensitive to the biases that have been built into the analy-
sis of reasoning due to the ubiquity of the essentially classical principles of stan-
dard predicate, intuitionist and paraconsistent logic.

2. THE OBJECTIVE AND PLAN OF “LOGIC IN REALITY”

The title of this book, “Logic in Reality” (LIR) is thus intended to imply
both (1) that the principle of change according to which reality operates is a logi-
cal principle embedded in it, the logic in reality; and (2) that what logic really is
involves this same real physical-metaphysical but also logical principle. The first
objective of this book is, therefore, is to construct such a logic of and in reality.
Once this logic and its related ontology are in hand, I will show that they can pro-
vide some important insights into aspects of reality that have remained at the level
of intuition. In particular I will be in a position to define the basis and structure of
a necessary relation between reality and appearance. 1 will also show that many
positions in philosophy and science have been blocked by classical logical de-
scriptions of the domain of these theories and the consequent classical ontologies,
that is, the categorizations that are made of the domains.

I will begin Chapter 1 with an informal axiomatic characterization of LIR
and some initial indications as to why these axioms have been selected. The
non-classical calculus to be used will be introduced. I will then briefly review the
structure and major components of standard logics, showing which components
can and cannot apply to LIR, or the significant reinterpretations of them that are
required. The major groups will appear in the following sequence: deductive;
paraconsistent; quantum; inductive — probabilistic.? The chapter concludes with a
more formal axiomatization based on a model of probabilistic logic. The differ-
ences between my logical system gua system with that of both classical and non-
classical logics will quickly become apparent, but the parallels that remain will be
part of the justification for the consideration of LIR as a logic.

In Chapter 2, I discuss LIR as an uninterpreted formal system, including
details of the non-classical calculus applied to the logical operations of implication,

2 The sequence reflects the place of the logics on the ‘line’ mentioned in paragraph 1: each logic
has aspects that bring it, somewhat, closer to reality. LIR can thus be seen as continuing this
process.
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conjunction and disjunction. In this theory, standard truth-values are replaced by
logical values that reflect the state variables of the phenomenon under study in a
novel way.

Chapter 3 develops LIR as a formal ontology and an interpreted formal
system, with definitions of the critical concepts of dynamics, process and property.
Ontological predicates are introduced to construct LIR as a process ontology, or
process-ontological model of reality. An LIR approach to the question of being in
relation to reality is compared with recent work grounding being in classical logic,
and the concept of LIR as a metalogic is discussed.

Chapter 4 sets out the critical foundational notion of LIR, namely, that its
fundamental postulate is based on the existence of energy, or better, its quantum
field-theoretic equivalent, as the unique material category. The properties and pro-
cesses associated with it as well as its most important formal categories are deve-
loped, recognizing that the domain of entities involved is that of all real, physical
phenomena, as well as of non-real (imaginary or fictional) entities qua their crea-
tion. The categorial approach insures that LIR, as an ontological theory, has the
necessary correlations to language and inference. The fit between the axioms of
LIR and the New Energy Ontology (NEO) I define accordingly concludes the first
part of the book.

The second part uses LIR and NEO re-examine problems in a number
of philosophical and scientific domains. Chapter 5 is a transition chapter
that sets forth the core thesis of LIR and provides views of key philosophical tools
necessary for its development. The task of providing adequate structure to my
categorization of reality is undertaken and compared with concepts from Gestalt
and catastrophe theory. The ontological recategorization that LIR makes possible
leads to reexamination of some issues in ontology itself. A basis for the links be-
tween LIR as metaphysics and LIR as ontology will be proposed.

Chapter 6 discusses the relation between the principles of LIR and meta-
physics, and its application to the major philosophical issues of causality, deter-
minism and realism in science. I will position LIR as a broad system, an axiomatic
metaphysics, for talking about both philosophical theories and real-world proc-
esses. The chapter concludes with a brief discussion of the application of LIR to
issues in philosophy and the naturalization of phenomenology. Chapter 7 develops
the relation between LIR and modern physics. I suggest that LIR can clarify issues
of complementarity, structural realism and metaphysical relations at macroscopic
as well as microscopic scales, and the correspondence of LIR to some current con-
cepts of space-time and cosmology is proposed. These three chapters suggest a
convergence of metaphysics and physics, for which LIR provides a logical bridge.

Chapter 8 shows how the fundamental principles of LIR can define emer-
gence and be applied to emergent phenomena at the increasingly complex levels
of life and evolution. The book concludes with some speculations about the poten-
tial consequences of the applications of LIR in philosophy and science and the
proposal of a more challenging role for this extended logic in the development of
knowledge.
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Based on the metaphysical arguments to be developed in this book, many
fundamental questions and assumptions may require a degree of redefinition, and
their origin in nature and their justification may be found elsewhere than is com-
monly suggested. I have made an effort to avoid reasoning according to the stan-
dard dichotomies, e.g., determinism vs. indeterminism. I thus ask the reader, even
if he or she has strong views on specific issues (of which determinism is a good
example), to take an attitude of openness and tolerance toward what may be unex-
pected or unusual in my thesis. I say this from direct experience, since even the
discussion of some form of contradiction or constitutive opposition as basic to na-
ture often encounters resistance that goes far beyond dispassionate and reasoned
debate. I undertake to do the same with regard to my inevitable critics. But it may
be considered a strength (or weakness?) of my theory that it is one that explicates
and integrates its own potential critique.

I will naturally be comparing LIR with existing theories, but my intention
is not to prove that any particular theory is incorrect, except in the sense that its
domain of application should be clearly limited to abstract systems. For theories,
views, approaches, etc. that are closer to LIR in spirit, my objective will be to
support their insights and intuitions and show how they might be improved or
generalized.

I will close this Introduction with a few words about the logical and
philosophical environment in which this book is appearing. In his Introduction to
a recent compendium that assesses current philosophy and logic (van Benthem
20006), the logician van Benthem argued for a natural and respectable process of
growth of logic, in line with that in other disciplines, and cautioned against arbi-
trary replacement or competition. The articles (which date back to 2002), reflect
this: none go far outside established paradigms of non-classical logics applied to
aspects of truth, proof, category theory and complementarity in physics, among
others. In philosophy on the other hand, three significant representatives of the
Anglophone analytical tradition take a less conservative attitude. Mulligan et al.
(2006) castigate analytical philosophy for its failure to accept the challenge of
providing an adequate picture of reality. Continental philosophy is also criticized
for its lack of rigor and subordination to political agendas, which makes its use of
scientific concepts anecdotal. Ladyman and Ross (2007) and their colleagues are
also critical of any metaphysics or philosophy that relies on intuitions or concepts
that do not take into account the most recent advances in fundamental physics. In
their “naturalization of metaphysics”, they propose a picture of the world that
raises the scientific standard for any theory that purports to describe and/or explain
aspects of reality.

The theory in this book takes these various attitudes into account. Ac-
cordingly, much of Chapter 1 is devoted to showing the principled relation to
standard non-classical logics of the extension of logic that Logic in Reality repre-
sents. Attention is paid to indications within standard logics that such extensions
might be envisaged. Thus, in making the novel moves of extending logic to real-
ity, and in showing its linkage to metaphysics and science, I have tried to maintain
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a degree of formal justification that members of the analytical philosophy com-
munity could accept, in accordance with the Mulligan et al. critique.
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1 LOGIC IN REALITY (LIR) AS A FORMAL
LOGIC

Abstract This chapter establishes the logic of and in reality (LIR) as a formal
logic, whose axioms are given first in standard form. An initial discussion of real-
ity and levels of reality is provided as the basis for the extension of logic to real
entities, phenomena and processes. A semantics for LIR is proposed and then
compared with the logical concepts and processes underlying classical bivalent
logic. Comparisons are also made with many of the major kinds of classical and
non-classical logics, including fuzzy and modal logics, in order to bring out the
critical differences that a departure from logic as a linguistic system entails. The
closer relation of LIR to inductive, abductive logics and quantum logics and prob-
ability is suggested, and the LIR axioms are restated in formal probabilistic terms.

1.1 INITTIAL AXIOMATIZATION: THE FUNDAMENTAL
POSTULATE

Logic and metaphysics began, in antiquity, as ways of reasoning about
nature, or reality. However, relatively early, logic developed into simply a tool for
determining the truth or falsity of propositions. Deductive reasoning per se was
disconnected both from processes of scientific inference and from ordinary ex-
perience. The most common current definition of logic is that it is an analytical
theory intended to formalize principles of valid reasoning as well as a theory of
valid inference to provide insight into the foundations of mathematics. Logical re-
lations, it is alleged, can obtain only between propositions, not between concrete
entities, nor between abstract entities that are not propositional in nature. Exam-
ples of standard logics are classical term or syllogistic logics and their recent
modifications, first and higher order predicate logics, modal logics, and ampliative
adaptive logics. Further, most such propositional logics are based on the principles
of bivalence, absolute non-contradiction and the law of the excluded middle. These
three principles can be summarized by the corresponding axioms of classical logic,
as follows:
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CL1: Identity: A is (is identical with) A (or B): A=A or A=B.!

CL2: Non-Contradiction: A is not non-A (not (A and non-A)). Arguments
that lead to contradiction are prima facie false.

CL3: Excluded Middle: there exists no third term T that is at the same time
A and non-A (A or non-A).

All standard logics provide for the addition of additional axioms, and/or
for recasting the indicated axioms in other terms in order to define the logic more
completely. The term bivalent classical logic refers to a logic with two values, true
and false, with a middle term excluded and proof by refutation by reduction to the
absurd or contradiction. This form of logic was and is so successful in practice in
describing a wide variety of phenomena that it has come to be considered as an a
priori, corresponding in some way to the laws of thought and reason. The prestige
it has acquired thereby has resulted in the maintenance of most of its principles
even within the major developments in logic of the last fifty years, such as para-
consistent and paracomplete (intuitionist) logics. This has blocked a path toward a
potentially deeper understanding of the principles of bivalent logic and occulted
the negative effects of their misapplication in society.

In my opinion, this situation is the major driving force for the develop-
ment of a logical theory that will enable a better, since more direct, description of
‘what happens’ in reality. Standard propositional and predicate logics, as well as
the newer paraconsistent and paracomplete logics, all exclude some or other es-
sential aspects of reality. For example, among the important properties of logic in
the standard acceptation is that of topic-neutrality. This says essentially that it makes
no difference what it is one is thinking or reasoning about. Provided one follows
the rules of deduction and keeps the meanings of certain general terms fixed — the
logical constants — the truth of a conclusion from true premises is guaranteed.

A somewhat broader conception is that logic is the study of the most
general features or forms of thoughts and judgments (Hofweber 2005). One can
assume, however, that ‘form’ is concerned with what a judgment is about, rather
than the judgmental proposition itself, and one can associate form with the reality
that is being judged, including the real mental process that making a judgment in-
volves. On this basis, reality itself has a logical form or structure, which implies a
basis for logic in real-world phenomena, and its use for their description.

I thus claim that logic not only should but can be extended to reality,
provided one takes into account, and gives proper metaphysical weight to, some of its
characteristics that have tended to be neglected. These include the concepts, pre-
sent also since antiquity, of dialectics — conflict as well as change and alternation
between the different but closely related, interactive elements of a phenomenon.

1Tt is now well known that from both a formal logical or practical standpoint, this formulation of
absolute identity is either trivial or false. Identity must be relativized either to some context or
particular predicates, or denotations of nouns. What remains as strong as ever is the normative
idea of absolute identity as an ideal or preferred state.
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Dialectics can be considered neither more, nor less, than the generalization and
mental expression of conflicts in nature and civilization, and their resolution, that
man has observed from time immemorial. “Beings and things seem to exist and
are able to exist only in function of their successive and contradictory conflicts.”
(Lupasco 1979) (For Heraclitus, conflict did not mean the splitting or destruction
of the unity of reality, but its constitution. The logos, the only “abiding thing”, the
orderly principle according to which all change takes place is a ‘binding-together’.
Conflict (polemos) and logos are the same.)

I thus propose that there are no less than three major roles for logic to
play: the first, already referred to, as a the theory of forms or structures of abstract
relations between abstract objects, thoughts and concepts: the second, as a theory
of forms of still abstract relations holding between real items from which, essen-
tially, properties of change have been eliminated. Set theory, part-whole theory
(mereology) and group theory are examples of logic in this sense. In a third, quali-
tatively different role, logic as a theory of reality in which its dynamic structures
of conflict, change, and alternation take center stage. At this point, logic can and
should “join forces” with science and metaphysics to give the best possible des-
cription of that reality.

The classical dualisms indicated listed are expressions of some of these
dynamic structures of conflict, change, and alternation.

Presence — Absence Actuality — Potentiality
One — Many Identity — Diversity
Subjective — Objective Internal — External
Local — Global Proximity — Distance

These pairs of opposing notions can be considered forms of reality not
only because they formally articulate aspects of our experience, but because we
actually experience them.? Being self-evident, they are thus a further rationale, for
the axiomatization of a logic of reality,

The fundamental postulate of LIR, of ‘dynamic opposition’, which depends
on these notions, is as follows: all phenomena continually but non-reflexively (that
is, without perfect circularity — returning to exactly the same starting point) alter-
nate between degrees of actualization and of potentialization of themselves and
their opposites or ‘contradictions’. In the original formulation by Stéphane Lupasco
(1987):

“To every phenomenon or element or logical event whatsoever, and accordingly to the
judgment which thinks of it, the proposition which expresses it, to the sign which symbolizes
it must always be associated, structurally and functionally, a logical antiphenomenon, or

2 Roberto Poli (2003) has shown the philosophical importance of dualisms in the relationship or
correlation between their role in (standard) logic and current views of ontology.
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anti-element or anti-event and therefore a contradictory judgment, proposition or sign in
such a fashion that the former can only be potentialized by the actualization of the latter,
but not disappear such that either could be self-sufficient in an independent and therefore
rigorous non-contradiction — as in all logic, classical or otherwise, that is based on an
absoluteness of the principle of non-contradiction.”

The point half-way between actualization and potentialization is a point of maxi-
mum antagonism or ‘contradiction’ from which, in the case of complex phenom-
ena, a T-state (T for “tiers inclus”, included third term) emerges, which is capable
of resolving the contradiction (or ‘counter-action‘), at another, higher level of
reality.

As a first step, one may capture these concepts and this postulate by re-
writing the three axioms of classical logic as follows:

LIR1: (Physical) Non-Identity: There is no A at a given time that is identi-
cal to A at another time. This formulation is essentially that of Leibniz.
LIR2: Conditional Contradiction: A and non-A both exist at the same time,
but only in the sense that when A is primarily actual, non-A is primarily po-
tential, and vice versa, to a reciprocal extent.

LIR3: Included (Emergent) Middle: An included or additional third element
or T-state emerges from the point of maximum contradiction at which A and
non-A are equally actualized and potentialized, but at a higher level of real-
ity or complexity, at which the contradiction is resolved.3

I then add the further axioms, in part re-expressions of the first three, that
are required for the proposed application to real-world elements, rather than only
to linguistic terms, propositions or expressions. These are restatements of the fun-
damental postulate, including the essential concept that no real process goes to the
idealized, abstract limits of classical logic.

LIR4: Logical Elements: The elements of the logic are all representations of
real physical and non-physical entities, none of which can be totally identi-
cal to another.

3 This axiom has been designated as a ‘law of the included middle’ and the original Lupasco
logic as a ‘logic of the included middle’, LIM. This term does differentiate it from both the clas-
sical logic of the excluded middle and intuitionist logic, in which the law of the excluded middle
does not hold for certain aspects of mathematics. However, since a T-state is ‘included’ only in
the sense of being positioned conceptually between opposing elements, I have tended to avoid
this locution that carries, incorrectly of course, the idea of two things occupying the same space
at the same time.
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LIRS: Functional Association: Every real logical element e — objects, pro-
cesses, events — always exists in association, structurally and functionally,
with its anti-element or contradiction, non-e; in physics terms, they are con-
jugate variables. This Axiom applies to the classical pairs of dualities, e.g.,
identity and diversity.*

LIR6: Asymptoticity: No process of actualization or potentialization of any
element goes to 100% completeness.

In sequence, these axioms express the notion 3 of change; the mechanism
of change; the product of change, that is, emergence of a new entity or phenome-
non; the locus of change in the elements of reality; the structure of reality and a
property of change.® The nature of these real-world elements and the basis of the
property will be left open for the time being, but the elements can be assumed to
be what are commonly termed ‘facts’ or extra-linguistic entities or processes. It is
more common to talk today about ‘process and processes’ rather than ‘change’ or
‘becoming’, but I wish to emphasize the continuity with older work. I will provide
a specific discussion of process in Chapters 3 and 4. Regarding the term ‘func-
tional’, as used in LIRS, I hope to avoid potential misunderstanding by saying
now that it is not intended as part of a functionalist theory of mind, but simply to
imply that one element cannot exist without the other, or, put positively, that one
element depends for its existence on the other.

The following corollaries refer to the notions of contradiction or antagonism
and, in particular, of truth, in view of the central position of truth values in any
discussion of logic:

CLIR1: Contradiction: Contradiction can never be considered as absolute,
because it never takes place between rigorously actual terms, between
absolutely contradictory elements, such as those of classical logic and mathe-
matics. Contradiction never occurs except between antagonistic dynamisms.
Alternatively, no element, no logical variable or event is rigorously non-
contradictory; it always involves some contradiction such that, no matter
how much developed, the non-contradiction is always relative and limited.

CLIR2: Truth and Falsity: A truth cannot be absolute, because it can never
be rigorously (totally) actualized; a contradictory truth (falsity) can be

4 The absence, in LIR, of any notion of absolute identity or diversity of real world elements is a
concept that has direct bearing on the current debate about the individuation of quantum parti-
cles. In this view, only a conditional and reciprocal meaning can be given to these terms. The
modified views of scientific and structural realism of both quantum and macroscopic systems I
will present are the logical consequences this axiomatic formulation.

5 This notion of change was in a sense anticipated by the predicate reading of the classical axiom.

6 The axioms could be considered as a new way of looking at regularity in the immanent connec-
tion between the elements involved in change.
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potentialized as much as one wants theoretically without ever completely
disappearing in reality. The LIR conception of truth will be discussed further
in Chapter 2.

To my knowledge, the theory developed here is the only one in which
the three major axioms of classical logic are modified at once. Standard logics
(classical or non-classical) involve rules of inference for determining the truth of
propositions and linguistic formulations of beliefs, etc. My logic involves rules for
inferring or determining the state of the real-world elements involved in a phe-
nomenon. In order to better capture the notions of LIR that derive from the non-
linguistic character of its elements, some of these initial six axioms will be recast
later in this chapter in a way that will show a relation to probabilistic logic.

1.2 THE REAL AND REALITY

Comprehension of Axiom LIR3 and emergence requires a concept both of
reality and of levels of reality that accommodates viewpoints of ontology, metaphysics
and physical science, especially, fundamental physics. This first requires a distinc-
tion between reality and the real. My vision of the real should be understood as
similar to, or rather starting from, that of D’Espagnat (1979), namely, weak objec-
tivity. An independent real exists, despite our inability to define it precisely (the
veiled real), or to give it a meaning that is independent of our intuition. This view
is related to the so-called weak anthropic principle that states the obvious fact that
the fundamental constants of the universe are such that observers such as our-
selves can exist. The strong anthropic principle claims that our existence is the
explanation of why the constants have the values they do, introducing teleology —
that it was the purpose of the universe to produce us. Kauffman (1995) appears to
suggest this in his poetic book:

If we are, in ways we do not see, natural expressions of matter and energy coupled to-
gether in non-equilibrium systems, if life in its abundance were bound to arise, not as an
incalculably improbable accident, but as an expected (emphasis mine) fulfillment of the
natural order, then we are truly at home in the universe.

However, this statement can also be read as a description of a natural
order that is nothing more than the self-evident weak anthropic principle. In any
event, the latter is sufficient for my analysis, and the appearance of teleology can
be reinterpreted as a phenomenon, not a fundamental principle.

Other theories define reality as what is, or what constitutes, our experi-
ences, representations, theories, logics, images and so on. The real is what is, but
what absolutely resists our attempts to represent it or to see it clearly. The real
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offers us the possibility, so to speak, of understanding it via a concept of levels of
reality and the structure and properties of phenomenal reality that we can perceive
(non-veiled reality). Rescher (1996) cites Peirce to this effect: “Given that human
intelligence is a resource developed over time by creatures that are themselves an
evolved part of nature, our capacity to understand the world should not be seen as
all that surprising.” The most useful approach may be to maintain a description of
reality as being both veiled and not veiled (D’Espagnat 1979).

What I have called here non-veiled reality is, of course, divided into the
perhaps less poetically designated domains of observables and non-observables.
When to say that an entity is a non-observable because not directly observable,
and that hence its reality and existence independently of the human mind is open
to question, is a major issue of scientific realism. The logic of/in reality is relevant
to both the philosophy and physics applicable, as I will discuss in later chapters.

The next section discusses the concept of levels of reality from several
points of view that will be useful in subsequent applications of LIR to science.
However, a book that purports to discuss reality also requires, I feel, some mini-
mum discussion of the metaphysical problem of what it is to be or exist, the nature
of being. Without some indication of what constitutes being, what it means for
something to exist, and why something exists rather than nothing, any description
of the inhabitants of existence, as pointed out by Jacquette (2002), may be incon-
sequential unless it is in some way independently constructed without reference to
our experience. I have deferred this topic, however, until Chapter 3 by which time
I will have developed some of the logical and ontological tools for its discussion.

1.2.1 Levels of Reality

The idea that reality is divided into levels that are more or less distinct
and involve different degrees of complexity has been proposed, in various forms,
since antiquity, but it has received more rigorous attention since the advent of
quantum mechanics.® While there always can and will be arguments about the
number of levels and their detailed structure, the approach in this book suggests
ontological and physical pictures that postulate the emergence and existence of
levels, which follow different detailed laws, as a natural consequence of the fun-
damental antagonistic properties of energy.

7 The objects of the theories of modern physics and cosmology (virtual particles, curved space,
ten or eleven fundamental dimensions, etc.) are in the domain of reality, as are the objects and
concepts of levels of reality in traditional beliefs. The problem of the reality of non-existent ob-
jects is discussed in Chapter 3.

8 After Heisenberg, the notion of levels of reality as critical for philosophy was introduced in an
independent way by Nicolescu (1982).
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1.2.1.1 The Ontological Approach

Poli (2001) has provided a description of levels of reality and analyzed the
complex relations that obtain both between and within levels of reality. The fol-
lowing methodological steps can summarize his approach:

1. Distinguish three strata, rather than levels, of reality: the material,
the psychological and the social (the latter encompassing all phe-
nomena of history, language, science, morals, in fact, the entire
body of human knowledge and ideation).

2. Define the hierarchical relations of dependence between strata.

3. Define the hierarchical relations within strata, organized into levels
(or layers). The layers within strata correspond to “levels of organi-
zation”, different structurings of the same fundamental laws (Nicolescu
2002).

Each stratum has its own principles, laws and ontological categories, and
there are clear discontinuities between strata. This approach is also realistic in that
this ontology seeks to extract the relevant categories directly from objects. Levels
of reality are radically different from levels of organization; the latter do not pre-
suppose a rupture of fundamental concepts. Several levels of organization or hier-
archies can belong to one and the same level of reality, that is, sets of different
structures governed by the same fundamental laws.

The logic that appears to be adequate for this view of levels of reality is an
intuitionist logic, which maintains an unmodified principle of non-contradiction. This
logic is adequate for the entities of classical ontologies and their categories, but it
does not fully describe the distinctions between levels of reality. In my view, a
distinction should be also based on metaphysical considerations, for example, that
the tendencies in and between levels toward physical homogeneity or biological
heterogeneity are not independent but are related as discussed below.

1.2.1.2 The Physical Science Approach

To a physical scientist like the writer, the description of the world in terms of
discontinuous levels of reality seems natural and rigorous. At the human level, one
has no direct contact with the world of quanta, or even cells, but one visualizes the
‘inside’ of a proton, observes the fantastic variety of biological life, and is con-
scious of the existence of consciousness itself. This picture supports a view of
reality as constituted by levels that are in some essential respect separated. That dif-
ferent scientific laws apply to the phenomena at these different levels also seems
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natural. Most people would also agree that another kind of illogical or a-logical
‘rules’ apply in the areas of affectivity, love and religious faith.

A concept of levels of reality, however, in all of which at least some of
the same basic principles are instantiated, suggests a possible isomorphism of the
underlying laws of nature. For purposes of this analysis, I will take the view that
there are six such major levels of reality, as follows:

e  Microphysical or quantum mechanical.

e Macrophysical, characterized energetically by global entropy and
gradual homogenization of its components.

e Biological, characterized by local negentropy and the emergence of
new forms (heterogenization).

e Human mental or psychological.

e Human social.

e Cosmological (universe or multiverse).

Such a division is an idealization, and reality is a coherent whole. Thus,
independently of the properties that are proposed as the basis for the location of
the cuts between levels, an additional principle seems necessary, namely, to ex-
plain the transition from one level to the next. This is, in other words, the problem
of emergence, and Axiom LIR3 suggests a concept of or mechanism® for emer-
gence that ‘emerges’ naturally from logic in reality.

1.2.2 Contradiction, Counteraction or “Countervalence”

There is an endless discussion in the literature of the difference between
contrary and contradictory that harks back to the triangle of Carneade, the tree of
Porphyry, and the Aristotelian Square of Opposition. These concepts are useful for
the analysis of simple terms, but they fail as both a deep analysis of semantics and
above all of phenomena involving dynamics, that is, phenomena involving some
internal metabolism or energetic change. The LIR approach goes beyond a defini-
tion of dynamics in standard logics that refers essentially to binary informational
input and output states. Examples of these are belief changes and games involving
more or less ideal players (agents) whose goal is to maximize gain. Interaction
here takes place only within the rigid framework of the rules of the game.

° Here and subsequently, I use the term ‘mechanism’ in an informal descriptive sense without
implying that computable models exist for all the transitions between levels that I will examine.
Indeed, I argue that such models for living organisms cannot be constructed.
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In my opinion, part of the confusion in this area stems from the use of the
word contradiction itself, by Lupasco and countless others, given its root in dicere,
to speak. It would desirable to replace it with a term that conveys the essentially
non-linguistic character of the conflicting energy states, physical or non-physical,
for example, ‘counter-action’.!® Another possible neologism for contradiction —
‘counter-being’ — should be avoided due to potential confusion with discussions of
being in ontologies from which contradiction and/inconsistency may be excluded.
Perhaps the most appropriate word in English to describe the dynamic opposition
of two elements or terms in a phenomenon is ‘countervailing’. This has the same
meaning as counteraction, but with the additional idea present in its root — valere —
of value as well as energy (strength). The use of countervalence to describe the
dynamic equilibrium of the T-state would be consonant with the use of prevalence
to describe the dominant process in pairs such as actualization/potentialization and
identity/diversity. For simplicity, however, the term contradiction will continue to
be used with the understanding that it has this additional dimension.

The structure of the included middles (T-states) is highly complex. Phe-
nomena at any level of reality can be characterized by differing actualization of
primary trends toward non-contradiction (identity, homogeneity or diversity, het-
erogeneity) or toward contradiction (emergence of new entities). To distinguish
them, I will call the former contradictional and the latter contradictorial. These
trends are themselves actualized or potentialized to a different degree, but never
completely. In the resulting emergent elements that enter into further contradicto-
rial relations, either homogeneity or heterogeneity is predominant, but the other is
also always present.

1.2.3 The Senses of Reduction

This is a book that deals with both science (physics) and philosophy, and in
both areas, I will frequently use the terms of ‘reduction’ and ‘reductionist’. These
terms, as has been summarized by Kistler (2006), are used in opposite senses by
philosophers and physicists. In the philosophers’ sense of reduction, the more fun-
damental theory reduces the less fundamental one: stated in the (to me) more ac-
cessible direction, a less fundamental one, say — thermodynamics, reduces to a more
fundamental one, statistical mechanics. In the physicists’ sense, the more fundamen-
tal (or more precise or more general) reduces to the less fundamental one.

10 The term “anti-A” can be considered, but it should not be confused with the same term used by
Florentin Smarandache in his fuzzy (neutrosophic) logic and by Gabbay (2001): “The job of anti-
x is to delete x.” The resulting epistemic logic is another coherent (consistent) logic with applica-
tions primarily in Al and automated reasoning.
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In what follows, I will use exclusively the physicists’ sense. Thus, my more
fundamental, complex, ternary LIR logic reduces to less fundamental standard
binary logic. Binary logic is present in LIR in potential form and it is what is actua-
lized for simple phenomena. Is a logic of reality present in standard logic in poten-
tial form? I say yes, since we know that classical or standard logic applies to many
real entities and/or processes to all intents and purposes.

LIR provides further structure to the bi-univocal epistemological (better
logical and epistemological) relation involved in the process of reduction. If all
theories are “more or less fundamental”, this means that they have both fundamen-
tal and non-fundamental aspects, the former being at a higher level of complexity
than the latter. The process of reduction, in my view, is also governed by the prin-
ciple of dynamic opposition, that is, when fundamental aspects are actualized,
non-fundamental aspects are potentialized and vice versa.!l

To keep this distinction better in mind, the language of asymptotic rea-
soning developed by Batterman (2002) is useful. The limits of identity and diver-
sity (primacy of non-contradiction: contradictional) toward which phenomena tend
asymptotically are instances of regularity at which the tenets of reduction and those
of classical logic apply. The ‘movement’ toward an equal actualization and poten-
tialization of two opposing elements results in a state of maximum contradic-
tion. This limit, at which emergence is possible, is singular (contradictorial: T-state).
As Batterman suggests, the features of this state (critical point) cannot be under-
stood unless statistical aspects are asymptotically (without detail) sewn onto ther-
modynamically governed processes. I will return to this in the discussion of the
physics of duality in Chapter 4.

1.3 LIR VERSUS STANDARD LOGICS: DEDUCTION

The axioms of LIR and the related notions of interactive contradiction in-
volving real entities imply major innovations and modifications to the form and
machinery of standard logic. They suggest a form of logic that is radically differ-
ent from that of classical and neo-classical propositional and predicate logics. In
this chapter and the next, I will claim both that this new concept of logic retains
the characteristics of a formal logic, and that throughout standard logic one can
find hints that such a logic is conceivable.

1 1t is possible to say, using the philosophers’ definition, that binary, standard logic reduces
to ternary logic, but the real problem may be that at this point, reduction has lost all intuitive
meaning. One could perfectly well say that standard logic complexifies to ternary logic. Further
discussion of the necessity of the philosophical sense of reduction is not critical to my thesis, as
long as the sense in which I use the term is understood.
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A simple definition of a typical classical propositional logic (CL) is a set
of statements (syntax) and a relation of semantic consequence showing how those
statements are to be used, that is, how arguments are to be constructed and conclu-
sions derived from premises. The calculus or proof theory of this logic consists of
a set of axioms, a set of allowable expressions and their grammar, and a set of
inference rules for deriving new more complex expressions or ‘well-formed for-
mulas’. Rules of inference are syntactic schemes for relating the expressions and
assertions. Axioms, which in standard semantic terms are valid, self-evident asser-
tions or truths,'? are the starting point for the application of rules of inference and
generating conclusions. The semantics of a logic, which is part of the grammar,
captures the meaning of the assertions and explains those features of the logic that
are essential to its arguments, e.g., notions of logical truth, logical constants — a set
of sentential operators or connectives, and logical consequence.

The logic of deductive reasoning is the ‘most abstract’ of standard logics
in that it is concerned only with what follows universally from given premises. In
deductive logic, an inference is valid if and only if there is no possible situation in
which the premises are true and the conclusion false. Such logics are termed ‘biva-
lent” or ‘two-valued’, that is, the semantics of the language assigns the value of
true or false to every sentence in the system. As it is often put, the truth of the
conclusion is ‘guaranteed’ if the premises are true.

1.3.1 Bivalence: Logical Truth, Logical Constants and Logical
Consequence

As Béziau (2003) has shown, the principle of bivalence amounts to a defi-
nition of the notion of proposition. Objects to which values other than true or false
are attributed should not be called propositions. This leads to the first conceptual
difference D between CL and my proposed logic (LIR):

D1: The statements in the language of LIR are not propositions in the usual
sense, but ‘formulas’ and their ‘opposites’ or ‘contradictions’.

The principle of bivalence implies the second and third axioms of classical
logic, expressible as non-contradiction: a proposition and its negation cannot be
true together, and the excluded middle: a proposition and its negation cannot be
false together. The corresponding modifications LIR introduces are:

12 The characterization of axioms as self-evident is currently rather discredited, due in part, and
not unsurprisingly, from my point of view, to the use of the ambiguous term “self-", cf. my dis-
cussion of self-reference in Section 4.8.1.
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D2: There exist circumstances under which a ‘formula’ and its ‘contradic-
tion’ are both true and false, but not wholly so at the same time.

D3: There exist circumstances under which a ‘formula’ and its ‘contradic-
tion’ are not wholly false together, but generate a third term, an ‘included
middle’, at the same time.

The classical notion of logical truth as governed by the principle of bi-
valence holds even in many-valued logics, since the set of three or more values is
reduced to two sets, one containing what is false and possible and the other what
is true.

D4: In LIR, the notion of truth is defined logically by non-contradiction and
contradiction. The term ‘false’ is not applicable to real processes and enti-
ties.

Logical constants are expressions in a language that, unlike non-logical
expressions, have been assumed never to have a specific meaning of their own,
but the function of determining the logical form or structure of propositions and
arguments. They are designators of semantic values, that is, truth-functional in their
own right. These include the connectives, the group most commonly composed of
signs for negation, conjunction, disjunction, conditionality and, in first-order predi-
cate logic, the quantifiers — ‘all’ and ‘some’.

The definition of constants depends on how one wants to establish the
difference between logic and non-logic. One way is to state this is that the former
is ‘topic-neutral’, and topic-neutrality means that necessarily true propositions —
logical truths — are indifferent to content. However, if logic is universally applicable
to reasoning about any subject, because it is intimately connected with the condi-
tions and processes of thought, topic-neutrality means that logic is limited to a
very general kind of valid inference (or inferring).

In fact, classical logics have developed to the point that, in certain cases,
logical constants may have independent significance. If so, they are no longer
‘constant’ in and thus may contribute to the ‘non-logical’, variable content of that
representation in which they are involved. The vague dichotomy between logical
and non-logical expressions is itself a reflection of the principle of bivalence. In
my view, one should avoid artificial rules that amount to the same thing, such as
inferential rules involving fixation of semantic value, invariance conditions or no-
tions of logical necessity that define this dichotomy.

In some views, making the distinction between logical and non-logical
constants is not essential for understanding what logic is about, and it is not the
limited number of expressions and argument forms that have been used tradition-
ally for this purpose that define the subject matter of logic. This does not mean
that the distinction does not exist, but no principled criterion has been found for it.
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Even within the restricted domain of deductive logic, pragmatic demarcations be-
tween logical and non-logical constants are much closer in spirit to this present in-
quiry. They start from a ‘job description’ for logic and identify the constants as the
expressions necessary to that job, namely, to serve as a framework for the sys-
tematization of scientific theories. In this conception, what counts as logic could
depend on the current state of scientific or mathematical theory, but this relativiza-
tion of logic is less universally accepted than might be assumed (He and He 2006).

DS: In LIR, the choice of logical constants, in addition to the standard ones,
can be made relative to the notion used of logical consequence (next para-

graph).

The next broad concept of classical logic that I will address here is that
of logical consequence. Logical consequence is the notion that in a good logical
argument, the conclusions are the consequences of or follow necessarily from the
premises. What this means exactly is a crucial question at the heart of logic as a
formal philosophical discipline.

Current analyses of the concept of consequence (Beall and Restall 2005)
can be summarized as follows: consequence is necessary or formal, and its various
aspects are explicated via proofs or models. Deductively valid consequence is
‘necessary’, and the type of necessity can be metaphysical, conceptual or analy-
tical. Formal consequence is distinguished from material consequence; for the
latter, content is required for validity determination in addition to the structure
or form of the arguments. Finally, the distinction between formal and non-formal
rules of logical consequence (schemes) is that the former can be taken to be topic-
neutral (see above) or abstract, again, from the semantic content of thoughts or
arguments, leaving the rules as the only semantic structure. A somewhat different
distinction is to take the formal rules of logic to be constitutive norms for thought,
which conjoin and disjoin thoughts to make new ones, independent of content.
This means that regardless of the content of thought, a logical vocabulary, and the
norms governing it, may be used to structure and regulate any kind of theory.

D6: Logical consequence in LIR is a notion of material consequence, de-
pendent not only on the substance of material claims in propositions (topic-
dependent) but also on the metaphysical necessity of events or phenomena.
The rules of LIR are also general without being either topic-neutral or ab-
stract. These rules are not only constitutive norms of thought, but also
constitutive norms of aspects of reality.!* For logicians accustomed to an

13 In this respect, they resemble paraconsistent logics, which are not closed under deduction. This
is not an innocent modification. It implies a view of logical and biological closure that is incom-
plete or ‘leaky’, with consequences for emergence.
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absolute distinction between general and topic-dependent rules, this subject
will be a further introduction to how far-reaching for logic the implications
of LIR may be.

In general, the limitations and separations implied by the principle of
bivalence of classical logic, in various forms, underlie arguments in all areas of
philosophy. Examples are the discussions of whether geometry or dynamics is more
fundamental in the universe, or one or the other of the dualisms mentioned above.
Is it reductionism or holism, or their connection by recursive structures, as de-
scribed by Hofstadter’s picture of ‘tangled loops’ that better describes the world?
CL implies an absolute separation of terms that shows up in, for example, discus-
sions of universals and particulars, appearance vs. reality and in a requirement of
total independence between internal and external processes, and in the choice
between opposing concepts in scientific theories. As we will see on several occa-
sions in this book, the fact that certain interpretations in classical logic are explicable
using principles of the logic of/in reality suggests a continuity between classical
logic and the extension of it that I am proposing.

The last component of standard logic that requires definition of a major
conceptual difference are the connectives, mentioned above. The symbols of the
object language of a propositional calculus include a series of connectives, of
which the most significant are negation —i, conjunction /\, disjunction V , the
material conditional D, also called material implication, and material equiva-
lence =. The symbols also include standard punctuation marks, parentheses and
commas. The connectives are truth functions in the sense that they are also opera-
tors that insure preservation of truth between antecedent and consequent proposi-
tions. The properties of conditionals for natural-language propositions in this usual
sense are by no means straightforward, but the problems that arise do not concern
us here.

The essential elements we are dealing with in standard, classical logic are
propositional, linguistic variables and strings of symbols that can be generated from
them and the connectives which are called formulas, or well-formed formulas.
There are many significant consequences of shifting to elements that are non-
linguistic defined by the initial set of axioms of LIR. In particular, the dynamic,
oppositional relation between two elements will always be expressed by implica-
tion, . Thus for any element e, I write, where e actual implies non-e potential,

€. DO €:.1 use the bar and not — to refer to the real element non-e rather than
the negation of classical logic.™

D7: The connectives of implication, conjunction and disjunction all corre-
spond to real operators on the parameters of real elements. Accordingly,

14T also do not wish to use the connective ~ that formalizes negations from natural language in
inconsistent and paraconsistent propositional logics.
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these operators are, also, subject to being actualized, potentialized or in a T-
state. They operate not on theoretical states-of-affairs or propositions, con-
sidered as the abstract meaning of statements, but events, processes and
properties, to the extent that properties also have the character of processes.
The formal calculus of LIR, presented in Chapter 2, develops the symbolism
further, and the critical concepts of property and process are related in Chap-
ter 3 to the development of LIR as a formal ontology.

1.3.2 Semantics

The semantics of a logic is a complex conceptual construction for under-
standing the meaning and purport of its symbols and principles. For this reason, the
construction is also called an interpretation. Semantics, or interpretations, exist for
all logics. The differences refer to specific parts or properties of the logic. For ex-
ample, a truth-functional semantics refers to the preservation of truth in standard
deductive logics. Paraconsistent logics (see below) are considered to have a non-
truth functional semantics in the sense that propositions can have aspects of truth
and falsity at the same time. The semantics of LIR are non-truth-functional in the
different sense that their elements are not propositions at all, and the concept of
truth-functionality (defined as valuations based on homomorphisms (mappings)
between formulas and an algebra of truth functions defined on a given set of val-
ues, 0 or 1 in binary logic, several values in many-valued logics) should not be
applied.’

In the semantics of LIR, however, sentences do not look like those of a
classical logic, and its inferential patterns are different. In classical logic, the func-
tion of a standard semantics is to insure truth preservation as a basis for the valid-
ity of the logical reasoning. However, the meaning or sense of truth can change.
Let us then try to formulate the components of a ‘dynamic’ semantics, that is, one
that could refer to aspects of real process phenomena. The conceptual modifica-
tions that are required by LIR can thus be illustrated by comparing the elements of
a possible semantics for it with those of a classical logic (CL):

1. Domain of Interpretation
CL: some set of propositions, constants or language-like entities.
LIR: representations of the empirical world of physical, including mental
phenomena. All discussion of such representations is, obviously, in a lan-
guage, English, which stands in the relationship of a meta-language to the

15 For a discussion of these issues, including non-truth-functional Kripke semantics, cf. Béziau
(2006).
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parameters of the real elements that constitute the domain of LIR, the rela-
tions between which elements, in the object language, are defined, at this
point, by the above Axioms and by the connectives as operators.

Comment: Some readers may object that, at least in the area of deductive
logic, a semantics can deal only with propositions and their standard truth-
values, propositions having the possibility of being combined via the stan-
dard connectives into more complex propositions. I agree in part, but also
feel that the relation between classical logic and “what a proposition is” is
much more complex, as I have just shown.!®

2. Symbols of the Object Language of the Calculus

CL: an infinite number of propositional parameters or variables, the connec-
tives, and the punctuation marks.

LIR: a transfinite number of reality parameters corresponding to real-world
entities, processes and events (phenomena) and their accompanying actual-
ized and potentialized contradictions, €ya, €4 ..., NON-€p, NON-€}p ..., the LIR
connectives and the punctuation marks, the sequence of real numbers 0, 1,
... referring to the first, second and subsequent instances of the pairs of vari-
ables or parameters. A and P stand here for the actualization and potentiali-
zation respectively of the reality parameters, whereby the other sequence, in
which e and non-e are inverted, is understood.

3. Formulas
CL: the (well-formed) formulas of the language comprise all, and only,
strings of symbols that can be generated recursively from the propositional
parameters by the following rule: if A and B are formulas, so are —A, (A
A B), (A V B), (A D B), (A = B).
LIR: the formulas of the language comprise the strings of symbols that can
be generated from the connectives indicated in D7, the signs for actual, po-
tential and T-state, that is, the reality parameters The resulting inference
rules are that, where e is any real-world element, e, (e actualized) implies
non-ep (non-e potentialized) and vice versa; both imply that contradiction is
potentialized and non-contradiction actualized;
the parameter er implies non-er which implies that contradiction is actual-
ized and non-contradiction is potentialized.

16 In fact, classical logic deals with logical relations involving the mutually exclusive and jointly
exhaustive values of truth and falsity. This does not mean, however, that propositions when they
are interpreted actually instantiate such values (Iacona 2005). The reality of thought-as-process
lurks even at the heart of classical logic.
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4. Interpretation of the Language

CL: a function v, which assigns to each propositional parameter either 1
(true) or O (false).

LIR: a function R/ which assigns to each pair of reality parameters A and
Pa value that is greater than 0 and less than 1, although the sum of the values
is equal to 1. The formulas in the interpretation do not have truth-values other
than the values of the reality parameters. These reality values are the ‘truth’
values.

5. Premises and Conclusion: Consequence

CL: for any set of formulas (the premises) S, then A, the conclusion is a se-
mantic consequence of S iff (if and only if) there is no interpretation that
makes all the members of S true and A false, that is every interpretation that
makes all the members of S true makes A true.

LIR: no set of formulas can be considered as a set of independent premises
permitting a conclusion as a semantic consequence (or non-consequence) for
two reasons. One is the relation of opposition between e and non-e. The sec-
ond is that one is not dealing with linguistic premises and conclusions. Of
course, one formula may entail other, but in LIR that p implies g means that
this happens in reality. Further, the dynamic material consequence of e and
non-e being equally actualized and potentialized is a T-state (see Axiom
LR3 above), the emergent result of an interpretation that has given each of
the reality parameters the value of 1/2.

6. Logical Truth (Tautology)

CL: Many (but not all) classical logics make extensive use of tautologies, a
tautology being defined as a statement that is always true, cf. Axiom CL1.
Tautologies are conclusions (statements) for which there are no premises.
LIR: The empty set of premises does not exist in this logic (there are neither
premises nor conclusions), and logical truth as tautology is metalogically
meaningless. The concept of tautology has meaning only when identity and
non-contradiction are absolute Axioms CL1 and 2).

Restating the major aspect of the LIR semantics, I can say that the sense of
truth that the semantics gives is the dynamic state of the event, phenomenon, judg-
ment, etc, where the event is ‘on the way’, more or less, as the case may be, between
its actualization and the potentialization of its contradiction. These considerations
apart, there are some indications that the Fregean principle that general propositions
have fixed truth values and truth conditions is not always valid. Reference can be
determined by sense, that is meaning and concept, and context taken together.

There are no proofs in LIR in the semantic sense. The demonstrations are
closer to those in science. Although not based on experiment, they purport to
describe and explain in coherent manner aspects of processes and changes that are
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occurring or have occurred, by reference to a model of the elements involved and
their interrelationships. LIR will always, therefore, exhibit aspects that are at the
same time logical, scientific and metaphysical or ontological.

1.3.3 First-Order Predicate Logic (FOL)

Frege, Russell and Whitehead extended the term (or syllogistic or statement)
system of deductive logic outlined above in the late 19™ and early 20™ century.
Their purpose was to represent valid deductive arguments, also in mathematics
and science, whose validity depended only on the logical structure of the argu-
ments involved. Predicate logic of the first order has a calculus that consists of, in
addition to the notations — symbols, connectives, punctuation marks, etc. of the
statement logic — quantifiers and predicate variables and constants. The axioms are
the axioms of propositional logic plus quantifiers of variables, of which the most
used are: ‘for all’ V' , and “at least one” 3. In FOL, there are two types of axioms:
one refers to reasoning involving quantified statements, and other describes the
subject matter involved such as sets in set theory.!”

There are two ways of looking any logic, namely, how it is built up, and how
it is used. For example, a first-order theory, e.g., in mathematics, is a formal theory
for which the first-order predicate calculus suffices as the logical basis. Predicate
logics of the second order essentially permit quantification over the quantifications
of first order predicate variables. In all such logics, however, the elements are pro-
positional or mathematical variables of some kind, the underlying classical logical
concepts of truth and bivalence, remain unchanged. There is no implication that
real events can be represented; the expressive power of second-order logic can be
tied to computational complexity, not that of phenomena. Higher orders of logic
possible by extension are no less abstract.

Standard first-order predicate logic has the curious feature that it vali-
dates (Ix)x = x butnot (Ix)(Iy)x # y. This is due to the fact that in FOL,

the domain of discourse is required to be non-empty, i.e., have at least one ele-
ment. This makes it a logical truth that there is at least one thing, but not that there
are at least two things. From the LIR standpoint, reality, of course, has the ‘fea-
ture’ of there being at least two things, namely, an element and its contradictory
conjugate, and this is, accordingly, a logical truth. In free logics, on the other
hand, general terms are allowed to have no existential import, that is, no real ref-
erent, although a separate existence predicate can be introduced. Free logics
have interesting applications in mathematics and computer science, but they will

17 The subsequent development of basic FOL is enormously complex, for example, the attempts
to avoid paradoxes via a meta-mathematics and the demonstration of the incompleteness or in-
consistency of formal systems by Godel.
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not concern us here. The ‘existence’ involved is only logical existence in the clas-
sical sense (Leblanc 1971). The variables in LIR, the ‘reality values’, are not
bound by the FOL existential and universal quantifiers. Accordingly, problems
due to the range of values not being the same for the two quantifiers do not arise:
this concept of quantification is not applicable.

1.4 NON-CLASSICAL LOGICS

I have proposed above a non-propositional logic of and in reality that ex-
hibits a number of features, including changes in the basic axioms, which make it
are quite different from standard binary logics. However, other new logical sys-
tems were developed during the 20" century particular in response to the need to
handle certain problems arising in the foundations of mathematics and situations
involving incomplete or inconsistent data. These logical systems include intuitionist
logic, paraconsistent logic, many-valued and fuzzy logics and modal and rele-
vance logics. All of these logics, at least to a limited extent, recognize the exis-
tence of aspects of reality that are not captured by classical logic or its FOL
extension. These need to be examined to determine to what extent they accom-
plish the objective I have set out for LIR.

1.4.1 Intuitionist, Paraconsistent and Paracomplete Logics

The major logical developments of the 20 ™ century involved the demonstra-
tion, by da Costa and others, that rigorous logics could be constructed by rejecting
the universal application of the second and third classical axioms: logics in which
the axiom of non-contradiction does not apply but that of the excluded middle
does are called paraconsistent; in the opposite case they are paracomplete. It is in
this sense that Béziau has described them as ‘duals’.

1.4.1.1 Intuitionist Logic and Paracompleteness

The most significant example of a paracomplete logic is intuitionist logic.
Brouwer (1951) and Heyting were prompted to develop intuitionist logic as a basis
for mathematical reasoning about infinite sets. Brouwer claimed that the law of
the excluded middle cannot apply in mathematics, “once it has been recognized to
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be an autonomous interior constructional activity which, although it can be applied
to an exterior world, neither in its origin nor in its methods depends on an exterior
world”. He thus rejected the application to mathematics of a classical binary logic
of ‘truth’ and ‘falsehood’, and of the concept of truth as a relationship between
language and an extra-linguistic reality. However, there is no indication in this
work of a basis (or need) for applying such principles outside mathematics. He did
not, apparently, formulate or show the necessity of a law of the included middle.
His formulations contain idealized distinctions and processes that apply only
within mathematics. As the law of non-contradiction is maintained, however, as
shown by Priest and others, intuitionist logic remains closely related (congruent)
to classical logic.

Another aspect of interest, however, relates to the concept of intuition as
such. Brouwer’s (Largeault 1993) concept of the non-mathematical aspects of in-
tuitionism, apart from the rejection of the excluded middle, has a philosophical
kinship with the idea in this book of a logical status of both intuition and knowl-
edge: “intuitionist logic, despite its mathematical interest, is neither the strongest
nor most essential part of intuitionism. A by-product of mathematical construc-
tions (or of impossibilities of construction), it has no value of its own.” Paracom-
pleteness implies a fundamental incompleteness in a logical system. Neither of
two elements is considered true by itself, and new concepts must be introduced to
close the gap between them. I consider this a form of an included middle, as de-
fined earlier, and the applicable logic would seem to be LIR. However, by LIR2,
LIR is also paraconsistent, but in a new sense.

1.4.1.2 Paraconsistent Logic

The objective for which paraconsistent logic was introduced was to gain
control of contradiction. Once it was recognized that both a proposition and its
negation can be deduced from a given set of hypotheses, the set must remain non-
trivial, that is, not require the deduction of anything. The characteristics of the ne-
gation must thus not be too strong, and at the same time they cannot be too weak,
so that the contradictions in question are not purely illusory.

Priest has provided the most complete picture to date of a rigorous alter-
native, paraconsistent logic based on the existence of dialetheias — true contradic-
tions — in semantics and mathematics (set theory), empirical science and social
contexts (Priest 1987). A logic in which the inference from A and non-A to any
arbitrary conclusion (explosion) is not valid is called paraconsistent (Priest 2000).
Priest has said that the end of reverence for the logic of Aristotle could lead to a
major revolution in human thought and to important new kinds of theory within
science itself. On the other hand, LIR is based on the contradiction between A and
non-A giving rise to a specific resolution (at another level of reality). Further, the
paraconsistent conception is that A and non-A, or truth and falsity, are both actual
at the same time, hence the contradiction. In LIR, if A is (predominantly) actualized,
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non-A is (predominantly) potentialized, and vice versa, alternately, without either
ever disappearing completely. LIR should therefore not be considered paracon-
sistent in the same way, and I have therefore designated this logic elsewhere
(Brenner 2006) as transconsistent.

Dialetheism and the Logic of Paradox (LP) proposed by Priest, which in-
volve modification of the second axiom of classical logic as indicated, provide a
solid basis for understanding set-theoretic and semantic contradictions (paradoxes),
in terms of the truth or falsity of certain sentences or formulas, and a ‘nexus’ (nodal
point of transition) which is both true and false, but at a single level of reality.
It is thus a correct logic for aspects of language and mathematics in isolation,
with single-level or two-dimensional self-reference. Priest has analyzed some real
changes in these terms, such as simple motion (to which the Eleatic paradoxes
apply) and the apparent passage of time, in which the contradictions that appear
are considered to be of this type. However, the concepts of truth and falsity as
used by Priest do not differ fundamentally from those used by classical logicians,
and he provides no discussion suggesting the possible resolution of energetic
‘contradictions’ at another level of reality. The principle of dynamic opposition
focuses on the dynamics of the processes by which changes come about in reality,
in terms of their alternating actualization (A), potentialization (P) and the nexus
here — the T-state — which is an included third term at another level of reality or
complexity.

Other leading paraconsistent logicians, especially da Costa and his stu-
dents of the Brazilian school, have made extensions of their logical systems to
explore aspects of reality that involve key issues in the foundations of science
(Béziau and Krause 2007). These include intertheoretic relationships, the indi-
viduality of quantum entities and reasoning, among others. However, they share
the problem of the restrictions imposed by the concept of logic as a class of
mathematical systems and their related formal tools, especially, standard set the-
ory. I will refer to some of these extensions in my discussion of structure and
physics in Chapters 5 and 6, and show how the principles of LIR might make ex-
tensions to the domain of application of those logics.

1.4.2 Many-Valued and Fuzzy Logics

The significance of many-valued and fuzzy logics to this discussion is
that they provide for three or more truth-values. Because they recognize some as-
pects of reality, these logics are certainly better representations of it. Why then
should LIR not simply be another many-valued or fuzzy logic? My answer is that
such logics are still applicable only to the essentially idealized, abstract entities of
propositional systems from which dynamic interactions are (almost completely)
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absent.'® The only similarity between many-valued logics and LIR is that both
deal with multiple values of ‘something’. The following summary gives some ex-
amples:

Perhaps the first three-valued logic that contained a value other than O,
false, F and 1, true, T, associated with V2 or an intermediate or unknown value was
that of Peirce (Hammer 2002). Similarly, in the three-valued logic of Lukasiewicz,
sentences can take on the truth values of 0, ¥2 and 1. This is supposed to enable
the description of the state of uncertainty or vagueness existing in the absence of
complete knowledge by avoiding the dichotomy between truth and falsity (Priest
2001). To assign any real meaning to the third term, i, has proven, however, very
difficult: in the Lukasiewicz logic and the logic of paradox LP of Priest, it is ‘both
true and false’; in the Kleene system, K3, i means neither true nor false; neither the
law of identity nor that of the excluded middle are valid; and there are no logical
truths. Finally, in fuzzy logics, sentences can take on any truth-value i from and
including 0 and 1.

Smarandache (2003) has provided a generalization of intuitionist fuzzy
logic that is relevant to this study, despite its maintenance of (neo-) classical defi-
nitions of truth'® and falsity. His “Neutrosophic Logic”, NL, provides a very gen-
eral framework for the description of many, if not all, classical and non-classical
logics. It involves a combination of the formalism of non-standard mathematical
analysis, the idea of tripartition (truth (T), falsehood (F) and indeterminacy (I))
applied to evidence and belief, and generalizations of fuzzy sets, taking on values
of less than O to greater than 1. This scheme provides a model of human reasoning
that seeks to capture the imprecision of knowledge and linguistic inexactitude; un-
certainty due to incomplete knowledge and vagueness, lack of clear contours or
boundaries of mental phenomena.

The claim is made for NL that it can also describe true contradictions in
the real world (e.g., dialetheias). Opposing elements are labeled A, anti-A, and
neut-A, which have the values of T, F and I respectively. Neut-A corresponds to
something that is neutral (hence the name, neutrosophic logic) with respect to A
and anti-A, but not to any contradiction (or counter-action).

However, the dynamic opposition that is the source of the emergence of
the logical included middle (T-state) is not present in this system. Although, as
with other logics, modal operators can be applied to the 3-term interval or field,
and temporal and deontic neutrosophic logics can be constructed accordingly, NL
is a basically static tool to measure the (static) truth values of A, anti-A and neut-A.

18 On the other hand, it is impossible to ignore the vast number of practical applications that
fuzzy logics have found. In fact, without them, it would be difficult to imagine the management
of real uncertainty in global economic and technical decision-making, ‘soft computing’ and
knowledge engineering, as well as other areas in which computer science is essential such as arti-
ficial intelligence and neural networks. Books on fuzzy-logic-based programming and fuzzy
logic for business, finance and management are bestsellers.

19 Smarandache makes use of the Leibnizian notions of absolute and relative truth (truth in all
worlds and truth in at least one world, respectively).
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The existence of truth coming in multiple or continuous degrees, as Priest
has pointed out, is not sufficient to resolve Sorites paradoxes (e.g., the point at
which a ‘child’ becomes an ‘adult’). In this scheme, there is still a point in the
Sorites transition where the truth-value changes from completely true to less than
completely true, and the existence of such a point seems to be intuitively problem-
atic. This suggests that there is something fundamentally wrong, or at the very
least not sufficiently general, with the concepts and properties of truth and falsity
that continue to be used. The partial truth-values of the related propositions in the
logics of Lukasiewicz and his followers do not change their basically binary char-
acteristics.

In LIR, the intermediate truth-values are replaced by values correspond-
ing to the degrees of actualization and potentialization of the phenomena them-
selves (‘reality values’). The continuity of such values does not pose a problem,
since at the ‘point’ of maximum contradiction, any emergent discontinuity in-
volves another level of reality.?

1.4.3 Modal Logic

Modal logics are methods for formally accounting for the intuitions
which accompany the large part of human thought devoted to non-actual situa-
tions, represented by the expressions “it is necessary that” and “it is possible that”
applied both to physical processes and to the development and revision of beliefs.
Modal operators that correspond to these expressions qualify, primarily, the proposi-
tions, judgments and other formulas of language. Temporal logic and deontic logic
(of obligation) are also included in the group of modal logics. Modal operators can
also be applied to propositions in other logics, for example, intuitionist, paracon-
sistent and quantum logics. In view of the central role of potentiality (non-actuality)
as a property of real entities and processes in LIR, it seems reasonable to exam-
ine the structure and properties of modal logics to see to what extent they reflect
the dynamics of reality.

In moving from non-modal to modal logics, one goes from an interpreta-
tion of a sentence de dicto, where the modal operator applies generally, to an
interpretation of the same sentence de re, which picks out a particular indivi-
dual. This distinction, due to the ambiguities in language, is still the source of
much discussion, as it can be looked at from a syntactic, semantic or metaphysical

20 The term ‘orthogonal’ for this situation, however, would not be felicitous, as it would imply
the absence of a relation between the T-state and its precursors.
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standpoint. In all cases, however, what is at issue are the kind of beliefs in
the truth of statements or attributions, not the states of the objects of belief
themselves.

My conclusion is that standard modal logics are not adequate to do the
job of giving a picture of reality. The remarks in the previous section on truth-
values hold, with minor modifications in the sense of their having their own sys-
tems of calculi, for modal logics. However, the basic notions of interest, e.g. of
truth, are unchanged in these non- or neo-classical systems.

Non-modal logics characterize the difference between valid and invalid
arguments using a formal semantics that provides a definition of validity by char-
acterizing the truth behavior of the sentences of the system using standard truth
tables. A semantics for modal logics can be defined through the concept of ‘possi-
ble worlds’, a formal approach to looking at different truth-values of the sentences
being considered. Priest (2001) has described the problems involved in trying to
assign some physical or metaphysical meaning to possible worlds as ‘sets of
propositions’. It remains unclear whether they are to be looked at as worlds with
their own space-time or abstract entities, either existent or non-existent. To avoid a
lengthy digression about whether objects in one world may fail to exist in another,
I will consider only the world-relative or actualist interpretation?! and assume that
even if the domain of quantification changes from world to world, I need be con-
cerned only with the entities that actually exist in this world.

The difficulties associated with possible worlds interpretations of modal
logics have already motivated the abandonment of some classical rules in favor of
a free logic. The significance of the development of free logics (FL) for LIR is that
they take us closer to the real world via their modified rules for quantifiers. This is
done by adding to the universal and existential quantifier, a predicate ‘E’ for ‘ac-
tually exists’. It should be noted, however, that the quantification remains, as in all
of the logics discussed in this section, over formulas of the standard predicate
logic. It has been considered an objection to FL that E appears to be an existence
predicate, and the argument is made that existence is not a legitimate property.
LIR, as a logic of/in reality, provides a happy home for such an ontological predi-
cate.

The way to retain the value of the modal approach, in my view, is to ab-
andon the underlying classical concept of non-contradiction that applies through-
out. Following the basic axiom of Conditional Contradiction, phenomena can be
considered neither totally necessary nor totally contingent, but subject to a degree
of actualization and potentialization of necessity and contingency that is quanti-
fiable. It is reasonable to consider values of LIR as defined by a ‘reality’ operator
(see Section 1.7 on the ‘reality function’). I agree with Frege’s statement that no-
tions of possibility and necessity must unavoidably be referred to human knowl-
edge, but disagree that their place is, accordingly, outside logic.

2l The alternative, ‘possibilist’ interpretation assumes a single, fixed domain of quantification
that contains all possible objects.
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To summarize, LIR supports the notion of an objective modal reality, that
is, one which the terms of necessity and probability express real and accordingly
scientific aspects of nature, but avoids the associated dilemmas by reinterpreting
their dynamics and establishing their interaction. I will discuss later why, in my
extension of logic to reality, probability is preferable to possibility as a description
of contingency.

1.4.4 Relevance and Natural Logics

There have been two approaches to propositional logic that have involved
changes in the function of the concept of truth. I call attention to them here not
because the concept of truth itself is modified, but because they are responses to
perceived inadequacies of classical logic.

1.4.4.1 Relevance (or Relevant) Logics

These logics were developed, simply, following the observation that in clas-
sical logic, one can construct inferences in which the conclusion seems to have
nothing to do with the premises; they are irrelevant. The same problem exists for
certain paradoxes of logical implication. Subsequent development led to formal
methods of resolving these paradoxes that will not be discussed here. In the proc-
ess, however, the initial insight, that premises should in some way be relevant to
conclusions was often lost.

One line of attack is of interest, as it involves a ternary relation, albeit a non-
dynamic one in my terminology. It involves the concept of an accessibility relation R
on three possible worlds. The truth condition for implication in this semantics is
by Mares (Mares 1998), but it is the interpretations that are of interest here. One is
that the world contains informational links such as laws of nature, for example,
that two things are material carries the information that they attract each other. A
similar view is that what is needed for an implication to be true is that the antece-
dent carries the information that the consequent obtains. The antecedent must be
informationally relevant to the consequent.

In my LIR view, in the complex cause-effect relations in the real world,
causal relations are dynamically relevant; cause is relevant to effect, but also vice
versa. It can be shown that not all relevant relations are causal, but the overall
form of the relevance approach seems to imply a relation between elements that is
something like a principle of dynamic, interactive opposition. It is the existence
and functionality of this relation that is explicated in LIR.
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1.4.4.2 Natural Logic

Language is frequently considered to have its own logic, but one with its own
rules, much more vague and difficult to formalize and axiomatize, despite its char-
acter as action. As a discipline, natural logic was an offshoot of the Operative
Logic (logique opératoire) of Piaget. Its objective was to capture aspects of non-
formal human reasoning and is defined most simply (Grize 1996) as a logic used
spontaneously?? for customary reasoning performed by means of everyday lan-
guage. The point in this theory that relates it to a logic of/in reality involves a
schematization of ‘logical-discursive’ operations in which what is essential is not
a text or a discourse as such, but the underlying activity (pretext), the reality of
language-in-use. A distinction is made in the domain of application of natural
logic — to first person experience — and that of formal logic — to scientific observa-
tions.

Natural logic is thus always situated in a social context and is not subject
or topic neutral. Formal, classical logic and the formal view of reasoning was spe-
cifically criticized by Grize as taking place in a closed domain, elaborated at some
point from facts, but without further relation to reality. An absolute concept of truth
is implicit in that premises are stated as such and their establishment is not required,
and the only rule of deduction is modus ponens. Natural logic on the other hand is
referred to not only as a “logic of subjects”, but also as a “logic of objects”, and
care is taken to differentiate natural logic from formal logic also designated as a
physics or logic of “any old object”. This idea confers the particularity of context
to objects and raises their ontological status, so to speak. In the logic of dynamic
opposition, subject and object are dialectically and contradictorially related, ac-
cording to Axioms LIR2 and LIRS. LIR thus provides a framework for natural
logic that I feel its practitioners would find acceptable. In particular, the failure of
early attempts to relate natural logic to logics of action such as that of von Wright,
in my view, was because such logics do not in fact adequately describe action and
change.

22 Note the resistance to assigning a possible dynamic origin to this natural logic, as if it were
outside nature, cf. Chapter 5 on failures of explanation.
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1.4.5 The Metalogic, Imaginary Logic and Empirical Logic
of Vasiliyev

The logic proposed by Vasilyev 2* (Poli 1993) is of interest here because it
brings into further relief the unique position of LIR. Vasilyev proposed a “univer-
sal”, “non-Aristotelian” logical system, universal because it was in part more
general than standard classical and neo-classical logics, non-Aristotelian because
it rejected in part the axiom of non-contradiction (referred to by Vasiliyev in gen-
eral as the law of contradiction). Vasiliyev has been variously considered as the
forerunner of the multi-valued logics of the Polish school, as well as the paracon-
sistent logics of Priest, Routley and others. However, he was not a forerunner of a
logic of the included middle. In fact, he extended the law of the excluded middle
or third to encompass an excluded first, second and fourth.

Vasilyev’s system consisted of a reworking of Aristotelian logic, referring
to the real world, plus an imaginary logic, concerning imaginary worlds, worlds men-
tally created or imagined. What was new in this work was the idea that logical
laws may vary in such worlds, anticipating aspects of normal and non-normal modal
logics (Priest 2001). Vasilyev’s “metalogic* is also of interest, since Vasiliyev claimed
that it was at the same time the simplest and most general logic, characterized as

CEINYS

“the foundation of our logic”, “a logic of perfect cognition, with no negative propo-
sitions”, “what is common to all logics”, “a formal science of logic”, and so on.
Rather than go over Vasiliyev’s presentation in detail, let me list the major charac-

teristics of these logics (Table 1.1)

Table 1.1 The Logics of Vasiliyev

Logic Propositions Laws Essential meaning

Metalogic Affirmative Excluded 2nd  Pure theory, no practical
meaning; no relation to
reality

Empirical logic ~ Affirmative and Excluded 3rd ~ Conglomerate of pure
negative logic and natural science;

practical meaning; yielded
by a process of life and
struggle; logic serves cog-
nition, cognition serves
life, therefore logic serves
life

(Continued)

2T am grateful to Professors Roberto Poli and Jean-Yves Béziau for their suggestions of the
relevance of Vasilyev to this overview. Very little of Vasilyev’s work has been translated from
the Russian, and I am indebted to Professor Poli for access to his brief biographical review and
reprint of one of Vasiliyev’s key papers.
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Imaginary logic ~ Affirmative, nega- Excluded 4th Logic of an imaginary

tive and indifferent world; negation of the law

(both at once) of contradiction (= ex-
cluded 4th); negation of
the law of self-
contradiction (= law of
absolute difference be-
tween truth and falsehood)

Vasiliyev’s tried to break the stranglehold of classical Aristotelian logic,
by introducing contradiction into something, albeit in a way that was diametrically
opposed to LIR. For Vasiliyev, “the law of (non-) contradiction addresses the
world and objects, and asserts that contradiction cannot be realized in them. It for-
bids external contradiction, contradiction in objects; the law of non-self-contra-
diction, the law of absolute difference between truth and falsehood forbids internal
contradiction, contradiction in a subject.” As we have already seen, such distinc-
tions between truth and falsity, subject and object remain the characteristics of
standard, classical logics.

Vasiliyev’s imaginary logic, however, has several aspects of interest, not
because it provides a logic of reality or existence — by definition it does not — but it
refers indirectly to such a possibility. Here are the suggested links:

e A proposition of contradiction is allowed, e.g., S is and is not A
simultaneously, as in LIR, not as in Hegel and the other dialectical
logicians.

e Such propositions, rejected by ‘“‘earthly logicians”, have a factual
substantiation, a real substratum (perceptions and ideas).

e The imaginary world is the world of realized notions.

e The law of the excluded fourth correlates imaginary logic with the
“earthly” logic of propositions of concepts (no temporal-spatial co-
ordinates). The latter differs from propositions of facts (specific
temporal and spatial moment). This point parallels the connection
of two levels of reality by the included middle.

Despite the references to struggle and life, there are no dynamics in any of
these propositional logics. Vasiliyev gives a textbook example of the second-rate
ontological status generally allotted to heterogeneity and diversity when he defines
“ambiguous” as the opposite of “homogeneous”. But he does make one statement,
in a footnote, which is worth reporting (emphasis mine):
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“Now it will suffice to say that imaginary logic without the law of contradiction is based
on the introduction of direct negation, “perception of absence”. Imaginary logic would be
real in a world with negative sensations, in a world with two contradictory kinds of being.”

This is, in almost the same words, my description of the world we actually
live in! Vasiliyev closes by saying that all contemporary movements in logic are a
rebellion against Aristotle. “This rebellion progresses slowly, step by step, now
here, now there. It is difficult to foretell the future.” ... future generations will
decide whether this contemporary movement in logic was a riot against Aris-
totle or a scientific revolution.” (Poli 1993) I leave it to the reader to position
Vasiliyev’s work, and LIR, on this scale.

1.5 INDUCTIVE LOGIC AND ABDUCTIVE LOGIC:
PROBABILITY

I recall that the major objective of LIR was to address the characteristics
of real phenomena as a logic, and that this involved not only a set of three real
values of actuality, potentiality and T-state but a explanation of the origin and evo-
lution of their instantiation. The contrast I am making between LIR and other
logics is to determine if and/or to what extent any of the latter in fact describe
reality.

While the standard deductive logics, as shown in the previous Section do
not accomplish this, there are other candidates. Inductive logics, which allow for
intermediate, qualitative or quantitative, values of deductive validity, would ap-
pear to address aspects of real situations. In the next two Sections, I will call atten-
tion to the conceptual differences between inductive logic and LIR, similar to that
made above for standard deductive logic. I will demonstrate that the notion of
probability underlying quantum logic, which can be captured in LIR, provides a
picture of reality that neither inductive logic nor the related abductive logic is ca-
pable of.

Classically, deduction was reasoning from the general to the particular, and
induction was reasoning from the particular to the general. A simple modern formu-
lation of the relation between deduction and induction is the following: there is
just one form of logical argument, namely, a set of propositions, one of which is
the conclusion, the rest premises. Deductive logic offers strict guarantees that the
conclusion follows from the premises or not. Inductive logic (IL) allows for inter-
mediate, qualitative or quantitative, values of deductive validity. In the formula-
tion of Carnap, a given hypothesis H can be supported by evidence E that only
partially deductively implies it. Carnap called it a theory of logical probability or
degree of confirmation (Carnap 1947).
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The first conceptual difference D between IL and LIR is the same as
before:

D1: The statements in the language of LIR are not propositions in the usual
sense, but ‘models of reality’ and their ‘opposites’ or ‘contradictions’. There
are no premises and no conclusions.

The concept of probability, however, is central to modern IL. Probability
(Pr) is a function that comes in two forms, unconditional probability that a propo-
sition p is true, and conditional probability, that a proposition p is true if a proposi-
tion ¢ is true.* The degree of confirmation C is the degree of ‘inductive strength’

of an argument, measuring the degree to which the premises support the conclu-
sion.

D8: The models of LIR have real energetic values. The reference to ‘strength’
in the previous paragraph is suggestive. Despite the absence of specific
reference to the reasoning process as involving energy, there is perhaps an
intuition of this underlying the metaphor.

In the axiomatization of Kolmogorov, a probability function is a measure
function from a Boolean algebra® of propositions (or sentences in some formal

language) to the unit interval [0,1] such that for all such elements X and Y in the
algebra:

KIL1: Pr(Xr=90
KIL2: If X is a logically necessary truth, then Pr(X) = 1
KIL3: If X and Y are mutually exclusive, then Pr(X Vv Y) = Pr(X) + Pr(Y)

KIL3 leads to the ratio concept for conditional probability, where Pr (Y)
#0,Pr (X | Y)=Pr(X&Y)/Pr(Y)

24 The difference between conditional probability and the probability of the material conditional
(implication) is not relevant since it applies only to propositions, and I am using inductive logic
only as a model for LIR.

25 A Boolean algebra is a set B of things, with two operations, usually + and —, satisfying axioms
to the effect that the operations are commutative and distributive; that there is an identity element
1 for + and O for —; and that for every x there is a complementary element x”, such that x + x" =1
andx —-x"=0.
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I introduce these axioms?® because of their relation to the concept of
probability that is essential for construction of the formal axiomatization of LIR.
In fact, that the values of actualization, potentialization and T-state that are the
consequences of the initial set of axioms of LIR can be seen as analogous to prob-
ability and formalized accordingly.

D9: In LIR, the function is a probability-like ‘reality’ function, Rl, a meas-
ure function over an algebra of the non-propositional formulas of actualiza-
tion, potentialization and T-state.

The relevant formal axioms for LIR are indicated below, following the
discussion of quantum logic. The reason is that the ‘reality model’ that corresponds
to the probability model here is based on a non-Boolean algebra and non-Kolmo-
gorovian probability calculus, closer to those of quantum situations involving
non-commuting sentential elements.

At the interface between induction and probability, Jaeger (2005) uses
non-standard probability distributions to describe states of knowledge or belief
that are either true or false that are called subjective probabilities. The objective
is to allow both statistical and subjective probability terms to be interpreted over
the domain of semantic structures. Although the logic of strict inference used is
still based on first-order predicate logic, the presence in this system of two proba-
bilities again reflects, in my view, that it is also related to the dynamic systems
modelled in LIR.

The interest of inductive logic, in addition to being a model for LIR, is in
some of its epistemological implications. As noted, logical probability, as a degree
of potential confirmation, was considered by Carnap to be distinct from statistical
probability. He used a definition for the latter as a “limit of relative frequency (s)
in an infinite series of proofs”, but this can be shown to be compatible with a
traditional statistical point of view, that is, one describing the real world. Both
frequency and the extension / are concurrently involved in the determination of the
overall probability, but it is not a great step from here to the idea that they are con-
tradictorially involved. In the discussion of non-classical logics by Dubucs (2000),
the choice of an inductive method cannot itself depend on inductive arguments,
“one must resign oneself to seeing in the value of the (Carnap’s) extension I an
element irreducibly subjective and personal, the measure of the “inductive iner-
tia” of each of us, that is to say the intensity (in both senses!) of our repugnance to

26 Other sets of axioms can be written for probabilistic inductive logic that consider probability
as a function ‘supporting’ the conclusion. Combinations of logic and probability (e.g. Horn ab-
duction) have been developed to combine evidential reasoning (abduction) with causal reasoning
(prediction) in Al applications.
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change our ideas in the light of experience (emphasis mine).” This statement
points toward what a dynamic view of inductive logic might comprise, in which
reference to human involvement does not automatically have to be excluded.”’

1.5.1 Inference and Abductive Logic

The term inference was used above without definition, but it is necessary to
state what it could mean for real elements, especially as the notion of inference
will be essential for the consideration of LIR as a formal logic. Inference is a
process limited to human thought and reasoning. Usually, one looks at the struc-
ture and properties of mental states and their constituents, and at what the roles of
those constituents are qua their reference to sentences. However, since I replace
the referents of inference to sentences by aspects or models of real phenomena,
what are the consequences? Can I still talk legitimately about inference and/or pat-
terns of inference?

I claim that I can. The inferences that I make are from the state of an entity
that is primarily actualized to some estimate of its potentiality or forthcoming poten-
tialization. The analysis involves looking at what interactive, antagonistic proc-
esses of attraction and repulsion or association and dissociation are involved, as
well as the contradictory trends toward homogeneity or heterogeneity. Details of
the structures and inferences from them depend on the level of reality under con-
sideration, but the pattern of inference will be substantially the one indicated. In
this, LIR resembles standard logics that are characterized by a limited number of
patterns of inference.

The concept of abduction provides further support for this view. If induc-
tion is defined as a process of generation of new hypotheses, in most cases abduction
is a process of evaluation, explanation and if possible quantification of hypotheses
whose origin may well be induction. I will be inferring knowledge about proper-
ties that are not immediately observable, with the objective of explanation rather
than prediction. The reason for mentioning abduction here is that the reasoning
process used to develop LIR as a theory is primarily abductive. Inductive explana-
tions do not provide any insight as to why things are the way they are. Abduction
provides explanations only relative to a given theory, but that is all I ask of it.
Peirce’s original conception of abduction, cited by Flach and Kakas (2000), em-
phasizes its non-algorithmic character, which is compatible with LIR. In addition,

27 Carnap felt that both deductive and inductive logics were independent of our subjective
beliefs. “Just as deductive logic does not describe the manner in which we actually reason, in-
ductive logic does not have the objective of representing the level of confidence that we attach
personally to certain statements on the basis of certain facts.”
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however, “...abduction is logical inference having a perfectly definite logical
form.” In my view, while not constituted by propositions, LIR has a definite logi-
cal form, defined by the axiomatization above and at the end of this chapter.

Abduction is like induction in that the results of the process, that is, its
truth-values, are not guaranteed. As has been suggested by Wang, induction and
abduction are dual. In LIR terminology, the two systems resemble, for proposi-
tions, what one observes for real processes. They instantiate a ‘structure’ of alter-
nation of application, and indeed abduction often follows a ‘good’ induction and
vice versa, very much as the sequences of the kind implied by the Axiom LIR2.

Peirce saw the origin of abduction in intuition, but this should not be
viewed negatively. In my LIR theory, intuition is a process of thought related dia-
lectically to knowledge, and has a non-trivial logical and ontological status. A
further discussion of inference and explanation is presented with the ontological
construction in Chapters 4 and 5.

It has been necessary to make the above comparisons of LIR with various
kinds of standard logics — deductive, inductive and abductive — in order to show
the points of contact that insure that LIR, as an organized system of thought, not
only shares many of the same characteristics, but represents a valid extension of
those logics to reality. Further, that the statement that the logic of/in reality reduces
to standard binary logic in the case of simple phenomena is not empty. It will be
correct in all cases in which the interaction between two entities disappears, as
when two individuals refuse a dialogue, or the interaction never existed, as in the
terms of classical dilemmas and paradoxes.

1.6 QUANTUM LOGIC

In the theory presented in this book, normal phenomena are essentially
considered as being non-classical systems, or having significant non-classical aspects
that have not yet been explicated. To establish the logic of/in reality as a formal
logic, in view of the differences with classical logic noted, it should first be ac-
cepted that a logic can exist for non-classical systems. Quantum logic, the logic of
the elements of reality studied by quantum mechanics, provides such a formal
model of a non-classical physical system.

There is an on-going debate about whether a realist interpretation of
quantum mechanics (QM), one which does not require a primitive notion of meas-
urement, or an operational view that interprets QM as theory of measurement is to
be preferred. I claim that the logic of/in reality is a quantum-type logic with the
quantum probabilities of the quantum logical structure replaced by the statistically
determined and in principle measurable values A and P of the alternating actuali-
zation and potentialization of dynamically contradictory states. As in probabilistic
logic, the values also do not include the limits 0 and 1, but are reciprocally deter-
mined between greater than 1 and less than O (limits are only approached, asymp-
totically).
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In 1968, Putnam wrote that quantum mechanics requires a revolution in
our understanding of logic per se. “Logic is as empirical as geometry. ... We live
in a world with a non-classical logic.” Quantum mechanics (Wilce 2003) can be
regarded as a non-classical probability calculus based on a non-classical proposi-
tional logic. Among other things, quantum logic focuses on the problem of the in-
ability of measurement of two dependent quantities at the same time. Quantum
mechanical states correspond to probability measures defined on an appropriate
projection lattice of operators in a complex mathematical space (Hilbert space).
This lattice requires a non-classical, non-Boolean logic for its description, which
can be extended to other types of lattices, for example, of the properties of the sys-
tem. In QM every probability-bearing proposition has the form “the value of
physical quantity A lies in the range B”, and as (Aerts et al. 2003) has shown the
mathematical structure that is constituted by these values can represent some of the
properties of sufficiently complex physical macroscopic systems.

To show that the concept of a non-distributive projection lattice would be
applicable to the LIR approach requires further work. However, it is no problem
that a truth-functional semantics cannot be provided for the LIR connectives,
given the notion of truth as reality that is developed for LIR as a formal system in
the next chapter. In any event, we have seen from the comparison of LIR and
other classical and non-classical logics the major changes in the meaning of their
components, such as the connectives, that must be made when moving to the ex-
tra-linguistic elements that are described by LIR.

On the other hand, it is possible to approach a logic of quantum entities
and their behavior from the point of view of propositions about them. The use of
paraconsistent logic has been studied most recently by da Costa and Krause, espe-
cially in relation to the interpretation of the concept of complementarity between
particle and wave properties introduced by Bohr. I will return to the comparison of
the LIR system with this epistemological discourse in Chapter 7. At present, |
simply will outline the relation to a quantum formalism that I think appropriate to
the axiomatization of LIR.

1.6.1 The Quantum Formalism of Aerts

The formalism developed by (Aerts et al. 2000) converts quantum mechanics
into a system that can be applied to macroscopic phenomena, including space-time
and the emergence of biological form and human cognition. The key point is that
situations or entities that are intermediate between pure classical and pure quan-
tum are not only possible, but their combined quantum and classical aspects can
be described by different types of generalized mathematical structures. In this rela-
tively quite new form of quantum logic, standard connectives themselves take on
new, non-classical meaning, suggesting that, as in LIR, there is a close relation-
ship between logic and quantum physics.
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I will discuss the relevance of the Aerts formalism to LIR theories of
physics and emergence after the formal aspects of LIR itself have been estab-
lished. At this point, however, I wish to emphasize that despite the possible appli-
cability of this formalism that I perceive (for there exists no literature as yet) there
are fundamental differences between Aerts’ program and mine for which the
reader should be prepared. First, it makes no ontological commitment regarding
the functional characteristics of the underlying particles and fields. His formal models
are not directly concerned with being, that is the existence of the substrates that
instantiate entities in real structures and processes. His theory is a theory of ‘actions
in the world” (Aerts and Aerts 2004). This approach does insist on the importance of
the context in which an entity evolves, and the relationship between the entity and
the context: it is referred to as context-driven actualization of potential (CAP)
(Gabora and Aerts 2005). In the simple macroscopic systems chosen as examples,
the Bell inequalities are violated, as they are by quantum particles that demon-
strate non-locality. The interactions between system and context can thus be han-
dled readily by the mathematical model. The criteria for analysis that develop
from the application of the Bell inequalities allow an investigation of the probabil-
istic and logical structure of the available data. However, in talking about such
violations of Bell’s inequalities in language, Aerts says that not only are they not
linked to contradiction, but “The contradiction per se is of no importance” (Aerts
et al. 2005). Aerts thus excludes an essential role to what I have defined above as
contradiction (or counter-action), that is, dialectic interaction. Something like the
Aerts formalism for LIR may nevertheless be desirable, despite the difference in
the metaphysical positions, and his theory will help to illuminate several aspects of
my core thesis.

1.7 THE FORMAL AXIOMATIZATION OF LIR

A major concept of the logic of/in reality, as has also been developed in the
analysis of inductive and quantum logic is that its logical values have the charac-
teristics of probability. Accordingly, I will rewrite its axioms as if they followed a
simple Kolmogorovian framework:
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For all X and Y, if X and Y are not mutually exclusive, Rl is the reality function
and A, P and T are the measures of actualization, potentialization and T-state of
XandY

LIRF1: Rl(Ax) >0 and < 1

LIRF2: RI(Py)>0and <1

LIRF3: RI(Ax) + RI(Pv) =1

LIRF4: RI(Ax) =RI(Pv) =1/2 = RI(Txv)

In LIR, since no individual term is an identity, that is, unconnected to
other terms, one has the same relation as that between a term and the context that
perturbs it. Both the commutative law of standard logic,

(a+b)+c =a+(b+c) (1.1

and the distributive law between conjunction and disjunction
(av b Aarc=(@Ac)v (b Ao (1.2)

do not hold. Any applicable formalism is, accordingly, non-Abelian and non-Boolean
respectively, and the resulting probability distributions are non-Kolmogorovian.
The detailed mathematics remain to be worked out for the LIR description of
reality values as ‘probability-like’.?® However, as I will show in the discussion of
quantum physics in Chapter 6, the Aerts’ formalism is necessary but not sufficient
to completely characterize real processes and relations in which relation between
and the reciprocity of the elements “in contradiction” are at least as important as
the elements themselves.

These axioms define the relative values of A and P. In states of any real
system, the degree of actualization and potentialization will be more or less con-
stant or in a process of more or less rapid change, following and preceding a period of
relative stability. Description of these dynamic states will require some mathe-
matical system that provides a structural representation of the interactions in-
volved. Narens (2005) has studied a non-classical logic of events that models key
properties of verifiability and refutability in science. He applies a Kolmogorovian

28 These values are like objective probabilities which do not indicate limits of knowledge, but are
about the properties that things objectively have.
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probability function to a Boolean lattice of propositions in which, however, all of
the connectives are those of classical logic. These notions can accordingly not be
used for LIR since its logical constants and connectives are non-classical. Accord-
ingly, I propose that the real systems described by LIR could be modeled by a
non-Boolean, non-Kolmogorovian framework.

The LIR description of physical systems may follow the rules of quantum
logic, as follows: one defines a logic of abstract constructions called test spaces,
B, and physical systems are represented by probabilistic models, composed of the
B’s and the set of states identified with the probability weights, A, For quantum
systems, testable properties form a non-Boolean algebra of sets.

The claim of LIR is that real, macroscopic entities involving an antagonistic
interaction at the biological and mental levels cannot be described by classical
logic and classical physics. Although quantum mechanical entities are not di-
rectly involved in the higher level processes of which they are the ultimate com-
ponents, a description of their behavior using something like the probability values
of quantum systems is required.

The LIR conception of a semantics of reality values is not incompatible
with some kind of measurement of them. As Dressner (2006) has shown in his
discussion of the application of measurement theory to propositions, linguistic ex-
pressions that can be structured algebraically express propositional content, but
they are at the same time logically and conceptually dependent on language. Al-
though measurement theoretic propositions are abstract entities, they measure it
semantically. Like the assignment of a utility value to a commodity C that reflects
the preferential relation between C and others (non-C), LIR reflects the moving re-
lations between terms that are relatively and reciprocally actual and potential.
Measurement theoretic semantics anchors propositions in a global distribution of
inference; decision theory anchors utility in a global distribution of preference;
LIR semantics anchors processes in a global distribution of change. I want to in-
clude the possibility that reality values of actualization and potentialization can be
measured in some macrophysical cases. Examples might be trends in social or po-
litical phenomena, the balance of power, or shifts in public opinion, or, at another
level, the status of a book manuscript undergoing revision. At present, however,
there exist no ‘protocols’ for making such measurements.

All real physical and non-physical systems involved in change are dissi-
pative, that is they are subject as material systems to the 2nd Law of Thermody-
namics according to which they involve a degradation of energy from a higher to
lower level. At the same time, in the material systems of interest to LIR, non-
linear feedback is present which, as I proposed above, involves a non-Boolean al-
gebra and non-Kolmogorovian probabilities for the dynamic state of its elements.
The axiom of the included middle, LIR3 provides the logical basis for the emer-
gence of new phenomena, whose physical basis is in a principle of differentiation
equivalent but opposite to that of thermodynamics, namely, the Pauli Exclusion
Principle for electrons and other particles with similar properties (cf. Chapter 4).
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The ensemble of the six informal axioms in their non-Kolmogorovian
versions will be the basis for the development of LIR as a formal but uninterpreted
system in the next chapter.
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2 LIR AS A FORMAL SYSTEM

Abstract The definition of LIR as a formal system in this chapter is based on a
calculus that defines reality values of actualization, potentialization and T-state
axiomatically set out in Chapter 1 that are the LIR equivalents of truth values in
standard logics. The further essential aspect is a view of logical implication as a
dynamic process, that is, a formal structure that is applicable to physical reality.
These operational aspects of the LIR calculus relate these values to the real proc-
ess entities that are the elements of LIR as systems of systems of processes, show-
ing the trends or tendencies of these chains of elements toward contradiction or
non-contradiction. Other properties of LIR as a logic are discussed including the
LIR definitions of conjunction and disjunction and a classification table for its
connectives. A brief comparison is made to calculi of events and relations.

2.1 THE NON-CLASSICAL CALCULUS OF LIR:
IMPLICATION

At this point, LIR is formally an uninterpreted system. Later, I will present the
categorial components of the theory that will be the basis for its ontological inter-
pretation. Nevertheless, as implied above, the modifications made in the standard
ideas of a logic have not been made in a classical logical context. They have been
made with reference to real, complex processes and events, in particular, those
present at quantum, macroscopic biological and cognitive levels of reality. Basic
differences between LIR and standard logics, for example, in the meaning of im-
plication and the conditional have been outlined.

However, I have not yet introduced any symbols for the language of LIR,
other than e (and non-e) for an arbitrary element. The notation I will now follow
was developed by Lupasco and as far as I know used only by him (Lupasco 1987).
Axioms LIR2 and LIR3 can be written as follows. Where e is any real-world ele-
ment involved in some process of change; €A means that e is predominantly ac-
tual and implies €pmeaning that non-e is predominantly potential; €rand
©r1 mean that e in a T-state implies non-e in a T-state (where T-state, as indi-
cated, is the included middle element emerging from the point of maximum interac-
tion between e and its ‘partner’ non-e); and € means that non-e is predominantly
actual implying €r, that is, that e is potential.

41
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€A D €P, €T D €T, €A D €P .1

Including the concept of contradiction, I write, using C for contradiction

(e, DEP) >Ca oC,
(ea De,) 2Ca DC, 22)

(ET DGT)DEP DCA

In this notation, e actual implies non-e potential implies non-contradiction

actual CA which in turn implies that contradiction is potential Cp ; similarly, non-
e actual implies e potential also implies non-contradiction actual and contradic-
tion potential; and e-Tstate implies non-e-Tstate implies non-contradiction

potential, Cp , implies contradiction actual Ca .

The symbol D is normally used as a ‘truth-function’ for the simple
English material conditional (or material implication) — ‘if = then’. It is, unfortu-
nately, easy to show that the simple definition does not work in many cases, that
is, it leads to meaningless or obviously false conclusions. Rather than go into the
details of these demonstrations, I simply suggest that implication in the LIR sys-
tem is syntactic since it depends only on the syntax or grammar of the language of
LIR. As indicated, this involves ‘dynamic’ elements of reality to be defined. In
contrast, semantic implication depends on the (well-formed) formulas of the lan-
guage being ‘true’. A well-formed formula is syntactically valid if and only if
there is a deduction of it without premises. LIR as a formal structure has no prem-
ises to which standard deductive or inductive rules of inference could be applied.
One starts with an assessment of the state of a dynamic system, and implication
refers to what one could infer about synchronic or diachronic states. This process
is syntactical, which permits a dynamic interpretation of it — ‘implying-as-a-
process’ — in the further discussion of the calculus.
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2.2 TRUTH VALUES, CONTRADICTION AND REALITY
VALUES

The idea that reality can be considered as composed of some values of
actualization, potentialization and T-state, is critical to all further discussion of
LIR as a calculus, as the application of the fundamental postulate to phenomena
results in a radical departure from the standard notions of truth and falsity. This
further postulate, as formulated by Lupasco (1987), is that the notion of ‘truth’ re-
fers to the status of the dynamic, contradictory interaction between a real element
and its opposite, e and non-e. In other words, what is ‘true’ about the two ele-
ments is that each is in some state of actualization and potentialization compared
to the other. One may look here for an analogy with Aristotle’s original intuition
of the ‘underlying things’ that make statements true, as I discuss below in relation
to the correspondence theory of truth, but LIR focuses on Aristotle’s implication
that these ‘things’ were logically structured. However, Aristotle also defined facts
and things as contingent, by opposition with the necessary truth of propositions,
thus prejudging an indeterminist view of the real world. As we will see, the rela-
tionship of chance and necessity receives another interpretation in my system.

In LIR, there are thus four ‘true things’ that exist. To avoid confusion
with the T-state, I will use the symbol V as a sentential operator meaning the ‘truth
of ’ the term or element e and the subscripts refer to its actualization and poten-
tialization: Ve,, Vnon-e,, Ve,, Vnon-¢,. An object, a process, a true proposition or
a truth in the above sense, as a predominately actualized phenomenon, is never
found in isolation. To every actualization, which is true as a consequence of its ac-
tualization, that is, to every truth, always corresponds a potentialization, also true
as a consequence, of the contradictory element, giving rise to the contradictory
truth of the potentialization. The term truth is to be preferred over validity since
the latter implies less of a real existence of the respective states and could be con-
fused with the proof-theoretic notions of validity in standard propositional logic.

What is true is true as a function of the actualizations and potentializa-
tions possible in a real process; since each of these is relative (sum to 1 by Axiom
LIRF3), the four true terms (truths) of the quadruple are also relative, like the par-
tial non-contradictions from which they derive. Thus for every actualization of a
thing, proposition, whatever, which is accordingly true — a truth, always corre-
sponds a potentialization, also accordingly true, the contradictory or ‘negative’
truth of existential potentialization. This means that potentialization must be given
equivalent ontological status as actualization. An alternative formulation is that
there are two ‘trues’ which can be in turn actual and potential, the former positive
and the second negative: V,and V,, non-V, and non-V,, In this expression, V now
stands for the value of this truth as a variable, the ‘reality value’ of truth, rather
than an operator. The concept of a contradictory ‘negative’ truth does not imply
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some kind of unbridled cultural relativism. Rather, it is an existential expression of
the contingency in any real reasoning process.

Lupasco assigned the term ‘false’ to what is contradictory and that it is
contradiction that logically defines a ‘falsity’ in this sense. ‘False’ is accordingly
replaced by the T — state = 1/2A//1/2P, the state of semi-actualization and semi-
potentialization of both elements. This produces an actual (real, ‘true’) contradic-
tion Fer, where F means “false” and potentializes the non-contradiction Fnon-er.
This should be read: “It is false that e is not in a T-state.”

There are thus two truths, one positive or affirmative or ‘of identity’ and
the other negative or ‘of non-identity’, attributed to the logical values (elements)
themselves, e and non-e respectively. Since these have the possibility of being re-
spectively actual, potential or neither, under the conditions indicated above, the
notion of falsity as such disappears, as noted: the two truths produce non-con-
tradiction when one of them is actual and the other potential. This non-contradiction
can be considered as a true relative non-contradiction or as a truth of relative
non-contradiction. The same two truths produce contradiction when they inhibit
themselves reciprocally (by Axiom LIR3 of the Included Middle) and prevent
themselves from being able to actualize themselves fully with respect to one
another, a contradiction that appears (or emerges) accordingly as a relative (non-
absolute) contradiction. What is understood as ‘false’ in classical logic is rede-
fined in this way as the truth of (the existence of) contradiction.

A truth cannot be absolute, because it can never be rigorously (totally)
actualized; the contradictory truth can be potentialized as much as one wants
without ever completely disappearing in reality. To repeat, what [ am doing here is
taking the joint consequence of application of the Axioms LIR2, 5 and 6 of Con-
ditional Contradiction, Functional Association and Asymptoticity respectively to
truths considered as phenomena. The non-contradiction that is present will accord-
ingly never be absolute either and will always include an irreducible amount of
contradiction. Similarly, contradiction can never be considered as absolute, be-
cause it never takes place between two rigorously actual, absolutely contradictory
elements. Contradiction never occurs except between antagonistic dynamisms that
mutually and reciprocally instantiate each other. Since they are dynamisms, no
matter how far they are from their potential states, they still inhibit one another’s
full instantiation and therefore the element predominantly potentialized possesses
an irreducible residual margin of actualization. Contradiction is actual, or rela-
tively actualizes itself when it results in T-states as we have seen, and as potential,
when the relative non-contradiction of the A and P states represses it. One can
therefore write, where C refers to contradiction as above; T-s here refers to the T-
state, and V refers, again, to positive and negative truth in the above sense, or in a
T-state, V1. Eliminating the notion of “falsity” as such:
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(-Va. Vi) D (CaCr); (Va:Ve) D (CaCr); (Ve Vi) D (Cr.Cr) (2.3)

Alternatively, since the implications are reciprocal:
(EA.CP) oD [(+VA. VP) \ (-VA. +VP)] ;(CA.EP) D (+VT-S. -VT-S) (24)

This can be said as follows: if there is non-contradiction, more precisely
actual non-contradiction and potential contradiction, then there are two contradic-
tory truths of which one actualizes itself at the expense of the other, which is
potentialized as a consequence. If there is a contradiction, then there are two con-
tradictory truths that repress each other reciprocally and mutually prevent that
state of affairs, namely, that one is completely actual and the other completely po-
tential. This formulation of the properties of contradiction constitutes the funda-
mental rule of contradictorial methodology, as we will see throughout this book.

Let us now look at a further formalism that follows from the replacement
of the values of True and False in standard logical truth tables by values measur-
ing the degree of actualization, potentialization and T-state. Starting with (2.6), the
symbol T refers exclusively to the T-state, the logical included middle defined by
Axiom LR3.

<

|l

True False
(2.5)
False True
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The following table combines the above with the concept of contradic-
tion: when there is actualization and potentialization of logical elements, their
non-contradiction is always partial, incomplete, and when two contradictory ele-
ments are neither actual nor potential, non-contradiction is potentialized, as in
(2.6).
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(2.6)

Such contradiction, however, cannot take place between two classical
terms that are rigorously or totally actualized or absolute, that is, where the axiom
of non-contradiction holds absolutely.

The consequence is that no element, no logical variable or event can be
rigorously non-contradictory; it always contains an irreducible quantity of contra-
diction. However, contradiction also, no matter how much developed, is always is
relative and non-absolute, due to the fact that this logic is a direct logic of ele-
ments in dynamic opposition, and not a logic of language, that is, a linguistic-
ontological theory of truth.

2.2.1 Other Theories of Truth

There is, of course, a vast literature on the subject of truth. In view of the dras-
tic modification made in the notion of truth in the last sections, it is important to
see if any part of it exists in any other of the various theories of truth, I will thus
contrast some of their salient elements with truth in LIR.

1. The above concept of truth in relation to actualization and potentialization
is clearly not deflationary. The deflationary theory of truth considers it a
semantic notion, limited exclusively to propositions, and the source of no
logical or metaphysical questions. LIR, however, does find useful meaning
for the concept of truth outside propositions. One could therefore consider it
an inflationary theory, one in which something is added to a simple notion
of truth (although this would place it a collection of concepts from binary
logic that are totally unrelated.)

2. Truth in LIR does have the properties of a correspondence theory of truth,
that is, one in which the truth conditions of propositions, sentences, judg-
ments, etc. — ‘truth-bearers’ — are given by a relevant relation (cf. the discus-
sion of relevance above) — correspondence, agreement, accordance — with
some portion of reality — facts, states of affairs, objects, etc. — ‘truth-
makers’. However, in LIR, the emphasis is reversed: it focuses primarily on
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the dynamic phenomena and their evolution and secondarily on sentences
that describe the activity.

In a key paper, Mulligan et al. (1984) derive a notion of the entities that make
sentences true from the Husserlian version of ‘moments’. They propose events
and/or objects-plus-tropes' rather than facts as the corresponding portions of real-
ity, as they regard facts as too sentence-like, with which I concur. However, their
approach to a theory of truth relies ultimately on neo-classical notions of essential
parts and wholes and their total separation. Simons’ program is well summarized
in the following citation (Simons 2000, 139): “That this or that individual is an es-
sential part of something is so of analytical necessity and not because of natural,
metaphysical or logical necessity.?”

The theory of truth-makers has now been criticized along lines that are
similar to the rejection in LIR of unnecessary entities in other domains, and for
other deficiencies, including inability to handle negative truths. (Negative opera-
tions and concepts are, in LIR, given the same ontological status as positive ones.
A negative statement is true not because something exists that necessitates its
truth, but because the property was absent) For a truth to be grounded is not for a
binary relation to obtain between a proposition and a truth-maker, A grounding re-
lation consists in the existence of sub-sentential thought/world relations and the
fact that the object instantiates the property in question (Dodd 2007).

2.2.2 Verificationism

Verificationism and verificationist doctrines are of interest at this juncture be-
cause they are areas of reasoning in which concepts of truth intersect concepts of
reality, and standard logics have had an important role in their understanding and
evaluation. There are three examples I will cite in increasing order of relevance to
LIR and to the concept of realism that should be associated with it. This brief

I LIR sees both objects and relations as processes, and these in turn as concatenations of systems
of systems and/or classes of classes. Defining properties and relations in terms of “tropes”, i.e.,
instances or bits of a property or relation, and existence as bundles or complexes of tropes, adds
little to a description of the underlying reality and seems to retain some of the idealism of con-
cepts of individuals and universals that tropes were purported to obviate (cf. article “Tropes” in
the Stanford Encyclopedia of Philosophy).

2 The quotation defines an interesting domain of philosophical inquiry, but I will not comment on
it here except to say that it demonstrates an example of the possibility of dynamic opposition be-
tween theories, cf. Chapter 5.
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survey should be seen as another of the several attempts I have made and will
make to delineate the specific characteristics and domains of application of LIR.

1. One version of verificationism states that what is true can be known — all
truths are knowable. However, this anti-realist position leads to the logical
conclusion that all truths are known. According to Marton (2006), some anti-
realists claim that if classical logic proves that verificationism is untenable,
then classical logic must be wrong. The verificationist counter is to invoke
intuitionist logic and the concept of something being true that is completely
different from being a realist fact. These facts are not truths, but are some-
how involved in their definition. This view, however, has additional prob-
lems with it. Simply, my conclusion is the same as that of Marton: this kind
of verificationism should be limited to theoretical areas where no contingent
facts (that is, no areas of reality of the kind with which LIR is concerned)
are considered.

2. Verificationism, for Dummett (1993), is a theory of meaning of sentences
that replaces a truth-conditional meaning theory in which truth is the central
notion. This leads rapidly to circularity. Verificationism defines a variety of
alternative methods that establish a sentence as true, such as observation or
argument. Verification is to say that “that in which an understanding of the
sentence consists in an ability to recognize, whenever presented with it,
whatever we take to count as establishing its truth” (the ‘criterion’). The re-
sulting notion of truth, significantly for this study, is not subject to the prin-
ciple of bivalence, since it is the observation that sentences exist in the
language that can neither be verified nor falsified is one reason for rejecting
the truth-conditional theory of meaning. This stance remains an anti-realist
one (see Chapter 6), since it claims that if our statements and thoughts are
not all determinately true or false, reality itself is (fundamentally) indeter-
minate. However, in an anticipation of some of the positions in this book,
Dummett suggests that the verificationist who is not satisfied with this result
“will adopt a semantic theory yielding a non-classical logic — quantum logic
or, more probably, intuitionist logic*. LIR is, of course, my preferred candi-
date for this job.

3. Ladyman and Ross (2007) state that their naturalist metaphysics, a “dia-
lectical combination of realism and empiricism”, is equivalent to adopting a
verificationist attitude to both science and metaphysics. These authors’ veri-
ficationism, however, is verificationism about epistemic value derived from
empirical science and the empirically measured boundaries of the real, not
about meaning. Verificationists, on this view, restrict acceptability in meta-
physics to entities defined by a physical, as opposed to a logical or mathe-
matical perspective. “No empirical science is responsible for counter examples
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drawn from just anywhere in the possibility space allowed by currently ac-
cepted logic (emphasis mine) and mathematics.”

The key question is, then, whether LIR has a capability that ‘currently accepted
logic’ does not. To what extent can one say that logic in reality, in contrast to
mathematics and first-order predicate logic, has empirical characteristics that
would enable its ‘patterns’ to be verifiable? I will return to this question in Chapter 6,
where [ will compare the realism of Ladyman and Ross with that of LIR.

2.3 IMPLICATION BETWEEN THE LIMITS

The fundamental postulate and its formalism can also be applied to logical op-
erations, answering a potential objection that the operations themselves would im-
ply or lead to rigorous non-contradiction. Thus: e (actual or potential) implies e
(actual or potential) is impossible rigorously because e also implies non-e, or else,
because e implies e implies at the same time that e excludes e. Inversely, e ex-
cludes e is impossible rigorously since e implies, at the same time, e. I thus write,
in place of €a D €p, the actualization of e implies the potentialization of non-e,
the symbol O for exclusion or non-implication, or, preferably, negative implica-
tion, such that:

(eoe)a D (eDepor(e>dae) D(eDre). Similarly,
(eSe)a D (eo>e)por(e Dae) D(eDre), and for the T-state
(eoe)yr o (edeyror(eodre) D(eSre)

2.7)

Since actualization and potentialization thus apply to the operation of im-
plication, e can be neglected, since it is any element, and the reciprocal contradic-
tional implications can be written as follows:

(Da) D(Dp); (D) D (D)3 (>1) D (D) (2.8)
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This should be read: if an implication is actualized, an exclusion or nega-
tive implication is potentialized; if a negative implication is actualized, an affirma-
tive or positive implication is potentialized, and if a positive implication can be
neither actualized or potentialized, a negative implication cannot be potentialized
or actualized.

One can therefore proceed, as previously for elements, to construct a ta-
ble of values for contradiction and non-contradiction:

2.9)
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Written for implication, the contradictional conjunctions and disjunctions
are, therefore:

(2.10)

2.3.1 The Transfinite

At this point, I need to introduce a term that describes the behavior of
real processes and systems. The LIR concept of real processes is that they are
constituted by series of series of series, etc., of alternating actualizations and po-
tentializations. However, these series are not finite, for by the Axiom LIR6 of As-
ymptoticity they never stop totally. However, in reality, processes do stop, and
they are thus not infinite. Following Lupasco, I will use the term transfinite for
these series or chains, which are called ortho- or para-dialectics.

The term infinite refers to a set of elements, such as the integers, which
has no upper bound or limit, or set of process steps that can be repeated indefinitely
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(iterated) without any basis for stopping. The term applies also to the oscillations
of the mind between two equally likely but opposite statements, as in paradoxes
of self-reference. The difference between finite and infinite has also now received
formal treatment in the concept of programs of idealized computers (Turing ma-
chines) that do and do not stop respectively.

The term transfinite goes back to Cantor, who tried to resolve what he
called the paradoxes of absolute infinity by introducing an ‘increasable actual-
infinite’ and an “undetermined quantity which is capable of innumerably many
determinations”, as opposed to the a Hegelian conception of a true infinite, a com-
pletely generated infinity. The LIR transfinite looks very much like what Priest
quotes Hegel as saying is the false or potential infinite, which is:

... the problem of attaining the infinite, not the actual reaching of it; it is the perpetual
generation of the infinite, but it does not get beyond quantum (a real value), nor does the
infinite become positively present.

Priest thinks that a potential infinity, for which no precise definition has
been given, at any stage of its existence, is, after all, never more than finite. Hence
it is not truly infinite. I agree with the latter phrase, but not the previous one. The
LIR transfinite seems well described by the Hegel statement, although the latter
has no dynamic basis. It is clear that the ‘truly’ infinite does not exist in reality.
There can only be “perpetual generation” that does arrive at some real value.3

The terms in (2.11) thus develop into a transfinite series of disjunctions of
implications:

(DA SrV Da DP) \Y (DA SrV Dt 5T) \4 (5/\ DrV DT 5T)

etc.... , etc....
2.11)

However, every implication implies a contradictory negative implication,
such that the actualization of one entails the potentialization of the other and
that the non-actualization non-potentialization of the one entails the non-poten-
tialization non-actualization of the other. This leads to the tree-like development
of chains of implications, of which one example is indicated in the following diagram:

3 This is my interpretation of what Lupasco meant by his lapidary statement, unfortunately never
elaborated: “It is evident, also, that the notions of infinite and transfinite as used by Cantor need
to be revised” (Lupasco 1987).
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etc.

(DA) o (Dr)

(2.12)

This development in chains of chains of implications must be finite but
unending, that is, transfinite, since it is easy to show that if the actualization of
implication were infinite, one arrives at classical identity (tautology): (€ De).

Any phenomenon, insofar as it is empirical or diversity or negation, that is, not at-
tached, no matter how little, to an identifying implication of some kind, (€ D ¢€)

suppresses itself. One can use this logical symbolism to show this by reducing the

implication (5 a) D (D P) to: €a D ep. One then sees that if both A and P

are infinite and, accordingly, P disappears, there is nothing left but €A« , that is, an
absolute and definitive negation, nothing. It is a theorem of LIR that both identity
and diversity must be present in existence, to the extent that they are opposing dy-
namic aspects of phenomena and consequently subject to its Axioms.

2.3.2 Ortho-deductions

The first of the three sets of chains illustrated by (2.12) shows progressive
actualization of positive implication and potentialization of negative implication,
the second the inverse progressive actualization of negative implication and poten-
tialization of positive implication and the third a progressive semi-actualization
semi-potentialization of the two contradictory implications. Lupasco called these the
ortho-deductions, and all are models of different aspects of reality, as we will see.

e Positive Ortho-Deduction
The first is oriented toward the limit of infinite or absolute actualization of
positive implication, which is approached asymptotically, in other words, that
of classically positive and tautological deduction. It is a model for the struc-
ture of physical causality and classical physical theory, and, by extension, of
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classical mathematical deduction. This process of deduction of classical
science should be seen as an activity, as a real ‘process’ and not as the act-
ivity of a mind exterior to the phenomena. In LIR, positive deduction is rela-
tive and contradictional, and this is what makes it a real deduction, captured
formally by the indicated sequence of symbols.

e Negative Ortho-Deduction

The first, as noted, is familiar, since it approaches classic deduction.
The second is a dynamic, transfinite set of implications of contradictional
implications that is oriented toward the other limit of infinite or absolute
negative implication, which is also approached asymptotically. This negative
relative deduction is new to logic. One should imagine a chain of exclusions,
negative implications, non-links and ruptures developing in a non-arbitrary
fashion, independently of human psychology. Lupasco considered this a
considerable discovery. It corresponds to a negative causality of diversity,
grounded in the structure of logic, a logic of the irrational. What are usually
designated as irrationalities, things or ideas without connection, indetermi-
nate, new, heterogeneous, incoherent, have their /ogical negative causes and
are tied to a negative deduction that controls and develops them. Far from
being illusions, errors or absences, due to the limitations of intellect, illogi-
cal or a-logical phenomena, they are the links in the chain of a negative de-
ductive network. “This negative deduction is relative and contradictional,
that is, progressively potentializes positive deduction; it is an activity, a
negative dynamism. Due to it, diversities and irrationalities exist and are not
nothing.”

e Contradictorial Ortho-Deduction

The third ortho-deduction is that of the third chain of implications of
implications, according to which the T-state, opposed to the two contradic-
tory implications (positive and negative) that give rise to it, also develops
transfinitely. The deduction corresponding to this set of antagonistic impli-
cations, inhibiting each other equally, is the deduction of contradictions, or
of doubt. This ortho-deduction is called contradictorial, involving a T-state,
and is to be distinguished from the two others, which were termed contradic-
tional.

2.3.3 Para-Deductions

The development of the three, ‘normal’ chains of implication going asymp-
totically toward three absolute, unreachable limits, two of non-contradiction and
one of contradiction has been indicated. There are, however, six other ‘abnormal’
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chains of implications, each of which also sub-divides into three further ones,
which develop transfinitely without any particular orientation. Lupasco identified
these with the multiple combinations of linkages and ruptures (negative links) that
build up the scaffolding of the various complex deductive configurations of ex-
perience and “weave the tapestry of a large number of existential forms.”

The para-deductive chains are thus an integral part of logic. As can be de-
rived from the Table of Deductions, a disjunctive dialectical oscillation is required
between the first three implications of implications, and between the three imp-
lications of implications of implications controlled by the former, and so on, of
which the following is the first sequence:

[(o)2(Sn] Vv [(Ba2((2n] v [(21)2(51)] @13)

One sees here the real meaning of disjunction: it is the mechanics of dia-
lectics: no dialectic without disjunction and vice versa. It is disjunction that is
implied by the fundamental postulate that permits the dialectic, and the dialectic
implied by the same postulate, as principle of antagonism that permits and re-
quires the disjunction, the connective ‘or’.

But disjunction itself, as discussed in the next section, also cannot be
absolute and rigorous. Para-deductions, will always accompany, to some extent,
ortho-deductions and vice versa. As long as the logical world exists, there will al-
ways by chains of deductions and causalities that have a sense, an orientation, and
those that will have, rather, a non-sense, a negative sense of divergence. One can
assign, in fact, greater existentiality to some para-deductions in that they do not go
in the direction of an abstract absolute limit.

2.3.4 Operational Aspects of the LIR Calculus: Logical Necessity

The above series of series of symbols are at the heart of the LIR represen-
tation of reality, since they relate both: (1) levels of reality and the processes that
are predominant at those levels of reality; and (2) the trends that I have described
in Section 1.2.2 toward non-contradiction (identity, homogeneity or diversity, het-
erogeneity) or toward contradiction (emergence of new entities). Thus the first,
positive ortho-deduction represents the formal dynamic aspects of macrophysical,
inorganic matter, tending primarily toward a non-contradiction of identity accord-
ing to the 2nd Law of Thermodynamics. It provides a rational for the existence of
(relatively) stable physical objects. Note in this view, an identity, a stable “object”
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is not necessarily a singular individual. It may consist of a number of essentially
identical entities like grains of sand, the result of degradation of a rock, that bear
no dynamic relation to one another.

Negative ortho-deduction describes the tendency toward a non-contradiction
of diversity which is characteristic of the biological level of reality and provides
for the emergence of new forms and entities, ultimately based on the Pauli Exclu-
sion Principle for electrons. Further details of the physics involved will be pro-
vided in Chapter 4.

The third ortho-deduction describes a contradictorial dialectics, the
movement toward contradiction, and the emergence of T-states involving highly
organized states of matter/energy/information at the microphysical level, and at
higher cognitive and social levels, especially, those of science and art; and, per-
haps, at cosmological levels of reality.

The picture of reality that is conveyed by the transfinite aspects of the
above calculus is that all of the process movements described are in progress at the
same time, to a greater or lesser extent, interacting with one another. What this
means is that any process must be looked at as the resultant of a highly complex
set of microprocesses, which nevertheless share the same structure, reflecting the
basic principle of dynamic opposition and the axioms of LIR at different scales, in
a fractal manner. The existence of these series of microprocesses, involving sev-
eral co-existing trends, will be the basis in subsequent chapters for the discussion
of the various applications of LIR.

The calculus of standard logics has its major role in the construction of
proofs of theorems. There are no proofs of a propositional kind in LIR, but as
pointed out by Kauffman, proofs are not primarily a matter of true and false, but
of coherent indication, and this concept is compatible with the arguments of LIR.
The above formulation of processes as deductions serves as a reminder that the
complex transitions of reality can be modeled by a relatively limited number of
logical generalizations that reveal their inner workings. The approach of Jacquette,
outlined in Chapter 3, looks at the combinatorial possibilities of the objects and
properties of a pure classical logic, but makes no commitment as to forces at work
in individual exemplars. In contrast, the ‘combination’ in LIR of real logical ele-
ments, the reality values referred to above, is not the result of random conjunction
or adjunction of terms, as in category theory, but of a form of necessity that is both
physical (causal) and logical in my extended sense.

In other words, if the elements of the sets (or classes, see Appendix 1) of
processes of processes follow ortho-deduction as indicated, and if ortho-deduction
is a consequence of the operation of the principle of energetic antagonism in real-
ity, then the concatenation of symbols developing in a transfinite manner accord-
ing to their own internal dynamics represents deductive necessity. This is the
metaphysical basis of logical necessity in all logics, both classical and LIR. This is
another statement of my view that logic does not found metaphysics, as Kripke
has been quoted as saying, but that metaphysics founds logic.
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2.4 CONJUNCTION AND DISJUNCTION

The rigorous classical logic of non-contradiction requires an absolute choice of
one of two terms, e.g., identity or diversity, as fundamental. The actualization of
one term implies a total disjunction of exclusion between them. In LIR, reality is
described by the dialectic alternation of a contradictional conjunction and a con-
tradictional disjunction of exclusion. If we designate the former by /\ and the
latter by V', the fundamental postulate can be written for an element e and its
contradiction (or an identity i and a diversity d). The situations to be formalized
are where contradiction is potential and non-contradiction actual:

(eVe)yaA(eAe) (2.14)

and where contradiction is actual and non-contradiction potential:

(eVe)yrA(eAe)a (2.15)

This means that the classical disjunction € Ve can only be actual or
potential, because it is linked contradictorially to the contradictional conjunction

€ A €. One can then write alternatively,

(eVae)A (eAre) (2.16)

By eliminating the element e, one arrives at the same table for conjunc-
tion and disjunction as for implication, always based on the existence of a point T,
the T-state of semi-actualization and semi-potentialization in the passage from A

to P and from P to A, that is (VT) A (AT) and AT D Vr1; Vr D Ar.
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(2.17)

T oH > >
> 1 g i<

The T-state, in this development, corresponds to the co-existence, the
conjunction of a contradictional conjunction, or, more generally, of a contradiction
and a disjunction of exclusion, or, a non-contradiction. Since no conjunction, such
as the latter, can be fully actual or potential (or neither), we have the same form of
transfinite sequence that we saw above for implication.

[(Va) An (An)] A[(Va) Ve (AD)]

(Vi) A (A9 [(Va) Av (Ar)] A[(Va) Va (AD)]
(2.18)

[(Va) At (Ar)] A[(Va) Vi (AP)]

FEtc.... FEtc.... FEtc....

The values of A, P or T of any two elements or sets that are linked by the
operations A or V can be entered into these basic formulas and developed trans-

finitely. It is easy to show, as previously, that if any operation goes to infinity, one
recovers the disjunction of classical logic.
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Arao D Vro=A= €€, Var D Aac=V=¢eV e (219

The conjunction and the disjunction of exclusion of classical logic are
particular limiting cases, impossible and ideal, of the dynamic logic of reality.*

The reader will have noticed that, up to this point, I have discussed only
elements that stand in the relation of opposites or contradictories — e and non-e. I
defined this relation as one of Conditional Contradiction (Axiom LIR2). But the
relation between two arbitrary elements, events or processes, e and u, can be de-
fined as implication, in the sense that either e implies u or it does not.> Since LIR2
applies to the operation of implication, I can say that they are linked by positive or
negative implication, inclusion or exclusion. However, any such linkage is also,
never absolute, the (partial, greater or lesser) actualization of a positive link poten-
tializes the exclusion and vice versa, as usual. Since these links exist throughout
nature, this approach is equivalent to saying that everything is connected to every-
thing else, more or less, transfinitely. In fact, the notion of implication is also pre-
sent in the original formulation of a logical element that is defined and exists in
relation to its contradiction. The negative implication or exclusion discussed here
which characterizes two apparently independent elements, and which is the con-
tradiction of positive implication, should not be confused with the exclusion rela-
tion between two elements one of which is the antagonist of the other. This latter
exclusion is the relation of contradiction itself.

2.4.1 A Classification Table for Connectives

One can further characterize LIR as a formal logic by classifying the val-
ues of actualization, potentialization and T-state (A, P and T) for e and u for the
standard connectives, as indicated in Table 2.1.

4 According to de Morgan duality in classical logic, conjunction and disjunction are not inde-
pendent, in the sense that a complementation operator takes any proposition to a similar one with
the negative and operation inversed. This duality, however, still refers to abstract entities.

5 A and B may also be semantic elements provided there is some dynamic interaction between
them. Jakobson distinguishes between privative oppositions of the type presence/absence
(A/non-A) and qualitative oppositions of the type A/B in relation to phonemes: “(1) every dis-
tinctive trait (in a phoneme) is defined by opposition to another trait; and (2) the presence of a
trait excludes its opposite (principle at the same time of exclusion and participation, of disjunc-
tion and conjunction).”
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Table 2.1 Classification Table for Connectives

e U cAu cvu cOu €cDOu
A A P A P A
T A Nil Nil Nil Nil
P A P A A P
A T Nil Nil Nil Nil
T T T T A P
P T Nil Nil Nil Nil
A P P A A P
T P Nil Nil Nil Nil
P P P A P A

DA D DP
A = predominantly actual
P = predominantly potential Positive implication actualized
T= T-state (‘included middle’) implies negative implication
potentialized, etc.

These entries should be understood as meaning, for example, that when e
is (predominantly) actual and u is also, their conjunction is potential by Axiom
LIR?2 if they are linked by positive or negative implication. Conversely, the table
shows that if both e and u are actual, in fact that positive implication is potential.
Further, it is not possible, by definition, for one element or the other to be actual
or potential and the other in a T-state. However, the fact that both elements are in
a T-state means their conjunction and disjunction are in T-states, positive implica-
tion is actual and negative implication is potential. This analysis demonstrates the
consistency of the notation.

This terminates my presentation of LIR as a non-classical calculus, i.e.,
as an uninterpreted formal system. The structures of this calculus, that is, the
strings of symbols, the chains of implications and the ‘reality value’ tables are not
modified as such in the analysis of any individual process phenomenon (they are
placeholders).
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An important formal application of the calculus of LIR is in the analysis
of classes and sets, outlined in Appendix 1. The essential idea is that sets and their
elements are not totally independent entities, but share some of one another’s
characteristics. These are alternately actualized and potentialized like the opposing
elements in other domains. I have also used this notation in the construction of a
theory of systems (Appendix 2) that is compared with General Systems Theory.

2.4.2 The Calculus of Events and Relations

There have been other formal attempts to capture the existence and char-
acteristics of change. Russell developed a logic of events in order to reason coher-
ently about time and to make logical constructions of instants of time in a finite
and closed world, as summarized by Lin (2003). The Russell event structure con-
sists of a non-empty set E of events together with five binary relations: ‘before’,
‘overlap’, ‘meets’, ‘begins-before’ and ‘ends-before’. Subsequent work has refined
certain technical aspects of this logic, to which the many publications on the topic
of temporal logics can attest.

However, the Russell logic remains fundamentally a binary logic, based
on and supporting a completely classical, idealized concept of time. There is, as
far as I can tell, no indication of any dynamic relationship /ere between the terms
of the relations. The later Russell, however, discussed relations, in particular those
between propositions and meaning, which are directly relevant to my brief discus-
sion of the philosophy of mind in Chapter 6.

The calculus of LIR is in a sense about nothing but relations, but it has
little to do with the calculus of relations first proposed by Peirce (Hammer 2002),
in which symbolic concepts of Boolean algebra are applied to (very simple) rela-
tions. Further development by Tarski (Hintikka 2004) went in the direction of
abstract algebraic structures that transcend propositional logic. In my view, fol-
lowing this tack would take us farther away from, rather than closer to reality.
Application of Tarski’s ideas to the notion of truth in the real world is possible,
but not, as far as I can see, to real phenomena.

Shanahan (1999) has elaborated an event calculus, a logical mechanism
with which one can infer what is true when given what happens when and what
actions accomplish. It allegedly provides a logical foundation for deductive, in-
ductive and abductive reasoning, with applications in some kinds of diagnosis,
planning and theory formation. It is based on first-order predicate calculus, and is
able to represent a variety of phenomena including compound actions (actions that
cause other actions) and continuous change.

In Shanahan’s system, events are objects that can be quantified over and
can appear as arguments in predicates. Events are initiated, terminated and negated
(non-occurrence or non-effect modeled) axiomatically. For example, a function
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symbol & is introduced to express an axiom covering the cumulative effects of
concurrent actions.

The interest of Shanahan’s system is its explicit use of actions as predi-
cates, that is, elements capable of entering into logical relations. However, the kinds of
relations involved are limited to abstract formal ones, with little further similarity
to LIR. Symptomatically, the event calculus formulae do not apply straightfor-
wardly to compound actions involving recursion, that is, actions or events that are
involve something like the feedback dynamics of real systems. In the LIR calcu-
lus, all elements are compound ones, and if a new state appears (T-state) it can
enter a new process system recursively as an element without the requirement of
additional assumptions.
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Abstract The components of LIR that will constitute it as a formal ontology, an
interpreted formal system, from which the categories of LIR will be constructed, are
completed in this chapter. The three components are: (1) its axioms; (2) the ‘language’
of LIR and its rather unusual semantics; and (3) the ontological constants and
predicates which correspond to interpretations of the language. Additional sections
address three concepts that are critical for the development of the LIR categories —
dynamisms, processes and properties. A new definition of intrinsic and extrinsic
properties is suggested. Comparison with classical logic is made in a section that
reviews the metalogical properties of classical logics with those of LIR. The problem
of the logical foundation of reality — being and existence — is discussed in relation to
the fundamental LIR principle of dynamic opposition, and the position defended that
metaphysics grounds logic and not the contrary. A brief discussion of abstract or non-
spatio-temporal objects concludes the chapter.

3.1 REALISM AND FORMAL ONTOLOGIES

Before proceeding with the main development of my theory, a few com-
ments are in order about the nature and role of a formal ontology and some asso-
ciated logical and philosophical concepts, in particular, logical realism and natural
realism. These ideas will be the basis for a later discussion of the particular LIR
‘brand’ of realism. Formal ontologies are generally divided into three kinds: repre-
senttational — a framework to represent information in as formal a mathematical
manner as possible; descriptive — with the objective of correctly describing a
certain domain of entities; and systematic — theories of what there is. Since LIR is
a theory that is intended not only as description of the entities of reality but how
they are related, I shall consider it a systematic ontology that is ontologically
committed to those entities. In other words, in LIR, they are real and LIR is a
realist system.

A potential problem arises here, however, since the term formal ontology is
also understood as being a theory of logical form as well as a metaphysical theory
about the ontological structure of the world. As such, it is subject to division into

63
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another three kinds, based on three classical kinds of predication of universals:
nominalism, which refers only to the use of universal terms in language; and con-
ceptualism and realism, in which the universals provide the semantic grounds for
determining whether a statement (predicate expression) is true or false of real
things. Concepts do not exist independently of the capacity humans have for
thought and language. The universals of realism underlie predication in reality —
real states of affairs in natural realism, but also the propositions that constitute the
objective truths and falsehoods of the world, the latter, as well as the former, are
assumed to exist independently of the human capacity for thought and language.
Logical realism, in this view, is a modern form of Platonism and its universals are
assumed to exist independently of the causal structure of the world as well
(Cocchiarella 1996).

The combination of logic and reality in the one phrase I have used to
characterize my logical system might accordingly lead to a possible misunder-
standing which it would be well to dispose of promptly. I have said that, LIR, the
logic of and in reality, is a logic of real entities, and the latter implies that I am
talking about a realist metaphysics. On the other hand, the term logical realism as
indicated is usually taken to mean that the terms of standard classical or neo-
classical logics are endowed with real characteristics. On this view, logical forms
can provide a basis for logical necessities, and their connections could amount to
logical ‘facts’. This would yield a kind of logical realism as these ‘facts’ would be
the ontological grounds for logical truth and inference.

Such a doctrine of logical realism (doctrine and not logic), that there
could be any facts or matters of /ogic that obtain independently of our holding
them to be true has been criticized by Resnik (1999). His argument is that logical
(and mathematical) truths are obtained through deductive proofs and are insulated
from experience, even although not immune to empirical revision.

The simplest thing to say is that logic in reality has nothing to do with
logical realism, despite or better due to the fact that the PDO, the fundamental
postulate of LIR is physical — as well as metaphysical. /¢ is independent of
human psychology, etc. in the same way in which other objects of our theories,
but on other ontological grounds, since the logic that is referred to in logical
realism is classical ideal and abstract logic.

If LIR then, can be clearly differentiated from logical realism, what about
natural realism, as in Cocchiarella’s conceptual natural realism? Natural realism,
despite its name, is simply another system of predication about natural properties
and relations with a mode of being that is analogous to that of predicable concepts:
they are part of human cognitive capacities to identify, characterize and refer to
real world objects. LIR supports this view: the fact that these capacities and con-
cepts do not exist independently of human thought or language does not mean
they are not “objective” as assumed in logical realism. On the contrary, I consider
these entities to be more realist and hence more objective in the usual sense of the
term.
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In conceptualism, being and concrete/actual existence are formal, ‘logical’
concepts and not properties, or attributes, which things might or might not have.
(The scare quotes around logical are the author’s.) The being of natural properties
or relations, that which is the subject of this study, on the other hand, does not
consist in its being a characteristic of some object at some time or other, but rather
the causal possibility of its being in re — that is, having a mode of being as such
within the causal structure of the world. This is in other terms what the following
categorial development of LIR will show.

3.2 THE LIR ONTOLOGICAL PREDICATES: DUALITY

Cocchiarella’s view of formal ontology is “the systematic, formal, axiomatic
development of all forms and modes of being”. However, to repeat, it is difficult to
assign anything more than formal existence to the entities of this ontology, much
less any interactive or processual aspects (Cocchiarella 1991). LIR, on the other
hand, is a theory about change. Change, or becoming, is thus the primary ontological
predicate or categorial feature with which this theory is concerned as a formal
ontology. The most significant ontological predicates of LIR that I will use are
fundamental dualities that correspond to some fairly well defined commonsense
notions, founded in what Seibt has called ‘agentive’ experience and intuition (Seibt
2001). The predicates implicitly defined by the initial axiomatization are the
following, together with the notions to which they correspond:

e  Actuality — potentiality Present — absent
e Homogeneity — heterogeneity One(identity)—many
(diversity)

I have included as predicates actuality and potentiality that, since Aristotle,
have been often considered categories rather than categorial features. I will leave
them in this ‘category’ of predicates for the time being, since the emphasis, in
Axiom LR2 of Conditional Contradiction, is on the processes that ‘are’ potential
or actual, as the case may be. I will return to this point after the ontology of LIR
has been constructed.

Poli (2003) has shown the importance in philosophy of dual phenomena
not only in ontology, but also in the relationship or correlation between their role
in (classical) logic and ontology. Some additional pairs, which have been the subject
of much philosophical discussion, are matter and form, one and many, and, especially,
part and whole. Internal and external play an essential role in any discussion of
biology.
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The additional key ontological predicates that will receive an
interpretation in LIR based on its axioms are the following:

o Intensity — extensity Internal — external
e Local — global Neighborhood—distancet+xtensity
part-whole

Other predicates that are also self-explanatory are
e  Alternating

e Reciprocal

If the axioms indeed apply to these predicates, then one must accept, at
this stage of the discussion, that they will display not only Conditional Contra-
diction, but also the relationships of Functional Association and Asymptoticity.
Internal aspects of a phenomenon cannot be totally independent of its external
aspects; similarly parts and wholes are not independent of one another.

It should be clear that at this point no characterization of these onto-
logical predicates has been given, except that intuitively all predicates shown refer
in some manner to dynamic aspects of reality. What this manner is and what
relationships are involved will emerge from the further construction of the categories
of LIR in Chapter 4.

3.3 THE DOMAIN OF ENTITIES: LEVELS OF REALITY

The domain of entities that is described by the axioms, language, con-
stants and predicates of LIR is all of reality. This concept can be made more un-
derstandable by reference to the axioms, according to which entities and their
opposites may be in states that approach classical limits of non-contradiction, in
which case bivalent logic holds ‘to all intents and purposes’, or in states which
instantiate contradiction or opposition between the two elements, eventually leading,
in some cases, to the emergence of a new entity (T-state). The entities of LIR include
all real physical and non-physical phenomena, including those in the former
group. From a formal ontological standpoint, the sentences of LIR are thus inter-
preted over the domain of all reality, the extant domain.



3.4 LIR AS AN INTERPRETED FORMAL SYSTEM 67

3.3.1 Complexity Versus Levels of Reality

The notion of levels of reality outlined in Chapter 1 is useful in an additional
connection, namely, to differentiate in a general way the domain of phenomena that
are sufficiently complex or, in the Lupasco terminology, have an ‘adequately’
contradictorial relationship to require the use of LIR and those that are not. The
key point is that complexity is not a smooth function of levels of reality. It goes
from large values at the quantum level, through a minimum at the macrophysical
level, increasing again at the biological level and reaching the largest values at the
conscious human mental and social level.! Complexity is thus a function of the
relative degree to which heterogeneity, diversity and contradiction (or opposition,
antagonism) are the prevailing ‘biological’ tendencies as opposed to the ‘macro-
physical’ tendencies toward homogeneity and identity. Domains exist throughout
reality that are the consequence of what I might call emergent simplicity, and it is
no more than commonsense to say that binary logic applies to them.

Energetic exchanges are a necessary but not sufficient condition for
complexity. In a game of billiards, the cue stick and balls exchange energy, but the
location of the complex processes of interest are in the mind of the player (inten-
tionality, frustration, etc.). It is macroscopic systems that embody some form of
coded internal representation of the processes being actualized that require a logic
of the included middle.

3.4 LIR AS AN INTERPRETED FORMAL SYSTEM

A preliminary description of the logic of/in reality as an interpreted formal
system can now be made: it is a formal system ‘of a third kind’ that is neither
totally classical nor totally non-classical. This interpreted formal system can be
designated as a formal ontology that is intended to structure all physical and non-
physical reality, the extant domain. As such, it incorporates the elements of reality
of both classical mechanics, described by classical logic, and quantum mechanics,
which requires quantum logic, as well as ‘everything else’ at all levels of reality.

I do not wish, however, to conflate the notion of LIR as a formal, that is,
categorial, ontology and LIR as metaphysics, since a more productive relation can
be found between them. Smith (2004), for example defines ontology as the science
or theory of being, of what is and how it is, but he makes no distinction between
ontology and metaphysics. I do suggest, in addition, metaphysics specifically
involves speculation about being, even about what may be beyond the range of
human abilities to perceive or know. All knowledge is speculative to a certain

1 My view of quantum systems should not be taken as implying some form of pan-consciousness.
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extent. I rather prefer to see ontology on a par with metaphysics, but that the latter
be also concerned with aspects of reality that are to a certain extent non-ration-
alizable and have been consequently inaccessible to the formal (or orderly)
procedures of logic. A new correlation between ontology, metaphysics and logic is
thus possible, as will become clearer in the discussion of being in Section 3.7.

3.5 THREE CRITICAL CONCEPTS

The theory described in this book includes a number of unfamiliar
perspectives. It will therefore be useful at this point to provide working definitions
and discussion of three critical terms to be used, namely, dynamisms, processes
and properties. The analysis of the current debate on the nature of properties
provides a first illustration, at this early stage, of the operation of the LIR PDO in
a philosophical context.

3.5.1 Dynamisms

I first propose that the term ‘dynamism’, used to designate intensity and
extensity means, combining the dictionary definitions, that they are not only pro-
cesses or mechanisms of the operation of energy, responsible for its development
and motion, but also theoretical constructs that describe the universe in terms of
energy. This definition of intensity and extensity, by this hypothesis, converges to
that of dynamics, since they are themselves forces that together, in an antagonistic or
contradictorial relation (conjunction), cause motion, activity and change.

If this is accepted, then what are the definitions and characteristics of
actuality and potentiality and homogeneity and heterogeneity? These would appear
to be intensive properties of real elements or entities to which could be assigned
complex values as observables. At the same time, however, I have described change
as involving actualization and potentialization, and the operation of homogenizing
or heterogenizing forces, which as dynamisms would appear to have the character
of processes. One now has the problem of the relation between actuality and
actualization (or actualizing, homogenizing and so on). My preferred answer
to this point is itself an illustration of LIR: the two terms, the noun and verb
forms cannot be considered as totally separate and independent and one is not

2 Lowe (2006) has developed an alternate formal ontology as a basis of metaphysics. This approach
retains, however, standard notions of categories and their underlying predicate logic that limit its
applicability to real phenomena.
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more basic than the other. There is always some degree of process to actuality and
of property to actualization. One should be able to ‘feel’ an actuality-in-its-repressing
of something antagonistic to it that would, if it could, cause it to change, rust,
shatter, degrade, or disappear, on an appropriate time scale that is defined for each
case.

This now leaves us with the two terms of process and property that
require further explication and differentiation.

3.5.2 Processes

Process, like level, is one of those terms that are commonly used without
sufficient attention to its implications. Processes can be defined simplistically as
phenomena involving orderly change, a series of actions or operations taken to
reach an end. However, if processes constitute the world of experience — from
nature to social reality to perception and cognition itself — they should not be rep-
resented in a reductive fashion — in terms of their results, input-output pairs, or by
static computational or discontinuous, step-wise interpretations involving static
identities, in which the underlying dynamics has been occulted.

In my view there are two, related analytical jobs to be done. The first is
to give processes their proper conceptual role in theoretical descriptions of nature
via a proper ontological classification of types of dynamic entities, in other words,
statements about types of dynamics. Here, as in any ontological category, the
processes under discussion are theoretical entities and the dynamics involved are
non-developmental. The second task is to describe real dynamisms or dynamics in
terms of the fundamental properties of whatever it is that causes the change, which
in my view can only be energy, subject to a needed revision of the concept of
cause. Such a description has been started above. Complex processes, the con-
sequence of the interactions of processes and processes of processes (systems of
systems, illustrated by the series of series of ortho-deductions of Chapter 2) are
defined as the result of the operation on energetic elements of logical operators
that are themselves dynamisms (e.g., implication, conjunction, disjunction) invol-
veing changes in energy, that is, considered as real, constructive actions.

To complete the description, however, we are still left with the need for a
better understanding of the meaning of property and of the relation between
property and process.

3.5.3 Properties

The concept of properties is a very old and complex one in philosophy
(Swoyer 2000), but the point of introducing it here is that it plays a central role in
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discussions of reality and description of reality in terms of laws of nature. In
addition, since I discuss aspects of a wide variety of entities that are supposed to
have something in common, the processes or dynamisms according to which they
evolve in time, properties may provide a general way of explanation in the direc-
tion of some pattern or unification.

Properties can be: (1) defined; (2) their nature established; and then (3)
used to explain phenomena in all the disciplines mentioned, including meta-
physics, natural science or ‘naturalistic ontology’, the philosophy of mathematics
and the semantics of natural language. I have designated several aspects of the
elements of my system as ‘properties’, and it seems correct to say that they fit a
general theory of properties. An acceptable minimum theory could include the
following, recognizing that each of these points itself has given rise to debates,
some of which I will address later:

e Properties include relations, as well as attributes, qualities and fea-
tures of phenomena. Processes are instantiated or exemplified and
the ‘things’ — processes, objects, relations, etc. — that exemplify a
property are instances of it.

LIR: Being actual or potential, or being actualized or potentialized are thus
properties.

e Properties can be cited to explain or account for change, as well as
other phenomena of philosophical interest, provided adequate
reference is made to additional background assumptions or un-
derlying mechanisms rather than only state observations (pale skin
yesterday, red skin today, but red due to staying in the sun too long,
rather than just because paleness and redness were exemplified at
different times). Properties are intensional entities that describe the
intensional aspects of phenomena, and in this sense provide a picture
of reality that is not ‘abstract’.

LIR: My explanation of energy in Chapter 4 in terms of extensity and
intensity as properties is metaphysical, since such properties are clearly not
observables, for example, in the case of some electromagnetic radiation, but
also physical since they are postulated by the best available physical theories.
I will show later that LIR supports a specific kind of scientific realism. No
properties or elements are invoked in LIR’s account of properties that are
outside the laws of physics, but the existence of dynamic opposition pro-
vides an additional element of structure.

e Properties can explain sentences in terms of a concept of logical
linguistic form, and compound properties can be built up from simpler
ones by logical operations equivalent to conjunction, negation, etc.
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LIR: Properties can explain phenomena in terms of a concept of logical
dynamic form. Complex properties can be built up from simpler ones by
logical operations seen as dynamisms.

One area of controversy is that of the instantiation of properties. Instan-
tiation has been viewed as a relation but not a normal one: as a link of an entity to
a property, it would seem to result in a need for a relation of relations and con-
sequently an infinite regress. In LIR, a relation of dynamic opposition can be
postulated between entity and property such that they mutually instantiate each
other as dynamic, real systems. It is these systems that are the objects-in-reality
that are the equivalent, in my theory, to the logical objects of standard logic. One
does not need concepts such as ‘non-relational tie’, metaphysical glue, or meta-
phors like links in a chain. It explains the idea that ‘instantiation just relates’, or is
metaphysically self-adhesive. Further, iteration, in this case of real relations, stops
after two or three stages because no new information is added by subsequent
stages. An interesting example is the proposal of storing information in quantum
systems, not in the relationship among quantum objects, but in the relationship
among the relationships. I do not share the general view that such moves are
further abstractions, since according to the principles of LIR they fit the category
of dynamic opposition, and the consequent epistemology provides the necessary
basis for stopping the potential infinite regress.?

As a corollary of the above, it is not necessary to call properties of phe-
nolmena concrete as opposed to non-spatiotemporal entities like meanings or
concepts. A stark dichotomy between the terms abstract and concrete in relation to
properties can be avoided by seeing them, also, as the elements of a dynamic
contradictorial conjunction (entity and its dual). Thus the properties or qualities
‘of > a phenomenon, or associated with one, are abstracted from it, not in the sense
of being non-real, but for the purposes of analysis.

Finally, LIR solves the problem of negative properties, since no real
properties are absolutely positive or negative, and a property F is a more or less
actual or potential part of the negative property being a non-F. The absolute con-
tradiction is removed by the interactive alternation of actualization and poten-
tialization.

There are thus conclusions to be drawn regarding the relation between
properties and processes. Seen dynamically, a property, redness, is a becoming,
the result of a series of processes and processes of processes in different systems
culminating, say, in the pigment in the skin of the tomato and my being positioned
in front of the tomato, which then appears red to me. Processes can also be seen

3 Basically, the LIR idea is that the elements of knowledge and the knowledge of that knowledge are in
a contradictorial relationship that exhausts the available mental configuration space. They are self-
sufficient, and no new information is generated by additional iterations. It is possible to imagine the
infinite regress as a process that does not stop, but in reality one stops it, or it stops itself.
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not only as properties, but also as the consequence of sequences of properties as
processes. But processes and properties do not have to be considered totally the
same or different. They reciprocally define each other according to whether one
focuses attention on the (relatively) static or (relatively) dynamic aspects of the
phenomenon.* The definition is not circular since in reality, neither process not
property return to the exact point of departure. Compound processes and properties
are thus both the consequence of the exemplification of series of properties, the
ones ‘at the bottom’ being those, as we will see, of energy itself.

The logics proposed to date as applicable to theories of properties have
been standard, consistent, bivalent logics from which any principle of contradiction,
conditional or otherwise, is absent. Much effort has been expended to define
identity conditions in such classical logical approaches to properties, as well as
other things. These are replaced in my LIR system by conditions of identity to-all-
intents-and-purposes, without the absoluteness of identity as an a priori meta-
physical or logical principle. If a logic contains the former notion of identity
conditions, it will inevitably be an idealization, at least to this extent. The property
of being a property is itself a property, but the LIR approach avoids the problem
that the self-instantiation or self-exemplification of a property leads to paradox in
binary systems: a property does exemplify itself, but in reality, not quite identi-
cally so.

3.5.3.1 Intrinsic Versus Extrinsic Properties: Relations

All properties are instantiated by things that exist in space and time or, if
properties can themselves instantiate properties, each property is part of a des-
cending chain of instantiations that may or may not bottom out in individuals. The
location of exemplified properties refers to where they are instantiated in
space-time. The principle of instantiation implies that properties are located in
their instances, but they can be of two kinds, intrinsic or extrinsic. Intrinsic properties
are normally defined as being those which an object may possess independently of
everything else that exists. Typical properties are the mass and charge of particles in
classical physics or the size and shape of an individual human being. All other
properties are extrinsic or relational: weight, which depends on the presence of
a gravitational field, relational properties such as being the brother of, and spatio-
temporal location. In quantum systems, intrinsic properties are those that do not
depend on the state of the system and extrinsic properties do.

The fundamental axioms of LIR imply a major change in the definition of
intrinsic and extrinsic properties. No property of a system that is involved in some
form of dynamic interaction, that is, at the quantum level and the biological and

4 Similar considerations apply, I believe, to category and category feature, particularly in the case
of actuality and potentiality (actual and potential). Since there are advantages to both uses, and
no obvious disadvantages except to theory, I am inclined to take a pragmatic position on this
issue.
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mental levels can be, according to Conditional Contradiction, separated from its
opposite or negation. All properties are partly intrinsic and extrinsic, their internal
and external aspects alternately actualized and potentialized. Only at the level of
macroscopic objects gua that level is it justified to one speak of a, for example, a
spatio-temporal property as extrinsic to-all-intents-and-purposes. This will have
important consequences for the ontology of LIR, that is, the entities by which
it considers that reality is constituted, and for the LIR view of scientific and
structural realism.

Following Esfeld (2003) I do not distinguish relations from relational
properties. As noted, relations are also properties in that they are predicated of
things, but for entities in an interactive relation, relations are the relational properties.
The LIR approach to properties will find further application in the discussion of
the metaphysics of relations, e.g., whether they require underlying properties upon
which the relations supervene.

Implicit in the above discussion is the problem of the differentiation, in
LIR, between an uninterpreted and an interpreted system, and how goes from one
to the other. In the usual definition, the former applies only to the elements in the
domain of theories and the latter to the theories per se. In LIR, this strict separation,
which is, again, a reflection of the principle of bivalence, cannot be maintained.

3.6 SOME METALOGICAL CONSIDERATIONS

It should be clear by now that what I have proposed is a new way of
‘doing logic’ that is much more radical than a change in the established object-
process-property terminology. This is a metalogical consideration, since it discus-
ses the logic of a logical system and the major components of that system, its rules
and relations.

The metalogical properties of a logic as a system of reasoning about
propositions, capable of formalization in a symbolic language, are usually consi-
dered to be their completeness, compactness, soundness, among others. (Whether
or not consistency is still an accepted metalogical principle has become, however,
a matter of predilection with the advent of paraconsistent logics.) Metalogical
properties are usually couched in a meta-language, which can be ordinary mathe-
matical English, augmented by some metalinguistic symbols, in which accounts
of the validity of inferences made in the formal language of the logic, the object
language, are given. The two common notions of validity are semantic, or
truth-preserving and proof-theoretic, for which the symbols are | and F respectively.
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Consistency, completeness and soundness proofs in standard logical metatheory
can be found in any standard text and will not be reproduced here.’

In comparing, for example, the foundations of two-valued logic with
unrestricted acceptance of the principle of bivalence with the three-valued logic of
Lukasiewicz, the number of values is a metalogical principle. In LIR, it is not only
the number of values that is metalogical, but also their properties as properties of
real processes.

The metalogical properties of LIR are thus of an entirely different kind,
since it is based on a view of nature that does not consider fundamental either
the abstract entities of pure classical propositional or mathematical logic or the
anthropomorphic ontological concepts of phenomenology. The most fundamental
metalogical principle of LIR is that of opposition or antagonism, without which, in
this view, nothing could exist (see the next section). This is, therefore, at the same
time the most fundamental metaphysical principle of LIR. Nothing exists indepen-
dently of something else in the formal ontology of LIR.

A key metalogical question is, if there are several logics that are candi-
dates for a particular application, how is one to choose between them? As put by
Dummett (1991), if one has a metaphysical doctrine yielding consequences for
logic, how can one decide (logically) for or against the metaphysical premises
involved? The above metalogical concepts suggest the answer to this question
about the logicality of the choice of logic. If one has a choice of logics, one may
indeed have to look for non-logical criteria in order to decide between them. Thus,
a choice between two logics is non-logical in classical terms, and one could be
said not to be making a genuine (logical) choice. On the contrary, if the choice of
logic is logical, can one be said to be choosing it?° This problem disappears in the
metalogic of LIR, since in LIR no pairs of entities, including the dialectical
processes of choice, are absolutely separate. An interactive connection involving
their alternate (predominately, not absolute or complete) actualization and poten-
tiallization is present at the level of their meaning and of the physical existence of
their referents. Any choice one makes is both logical (in the sense of forced, in the
direction of an identity) and non-logical (in the sense of being partly arbitrary,
which is a notion of diversity), and this is a logical state-of-affairs in LIR. / may
always choose LIR as my preferred logic, but the potential for my choosing
classical logic is always present, and indeed I will actualize this choice in appli-
cable cases.

5 Metalogic was extensively used by Lesniewski as a way of checking that contradictions were
absent from a sequence of reasoning (Simons 2002). Curiously, in Lesniewski’s early work, he
seemed concerned that mathematics should be able to “capture the heterogeneous reality of the
world” and that logical systems should retain a dimension of attachment to the real (Peeters
2006).

% The question of what logic to use to choose a logic for scientific rationality and criticism has
been discussed by Bueno and da Costa (2007), who come to the obvious conclusion in favor of
logical pluralism.
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3.7 THE LOGIC OF BEING

This is a book about reality and its logic, but what is the reality that I am
presenting a logic about? Some readers may feel that the description of reality and
the real in Chapter 1 is too cursory. It does not give an adequate definition of what
it means for something to be or exist, that is, an answer to the question of being,
and to the related question of why anything exists at all. When I say that the limits
of classical logic, among other things, do not exist in reality, I am making a state-
ment that stamps me as someone capable of discerning what does and does not
exist, but my position has not been justified.

Well-known attempts to provide answers to the questions of being are
those of Heidegger and Sartre. Heidegger located a concept of being in the irredu-
cible presence of the human mind in the world — Da-Sein. Sartre (1943) developed
an ontology consisting of two distinct, irreducible and mutually exclusive cate-
gories of being-in-itself (en-soi), essentially unconscious, and being-for-itself (pour-
soi) which is a characteristic of consciousness. The two are combined or mixed in
human beings. The in-itself corresponds to physical matter considered as passive
and inert and self-identical, while for-itself is dynamic and non-self-identical. It is
a no-thing, the néant, an internal negation or nihilation of the in-itself. Both of
these existential views are phenomenological, requiring a human a human observer,
and are open to the critique that being, or most of it, seems to be independent of
human observation.’

In his monograph on formal ontology, Jacquette (2002) criticizes such
ontological approaches as circular, using aspects of about ourselves as human
beings to define being. He challenges metaphysicians to answer the pure philoso-
phical ontological question of existence before defining its various possible catego-
ries via an appropriate applied scientific ontology. I have accepted this challenge,
that is, to carefully define, as far as possible, a concept of being as a matter of
philosophical (metaphysical) ontology before developing an applied ontology of
the kinds of things in the world that will be consistent with it.

7 There are many deep intuitions in Sartre of duality and alternating potentiality and actuality as
fundamental, e.g., when he says that the both other and I are co-responsible for the existence of the
other via two negations, such that I cannot experience one without its immediately masking the other
(Sartre 1943). He is unable, however, to avoid the consequence of his total separation of the en-soi and
pour-soi and the resulting contradiction in the appearance of consciousness in the pour-soi. LIR can be
seen as an explanation of his phrase “everything happens as if the en-soi, in a project for founding
itself, gave itself the modification of the pour-soi”. The LIR metaphysics in fact provides a hypothesis
for how this “absolute event arrived that crowned the individual adventure which is the existence of
being.” The en-soi had the potential for the pour-soi in the first place. Among other things, my
approach avoids the need for trying to decide whether étre or néant has ontological priority.
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Jacquette’s work is especially relevant to LIR because he bases his own
response to the question of being on logic. Jacquette proposes that pure® classical
logic can be used in a combinatorial fashion with reference to logical objects and
their logical properties, combined into all possible logical states-of-affairs. The set
of all such combinations is sure to include one maximally consistent (consistent
and complete) combination that represents the actual world in its logical contingency.
It should be pointed out, however, that Jacquette’s position is that the questions of
pure philosophical ontology for which classical logic offers insight are conceptual,
asking what it means for something to exist, rather than an attempt to characterize
what actually exists.

The problem with this picture is the major assumption implied by the
statement that (classical) logic is entitled to speak in an ontically neutral and
noncommittal way of objects and properties. “What could possibly be more basic
than something’s having or not having a property?” (Jacquette 2002) In my view,
the assumption in the question about “something’s having a property” already
implies that (1) ‘something’, referred to without qualification, exists in some fully
separate fashion; and (2) ‘something’ can only either have or not have a property.
This raises the specter that the real world may not correspond to the above
maximally consistent combination, if the assumption is incorrect. The logical
objects and (properties) relations are those of pure classical binary logic, adapted
from its use of linguistic forms. If these do not exist, then no combination of them,
however, exhaustive, would include the real world and generate a meaningful
description about the nature of existence.

Jacquette is aware that his view of the logical possibilities and logical
properties of the world as existing constitutes an ontological commitment but
believes it is minimal: it is logic that is ontologically committed to these logical
possibilities, and only secondarily the combinatorial analysis that makes use of
them. In fact Jacquette’s argument as to why there is something rather than nothing
is simply a restatement of this minor (?) ontological commitment: “...for there to
be something is for a particular type of object-property combination to be logically
possible. The actual world with no phenomenological baggage exists as the direct
implication of pure logic involving a maximum consistent logically possible state-
of-affairs or object-property combination”. The alternative is dire: since logic is
needed as a theory of logical possibilities and of the possession of properties by
objects, if one does without logical possibilities, “then we will have to do without
logic” (Jacquette 2002).

My conclusion is less pessimistic. Based on combinatorial analysis only,
if the actual world is logically possible, it is logically necessary. In this conception
its modal status is logically contingent, a matter of pure chance, a position ascribed
to Hawking, Heisenberg, Einstein and Dirac, among others. In the alternative

8 Jacquette also talks of pure philosophical ontology, but I must confess to an aversion to the term
‘pure’, used frequently by philosophers of the caliber of Husserl and Sartre. In my view, as a term of
absolute exclusion, it fails in its objective of strengthening an argument or explanation, insuring only
that its terms remain in a domain of abstractions.
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realist logic I propose, a new definition of logical necessity and a contradictorial
relation can be found between necessity and contingency, and the concepts of LIR
and the insights of Jacquette partly converge. It thus may not be possible, with a
pure philosophical ontology, in which concept and ontological commitment are
kept separate, to say something meaningful about the world, and the question of
why there is something rather than nothing may be badly posed. Ontology indeed
demands a correct philosophical metalogic, but the principles of such a metalogic
cannot be totally separated from the physics of the world, i.e., a scientific
ontology.

My own first logical response to the question of being, that may meet the
criterion of no prior commitment to what that being is, is to say that it is different
from non-being. Being exists by virtue of this difference from, and in the LIR
approach opposition to, non-being. To understand being means to me not only
understanding non-being, but to understand the relation between them.

Rather than referring to standard ‘pure’ logical objects to further characterize
being, in the metaphysics of LIR, it is assumed that at least one real system exists,
composed of at least two process entities, plus the antagonistic relation that
enables them to exist as that system (cf. Appendix 2 for further de-tails). Thus I
claim that being as something fundamental in the universe cannot be delivered by
bivalent logic, but it can by LIR. LIR is perhaps less purely a priori than Jacquette’s
system, but it is in my view the most that can still capture the real world. In other
words, no logic, not even the logic of/in reality, can ground metaphysics; meta-
physics grounds logic.

The reason is the following: without, as correctly emphasized by
Jacquette, yet making any ontological specification of what any of the things in the
universe are, I note the existence of duality, two-ness, even in bivalence. Another way
of saying this is that ‘as soon as’ there is duality in the universe, being and non-
being, one has negation, one thing not being the other, that is, at least that relation
between them. I noted in Chapter 1 that classical logic expresses formally the re-
quirement that one thing must exist but not that two must exist. This aspect of
standard logic should not be taken as a ‘proof’ of anything; I call attention to it
simply to compare with what I believe is a more realistic starting point for a
discussion of being. I have discussed my view of properties above. Although most
people would say that the difference between the properties of existence and non-
existence is about as great as it can be, I feel the two entities and their relation also
exist as a logical consequence of the fundamental postulate of LIR. In LIR,
however, this does not require that to exist is to be predicationally maximally
consistent.

The philosophical problem thus focuses on the nature of the relation
between the minimum of two things in the universe: the ‘two things’ can be con-
sidered either an unconnected duality or a connected duality. Standard logics —
bivalent, multivalent, intuitionist, paraconsistent, etc. are neither more nor less
than expressions of the former position. LIR is the expression of the latter, and
neither more nor less logical than the first.
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The most significant statement made by Jacquette is that “it would make
logic too important if we were to interpret the facts of the world, beginning with
the descriptive facts and laws of natural science, as a matter of metalogical
necessity”, as this would, in his view, require that we give up the logical or even
physical contingency of the actual world. He feels that this would collapse all
presumably (sic) distinct logically possible worlds into the one and only actual
world vs. the ordinary assumption that it is minimally logically possible for par-
ticular facts of the actual world to be other than they are. In my view, however,
this argument tells us nothing about the real world. It is a category error (see
Chapter 4), since possible worlds are totally separated from the actual world. The
argument is simply a restatement of the logic assumed. The relation of necessity
and contingency that I propose hopefully will reduce the fear that contingency will
disappear below the phenomenological horizon.

3.7.1 Abstract, Non-real, Non-existent and Non-spatio-temporal
Objects

I have already differentiated on several occasions between abstract or
ideal objects, limits or relations and real or concrete ones. Since I now have a
preliminary concept of being, these intuitive notions can and should be made more
precise, since the different kinds of what are also called fictional or imaginary
objects have been subjects of intensive debate since antiquity and still are.

Jacquette in summary says that non-spatio-temporal objects have only
abstract being, a category separate from physical being or existence in applied
scientific ontology. Jacquette develops a conception of the being of abstract
entities using the same strategic combinatorial criterion: if an entity satisfies the
requirement of maximum consistency, predicational consistency and completeness,
then it exists in its domain. In this case, from the LIR standpoint, the argument
works. We know what it means for abstract entities to exist, have being, because
by definition they are self-consistent and complete. They meet the criterion
because they do not involve energy nor undergo change, and the principles of
classical logic obtain.

Priest (2005) makes a strong case for non-existent objects being a part of
our real world, using a concept (‘noneism‘), and a classification that is consistent
with an energetic mental process of the creation of such objects, as described
by LIR for all such processes. Some of these non-existent objects are consistent,
others are inconsistent, as one might expect in view of the generality of the appli-
cation, in this domain, of the Gédel theorems.

The key point about non-existent objects is that they are real, that is, they
are part of our real world, and, as originally indicated by Meinong, they can have
properties. One has a long list of candidates for non-existent status — abstract
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objects, properties, relations, propositions and above all mathematical objects and
fictional objects. I first point out that all of these are the result of human mental
processes, but they differ from the LIR point of view in their ability to undergo
change. This is similar to Priest’s useful counterfactual criterion that defines an
abstract non-existent object as one such that if it did exist, it would still not
causally interact with us. A concrete non-existent object is one such that if it did
exist, it would (or could) casually interact with us. Examples of the former category
are numbers, triangles and so on and of the second fictional characters, but the
division is not absolute, and problem cases will not concern us here.

An example of greater interest is an ‘object’ such as a scientific theory.
The abstract object 3 or a proposition of classical logic do not change, but a the-
ory, which is non-existent according to the concept above, would seem to undergo
changes that are different from simple iteration, adding 1 to 3 to get 4 and eventu-
ally all the integers.’ Priest’s concept is that a theory containing facts about non-
existent objects can tell us about existent objects because a correlation exists, the
properties of both have the same structure, and bridge laws or principles, which
express this isomorphism, allow us to move back and forth between mathematical
objects and physical states. What, however, might these bridge principles be that
would be general enough to insure that one has the right properties in the right
place?

My interim conclusion is that at least in some cases, it is not possible to
maintain an absolute separation between the apparently non-existent and the exis-
tent, specifically, a theory and the data of that theory.!” It is the interaction be-
tween the two, expressed by the LIR principle of dynamic opposition that insures
the correlation and the co-evolution of the objects in the ‘two worlds’. Theories
then, like ideas and concepts, while not spatio-temporal in the usual sense, as
models or informational structures share some of the dynamic properties of phy-
sically existent objects.

The conclusion of this discussion is that both of the above approaches
contain valid insights into the complexity of what is designated as being and non-
being, with a logical basis in either standard classical or paraconsistent propositional
logics. LIR allows axiomatically a degree of incompleteness and inconsistency
that is the justification for its acceptance as a theory of reality, and the principles
outlined in this chapter will facilitate the LIR framework for the discussion of
conceptual levels and relations in Chapter 5.

With this in mind, I will now construct the categories that will constitute
the formal ontology of LIR. Before proceeding with this construction, some further
general remarks are in order about ontology and categories, with which I will
begin the next chapter.

9 The nature of theory change is an important sub-topic of scientific realism for which an LIR
interpretation will be given in Chapter 6, see also Boyd (2002).

10 1 Section 3.1, I discussed Cocchiarella’s view of formal ontology as “the systematic, formal,
axiomatic development of all forms and modes of being”. As we saw, it is difficult to assign anything
more than formal existence to the entities of this ontology, much less any interactive or processual
aspects (Cocchiarella 1991).
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4 THE CATEGORIES OF LIR

Abstract Chapter 4 develops LIR as an applied categorial ontology, based a view
of the fundamental dualities of energy, and hence of reality, as inherent in the
effective quantum field description of quantum phenomena. The categories of a
New Energy Ontology (NEO) are established, including the essential categories of
Dynamic Opposition, Process and T-state (emergent included middle) and Subject-
Object that are both formal and physically meaningful. The categories are shown
to fit the LIR axioms and the need suggested to view most important, inter-active
physical, biological and cognitive phenomena as instantiating the category of
Non-Separability, related but not identical to the existence of non-separability at
the quantum level of reality. An initial discussion of LIR as an interpreted system
is given that looks ahead to the core thesis of LIR.

4.1 THE DEFINITION AND FUNCTION OF ONTOLOGY

Ontology can be defined as the study of what exists, what entities compose
reality and also what the most general features and relations of these entities are. It
therefore overlaps the concept of metaphysics, as suggested in the Introduction.
The notion of ontology as a general theory in relation to LIR is complicated by the
fact that LIR also purports to say much the same things about reality. Prior
comments about the relation of classical propositional or first-order predicate
logics to ontology are not much help, since these logics were restricted to the
study of the non-spatiotemporal forms of thought and judgment. Classical logic
has a similarity to the apparent object-property structure of reality, and classical
ontology reflects this structure. As Rescher has said, however, the logic of object
and predicate does not prevail in nature.

Ontology describes what things there are and how they are. Metaphysics
asks (among many other things) why they are, and makes some assumptions and
produces concepts and theories about the basic entities of existence. Ontology
converts these assumptions, concepts and theories, which are of course expressed
in some language, either a natural or a scientific one, into a coherent and general
body of knowledge, via a system of categories. One speaks, therefore, of ontologi-
cal theories and ontological schemes of, or which contain, basic entities divided
into categories of various kinds. As far as categories themselves are concerned, let
us note that categories have descriptors, which are defined, and features, more or
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less abstract properties. Features may apply to more than one category, but, in
classical ontology, no two different categories may have the same set of features.

I look upon an ontology as an orderly structure of descriptions of entities
looking in two directions: the first is ‘upstream’ toward language, as a theory of
reasoning and patterns of inference. In doing this I follow the suggestions of Seibt
(2001) when she says that ontology goes far beyond clarifying and stipulating
relationships between linguistic expressions in a language, natural or scientific:
ontology describes ‘what there is’ in the sense of providing a description of truth-
makers of the language.! Truth-makers are entities that are extra-linguistic but
neutral, between real and constructed. An ontology according to Seibt’s definition
is a theory about the entities we can take ourselves to be referring to when we
speak a language, entities that justify the inferences we draw in that language.

The second direction in which ontology is directed is ‘downstream’
toward the domain of all entities — reality, in which an ontology is defined by of
the real extra-linguistic items described by some theory of such entities.

The task of ontology has thus been defined in many different ways, as it
denotes both general concepts of reality and the basic entities or ways of being or
aspects of being. For example, Poli (2003) defines dynamic ontology as a compre-
hensive categorical system capable of adequate theoretical coordination and expli-
cation of the achievements of contemporary science. My conception of onto-logy
accommodates both types of categories, those whose ‘source’ is in reality and
those whose ‘source’ is in our conceptualizations of reality. One may say in both
cases that ontological categories are the basic entities in some domain M as des-
cribed by a theory of that domain Ty, or they are the basic terms of the domain
theory of Ty. It is not necessary to decide for either the ‘entitative’ or ‘conceptual’
reading of the term ‘category’. In both of these readings, ontological categories are
always theoretical items and it may indeed be misleading to speak of ‘categories’
of a natural or scientific language.

4.1.1 Formal and Material Categories

The additional general notion that needs to be developed is the distinc-
tion, starting with Aristotle, between formal and material categories. I endorse a
concept of ontology as one that concerns itself, as a material ontology, with the
constituents (individual, properties, and relations) in a particular domain or region
of the world, and as a formal ontology (Schneider 2002), with the axiomatiza-
tion of the most general pervading categories that partition and shape reality as a
whole.

D. W. Smith’s proposal (Smith 1999), which he calls Unionism, is that
there is one world, ordered and unified as ‘nature’, whose diverse categories can

! See however my discussion of truth-makers in Chapter 2.
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be defined. The world includes all objects and phenomena, including artistic crea-
tions, conscious experiences and so on, in the material categories of Body, Mind
and Culture. These are ordered by diverse formal categories such as Individual,
Quality, State-of-Affairs, and, most significantly, Relation. “The world enjoys
categorical complexity without substance dualism. From quarks to quasars, from
consciousness to volition to cultural institutions, there is ontological complexity,
but all within this one world.”

The key formal categories, which differ somewhat from those proposed
by Husserl, are Intentionality and Dependence. (Husserl’s formal categories included
Individual, Species and State-of-Affairs; his three material categories were Nature,
Culture and Consciousness.) Intentionality is defined by Husserl as a being-
conscious-of-something that is not separated from a being-an-“1” It is not a
category but rather a formal feature of entities in the categories of Nature and
Consciousness. Dependence is suggested as a category that may govern material
causal relations defined in terms of physical force. In Smith’s ontology, the
physical nature of things is structured by the interaction of formal and material
categories. “On such an ontology, the world has a systematic unity that consists in
the way entities under material categories are governed by formal categories that
weave together in an ordered way (emphasis mine).” The major physical or
material categories are Body, Wave, Mass, Force, Space-Time, Gravitation, Elec-
tromagnetism, Quantum Field and Wave-Particle.> We will see in a moment why [
have chosen this list for discussion among many others possible.

No list of formal and material categories has ever been generally accepted
as providing the most adequate picture of reality.> Nevertheless, the metho-
dological approach of construction of a categorial structure for a theory, such as
LIR, is of value in facilitating discussion. Accordingly, let us see which pieces of
this puzzle are available, based on my first three chapters:

e A domain M that is the actual, empirical world of all physical and
non-physical (mental) entities and phenomena, referred to as noted
as the extant domain.

e A theory, LIR, of the domain, which I have called a logic, based on
its informal and formal axiomatizations.

e A listing of key ontological predicates (cf. Section 3.2). The logical
constants in Section 1.2 can now be understood as formal-ontological
constants insofar as their meaning can be characterized in terms of
standard operations and transition rules of the LIR calculus, applied
to ‘probability-like’ values.

2 The material categories of Mind and Culture show up in the group (category?) of ‘everyday’
material categories.

3 One can also speak of categories in a material mode as being semantical and categories in a
formal mode as syntactical (cf. Section 1.5).
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The formal ontology that I propose is a theory that provides non-
mathematical formulations of the properties and relations of certain categories of
phenomena at different levels of reality or complexity. It is intended to be syste-
matic in the sense of stating formally at least some aspects of what all entities are,
as well as relating all entities of a certain kind to one another.

Among other things, the formal ontological approach is a way of seeing
what is excluded from LIR. For example, LIR does not apply to the tautologies of
classical logic, together with other abstract entities such as numbers and sets.
However, LIR is very much concerned with the dynamic process of their creation
by the logician or mathematician! The same point was made by Hall (1949) in
defending the claim that even standard logic does have an ontology and, by regulating
inquiry, says something directly empirical about the world, namely about higher
psychological processes.

As suggested by Seibt (2004), an adequate ontological theory should
explain (by giving suitable structural descriptions) all of the inferential patterns
licensed by all of the most general nouns of the, here, natural language. For LIR,
these nouns include, in addition to reality and phenomenon, property, process,
change, contradiction and opposition, all of which are well within the domain of
common experience. In applying this concept to my theory, however, one must
take into account that the inferences being made are not from premises to con-
clusions, but about changes in real physical or conceptual states. A theory implies
a ‘contradictory’ theory not only in abstracto, but the conscious and unconscious
processes involved in more or less rejecting it or retaining it for consideration.

4.2 THE ESTABLISHMENT AND CONSTRUCTION
OF CATEGORIES

Both metaphysical and physical considerations inform the selection,
construction and description of any set of preferred ontological categories. The
construction of a set of categories is, in general, carried out with the eventual fit
with a set of axioms in mind, including the metalogical principles they embody,
which in this study is the PDO. This is not an exact science, so in order to better
show the role of these categories in relation to my logic of/in reality, I distinguish
three steps in their construction:

1. Definition of a general philosophical worldview including the — for
me — unavoidable features of inconsistency, incompleteness and
contradiction in the dynamic sense I have given.

2. Outline of a physical, obviously today, a quantum mechanical
picture of the world.

3. An intuitive, that is, non-axiomatic introduction of categories based
on 1 and 2.
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The approach I have taken is that of Hartmann (1953) who developed the
categories of his new ontology “step-by-step from an observation of existing
realities”. The fundamental assertions of an ontology are about being, as discussed
in the previous chapter, and have the character of universal constitutive principles.
These are the categories of an ontology. In my analysis, the realities I observe are
the manifold dualities of physics, biological science and the dialectics of human
thought and behavior.

This formulation raises the question as to how the two terms ‘constitu-
tive’ and ‘principle’ are to be understood. At this point, I define a constitutive
principle as one that establishes the relation to an object of experience, while at
the same time incorporating the even more fundamental principle of dynamic
opposition in the universe. Accordingly, in Chapter 6, I will look more closely into
the character of the LIR PDO as a scientific principle or natural law.

Like Hartmann, I have also started with an examination of the relation-
ship between possibility and actuality. However, based on the view of being in
Chapter 3, rather than make assumptions about pre-existing ideal essences or dis-
positions for development or becoming (which I feel are nothing more than
spontaneity in other terms), I try to focus on potentiality as real possibilities,
Hartmann’s Realmdglichkeiten and actual reality, Realwirklichkeit. As we have
seen, such an actual reality is the complex result of the interaction of systems of
systems, and the categorial analysis of reality can be, as Hartmann also suggested
before the development of modal logic, as a kind of modal analysis. My theory,
however, requires additional considerations of modality, as discussed in Section
1.4.3. Hartmann’s possibilities resemble the kinds of probabilities I designate as
‘reality values’ (cf. the essential differences in LIR between possibility and proba-
bility, discussed in Section 6.2.6.)

4.3 THE PHYSICS OF REALITY: THE FUNDAMENTAL
DUALITIES

Because the entire axiomatic structure of logic of/in reality depends on
energy, it is necessary to establish a consensus about the properties or characteristics
of energy in order to construct the ontological categories of the formal system.
The physics of reality, and the logic of physics, must therefore be described first.
My program is therefore quite different from an attempt to develop an ontology
based on a framework of standard, generally classical logic. The thesis in this
book is thus an implied critique of the fundamentality of consistent, propositional
logics, preferred by thinkers such as Jacquette as the basis for their ontology
because of concerns about the completeness and hence the validity of pictures of
reality based on logics of inconsistency. An even more radical view is that of
Froger and Lutz (2007) who found the properties of all quantum entities on a
combination of a ternary and a quaternary logic. In my view, these remain in the
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group of many-valued logics whose basic terms are abstract linguistic entities
despite additional forms of negation. Ultimately, Froger and Lutz attempt to
ground their terms as “dynamic manifestations of a universal ur-structure (sic)
that presides over every act of differentiation.” No explanation is proffered,
however, of why such an ‘ur-structure’ should exist or in what in consists.

In Section 3.1, I listed Smith’s material categories: Body, Wave, Mass,
Force, Space-Time, Gravitation, Electromagnetism, Quantum Field and Wave-
Particle. To these should be added Information, but all these categories can be
seen as physical energy in various forms and aspects. Elementary particles exist
that can be more or less well characterized; flows of such particles can take place,
as in an electric current or the photons of a light beam; and particles and macro-
scopic objects composed of them generate fields, electrical, gravitational, mag-
netic and nuclear that exert forces on one another. I am concerned with grounding
the principles and categories of my theory at the most fundamental level of the
universe, and the list provided refers to several different levels. The structure of
reality, prescribed by LIR, was defined axiomatically above by the existence of a
principle of dynamic opposition, a fundamental logical duality at the heart of en-
ergy. Energy might be considered as the most fundamental material category, and
it clearly instantiates some dualities such as intensity and extensity (see below).
However, the quantum field appears to be not only more fundamental, but provide
a much clearer concept of the origin of duality, opposition and an included middle,
since although there is no full agreement among quantum physicists as what the
field is, there are many hints from different approaches that (1) such a dualism ex-
ists, and (2) one can discuss it as if further, more complete evidence were in hand.

What we have in hand is thus a mixture of data, theories and insights and
intuitions that represent the best that one can do at the present time. A good
example is the statement of Roger Penrose (1991) that one cannot “at all draw a
clear dividing line between what we call ‘matter’ or ‘substance’ and what we call
‘empty space’ or the vacuum... Matter and space are not totally separate types of
entity”. But they are equally clearly not the same entity.

At the level of experimental physics, the dynamic relationship or interac-
tion (or opposition; the terms are equivalent in the absence of further knowledge)
between energy and the vacuum is expressed by the fundamental physical con-
stants: the speed of light in the vacuum — c; the gravitational constant — G; and the
Planck constant — h, the quantum of action. This defines (Alfredo Gontijo de
Oliveira, 2005, private communication) a view of real processes as sets of
trajectories of their elements in a multi-dimensional configuration space, or better,
configuration space-time. The structure of their causal relations will in general
be described by two systems of mathematics: the trajectories themselves by a
combination of differential and integral equations of second-order cybernetics,
and their underlying dynamics by a theory of topological structure, which
provides a basis for the emergence of form.

This proposal immediately raises the issue of the detailed structure of
such a space (coarse graining — the units of which it is composed). This question
cannot be answered definitively, but intuitively it could be along the lines of the
description by Penrose of entropy in terms of boxes or sub-regions whose volume
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is related to the Boltzmann constant. As it turns out, however, it makes little diff-
errence where the ‘boundaries’ between boxes are drawn, provided the coarse
graining reasonably reflects the intuitive ideas of when systems are considered to
be macroscopically distinguishable. Nature does not seem to require of us that we
establish an ‘absolute’ notion of entropy, nor, I would argue, of the phase space of
LIR (Penrose 2005). The model of trajectories as ‘structures’ can apply to two
billiard balls before, during and after collision and those of processes such as
change of belief. The difference of is one of complexity and degrees of interaction
rather than kind, as the subsequent categorial analysis will make clear.

The evolution of systems, and the emergence of new ones, that instantiate
these interactions can be seen as processes of symmetry-breaking governed by a
fourth constant, the Boltzmann constant — B. The Boltzmann equation describes
how systems probabilistically evolve with time and entropic asymmetry (the ‘arrow’
of time), but does not clarify the deep metaphysical nature of ‘time itself ’. In the
work of Lupasco and some current views of physics to which I will refer in Chapter
7, time is a by-product of the object systems themselves and their causal relations.
No background space-time needs to be postulated for existence as such, although
the problem remains of describing properly our subjective or epistemic time.

This picture has immediate consequences for the way in which quantum
logic should be viewed in relation to bivalent logic. Something like a quantum
logic, with its non-commutative connectives, might be seen as the true ‘logic of
the world’ rather than the distributive logic that describes the relations among
propositions. Sklar (1992) comments that this view is open to criticism, and that
such a new logic should not replace standard logic since the latter also plays a role
in the former. LIR offers a way out of this difficulty; it includes the option of
reduction to standard logic. This is the logic that is applicable to the binary aspects
of the experiments designed to reconstruct the quantum description of the world.

4.4 THE CATEGORY OF ENERGY

I am now in a position to introduce non-axiomatically the categories that
I consider capable of capturing the most cogent aspects of the physics of reality
suggested above. First, it is reasonable to look at the LIR system as defining
Energy as the most significant material category, recognizing that I am using
‘Energy’ as shorthand for the dynamics of the quantum field defined by some
form of effective quantum field theory.*

In order to be sure that my system embodies a minimum coherence, [
must first show (1) that energy is dual, that is, it instantiates the ontological pre-
dicates I have introduced; (2) that this duality is oppositional or antagonistic; and

4 The Effective (Quantum) Field Theory description establishes the quantum mechanical basis
for the operation of laws of nature at high energies that do not necessarily imply the same ones
for lower energies (Cao 1997).
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(3) that duality and antagonism translate into oppositional relationships throughout
reality, including into contradiction at the linguistic level. At this metaphysical or
scientific-ontological stage of my inquiry, it is necessary to insure that the
dualities I am analyzing are real and not somehow artifacts of prior approaches.
Only if this is done can we look at the question of whether, given an explanation
of a scientific theory with the logic of/in reality, it is superior to one without it in
some way.

4.4.1 The Duality of Energy

The basic physical characteristics of energy — the laws of thermo-
dynamics, the equivalence of matter and energy and the concept of information as
a form of energy are thus a consequence of the physics of reality discussed above.
At this level of analysis, it is fair to talk about laws of nature and laws of energy
being equivalent.’ Further, the many of the existing dualities of energy are very
familiar:

o Electrical charges are only positive or negative. In an atom, the
positive charge of the protons is balanced by the negative charge of
orbital electrons. The positron, the ‘anti-particle’ of the electron,
has a positive charge, and in semi-conductors, the negative charge
of electrons is offset by defects or holes with positive charge. Like
charges repel one another; unlike charges attract.

e  Magnets have two poles, called by convention North and South. As
do charges, two like magnetic poles repel one another, unlike poles
attract, a physical instantiation of duality of ‘forces’.

e Finally, depending on the energy level, there are always and only
two types of quarks bound within a quantum particle, given more
or less picturesque names (top and bottom; charmed and strange,
etc.). The forces between two quarks are mediated by a third
particle, a gluon, and the overall dynamics can be considered as
instantiating a T-state. In this case, the gluon is the energy state
emerging from the interaction between quarks at another level of
reality or complexity.

The effective quantum field can be seen as a self-sufficient, self-included
middle that does not require a further underlying substrate. Indeed, it has been
referred to as instantiating ‘self-duality’ (Gomez 1995), but it is not easy to see

5 LIR brings some additional insights to the debate on the necessity and character of laws of
nature. For a discussion see Section 6.8.
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what this means physically. One proposal defines that self-duality as the structure
of the effective field, and it would appear to involve fundamental dualities between,
for example, electricity and magnetism. Its dualities can be related to those of string
theories (T-duality), developed in the ‘second super-string revolution’ by Witten
in 1995. This involved the introduction of new symmetry operations and sets of
dualities, e.g., the strong-weak duality, where strong and weak refer to the strong
and weak forces operating between heavy (nuclear) and light particles respect-
tively. It is still impossible to say today what the physical status of string theory is,
but from a mathematical standpoint, the dualities seem to be extremely deep and
indicate types of structure that point towards the dynamic opposition of LIR.

Another view of fields is as structures or spatial arrangements of pro-
perties of intensive density and an extensive scalar metric. Botta Cantcheff (2002),
in view of the self-duality of quantum fields further supports a meta-physical
concept of the fundamental duality in energy. The argument is highly technical,
but the conclusion is intriguing in the LIR context: “Every duality at the level of
classical action comes from some manifest duality between the fields involved in
those actions.” The author points out that the role of duality in physical systems is
well-appreciated, but a well-defined notion of self-duality offers additional
explanatory options that have an analogy in LIR. The discovery of a deep unifying
concept has come from the recognition of an internal two-dimensional structure
hidden in the space of potentials (emphasis mine). At the level of theory, two dual
models representing the same physics ‘combine’ to yield a self-duality. Self-
duality may also relate scalar and vector fields at the cosmo-logical level. In
modern theoretical physical terms, these are the features of extensity and intensity
attributed to energy in the fundamental postulate of LIR in Chapter 1.

My intention here was to show that LIR provides a picture of reality
‘in action’ at the most fundamental level that approaches it more closely than
the classical and neo-classical logics that purport to model some of its aspects. The
metaphysical reality that LIR is directed at describing is similar to that of the
quantum field in the sense that the field consists of operators associated with an
ensemble of probabilities. These operators represent, however, not the values of
physical quantities but those quantities themselves. This is the ‘directness of
representation’ that I see in all instances of strong interaction (contradiction)
leading to emergence (Axiom LIR3): there is no need for intermediary structures,
especially in the areas of causation (and mental phenomena).

I cannot discuss in detail the attempts being made to develop a unified
theory of physics that would effect the critical union of quantum theory with a
theory of gravitation. I can, however, point to recent cosmological theories that
ascribe a self-duality to the gravitational field as well as of the quantum field. The
duality of the two domains thus in itself suggests a possible relationship with LIR
and the PDO at this and higher levels. The ‘pure’ mathematical physics used
(Majid 2007) would define self-duality at the lowest levels, of which the duality of
PDO would be the expression at higher, non-quantum levels of reality. I will return
to the issue of self-duality in the section on cosmology in Chapter 7.
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For my subsequent development of LIR as an interpreted formal as well
as metaphysical system, eight dual but metaphysical aspects of energy must also
be taken into account, and the most fundamental of these are intensity and extensity.

4.4.1.1 Intensity and Extensity

It was recognized early that different forms of energy had properties that
were in some way primarily either external or internal: a volume of a quantity of gas
vs. its pressure; for a quantity of electrical energy the total charge vs. the electrical
potential; for gravitational energy the mass vs. the gravitational potential; for thermal
energy its capacity for doing work (negentropy) vs. temperature. These properties
were described as extensities or intensities respectively.

The terms intensity and extensity refer to the quality of having intension
and extension respectively, in a different sense from their use in classical logic
(Chalmers 2002).6 In common speech, extension is already dynamic, involving a
notion of physical movement, a tendency to further development of an identity,
expansion toward an outside. This tendency or dynamism operates on something
heterogeneous and changing of a different, contrary or contradictory type. Inten-
sity and the adjective intensive refer to this ‘something’ which is interior and
implies succession, movement or change from outside to inside. The term inten-
sive contains the notion of power, power-for-itself, hence subjective (cf. the pour-
soi of Sartre). The dynamic aspects of both terms suggest that they refer to
processes and not static states. This description also applies to the field properties
mentioned in the previous paragraph.

The German electrochemist Ostwald’ looked in detail at these extensive
and intensive properties of various forms of energy. The ‘measures’ of intensive
energies are vectors or tensors, whereas extensity always implies a certain
measurement in terms of a number of identical, scalar units. Volume in liters;
mass in grams; and electric charge in coulombs are extensive. Temperature is
always defined by difference and gravitational and electric potential by complex
field parameters. Ostwald pointed out that an intensity and an extensity could be
both actual and potential, but not at the same time (see next section). He thus
provided the philosophical basis for both the alternation of actualization and
potentialization and the relation in energy itself of intensity and extensity.

I quote the original formulation of these ideas by Lupasco:

In fact, energy, the underlying entity, is nothing other than extensity. Everything that is
attributed to it — unicity, permanence, homogeneity, conservation, etc., characterize
extensity and nothing else. In postulating the fundamental unicity of energy, with all its
properties, one postulates the primordiality, the substantiality, the monism of extensity

6 Carnap divided the meaning of an expression into independent components of extension or
denotation and of intension or connotation. The former corresponds to its understanding or
comprehension and the latter is determined by empirical investigation.

7'1853-1932; Nobel Prize, 1909.
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under the epiphenomenal or accidental aspect of intensity, and, therefore, accordingly, of
a contradictory duality. It is therefore incorrect to say, according to us, that energy possesses
two contrary factors. But one can say that energy is the conflict of two contradictory
energetic orders, or a logical antagonistic duality of intensity or extensity, and decide later
which of the two is the foundation, the essence, and which the appearance of things. One
could try to eliminate the other more and more, but then one has to explain how one arose
and how and where it could disappear. (Lupasco 1973)

This is the basic statement of the fundamental principle of antagonism, of
contradiction or being contradictory and opposing rather than just opposite or
contrary. Lupasco’s view was that people mistakenly tried to apply, to the sources
of intensity (force, gravitation, and electrical potential), the characteristics of
extensity, simply because extensity is more accessible. The philosophical signi-
ficance of these sources was not grasped, and this failure to see an opposed duality
of forces in other areas of human thought has been repeated. Ostwald had defined
a “succession of values” in intensity that implies the suppression, the disappe-
arance and the reappearance of new values through and by the succession and the
intensive process themselves. I claim that this succession or alternation has a
logical character: one can see affirmation in extensity, in its obvious existentiality
or presence, and negation in intensity, in its instantiation of non-identity and self-
referential change.

The smallest unit of energy, the Planck energy, is the product of a fre-
quency and a constant, called the Planck constant. The Planck energy thus
instantiates duality as it has aspects that are both continuous, since frequencies can
take any value, and discontinuous (a constant). The photon has aspects of both a
particle (discontinuity) and wave (continuity). According to the Heisenberg uncer-
tainty principle, the energy (momentum) and position of a particle are both
localized and non-localized in the sense that to the extent that one is actualized
more precisely by some measurement, the value of the other becomes more
imprecise.

The essential concept here is that energy is inherently dual and
antagonistic, and the implication is that this duality will be present in all higher
(more organized) forms of energy, although it will not necessarily always be the
same duality. My view is that the ability of fundamental microphysical elements
to carry information to more complex levels resides in their irreducible, con-
stitutive antagonistic dualism. The wave-particle duality has been observed with
molecules containing sixty carbon atoms (the fullerenes). There is no reason why
the basis for such dualism should disappear as one goes to still larger more
complex systems. As one does, however, the dualism is no longer analyzable in
terms of fundamental physics. The form of the duality of the microsystems has
been replaced by the form of the duality of the macro-system — the antagonisms of
living and cognating systems which are certainly as recognizable and potentially
measurable, if not more so. The LIR view implies a type of dialectics at all levels
of reality between the two terms of whatever duality is being considered.
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4.4.1.2 Identity and Diversity: Homogeneity and Heterogeneity

The second most fundamental aspect of energy is expressed by the
dialectic between its entropic and negentropic properties. Energy moves from
diverse, heterogeneous high-level forms toward a single, homogeneous low-level
form (heat), governed by the 2nd Law of Thermodynamics. Let us designate such
a tendency toward a single undifferentiated state of affairs as exemplifying identity
or, simply, identifying or ‘homogenizing’, an ‘identification’. At the same time,
energy, as apparently indistinguishable electrons, shows a fundamental duality
governed by the Pauli Principle of Exclusion. Electrons are located in shells
around the nucleus of an atom, but two electrons in the same shell cannot have the
same quantum numbers for their properties, such as spin. Build-up of a multi-
plicity of shells is possible, for atoms heavier than helium, in which the electrons
will all have, as a consequence of their distance from the nucleus and the degree of
completion of the shells, a different capacity (potential) for reacting with other
atoms to form different molecules enabling the existence of, ultimately, life and
human beings. (A similar phenomenon, due to Pauli exclusion at the nuclear level,
results in the existence of nuclear spin isomers (Hougen and Oka 2005). The
diversity is real and leads to differences in some physical properties as in, for
example, molecular ortho- and para-hydrogen, which have been separated and
characterized. However, the effect on chemical properties is negligible).

Energy and accordingly all existence thus also show a tendency toward
or instantiate an opposing process of heterogeneity, or non-identity or diversity, a
‘heterogenizing’ process, a diversification. Combining this idea with the one in the
previous paragraph, I suggest that homogeneity, exteriority and objectivity char-
acterize the process of extensity, and heterogeneity, interiority and subjectivity
that of intensity.

In any phenomenon, one should always look at the respective tendencies
toward homogeneity and heterogeneity in it, its identifying and diversifying
aspects, in order to understand its structure, orientation and the laws applicable to
it, since all of these depend the level of reality at which these processes are taking
place. Further, the ‘coefficients’ of homogenization and heterogenization define
a relation of contradiction or opposition since they imply the coexistence, in the
energetic constituents of the phenomenon, of identity and non-identity. A cell (an
identity) that has lost its capacity (potential of non-identity) for maintaining its
differentiation from other cells is either dead or cancerous, and my thesis is that
these can and should be considered /ogical identity and non-identity.

The terms identity or identifying are to be understood as subsuming the
notions of rationality, reality in a limited, classical sense, invariance and classical
logic and tautology. The opposite process of diversity or diversification refers
to notions of irrationality, variance, non-sequiturs and negation in general. The
essential point is not only that these two groups of processes are connected
physically and dialectically, but also that they have equivalent ontological status.
The exclusions, negative implications, etc., the ‘non-rationalizable’ elements of
reality that instantiate diversity constitute an integral part of the total logical
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structure of reality, independently of anything arbitrary or subjective.® When the
two processes are of equal strength, in a symmetric dynamic equilibrium, one is in
the presence of a ‘contradictorial’® process, expressed most clearly in human
mental and social phenomena. The formal structure of these processes has the
form of chains of chains of implications, the ortho-deductions, indicated by the
calculus of Chapter 2.

4.4.1.3 Actuality and Potentiality

The concept of a pendulum is familiar: energy goes from potential when
the pendulum is momentarily at rest at the top of its arc to actual, kinetic when it
moves most rapidly at the bottom. Now, the concept of potentiality is central to
my thesis. While the term is applied routinely in many scientific fields — oxida-
tion/reduction potential in chemistry; activation potential in neurophysiology — the
absence of a general framework has made it difficult to understand its origin as
well as the modalities of its operation at specific levels of reality.

The first point is that for energy to manifest itself in change, with regard
to an observer or not, it must go from a certain state of potentiality to a certain
state of actuality. If everything were completely actualized or realized, for any
reason, everything would be definitively static; no event or change could take
place. However, for any energy to be in that state of potentiality, something, some
brake or obstacle, which in an energetic universe can only be another quantity of
energy, must be what maintains the former energy as such, through the latter’s
own actualization. And this latter potentializes itself or is potentialized, in its turn,
to enable the former to become actual. The movement from one state predomina-
ting to the other takes place within the global energy gradient of the universe
present since the Big Bang or prevailing in an alternative cyclic picture. In other
words, since, according to the 2nd Law of Thermodynamics, some energy is
degraded to heat in all real processes, one never comes back exactly to the same
actualized state. Absolute circularity does not exist.! The origins of all the
processes of change discussed in this theory are statistical and probabilistic,'!
without the need for any other causal principle.

The juxtaposition of the terms energy, actuality and potentiality goes
back to Aristotle. The condition of an entity whose essence is fully realized is an
entelechy, a condition of actuality as distinguished from potentiality. As René
Thom, the originator of catastrophe theory (cf. Chapter 5), has pointed out (Thom

8 “Methinks there is some method in his madness”.
9 Cf. Section 1.2.2 for the definition of contradictorial and contradictional.

10 Tn some quantum systems, the operators of total energy, kinetic energy and potential energy do
not commute. This is consistent with the non-Boolean aspect of the LIR reality values I see at
higher levels of reality suggested in Chapter 1 (Rohrlich et al. 1995).

1" As noted in Chapter 1, there are open issues regarding statistical probability in physics that I
cannot go into here.
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1988), Aristotle sometimes seems to have not distinguished between energeia and
entelecheia. However, energeia is derived from a verb, energein, and implies
duration in the operation of the driving force of the process, whereas entelecheia
refers to its two crucial instants, namely, the start of the movement or conception
of a project and its achievement (telos). An agent is an energeia, a subject, a
nominative actant; a patient is, from the point of view of the act, an entelecheia,
the accusative object.

Gill (2003) has re-analyzed Aristotle’s views of actuality and potentiality,
and I can agree with her formulation that change is not a ‘product’ but a process
that yields a product as the joint actuality of agent and patient. Change is a process
in which a patient (potentiality) comes to be other than it was and is assimilated to
the positive state of the agent (actuality). Gill supports Aristotle’s distinction
between change as non-uniform process of going from one state to another and
activity as a uniform (or continuous) process, the dynamic expression of a state
that a subject is already in. In my view, this introduction of a distinction between
process and state is justified from the NEO categorial standpoint: some physical
objects are macrophysically more stable than others, and the ‘perdurationist’ view
recognizes this. But one can also say that things in potentiality and things in
actuality (patients and agents) are not somehow one, in a joint actuality, as Gill
suggests, but they and their opposites alternate between, or instantiate alternately,
actuality and potentiality, and, at the same time, continuity and discontinuity.

Aristotle considered that potentiality and actuality were categories, of a
kind. However, nothing equivalent to the concept of a dynamic reciprocity of
actualization and potentialization has been ascribed to Aristotle. The significant
contribution of Lupasco was to see the link between the actuality and potentiality
of Aristotle and the other classical dualities; the actual and potential energy
defined by the early 20th century energetists; and the new (in 1925) Heisenberg
uncertainty principle. The principle of dynamic opposition, Lupasco thought,
required redefinition of the logical underpinnings of all aspects of philosophy,
metaphysics and ontology.!?

Other authors, including Russell and Schrodinger, saw the necessity of
supplementing actual appearances by potential ones to achieve a satisfactory
definition of real objects. However, the emphasis in categorizing ‘sensibilia’!® has
been as possible profiles of the object achieved or inferred by different pers-
pectives. Such perspectives, while not visible to me for the moment, are nonethe-
less, in my view, an aspect of the object’s current state, actual to another observer.
The problem is thus the radical lack of ontological commitment as to the role of

12 Heisenberg considered that the probability wave of quantum mechanics was a potentia, a new
kind of physical reality “halfway between the massive reality of matter and the intellectual
reality of the idea”, and the reduction of the probability wave during measurement was a
movement from potential to actual. This view is now of historical interest, but the intuition that
the choice of the term potentia implies is intriguing, as is the ‘halfway’ that reminds me of the T-
state.

13 Russell’s term for objects “which have the same metaphysical and physical status as sense-
data, without necessarily being data to any mind” (Bitbol 1991).
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potentiality, going back to Russell’s statement that logical constructions (in the
standard sense) are to be substituted for inferred entities.

This has led to the ‘point-of-view’ conception of quantum mechanics
involving a definition of ‘functional dualism’. What I wish to underline here, however,
is that no reference that I have uncovered suggests that non-localized potentialities
not only have real existence, as existence has been defined earlier in this chapter,
as fitting the logical foundations of LIR, but also are functionally related to
actualities, in the sense of Axiom LIRS. If one follows the line taken in this book,
one arrives at what amounts to potentiality as an inferred physical entity that is, eo
ipso, also a logical construction in the sense of the logic of/in reality.

Aerts (2001) stated, supporting the LIR picture, that “Change is des-
cribed by potential properties becoming actual and actual properties becoming
potential (emphasis mine).” More recent work has concentrated on the aspect of
the actualization of potential driven by context, downplaying the reciprocity of the
interaction between actual and potential. In LIR, what drives the change or
‘becoming’ is the overall energy gradient of the universe, but what relates the two
is the dynamic opposition inherent in energy and all of its manifestations.

4.4.1.4 Locality and Globality

In addition to the above pairs of dualities, LIR challenges the total
separation of locality and globality. In the usual picture,

Global @: @ [(x,t)] Local ¥: ¥ [ p(X, t)] 4.1)

where x is the usual 3D space, t is time and g is a quantity invariable under some
transformation. However, what if the standard definitions of space and time above
are incomplete? The standard answer is that these definitions come from the
equations of motion, but are we sure that the standard equations of motion describe
all the relevant process phenomena of the real world? My (non-standard) answer
is probably not, in view of the questions around the foundations of differential
calculus, which will be discussed in the section on paracontinuity.

This approach should not be taken to imply that the equations of motion
are wrong; they work, permit predictions, etc. However, the principles that govern
the structure of reality may only be partly reflected in this picture of motion and
its consequences. I therefore postulate that local and global aspects of phenomena
are, like the previous dualities, variables that are conjugate or otherwise mutually
dependent in the sense of the formal Axiom LIRF3.

Section 7.6 looks in more detail at current views of cosmology, including
the concept of invariance that is considered fundamental to the Einsteinian model.'*

14 Lupasco (1973) suggested an epistemological and psychological explanation for the drive of
scientific thought to extract invariants from the diversity of the external world. Invariants, as
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It is impossible to review here all the developments in physics that led to these
views, but there is one that I feel most closely corresponds to the picture of
physical reality, namely, the Aharonov-Bohm effect. As described by Cao (1997),
this effect revealed the physical reality of the gauge potential and the non-local
character of electromagnetism. Like the Lupascian intensity of energy, it is the
relative change in the phase of a wave function of the electrons produced by the
potential that is physically observable. The change is not produced by any local
interaction of any specific potential with the electrons, but is dictated by a certain
global property of the potential. In terms of its ontological foundations, the gauge
potential can be unique and non-arbitrary. This is the picture I have of potentiality
in LIR of elements related by dynamic opposition: potential is a real component of
a system, but does not have to be localized to have causal properties.

4.4.1.5 Energy Is Dual and Antagonistic

I describe again the principle of antagonism in energy as follows: whatever
it is that prevents a quantity of energy A from moving in one direction or another
can only be an opposing quantity of energy, which I will now call non-A or anti-A,
such that the actualization of non-A implies the potentialization of A, and vice versa.
For a chemical reaction to take place, for example, a certain quantity of energy must
pass from a state of potentiality in a reactant to a state of actuality. At some point,
for all phenomena, there will be a point of equilibrium between the two tendencies,
‘on the way from one to the other’, which can be considered as the third element
existing simultaneously with the other two (T-state, from tiers inclus or included
‘third’ element, cf. Section 1.2.3). In the simple example of a chemical reaction, it
can be thought of as the transition state.!> The significance of the T-state for more
complex processes will become apparent in the next section. Examples and further
aspects of the T-state as a category are provided below.

Further, as I have shown in the discussion of the calculus of implication,
conjunction and disjunction, a relation is not only one of inclusion or identifica-
tion, but also of exclusion, non-linkage, or rupture, governed by the same logical
principles. A relation contains the notion of additional dualities or contradictory
categories of things, variant and invariant, real and apparent, internal and external.
However, our conscious minds are in general so dominated by an extensive aspect

extensities, are easier and more normally grasped, whereas variance appears as unreal or
irrational.

15 The transition state in a chemical reaction is the point at which the ‘activation energy’, the
energetic barrier to a reaction taking place, has been overcome by an input of energy — heat,
light, etc. — from the environment, and the thermodynamically favored products of the reaction
can form. One also sees, however, consistent with the principles of LIR, that thermodynamically
less favored products can also be formed, but to a much smaller extent, unless further energy is
made available in some form, for example, by the use of a catalyst with a unique molecular or
surface structure.
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of reality, the perceived psychological advantages of identity, we generally tend to
reject the idea that an appearance of reality subsumed under a relation, that is,
intensive, is equally real.!¢

Another objection has been made against antagonism as a logical as well
as a physical principle. Even if there are two factors or aspects present in energy,
their relation is not one of opposition. Consequently, antagonism and its equi-
valents are not general properties of phenomena. Lupasco suggested that energy is
not a substance having an existence independent of its forms and transformations.
Energy is not one thing and the energetic factors, or categorial features, of ex-
tensity and intensity another; in its self-duality, energy exemplifies or instan-
tiates the two opposing dynamisms.!” This can be taken to imply, and as I claim,
does imply, the existence of real contradiction in the sense of counter-action.
Energy is extension in the sense of unity and indestructibility and intension in the
sense of being observable only through changes in level. Similarly, the notion of
relation requires that of interaction and a concomitant contradictorial duality
implied by the ‘otherness’ of the elements related.

What is available today to argue in favor of these intuitions is the field
approach to the structure of reality presented above. From now on, it would appear
that the burden of proof would be on theories that would exclude, or fail to take
into account, dualism, the reality of both actuality and potentiality as a funda-
mental principle, provided that it can also be shown that the properties of energy
and the effective quantum field ‘percolate’ up throughout higher levels of reality.
This question is addressed later in connection with the general problems of
distinguishability and emergence.

4.4.2 The Fundamental Principle of LIR

The fundamental principle of LIR is thus that the dialectical characteristics
of energy discussed — actual and potential, continuous and discontinuous; entropic
and negentropic, identifying or homogenizing and diversifying or heterogenizing —
can be further formalized as a structural logical PDO, the antagonistic duality
inherent in the nature of energy and accordingly applicable to all interactive
phenomena, physical and mental, including information, propositions and judg-
ments.

I quote here another key concept of Lupasco (1987):

16 The opposing position, that only the appearance, as constituted by our conscious minds, is real
is the basis for the transcendental phenomenology of Husserl that will be criticized later.

17 Efforts have been and are still being made to avoid save the principle of non-contradiction.
Lupasco saw the entire history of philosophy expressed as a psychological bias toward selection
of one or another monism as the basis of reality, a psychological tendency to avoid having to
accept conflict and antagonism as fundamental.
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Energy must possess a logic that is not a classic logic nor any other based on a principle
of pure non-contradiction, since energy implies a contradictory duality in its own nature,
structure and function. The contradictory logic of energy is a real logic, that is, a science
of logical facts and operations, and not a psychology, phenomenology or epistemology.

Contradictions or dynamic oppositions thus exist in things being con-
tinuous and discontinuous, unified and diversified, wave and particle, local and
global, in some way at the same time, but not completely so, only in the alter-
nating sense of Axiom LIR2. An Aristotelian logic, in which one tries to eliminate
or avoid contradiction of any kind, is not adequate to describe real systems, all of
which are derived from energy. Current paraconsistent logics, that permit true
contradictions, but retain idealized, abstract concepts of truth and falsity, fail to
give an adequate picture of the emergence of complex, real-world phenomena.
These points apply to all phenomena: ideas, theories, propositions, as well as
physical systems. Further, contradictions, in the physical sense of real opposing
processes, entities or properties can never disappear completely, since this would
imply, ultimately, going below the standard quantum limit, defined by the Planck
quantum of action. All phenomena thus continually but non-reflexively (that is,
without ‘perfect’ circularity) alternate between degrees of actualization and of
potentialization of themselves and their opposites or contradictions. This is a res-
tatement of Axiom LIR6 of Asymptoticity.

As purely mental phenomena, judgment and belief provide good ex-
amples of the operation of the fundamental principle. For example, LIR provides
a concept of judgment that emphasizes the existence, for any judgment, for the
opposite or contradictory judgment, the movement between the two elements, and
the possibility of emergence of a third, new judgment that would still embody
aspects of the other two. Any autonomous judgment would be one rigorously,
that is, completely actualized, absolutely non-contradictory, an Aristotelian, cate-
gorical judgment. It would imply absolute logical processes, disconnected from
reality. It would no longer be a judgment, that is, a dynamic event. A judgment
in this view is constituted or essentially composed of two inverse, contradictory
judgments: one of them is the operative, actualized judgment while the other is
potentialized, remaining in the conscious mind as a general feeling that one could
have made the opposite judgment. Logics of standard patterns of inference or
judgments have metalogical deficiencies since they fail to recognize the con-
tradictory processes involved. This criticism applies to the large number of logics
that have been proposed to deal with changes of judgment or belief. While these
defeasible or ‘correctable’ logics do handle the addition or subtraction of evidence
or premises, they do so without direct reference to the actual processes taking
place in the mind. It is the latter, in the approach here, that give a picture of the
real pathways and ‘jumps’ from one judgment to another.

Thus my logic of reality is consistent with a view of a phenomenon as
instantiating both appearance, the original meaning of the word, and an underlying
reality. An appearance is something relational, what something is for something
else. It is a being for itself (pour-soi) by opposition to a being in itself (en-soi)
independently of its apprehension by another entity, as in the conception of Sartre
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mentioned in Chapter 3. However, Sartre does not suggest any interaction between
the two terms, which in my view is critical and is the central feature of the logic in
reality described in this book.

As an interim conclusion of this part of the discussion, I can say that every
phenomenon is characterized both by coefficients of the properties of identity and
diversity on the one hand and of actuality and potentiality on the other. The T-
state can be considered as a separate category of entity since is characterized as a
state in which two opposite properties, say rationality and irrationality, are always
equal, both are half-actualized and half-potentialized.

4.5 THE CATEGORY AND SUB-CATEGORIES
OF DYNAMIC OPPOSITION

As I proceed with the categorization of reality, I propose Dynamic Oppo-
sition, or Antagonism, is the most important formal category.

I have said that the dualities that are the ontological predicates of LIR
proposed in Chapter 3 all characterize or are inherent in energy, in all its forms.
From the point of view of formal ontology, I have suggested that the sole material
category is energy. The difficulty, or, as we will see, opportunity that results from
the LIR approach, is that from a metaphysical standpoint, for real systems or
phenomena or processes in which these dualities are instantiated, their terms are
not separated or separable! In the theory I propose, real complex phenomena
display an adequately contradictional relation to or interaction between themselves
and their opposites or contradictions. On the other hand, there are many pheno-
mena in which such interactions are not present, and they, and the simple changes
in which they are involved, can be described by classical, binary logic or its
modern versions.

This argument, however, suggests that the most useful categorial division
that can be made is exactly this: phenomena that show non-separability of the
terms of the dualities as an essential aspect of their existence, NSC, at their level
of reality and those that instantiate separability, SC. Together with the other
categories, I propose that they define the ‘New Energy Ontology’, NEO referred
to above as the formal ontology of LIR (cf. also Section 4.7).

One may ask at this point to what extent these sub-categories, SC and
NSC, are simply restatements of the logical operators of disjunction and con-
junction respectively, as they are understood in standard logic. This would be
valid, however, only for the classical view of conjunction and disjunction as non-
spatio-temporal, quasi-abstract concepts, whereas in my theory they also are
considered to be dynamic process entities, instantiated in phenomena and subject
to the predicates of actuality and potentiality in transfinite sequences, related as
shown in Section 2.4.
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Dynamic Opposition and its sub-categories of Separability and Non-
Separability is thus the formal category of LIR corresponding to the material
category Energy. It underlies the other metaphysical and phenomenal dualities of
reality, such as, in particular, determinism and indeterminism, subject and object,
continuity and discontinuity, and so on. This is a ‘vital’ concept to which I will
return: to consider process elements that are contradictorially linked as separable
is a form of category error.

I thus claim that non-separability at the macroscopic level, like that being
explored at the quantum level, provides a principle of organization or structure in
macroscopic phenomena that has been neglected. The functional non-separability
of process systems, for example, both the afferent system of perception and the
efferent system of action, is based on the non-separability of properties of lower-
level systems, membranes, ions and neurotransmitters, down to the level of funda-
mental particles. Moving in the other direction, this view has consequences for the
relation between the neurophysiological level and the higher level, non-reducible,
supervenient phenomena of intentionality and qualia.

4.5.1 Non-separability

Non-separability as a physical principle functioning at not only quantum
but also at biological and cognitive levels would require a chapter in itself to do it
justice. I will state just a few of the variants currently discussed in quantum
physics and show that non-separability in my New Energy Ontology does not
correspond exactly to any of them.

Non-separability is related to holism: holism is the thesis that the whole
is more than the sum of the parts, and non-separability can be defined by the
statement that the state of the whole is not fully constituted by the states, pro-
perties and relations of the parts. These do not provide the complete basis for the
whole, and one says in this case that the whole — an object or process with its own
set of properties and relations — does not supervene on its parts. Since I am talking
about states of systems, I will use the corresponding principle as laid out by
Healey (2004):

State Separability: The state assigned to a compound physical system at any time is
supervenient on the states then assigned to its component subsystems (the latter are the
basis for the former).

Since the logical values of LIR that define its states are probabilistic
(Chapter 1), this formulation and its negation should apply to them. A further
ascription of non-separability to classical processes such as phase change and the
propagation of gravitational energy is possible. Healey then makes the following
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statement: “Non-separability would be a trivial notion if no qualitative intrinsic
physical properties were ever assigned at space-time points or in their neigh-
borhoods. But this would require a thorough-going relationism that took not only
geometric but all local features to be irreducibly relational (emphasis mine). This
is exactly the ‘relationalist’ thesis of LIR, the local features being the energetic
states of actualization and potentialization.

Quantum entanglement, which has now been demonstrated over macro-
scopic distances for pairs of photons, is the paradigm example of non-separability.
The failure of the Bell inequalities that would imply no correlation between the
results of measurement of properties of separated particles is now accepted as the
evidence for their non-separability, although questions remain. This can be con-
sidered as a form of holism in that, as in relational quantum mechanics (see Chap-
ter 7), sub-systems function as quantum systems only by virtue of their relations to
other sub-systems that compose the whole. As noted above, Aerts has shown that
the Bell inequalities are also violated in certain macroscopic systems in which a
lack of knowledge about the system results in what I might call “epistemological”
non-separability. I prefer to see the non-separability as onto-logical and real, that
is, independent of our knowledge or a putative measurement process.

The LIR conception of categorial non-separability, although it is related
to the above, is thus significantly different for the following reasons:

e The duality of the fundamental properties of energy — intensity and
extensity — also implies they are non-separable. Note that in string
theory, charge, mass and spin arise as non-separable features of the
world at this deepest level. The principle that LIR adds is that these
features are in opposition in the sense of being alternately actual
and potential, and the persistence of these features permit non-
separability at higher levels.

e LIR rejects the original definition of part and whole as separable
which depends on the classical notion of individual and indivi-
duation of events. This is consistent with the view of Ladyman of
Ontic Structural Realism. By the Axiom of Functional Association,
no part and no whole is absolutely such, but each shares properties
of the other. Accordingly, any given system (whole) qua that
system is completely described by its sub-systems (parts, relata)
given their necessary relation. Any additional property of the whole
would be an emergent property or structure, resulting from the
PDO. This is a form of non-separability but not of holism, since the
relata and their spatio-temporal relations do determine the emergent
entity (the entity and its relations do supervene on the relata).

To summarize, it is the failure of individuation that is the basis of non-
separability, not that there are physical entities that are not wholly composed of
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existent basic physical parts, following a principle of physical closure (cf. Chapter
6). The ideas in the literature and LIR can now be directly compared: (1) it is not
claimed in theories of physics, or in LIR, that any physical entity has non-physical
parts; (2) the former state that some physical entities that we take to be composed
of a particular set of basic physical parts are in fact not so composed; and (3) LIR
states that the basic constituting physical parts include some that are not fully
actual at any moment, and their actuality and potentiality are non-separable
properties.

4.5.2 Is There a Mathematical Physics of LIR?

In this first overview of the concept of a logic in and of reality per se, 1
can only confirm that a mathematical characterization of LIR would be desirable
but none has been made. In Chapter 1, I suggested that the appropriate forma-
lization of the variables of LIR could be as a form of non-Kolmogorovian
probabilities. On the other hand, I have claimed that my dualities are fundamental,
and there are other mathematical ways of looking at aggregates of two (or more,
of course) objects, namely, set theory and group theory itself.'

In quantum mechanics, the elements of the algebras, their ‘structure’ —
constants which can be constructed using group theory — frequently have direct
interpretations as physical quantities, such as angular momentum (Penrose 2004).
Properties such as spin states of quantum particles, which are ‘simple’ two-state
systems, can also be described by this theory. It should be possible in principle to
develop a mathematical language for the description of the physical states that I
consider the reality values of LIR to represent. To recall from Chapter 2, these
were defined as the relative degrees of actualization and potentialization, in parti-
cular, of the tendencies towards identity and diversity.

As pointed out by Krause (2007), while physics has moved its paradigm
from classical physics to quantum and relativistic physics, logic and (standard)
mathematics still use languages which refer to individuals and collections of
distinguishable objects, that is, sets, describable by set theory. Macroscopic object
are modeled as individuals, primitive entities that are established as such by a
(binary) counting process. These are identifiable as kinds or sorts, whence the
term sortal logic. Since individuality and distinguishability of quantum entities is
highly problematic, the direction that Krause has taken is to defend a concept of
quasi-sets that provides for the partial similarity of their elements. A concept of
“relative identity” is introduced to convey the notion that classical identity cannot

18 Krause has suggested (private communication) that the appropriate mathematical concepts to
describe LIR are the “uniform structures” of Giinther Ludwig. These concepts, lie somewhere
between topological and metrical structures. The theory has the intriguing characteristic that
the structures of the infinitely large and small have no physical meaning, but are tools to
approximate finite physical reality, which can be related to the LIR view of the transfinite in
Section 2.3.1 (Schmidt 2003).
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apply. Quasi-sets, as discussed further in Chapter 5, are collections of elements
that have cardinality (some “size”) but not ordinality in the sense of having a
definitive number of such elements. One defines quantum sortal predicates as
providing for quantum entities instantiating both separability and non-indivi-
duality or indistinguishability. A quantum entity is and is not an individual; it is
and is not the same as another one (Krause 2005).

The two, related questions that this otherwise very promising approach
does not yet answer are the following: what does it mean at the quantum level for
an entity to be the same and not the same, and how far up the ladder of complexity
does such a property of indistinguishability extend? As noted, molecules with as
many as sixty carbon atoms have been shown to exhibit wave-like properties in
diffraction experiments, but people do not.

I propose dynamic opposition as the meta-theoretical principle that es-
tablishes the antagonistic structure of real process entities, including quantum
ones. My ‘aggregates’ are systems of two entities in a relationship of dynamic
opposition, of which at least the following can be said: the system (aggregate)
does not originate in a counting process. In fact, there must be, as I show in my
systems approach (Appendix 2), for any real system, the combination of a principle
of aggregation (attraction) and a principle of repulsion (exclusion) otherwise the
two-element aggregate collapses into an undifferentiated identity.

Recall that LIR included axiomatically, and now includes categorially, the
concept of something being the same and different, individual and non-individual,
either synchronically, as would be the case for quantum particles, or diachroni-
cally, when the overall structure becomes too complex, at point that remains to be
defined. Since these properties are maintained as potentialities in higher-level
structures, there is a degree of indistinguishability that can be assigned to all en-
tities, including human beings. We are all, to some extent, ourselves and not our-
selves, ourselves and partly others, more or less one or the other at different times.

These properties of human beings are not quantum properties, but they
are isomorphic to quantum properties in this structural sense. The LIR picture of
the physics of reality given so far, however, fails to account for the difference
between what appears to be the fundamental space-time structure of the universe
as described by general relativity and as we experience it. If the principle of
dynamic opposition is as fundamental as I claim, there ought to be some mathe-
matical physics that more specifically describes ifs operation and relates the two
domains. These considerations, which play a key role in the /ogical approach to
reality I propose will be discussed in the next three chapters under the headings
of structure, structural realism and the physics and metaphysics of reality, in
that order.
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4.6 THE CATEGORY OF PROCESS: CHANGE

The further material categories of Process, the structure of change, Subject,
Object and Subject/Object and T-state will emphasize the essential relationships
involved in the ontology.

Seibt has described some common heuristic strategies for the selection of
‘candidates’ for category-hood and the construction of categories. Citing Sellars,
she shows how a schema of recategorization of certain inferential patterns leads
from a substance-based to a process-based ontology. A new category is introduced
“whose model is no longer a portion of physical stuff but a process.” Like other
standard categorial entities, however, the absolute processes in this formal onto-
logy are theoretical entities.

From the LIR standpoint, I introduce the new material category of ‘Process’
coming from the other side, so to speak. I consider change, suggested as an onto-
logical predicate or category feature of LIR in Chapter 3, as something in common
agentive experience whose properties can be captured by ‘Process’ as describing
and explaining the structure of change.

4.6.1 Three Current Views of Process

Three current views of process inform the definition of process as a
category, one ontological and two metaphysical:

1. The General Process Theory of Seibt (Seibt 2003) (formerly Free
Process Theory, FPT) makes a strong case for a central role for process in onto-
logy. FPT is a process-ontological framework that avoids substance-ontological
and logical presuppositions that have hobbled analysis of dynamic categories.
FPT, as developed over the last 10—15 years, is of interest as a non-Whiteheadian
framework that supports my view of the limitations of the Whiteheadian concept
of process, namely, its partial reliance on idealized, abstract objects of reality. Free
processes are defined by Seibt as general individuals that are both dynamic and
concrete and constitute a new ontological category. They are not changes in things
or even dynamic modifications of a medium but ways of going-on, activities
considered from a qualitative standpoint. They are similar to the LIR concept of
‘tendencies’, phenomena in movement from actuality and potentiality (and vice
versa), incorporating the notions of dynamism and its inhibition, the stopping of
the dynamism or process, but it should be repeated that the free processes dis-
cussed are also theoretical entities with only axiomatic characterization.

I have suggested that the exclusion of contradiction from logic has overly
constrained its applicability. Similarly, Seibt has shown how characteristic Aristo-
telian presuppositions have constrained ontology to a substance paradigm. From
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her framework, Seibt sees a trend in ontological theories that leads from tradi-
tional substance-ontological schemes operating with concrete, particular, static
and ‘causally separate’ entities (including abstract and general entities) to sche-
mes whose basic entities are concrete but non-particular, dynamic and ‘causally
interlaced’ or ‘overlapping’. My category of dynamic opposition gives a basis for
moving from the first group of entities to the second and suggests a physical
meaning to ‘interlaced or overlapping’ that founds this approach for reality, that is,
metaphysically, and accordingly for ontology.

2. The foundational work of Rescher on process metaphysics and process
semantics is well known, and I have summarized my views of it elsewhere
(Brenner 2005). Rescher’s mission for process philosophy is “enabling us to
characterize, describe, clarify and explain the most general features of the real.”
Further, he relates his view of the processual structure of reality to energy, the
entities of quantum mechanics entering into more and more complex arrange-
ments. Rescher saw the development of a process semantics, as opposed to logic,
as the conceptually most versatile and philosophically most fundamental tool for
understanding reality. It is at the basis of his ideas of process philosophy and
process metaphysics. What he called the mainstream logical theory of the West,
which takes an approach to truth that is committed to its static fixity, was and is
unable to meet this challenge. I suggest to the extent that LIR describes change in
terms of dynamic opposition, it captures the features of process described by
Rescher and can be seen as the preferred logic of, in and for process.

3. Lowe (2002) views processes, which he calls events, and persisting
objects as entities belonging to quite different categories. This is compatible with
my division of entities instantiating separability or non-separability. However, Lowe
further maintains a dichotomy between an event-ontological and field-ontological
quantum physics. His interpretation of a quantum field, however, requires a fur-
ther substrate, namely, neo-classical space-time. LIR provides a sim-pler picture
in two ways: it denies that there is anything metaphysically funda-mental about
persisting objects (rocks) by seeing them also as process phenomena on a long
time-scale; LIR could thus be considered a form of eliminativist ontology, in
which talk of events and processes replaces talk of persisting objects. But there is
no reason to give up, completely, the commonsense notion of per-sisting objects;
what is potentially misleading it the implied absolutely static nature of the
phenomenon as a fundamental property, and all objects may be sub-sumed under
the category of Process.

At the basic level of physics, LIR allows for dialectic interactions bet-
ween entities, eliminating the need for a field substrate. Quantum particles and
fields are contradictorially related, in the LIR interpretation. A metaphysical question
remains, however, even within my system, as to whether entities at the quantum
level themselves participate in change and can therefore be included in the cate-
gory of Process. This would imply a logical distinction between a proton, that
theoretically can decay, and an electron, that cannot. This distinction does not,
however, affect the subsequent discussion here.
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4.7 THE CATEGORY OF T-STATES

The concept of an energetic state of phenomena, the T-state, being not
only an element of a logic but one that overturns, in certain areas, an axiom of
commonsense logic, the law of the excluded middle, is the crucial innovation of
my logic of and in reality. It is thus important to first make clear what a T-state is
not: it is not an average of two or more elements, a static, scalar result of an
arithmetical operation. It is not the result of a physical mixture or fusion; gray is
also an ‘average’ of black and white, but this result is inert, without the capacity of
change or development. Similarly, a T-state is not the static equilibrium that
results from the neutralization of two elements, such as equal quantities of acid
and alkali. At a microscopic level, some regions of such substances may depart
from equilibrium, but the fluctuations are statistical in nature.

At a single level of reality, the second and third axioms of classical logic
are essentially equivalent: there are no contradictions in the same time and place.
In my extension of logic, a T-state resolves a contradiction at another level of
reality. One example that is frequently given is the apparent unification in the
quanton (T) of the apparently contradictory elements of particle (A) and wave
(non-A). What is involved at the single, ‘lower’ level of reality are more or less
mutually exclusive, antagonistic pairs that can be seen as resulting from the
projection of a T-state on it (Nicolescu 1999). The T-state is the included middle
or third term in that it is located in the model at an intermediate point in a complex
configuration space. In contrast to the Hegelian triad, the three elements here
coexist at the same moment of time. It should be re-emphasized that “A and non-
A at the same time” does not mean that both are fully actual. One element is more
or less actual, and the other is, correspondingly, more or less potential. ‘At the
same time’ does not imply an instant of standard clock-time. Process elements
deploy their own time and space, or space-time as I will claim in Chapter 7. The
relevance of this concept to the problem of simultaneity in relativity theory will
also be discussed later in this book."

LIR is capable of describing a coherent transition between levels of
reality. A given T-state (which effects the unification of A and non-A) is associated
with another couple of contradictory elements at its higher level (A', non-A"),
which are in turn resolved at another level by T'. The application of the logic
of the included middle implies an open, incomplete structure of the set of all
possible levels of reality, similar to that defined by Gdodel for formal systems.?

19 This present ‘moment’ is in fact a complex contradictorial conjunction of simultaneity and
succession that is the consequence of the fundamental postulate applied to ‘space-time’.

20 Computational logic now includes concepts of formal systems as open, capable of handling
changing or evolving information, replacing the Hilbert concept of formal systems as closed.
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Concatenations of systems and dialectics never yield a third term in the sense of a
Hegelian or Marxist synthesis. The T-state is not a term, but a state, and emergent
T-states, at a higher level of reality, can also enter as elements into contradictory
relations.

The purpose of defining T-states as a category is to be able to use the
concept to evaluate both philosophical and scientific theories, including patterns
of human individual and social behavior. It is in dynamic systems involving
feedback in the biological, mental, social and political worlds, in addition to the
quantum level, that examples of T-states are to be found. In order to see how two
elements in dynamic opposition result in a third, a T-state, one must look closely
at the tendencies of each of them toward identity or diversity, homogenization or
heterogenization, forces of dissolution or forces of growth.

At the quantum level, a baryon such as the highly stable proton is
composed of quarks and anti-quarks of various kinds that are held together by
energetic particles called gluons, which bind the various quarks by ‘exchanging’
energy between them. As noted above, it is tempting to see the stability of a
proton as due to this dynamic process between two opposing quarks, with the
gluon playing the role of an included middle.

All living systems supervene on the inorganic level, where the former
predominates, and on lower levels of organic structure. As noted, the latter super-
vene on still lower levels of reality, starting with chemical elements, molecular
compounds, e.g., proteins, leading to cell structures, cells and organisms. Each of
these stages can be considered a T-state relative to the one below it, but the
concept of a T-state resolving energetic oppositions has greater explicatory power
than supervenience, which does not describe an inferaction between supervenient
and subvenient elements, nor the concomitant interaction between the subvenient
elements themselves. This point will be critical for my treatment of causality.

It should be noted, however, that each stage of cell division in embryo-
genesis is not a T-state, but a system of processes ultimately leading to (relative)
non-contradiction, the phenotype. But the phenotype, the individual, is a T-state
relative to the genotype, the ‘site’ of the counter-action between the actualized
DNA and the residual chemical potentialities of the elements and compounds
composing it. These potentialities can be considered as a biological ‘memory’
which can appear as a final cause of development, as will be discussed in connec-
tion with both causality and biology.

In addition to the T-states at the quantum level and in biology, the
greatest number of examples is at the mental level. Their structure of these included
middles is highly complex. As noted, phenomena at any level of reality can be
characterized by differing actualization of primary trends toward non-contra-
diction (contradictional: identity, homogeneity or diversity, heterogeneity) or to-
ward contradiction (contradictorial: emergence of new entities). Complexi-fication
arises because these trends are themselves actualized or potentialized to a different
degree, but never completely. In the resulting emergent elements that enter into
further contradictorial relations, either homogeneity or heterogeneity is predomi-
nant, but the other is also always present. If one looks, for example, at any living
system, it is clear that it embodies processes of growth and metabolism and/or
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decay at the same time. Thus it is not exactly correct to say only that, in living
systems, diversity is actualized and identity is potentialized. Rather, the emergence
of new forms, heterogeneity, is predominantly actualized and macro-physical
processes of degradation, of homogeneity are predominantly potentialized, but at
the same time the latter are actualized to a minor extent and the former is poten-
tialized to a minor extent. A similar situation applies to the processes of perception
and action. The homogeneous object in my consciousness is only potentialized
with respect to the processes of actualization of its heterogeneous aspects actually
occurring in my sense organs, of which I am largely unconscious. The inverse
situation applies to efferent stimuli. But since actualizations and potentializations
are never complete, there is also always some consciousness of heterogeneity in
the first case and of homogeneity in the second.

The originality of this picture does not reside in its identification of a
consciousness, a consciousness of consciousness (sometimes designated as aware-
ness) and an unconscious. Rather, it is in its emphasis on the logical character of
the origin of these higher-level structures in the PDO at the level of basic physics,
the mechanisms for their emergence and the subsequent complexification of their
interactions.

T-states in the socio-political arena can correspond, among other things,
to new laws. Unlike compromise or ‘centrist’ positions, T-states are radically new
structures that are sometimes developed to reconcile oppositions between groups
that have been unable to succeed in suppressing or eliminating each other. One
example of this is the situation of segregationists and anti-segregationists in the
Southern United States before 1956, which led to the passage of laws against
racial discrimination and the acceptance, albeit slow, partial and grudging, of
racial equality.

I will discuss other exemplifications of T-states in the respective sections
on the sciences and disciplines involved.

4.7.1 The Duality of Quantum Spin

There is an additional fundamental physical duality to which I should call
attention, as it is necessary for understanding the emergent aspects of T-states.
Quantum entities exist in two classes defined by the quantity of a property called
spin: entities with spin of %2 are called bosons; those with integral spin fermions.
All quantum entities can be said to exhibit or instantiate both particle and wave
characteristics, and from this point of view a real entity can be considered as being
an included middle T-state in a complex configuration space at a ‘higher’ level of
reality. In the case of bosons, of which most common one is the photon, this
T-state, however, is an epistemological T-state. The position and momentum of
the photon are completely defined mathematically, as a combination or ‘super-
position’ of less complex states, and the T-state here is a consequence, not to say



4.8 THE CATEGORIES OF SUBJECT, OBJECT 109

an artifact of our theories. The photon, unless and until it encounters some sort of
physical detector or molecule with which it interacts, does not enter into relations
with other bosons based on any residual potentialities, except under highly unusual
conditions.?! The detector may bring out its particle or wave characteristics, but
without changing the photon. It will ‘emerge’ from such interactions as a photon,
perhaps with a different energy, but still nothing more than a photon. Photons do
instantiate the property of non-separability, that is correlation of spin states over
arbitrarily large distances, but that is another matter not directly related to the
concept of emergence.

On the other hand, fermions, in particular electrons and protons, exhibit
properties as T-states that can be expressed as being not closed to further struc-
tural dynamic interactions, as indicated in the discussion of the Pauli Exclusion
Principle. Only electrons with opposite spins can occupy the same energy level or
sub-level (shell) in atoms, providing the basis for the formation of chemical bonds
and hence of molecules and macromolecular entities. I consider such quantum
entities therefore as physical T-states with the potentialities for entering into the
construction of the more complex entities — molecules, physical and biological
substances, and so on. The T-states of interest in the subsequent discussion, at all
levels of reality including that of biological and mental processes and events,
theories, etc. will be of the ‘fermion’ variety. This description does not, of course,
completely define the mechanism or the path by which, at a T-state, a given
emergent entity is constituted. An initial approach will be made in Chapter 5 as
part of my overall discussion of the categorial and physical structure of reality.

4.8 THE CATEGORIES OF SUBJECT, OBJECT
AND SUBJECT-OBJECT

The construction of the categories of Subject, Object, and Subject-Object
is an extension of the categorial predicates of actualization and potentialization. I
start here from a conception of a logical subject and object (Lupasco 1947), that
is, in relation to the logical values that I have defined as values of reality, reality
values.

The actualization of such a logical value gives it the character of a cause,
an agent, and potentialization the contradictory value of a patient, an effect. The

21 Under conditions of extreme cold, so-called Bose-Einstein condensates of large numbers of
bosons can be produced. These objects, clouds of entities of the same kind, are of great
theoretical interest but do not, in my view, require discussion in LIR terms, exactly because they
do not instantiate dynamic opposition. Similarly, when accelerated to very high energies, colli-
sions involving bosons can give rise to other entities, but these are again extreme conditions. The
effective field theory description establishes the conceptual basis for the operation of different
laws of nature at high energies that do not necessarily impact those at lower ones.
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subsequent consideration of the former as a subject, or subjectivization and the
latter as an object, or objectivization, should not be considered conventional, but a
conclusion arrived at inductively, from scientific, philosophical and psychological
points of view. The principle of antagonism always implies a logic that generates,
as a structural and functional consequence, a logical subject and logical object in
the above sense, such that, as implied by the category of Dynamic Opposition, the
subject is always in a contradictory relation to the object. A dynamism that pro-
ceeds from potential to actual, that actualizes an energy, monopolizes, so to speak,
the available configuration space in relation to itself. It becomes a center of exis-
tence, a subject. The dynamism that is potentialized is displaced from this center
of activity and rendered passive, objectified, and transformed into an object
(Lupasco 1951). Formalizing this, actualizations (A), potentializations (P) and

T-states (T) can be replaced by the symbols S, O and, SO indicating subject,
object and contradictorial subject-object respectively, in all of the Tables and
formulas previously shown. The existence of a subject-object as an included
middle is, of course, a consequence of the fundamental principle of LIR expressed
by Axioms LIR3 and LIR4... As previously, the first pair of columns refers to an
element and its contradiction, the second to identity i and its associated diversity
d, and the third to the operation of implication itself:

e ¢ i d > >
S O S O S O
s s - - (4.2)
SO SO SO SO SO SO
O S O S O S

For each pair of columns, the left corresponds to an element and the right
to its opposition respectively, the first and third rows to the category of elements
as (primarily) subject or object and the center row the category of ‘half > subject
and object, written as ‘non-’, that I have called the category of Subject-Object.

I am aware that this is just a notation replacing one symbol with another
equivalent to it, but the implications are substantial. It suggests that, for example,
identity and all the aspects it can take on (invariance, permanence, conservation,
etc.) on the one hand, and diversity or heterogeneity (variance, differentiation,
etc.) can be respectively subject and object. The indeterminacy relations of
Heisenberg can also formalized, as follows, where p is the momentum of a quantum
particle and ¢ is its position, S is the subject-observer and O the measurement.
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P 4
S(4) O(P) 4.3)
o(P) S(4)

In words, this means that the intervention of the subject-observer who
measures p more and more accurately, actualizing it, potentializes the position g,
the thing observed, and inversely.

Finally, this notation indicates that where subjectivity and objectivity are
functions of actualization and potentialization respectively, relative non-contra-
diction is actual and relative contradiction is potential.

[GS(A) ) EO(P)] ) (EA . Cr) 4.4)

In the situation in which a subject and object inhibit each other, the T-
state is equivalent to an actual contradiction and potential non-contradiction, as in
the microphysical, biological and mental phenomena in which as I indicated T-
states are observed.

[e§6(T) ) E§6(T)] D (Ca. EP) 4.5)

The property of actualization of appearing subjective, and that of poten-
tialization of appearing objective, applies to the actualization and potentialization
of contradiction and non-contradiction themselves. Lupasco applied this concept
to doubt, one’s having or experiencing, as a subject, an internal contradiction. At
first, resolution of the doubt, non-contradiction, appears like something external,
objective and potential at the same time. Inversely, if a state of certainty, non-
contradiction, develops in me as a subject, it is the contradiction that appears
external, objective and potential, which can be symbolized as follows:

(ex > &) D (Cs.Co); (8 D &) D (Cs.Co);(er D &) > (Cs.Co) (4.6)



112 4 THE CATEGORIES OF LIR

In this approach, one should look for a subject and object in all
knowledge and all science, according to this acceptation of the terms. The relation
to the epistemological subject and object, the knower and the known, can also be
discussed in this way. This category is as general as all the others, since it refers to
process phenomena at all levels of reality.

4.8.1 Self and Other: Self-Reference

In the English language, the letters S and O also correspond to self and
other, but this is a trivial coincidence. The key point is that, in LIR, applied to real
processes, self and other are also complex dynamic processes that are linked
contradictorially in the sub-category of Non-Separability. No self is a ‘pure’
subject; no other is a pure object.

The purport of ‘self” thus depends on the domain of application involved.
If one is in the binary linguistic or mathematical domain, self implies some form
of classical identity. Self and other cannot be linked in classical logic, since this
would be equivalent to partial inclusion of premises in conclusions that is
excluded a priori. The situation in regard to the logical paradoxes of self-reference
has become much clearer, of course, since the establishment by Gdodel of the
reciprocity between completeness and consistency in formal systems. Godel’s
work provides the basis for paraconsistent logic. For the time being, I note that the
objects of Godel’s theorems are abstract entities in the binary domain.

In real situations, however, use of the term in ‘self-reference’ requires
further explanation. How can a real self refer to itself unless the self is somehow
both self and other at the same time, in other words, a form of duality??? I suggest,
as indicated above in the discussion of individuality in Section 4.5.1, that the LIR
conception of dynamic opposition offers the basis of a solution to this problem;
aspects of self and other are alternately actualized and potentialized. There is no
‘self * that is not partly ‘other’ in a potential mode of existence. With this in mind,
the concept of self-reference in reality does not present the same difficulties as in
language, where paradoxes of self-reference have a basis in the ambiguity
introduced by negation. The LIR notion of self will be critical to the subsequent
discussion of self-organization (Section 6.2.8.2), the discrimination between self
and other of a living organism (Section 8.2.1).%

22 The Lebnizian form of argument can also be used in relation to knowledge.

23 A discussion of the psychological self is outside the scope of this book, but it is interesting to
note Jung’s foundational view of 1912-1916 (Jung 1971). He stated that the problem of
opposites is an inherent principle of human nature, and saw the forces at work in terms of
energies and gradients. The self was “characterized as a kind of compensation for (or result
of) the conflict between inside and outside”, and even suggested that the self “can claim the
value of a hypothesis analogous to the structure of the atom”. This may be one of the earliest
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4.9 LIR AS A FORMAL ONTOLOGY: NEO
AND THE CATEGORY-AXIOM FIT

I will now go back over the ground covered to show how and to what
extent the categories I have introduced as constituting the formal ontology of LIR,
NEO, and the features or properties that characterize them, fit the axioms of LIR:

LIR1: Non-identity: There is no A at a given time that is identical to A at
another time.

LIR2: Conditional Contradiction: A and non-A both exist at the same time,
but only in the sense that when A is actual (but never to the extent of 100%),
non-A is potential (but never to the extent of 100%), reciprocally, pro-
portionally and alternatively.

LIR3: Included Middle: An included or additional third state T emerges
from the point of maximum contradiction at which A and non-A are equally
actualized and potentialized, but at a higher level of reality, at which the
contradiction is resolved.

LIR4: Logical Elements: The elements of the logic are all representations of
real physical and non-physical entities.

LIRS: Functional Association: Every real logical element e is always
associated, structurally and functionally, with its anti-element or contra-
diction, non-e, in physics terms, they are conjugate variables. This Axiom
applies to the classical pairs of dualities, e.g., identity and diversity.

LIRG6: Asymptoticity: No process of actualization or potentialization of any
element goes to 100% completeness.

Category: Process

For reasons that will become apparent, I will start with the category of
Process. The existence of change and the category of Process as the structure of
change are among the concepts captured by the Axiom of Non-Identity. LIR is a
theory that says that it makes no meta-theoretical sense to talk about any process
being the same as another one, as this never occurs in reality, except for simple
macrophysical objects, ‘to all intents and purposes’. The problem of individuation
of quantum objects has not yet been addressed in LIR. Quantum objects do
instanttiate the category of Dynamic Opposition, and also exist in two types, fer-
mions and bosons (see Section 4.7.1), the first being more ‘diverse’ than the
second, at least in their capacity for having opposite spin.

However, the laws governing quantum entities and say, human beings are
only isomorphic and not identical. Individuation of human beings and human
reasoning is a reality. My axiom of Non-identity supports the concept of a ‘limited

clear intuitions of an isomorphism between the laws governing microphysical and mental
phenomena.
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productive circularity’ of some ontological explanations, since in reality, no rea-
soning process involving the same or another individual is ever identical. This
form of circularity also holds between the axioms and categories of LIR. Since the
terms of the axioms are also considered as dynamisms, the ontology of the logic is
also, without conflation or confounding, the logic of the ontology.*

Process also fits the Axioms of Conditional Contradiction and the
Included Middle since all process entities instantiate the movement toward
identifying or diversifying non-contradiction or toward contradiction, from which
T-states can emerge.

Hartmann defines Process as a category that is intermediate between ‘real
time’ and the ‘causal nexus’: processes advance in time, and sequence of states in
a process is causality. Earlier states are causes; later ones are effects. This linear
form of determination is the causal nexus. This picture is not very satisfactory,
primarily because it begs the question of the nature of time as independently
existing. A more interesting insight of Hartmann’s, from the LIR standpoint, is his
idea that the processes have opposites or counterparts, states or situations, and the
relationship between processes and situations is a dynamic one, giving rise to the
conception of dynamic structures in the evolution of the natural sciences. Further,
“since ‘becoming’ (Werden) is the universal mode of Being of everything that is
real, process is eminently the category of reality* (Werkmeister 1990). This is
close to my conception of Process as the major formal category, but I suggest
Energy as its material ‘partner’. Hartmann seems also to have considered energy
as a fundamental category, the ‘dynamic substratum’, together with another equally
fundamental category, that of ‘relation’.

The details of any hierarchy involved here are less important than the
overall picture: process, energy and the relation of dynamic opposition are all
categorial concepts that receive added meaning from their relation with the phy-
sics and metaphysics of LIR and with each other.

Category: Energy

There also appears to be a good fit between Energy or its quantum field
equivalent as a category and the axiom of Conditional Contradiction — we have
seen that energy instantiates all of the opposing ontological predicates. The concept
of energy as self-dual or non-identical to itself seems satisfactory since energy is
the locus of change. Energy can also be considered as its own included middle,
‘between’ extensity and intensity. What needs further discussion is the relation-
ship between Energy and the previous category of Process. I have already defined
the instantiations of energy as process entities. It seems impossible to separate
energy from its instantiations in reality. What then should be the relation in
theory?

In my opinion, the significant ontological difference between ‘Process’
and ‘Energy’ is that the former is organized energy undergoing change. Process

24 Nicolescu has suggested the term ‘onto-logic’ to characterize the logic of the included middle,
as being a logic that is ‘open’ to ontology, but other workers in other contexts have also used this
term in a different sense.
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and Energy are thus both contradictorially related entities and epistemology-
cal concepts: when we focus our attention on processes as entities, the concept of
energy as the locus of processes is potentialized and vice versa, depending on
which aspect is of interest, that is, has the most ‘energy’ behind it. Energy and
Process are thus like some of the other entities we will meet, both the same and
different. Energy is the locus of change, but it is not itself destroyed, but only
changed in form in the classic sense. In LIR, structure and form are also dynami-
sms, following the principle of, and in the category of, Dynamic Opposition.

My overall approach allows one to move smoothly between statements
about a quantum particle, for example, the photon, as an individual entity that can
be described as the included middle between opposing ‘particle’ and ‘wave’
descriptions, and the real situation of an isolated photon that will exhibit particle
or wave properties depending on subsequent experimental conditions. Although
one could in principle talk about a photon as a ‘process’, the process description is
certainly more useful at higher levels of reality.

Category: Dynamic Opposition

I have shown that the properties of the three first pairs of ontological
predicates apply to energy, but in addition, energy is intrinsically antagonistic. In
other words, actuality and potentiality, intensity and extensity, identification and
diversification are properties or processes that are in an antagonistic or contra-
dictory relation — dynamic opposition. The consequence is that for all phenomena,
again, Axioms LIR2 of Conditional Contradiction and LIR5 of Functional
Association apply to whatever set of dualities is under consideration. All real
dualities fit them.

I will need later the additional ontological predicates mentioned in
Chapter 3 of local and global, in part for the discussion of the structure of reality.
To what phenomena might an interaction or ‘overlap’ between local and global
apply? My answer is to all those in which the meaning of determined and undeter-
mined, part and whole plays a key role. This includes all phenomena with the
exception of those at the macrophysical level in which essentially no change,
except over very long time scales, is present.

The same considerations apply to the dynamic relationship between
internal and external. All of the predicates cited in this section, for all processes of
interest, fall within the sub-category of Non-Separability.

Category: Subject, Object and Subject-Object

The same argument can be used in the case of subjects and objects. The
interchangeable roles of actualizations and causes as subjects and potentializations
and effects as objects fit the Axioms of Non-Identity, Conditional Contradiction
and Functional Association. It may be a problem for some people to associate the
term subject also with ‘inert’ physico-chemical matter, but I should recall that this
misses the conceptual process involved. What characterizes a subject is the
actualization of a reality value, physical and logical, a dynamism that can be just
as much an identity as a diversity. Identity, to repeat, if one wishes to apply this
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reasoning to a brick,”> means the end-process of contradictional macrophysical
processes (ortho-dialectics) that are largely ones of identification, where the small
but finite residual potentiality of being a non-brick might be actualized only on a
very long time scale. Subject-objects, of course, fit Axiom LIR3 of the Included
Middle.

From this point of view, a theory that defines something real as an
absolute actualization, rigorously non-contradictory, as for example the invariants
of general relativity, is actually defining an ideal absolute subject, real in the sense
only of abstract subject-of-thought. To consider that such entities belong in the
sub-category NSC of Non-Separability of NEO is a form of category error. They
belong in the realm of the separable entities of classical logic (sub-category SC of
Separability) that, being non-spatio-temporal, are separated from - do not interact
with - their opposites (or anything else).

The application of this category to phenomena implies two rules for the
application of all the ontological predicates:

Rule 1: The opposition of three elements A, B and C can be reduced by
induction to that between three pairs of two elements, as seen in nature,
eventually with each element being the included middle between the other
two.

Rule 2: Given three elements A, non-A and their included middle T, an
included fourth term T' is not possible: any fourth term T' added to A, non-
A and T, can be decomposed into two structures of included third terms (A,
non-A and T) and (A', non-A' and T") (Nicolescu 2002). This agrees with a
theorem of Peirce that he demonstrated by the use of graphs: all ‘four-tailed’
graphs reduce to ‘three-tailed’ graphs.

The basic concept is that a dynamic antagonism can exist only between
two terms, two orientations, two systems, two systems of systems, two processes,
etc. If there are three, two together, or their resultant T-state interact with the third.
If there are more than three, they divide into two antagonistic sets. Subsequent
processes of differentiation depend on further progressively dissymmetric dualities.
A striking illustration of this is mitosis, the sequence of processes in the cell
nucleus in which replicated chromosomes are segregated prior to cell division,
followed by a series of doubling processes. Mitosis can be seen as a paradigm
example of the logic of life.

Category: T-states
The category of T-states fits Axiom LIR3 by definition, but this category
is also in concordance with Axiom LIR1. A T-state is not identical to the elements

25 It is the shared, probably incomplete understanding of these processes, unconscious or not, that
facilitates consensus of what is meant by ‘brick’.
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from which it emerges. As entities, of course, T-states also fit Axiom LIR2 of
Conditional Contradiction, since once constituted they are never wholly actual or
potential. Could a dynamic opposition give rise to an entity that is predominantly
potentialized? The answer is yes, but only where T-states are never very far from
the ‘mid-point’ of actualization and potentialization, that is, at the mental level,
and also, perhaps, at the quantum level.?¢ At biological levels of reality, the values
of the residual macrophysical component present in all living systems result in the
emergence of predominantly actualized entities and processes.

In relation to T-states, there are three sub-categories of Process that I
wish to define as they will be relevant to the LIR picture of the structure of reality:
Emergence, Downward Causation and Closure. Emergence refers as implied to the
emergence of new entities based in a determined but non-predictable manner on
lower level substrates (the ‘parts’). The T-state establishes the conditions under
which such a new entity (the ‘whole’) can be formed. Closure refers to the exis-
tence of a substantially (but wholly) complete set of functional interactions in a
complex entity. The process inverse to Emergence, Downward Causation, is one
in which the emergent properties of the whole affect the properties of the parts.
Further discussion of these categories will be made in Chapter 8 in relation to the
biological level of reality.

4.9.1 A Check-List of Principal Dynamic Relationships

For the forthcoming discussion, it may be useful to have in one place for
reference the principal relationships that are defined by the PDO and the categorial
features analyzed in Sections 4.4.1.2 and 4.4.1.3. I recall that the most important
‘movements’ of the logical elements of LIR are from actual to potential, a state of
actualization to one of potentialization, and from being primarily identities to
diversities, via processes of homogenization or heterogenization. The word “pri-
marily” should be understood as preceding each term to reflect Axiom LIR6 that
no real process goes to an absolute limit.

Principal Direction: Potential > Actual (Actualization)

Principal Entity: Identity (Homogeneity)

Principal Process: Homogenization (Identification)
Principal Direction:  Actual - Potential (Potentialization)
Principal Entity: Diversity (Heterogeneity)

Principal Process: Homogenization (Identification)

26 At our current stage of understanding, one can say just about anything one wants to about
processes involving the quantum entities, supposed to inhabit the vacuum, that move back and
forth between a real and a virtual existence.



118 4 THE CATEGORIES OF LIR

Principal Direction: Actual = Potential (Potentialization)
Principal Entity: Identity (Homogeneity)
Principal Process: Heterogenization (Diversification, Individualization)

Principal Direction: Potential > Actual (Actualization)

Principal Entity: Diversity (Heterogeneity)
Principal Process: Heterogenization (Diversification, Individualization)

One can put these relationships in a table (Table 4.1), but I also wrote
them out to avoid using too many terms in a single position in the matrix.

Table 4.1 Principle Dynamic Relationships of LIR

Direction
Entity Potentialization  Actualization

Diversity Homogenization  Heterogenization

Identity =~ Heterogenization = Homogenization

One thus says, for example, of an entity, that ‘in’ it, for the time being,
diversity has been actualized in which case identity has been potentialized and
vice versa. T-states have not been put into this list since it is to be understood that
at the mid-point of any actualization and potentialization, a T-state is assumed to
exist at all the points of maximum energetic contradiction.

This table reflects only one step in the ortho-dialectic processes of proc-
esses that constitute change, looking from the process standpoint. From the point
of view of the entity, since no real process returns to the same point, if the process
is going in the direction of non-contradiction (of diversity or identity, the net result
is that it will be more of an identity or more of a diversity in cones-quence. In this
scheme, the process that leads to more and more differentiated individuals, that is,
biological processes, is one of heterogenization which should be distinguished
from the contradictory process that creates homogeneous individuals from a mul-
tiplicity of entities.
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4.10 THE INTERPRETATION OF LIR

Using this terminology, let me restate the way in which I believe the LIR
system must be characterized. I believe by definition that LIR is, and can be seen
as, a system that is both uninterpreted and interpreted. It is uninterpreted if this
means that it may have direct applications to, or is an approach to improving
theories in physics, biology, cosmology, cognitive science, etc., as well as onto-
logy. The tools it has to offer are the explicit inclusion of the principle of dynamic
opposition and the axiom of the included middle in the comparison of opposing
theories and the opposing terms of theories; an analysis of the justification for
certain dichotomies or dividing lines; and in the understanding of the psycho-
logical and historical basis for how science and philosophy, including logic, are
‘done’. LIR can be compared, for example, with Cao’s views on “how science
develops” (Cao 1997). This does not mean that LIR replaces classical logic in
these applications or elsewhere. LIR reduces to classical logic for the parts of
them that are simple, non-interactive and consistent, that is, broadly, those in SC,
the sub-category of Separability. However, LIR says that phenomena such as
scientific discovery are complex processes that are in the sub-category of Non-
Separability, NSC, and therefore require a dynamic logic for their understanding,
as well as the material and formal categories of the New Energy Ontology NEO.

LIR is, at the same time, clearly an interpreted system since, as NEO, it
offers an alternative to classical ontology, that is, an ontology based on classical
logic that describes physical reality, the extant domain of the above theories, either
incompletely or not at all.

On the other hand, the debate about the exhaustivity of a category can be
seen as much less critical. The concept of the absolute completeness of a category,
capable as a consequence of capturing all the elements of a certain kind, is not a
necessary criterion. It should only, in a common sense manner that is in the spirit
of LIR, capture most of them. As Campbell and Franklin (2004) have shown in
their discussion of randomness and the justification of induction, certainty does
not need to be the target of sampling but rather a reasonably high probability. LIR
supports this refutation of the skeptical Humean view that induction can never be
rationally justified.

One may thus begin any analysis of problems in a particular domain of
science or philosophy by reference to one or another of the sub-categories, NSC or
SC in NEO. Phenomena that fit into SC can be described adequately by classical
or neo-classical logics. The process of ‘raining’, for example, although it is a real
process, involving the exchange of energy (thermal, gravitational, physicochemical),
fits comfortably into SC, as do all other macrophysical phenomena involving
nothing more than physical changes of state. Other complex processes, such as
variations in predator-prey populations, although involving living systems, involve
them without reference to what makes them living. Nothing meaningful, literally,
emerges at this level of reality, and the elements to which meaning that can be
ascribed are at a lower or higher level.
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In the other category of phenomena, NSC, in which the dual category
features are non-separable, the interaction I call dynamic opposition is funda-
mental and functional, and provides the basis for the metaphysical — physical
picture that emerges in LIR.

In practice, as we will see, it is the NSC category of dualities seen from
the metaphysical standpoint that will be the ones of greatest utility in approaching
unresolved issues and debates in philosophy and science. This is because NSC,
and not SC, also contains the included middle T-states that emerge from the
dualities at the point of maximum contradiction or its equivalent, leading to the
view of T-states as a separate category, ontologically, prior to the entry of the T-
state into a new interaction as and with another dynamic entity.

Before completing this discussion, I wish to return to the categoricity, or
lack of it, of actuality and potentiality. If these are categories, then what are the
entities, physical or abstract, that belong to them? A heap of bricks has the poten-
tiality of being a house, and the actuality of being bricks, and one can consider,
with Aristotle?” that such actualities and potentialities are classes of entities. (I
might add that the house has the potentiality of being bricks again.) I feel that
there is a fundamental difference in the way the terms are applied here and in LIR;
compare, for example, the potentiality of a carbon atom to form four covalent
bonds and the probability it will do so under the right conditions. There is no
dynamic relation between the bricks and what they possibly can become. In
principle, everything has the possibility of becoming something else as a cones-
quence of external intervention, which is clearly required in the Aristotelian case.
My conclusion is that when used in this way, classical, binary logic is sufficient to
describe the state of affairs, as in other cases where there is no existing dynamic
relation between the entities per se.

Whitehead’s statement of his ontological principle does not classify ‘poten-
tiality’ and the ‘givenness’ of an actual entity as categories. Despite the well-known
difficulties of making analogies with Whitehead’s idiosyncratic terminology, there
seems to me to be a similar relation between my potentiality and actuality and his
potentiality and givenness as ontological predicates. There is a ‘correlation’ between
them, and the “completion of givenness in actual fact converts the ‘not-given’ for a
fact into ‘impossibility’ for that fact.” More significantly, potentiality and givenness
are meaningless apart from the entities to which they refer, and they are require-
ments for, in a nexus of actual things, the “process of supersession by novel actual
things” (Whitehead 1998). This is a description of the metaphysical basis of what is
designated in current terms as emergence.

From another standpoint, however, if actualization and potentialization are
process entities in their own right, as well as predicates, they belong them-selves to
the category of dynamic opposition and one can speak of the actuality, potentiality
and T-states of actuality, potentiality and T-states. Nicolescu has given an interpret-
tation to the nine resulting elements of the 3 x 3 matrix (Nicolescu 2002). Their
domain of application may be limited to higher cognitive levels of reality, and 1

271 am grateful to Johanna Seibt for this question.



4.5 THE CATEGORY AND SUB-CATEGORIES OF DYNAMIC OPPOSITION 121

leave it as an exercise for the reader to define his own understanding of the
actualization of actualization as compared to potentialization of actualization.

These examples should suffice to show that a model with all the
categories and all the axioms referred to each category can be constructed. To
complete the discussion of the categorial structure of reality as seen in LIR, the
relations within and between categories, that is, its morphisms and functors,
should also be defined. This is done in the next chapter in the context of the LIR
view of the structure of both reality and ontology.
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5 THE CORE THESIS OF LIR: STRUCTURE
AND EXPLANATION

Abstract This chapter represents a transition between the theory established in
previous chapters and applications of it in philosophy and science. It describes the
core thesis of LIR and shows how it can function as a new methodology for talk-
ing about specific areas and theories of reality. It begins with a statement of the
thesis and the two-level framework for analysis to which it leads, presented as a
metatheory, and aspects of intertheoretic relations and part-whole relations are in-
terpreted following the LIR axioms. The second part of the chapter deals with the
structure of reality as defined by LIR both ontologically and metaphysically. This
is the basis for subsequent analysis of particular philosophical and scientific theo-
ries and provides an introduction to discussion of the specific structural realism of
LIR. The final Sections position LIR in relation to the on-going philosophical de-
bates about the analytical/synthetic distinction and explanation and their relation
to the LIR structuralist conceptions.

The ubiquity of hidden assumptions and definitions of classical logic per-
vade virtually all the aspects of interest to this study. For example, if one accepts
the categories of LIR and NEO as applying to reality, they must apply to the
conceptual as well as physical structure of reality as well, including relational
structures, theories, including, especially the existence of real contradictions and
inconsistencies at macroscopic levels of the real world. I will therefore highlight
below the dynamic aspects of structure, without, at the same time, doing what would
be just as incorrect as ignoring them, namely, discarding the commonsense notion
of structural stability in the everyday world. My goal will therefore be, in the spirit
of my logic, to maintain the necessary equilibrium between the different key no-
tions in all of the above areas.

My conception of categorial ontology is also non-standard: since LIR
theory is based on energy, there will be an additional hurdle to overcome: the age-
old questions of form and the primacy of form — geometry and statics as opposed
to matter (energy) and dynamics obtrude themselves on my thesis, blocking it as it
were. | address these issues in some detail in Chapter 6, but to begin to remove
some of the blocks, I have constructed my argument here, in Section 5.4, around
two approaches, namely, Gestalt theory and catastrophe theory, in which these
issues are discussed. This discussion will, I hope, further assure readers of the
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links that LIR has to other philosophical and metaphysical systems, and that a
dialogue is possible.

5.1 THE CORE THESIS OF LIR

The logical and categorial concepts of LIR have now been developed to
the point where I can make a first statement of the core thesis of this book: LIR as
a formal (categorial) ontology gives us a way of talking about dynamic opposition
as a part of theories of science and philosophy; the grounding of LIR in the phys-
ics of energy insures that I am talking about reality. Looking at a theory from the
ontological standpoint means that one can say, for example, that some entities are
neither entirely the same or different, and then relate this to the real opposing proc-
esses instantiated by or constituting the entity and its antagonistic dual to see what
this means in reality.

In my view, progress in explanatory power may be possible when it is
realized that reality both /as the metaphysical structure proposed by LIR, and is
actually something that should be understood as the extant domain described by
NEO, whose categorial features fit the objective for a formal ontology defined in
Chapter 3. In other words, according to LIR, reality instantiates the material cate-
gories of Energy and T-states and their major category features, as well as the
formal categories of Process, Dynamic Opposition and Subject-Object.

I propose that the logic of/in reality could accordingly make contribu-
tions to scientific and philosophical theories, in two closely related ways:

e The theories currently used to describe the domain are themselves
based on classical logic. Thus, these theories might be compared
and reconstructed according to the principles of LIR, that is, their
terms analyzed according to the above categories, and rules pro-
vided for the formation of the T-states involved.

e LIR can demonstrate that the (extant) domain that the theories in
question aim to describe, reality itself, has been misconceived as a
reality that follows the principles of classical logic and has been,
accordingly, often misrepresented by classical ontologies importing
or embodying these principles.

My claim is that LIR and NEO can achieve both of these objectives, in
particular through the application of their ontological predicates and the category
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of Dynamic Opposition. However, I have implied a concept of what constitutes
structure in the metaphysics of LIR. In order to position my thesis correctly as a
logic and an ontology, prior to showing how it can be applied, I thus need to fur-
ther characterize the kinds of analyses and explanations that can be made and the
relation between metaphysics and ontology in general that yields a picture of the
structure of the reality to which LIR applies. In the process, we will also see that
theories such as Gestalt theory and catastrophe theory prefigure in part the princi-
ples of LIR. These points will be useful the more specific applications that follow,
e.g., in physics and biological science.

As I have shown in Section 4.3, LIR is in one sense a scientific theory
and, to the extent that its physical postulates or underpinnings can be disproved, it
could meet Popper’s criterion of falsifiability. There are problems with the Popper
approach, but the idea is still useful in many cases. In another sense, however, LIR
is a metatheory that proposes analyzing the extent to which other theories ade-
quately represent the non-separable properties of real phenomena. In this regard,
LIR suggests a new criterion of falschood. Any theory whose argument depends
on the absolute independence of the entities or interpretations under discussion
may be biased in favor of one other, resulting in errors or omissions. For itself,
LIR avoids this trap because it assumes the existence of a counter-theory with
which it is necessarily in a dialectical relationship. Reality, for LIR, includes the
existence both of LIR and anti-LIR and their conjunction.

My preferred conception of a scientific theory, as mentioned in Chapter
3, is the ‘semantic’ one, which sees theories as models or structures. These are
extra-linguistic and in my terms dynamic entities as opposed to the syntactic con-
ception as a set of statements or formulas governed by first-order predicate logic.
LIR treats the relationship between theories and the world not only as an isomor-
phism. Real systems and their theoretical models are not totally independent enti-
ties, and the PDO provides an element of a formal and physical structural relation
between them.

My approach is an unfamiliar one. This often makes it necessary, as well
as desirable, to refer in a particular area of application to theories with which I do
not agree fully or wish to refute but are very well known. It is from the opposition,
if you will, of LIR with the other theories that their valid aspects can best be illus-
trated,' as well as the possible contributions that the LIR approach can make.

! There is an interesting example here of the application of NEO to theories. A dialectical view
of Batterman (op. cit.), suggests that a range of striking phenomena arise at singular asymptotic
limits for the relation of two theories. The properties of systems at the limit values, he argues,
cannot be derived from the more fundamental theories; instead, they require one to make use of a
special-case theory involving elements of both the original two.
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5.2 A TWO-LEVEL FRAMEWORK OF RELATIONAL
ANALYSIS

The most general description of reality is that it consists of entities and
the physical and relational structure in which they find themselves. In linguistic
terms, one looks at semantics and syntax, in philosophy at parts and wholes and so
on. This division brings with it what is often referred to as a tension between the
structure and its elements, and I see in this ‘tension’ an expression of the instantia-
tion of the PDO outlined in this book, namely, that elements and structures share,
to a more or less actual or potential extent, one another’s properties, both physi-
cally and also epistemologically, in the sense of alternating perspectives.

In the sense of the core thesis indicated above, there will be two types of
tools that will be necessary to deal successfully with the two parts of the core the-
sis. For the structure of theories and their inter-relations, in particular reduction,
the PDO will be used as a metatheoretical methodological principle for looking at
the relations between entities in a domain of dualities or dichotomies, between
either classes of entities or two individual terms. For the structure of reality as
revealed by physical and biological science, PDO will be used as a quasi-natural
law within the language of the scientific theory itself. I define a systematic norma-
tive framework as an outline of some clearly formulated set of requirements and
rules, in this case of LIR itself.

Examples of the entities are the following:

Object Level > Meta-Level
Data of Theories Theories
Theories Meta-theories
Becoming Being
Element Set or Class
Matter (-energy) Symbol
Facts Meaning
Part Whole
Individual Group
Semantics Syntax

2 Two-level frameworks are also used in the analysis of set theory and foundational notions of
truth and existence in mathematics. To avoid paradoxes, one must move to the meta-level and
use model theory or remain at the object level. The meta-level has additional resources that en-
able the removal objections to the founding of mathematics by set theory, although constructions
at both levels are equally abstract. The details of the argument are not relevant; my point is that
working between two levels, in the “higher” of which new notions can be incorporated, is a simi-
lar process in both real and abstract domains (Muller 2005).
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It is clear that any implied separation between these subjects and those of
science is arbitrary, since individual — group relations are studies by social and
biological sciences. Another kind of relational structure is the relation between
process or events and the explanations of those events.

Let me now suppose that I want to explore the relation between object
level and meta-level entities. I therefore state the following theorem:

Theorem 5.1: Object level and meta-level entities are contradictorially re-
lated by Axiom LRS of Functional Association

To prove this, for example, in the case of matter and symbols of matter, |
need to show that a symbol is both really and phenomenologically part matter and
vice versa. That symbols are partly matter/energy is guaranteed by the process of
the emergence of signs and symbols in the course of human evolution. Symbols
therefore reflect the underlying dynamic opposition that was in operation at that
level. Pictographic languages, such as Chinese, illustrate this rather directly, and
the origin of some letters in Western alphabets in natural objects can still be de-
tected.

But in what way does matter have the properties of symbol? This requires
a different point of view, from what I might call a higher level of perception at a
correspondingly higher level of reality. At this level, matter-nature is perceived as
signs having intrinsic meaning.® This idea is a recurrent theme in art, poetry and
religion. In fact it is in general the symbolic aspects of matter that are at a higher
level of reality than the material aspects of symbols.

Individuals, as part of a group, contribute their individuality to it. But the
group instantiates aspects of group psychology and this becomes part of the indi-
vidual. What is the ‘group part of the individual’ is something instantiated at higher,
more intuitive level, but not the less real for that.

At all levels of reality, I will assume that there is a conflict or opposition
between epistemological elements and the energetic processes to which they cor-
respond. I may and in fact always will focus on one or the other aspect, but there
is present a contradictional relation, one aspect is actualized while the other is po-
tentialized. This is the most significant isomorphism of natural laws* at different
levels of reality.

In other words, I apply the category of Dynamic Opposition to entities at
the two levels. I then find in the physical domain, the same distribution of entities

3 An excessive example is Pamuk’s (fictional) description of the Turkish Hurufis who saw mes-
sages written in letters constituted by human features (Pamuk 1996).

4 The question now arises whether this defining set of principles constitutes a new physical law,
a law of nature. Their operation must be and I believe is consistent with existing physical laws.
These principles might also be considered as being outside the domain of laws per se, including
boundary conditions at real boundaries and interactions and constraints of the kind that Cat has
called anomic. I will return to this question in Chapter 6 in the discussion of causality.
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into Separable and Non-Separable; with and without the equivalent of an energetic
relationship. In the latter, the actualization of one entity potentializes the other, in
the former not. Such two-tier systems of phenomena (of perception, reality, mean-
ing, etc.) have of course been proposed frequently. But my thesis is that only the
antagonism within and between levels that is capable of explaining or rationaliz-
ing their existence and non-epiphenomenality for all logical elements that are not
equivalent to those of binary logic. LIR mediates the relations of both horizontal
and vertical transitions, and the relations themselves can be seen to be at different
levels of reality. The next two sub-sections will discuss two examples of the appli-
cation of the above framework.

5.2.1 Mereology

My framework involves two levels and several kinds of entities. Since LIR re-
fers to the non-separability of some pairs of those entities, that is, their alternating
actuality and potentiality, some horizontal and vertical part-whole relations may
exist that require explicit attention. As might be expected, the classical theory of
part-whole relations closely mirrors classical binary logic. One of its key axio-
matic principles is that of asymmetry: two distinct things cannot be part of each
other. Every object is distinct from its proper parts, and standard first-order logical
language with identity is used for its formalization.

This simple theory runs into the same kind of difficulties as does the in-
dividuality of quantum entities, and for the same reason: it is a restatement of the
standard theory of classes or sets as wholes and their elements as totally separated
members of those wholes.

Standard part-whole theory, like classical logic, also contains some non-
classical ‘cracks’. The existence of parts that interact with the whole is accepted,
despite the absence of discussion of that interaction and the difference between
such cases and those in which no interactions exist. Parts may not be parts ‘sim-
pliciter’, and so on. One speaks of ‘non-well-founded’ relations of parts and
wholes in set theory that involve membership circularities or closed loops. These
cases suggest that the standard meaning postulate for ‘part’ is far too restrictive.

LIR states that the relation of parts to wholes may be dynamic, that is,
that parts and wholes can share one another’s properties, in the sense that aspects
of the whole are potentialized in the parts, and aspects of the parts are potential-
ized in the whole. Any implied circularity is not perfect; for real entities the loop
is never totally closed. The PDO applies as it does to classes and their members as
laid out formally in Appendix 2. Specifically, it applies to a theory that includes an
object level and a meta-level, and states that the parts that constitute the content of
the object level share properties of the meta-level as a whole. At the level of phy-
sical individuals and groups, the situation is the same: the group has some of the
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characteristics of the individuals that comprise it, and the latter have or have inter-
nalized aspects of the group.

Even where there are no interactions of this kind, classical part-whole
theory and binary logic do not fully apply, as the following discussion about prob-
lems of compositionality will show. It is already more or less accepted that stan-
dard binary logic cannot apply to a part-whole relation involving real entities in
the temporal and modal world. The classical part-whole relation betrays, so to
speak, its origins in mathematics. In non-classical extensional mereology, the
notion of sum, which is the essential principle of compositionality, is modified or
absent. In its place there is a combination of two different relations between parts
and wholes.

The two relations differ primarily insofar as the applicability of classic
extensional mereology (CEM) is concerned. The central idea of CEM is that of a
sum as the essential principle of compositionality. The problems that are incurred
with this notion in trying to handle the parts of entities that change in time are
well-known. A typical strategy is to do two things (Bottani 2001): (1) show that in
the normal temporal and modal world, the absolute part-whole relation, on which
CEM depends, is neither true nor false for certain pairs of things; the absolute, a-
temporal part-whole relation is the usual dyadic one — A is a part of B; and (2) de-
fine a triadic relation — A is a part of B at time T. Thus, even if CEM refers to the
absolute relation, its essential principles apply to real processes, that in LIR in-
clude all apparently static objects, sometimes referred to as ‘continuants’, as well
as people.> One retains the universality of CEM to all entities, and thus the intui-
tive concept of inclusion, but not its exhaustivity. The implied necessity in this
picture of modifying standard binary logic to include temporal and modal aspects
has been recognized by Simons. However, the limitations of such modifications
were outlined in Chapter 1. Further, it is not clear how the two relations exist con-
comitantly.

The LIR view is that the absolute and non-absolute part-whole relations
indeed have different logics, but that the interactive relation between part and
whole that depends on PDO is not captured by them, given the classical concep-
tion of identity. The NEO categorial division into separable and non-separable
process entities thus adds an additional dimension of ‘non-classicality’ to mereol-
ogy as it does to logic.

5.2.2 Inter- and Intra-theoretic Relationships

Relations between theories and the data or observations they contain, as
well as relations between theories, have been studied extensively. The following

3 In LIR, continuants are regarded as processual entities, and there is no epistemic cut between
continuants and processes.
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are among many the many subjects that might usefully be addressed by LIR: con-
tradiction and opposition within theories; reduction; and theory change.

In Chapter 1, I mentioned the LIR view of the definitions of reduction of
Kistler and Batterman. The dialectical view of Batterman (2002) offers an interest-
ing example of the application of NEO to theories. It suggests that a range of strik-
ing phenomena arise at singular asymptotic limits for the relation of two theories.
The properties of systems at the limit values, he argues, cannot be derived from
the more fundamental theories; instead, they require one to make use of a special-
case theory involving elements of both the original two. Theory change is another
subject with an extensive literature, and I will return to it in Chapter 6. Here, I will
discuss the perhaps less familiar topic of conflict or opposition between theories.

I assume, first of all, that it by now an accepted fact that real empirical
data can be inconsistent, and that it is not irrational to accept inconsistent theories
(Bueno and da Costa 2007). It is also clear that since nothing is absolutely certain
in science, all theories are fallible and subject to revision. Further, most simply, a
theory in which there is an inconsistency between it and specific observations
should be rejected, pending further experiment. Contradictions that are internal to
a theory, or exist between two theories can be handled, Priest suggests (2002), by
an adjunctive paraconsistent logic, and this is acceptable in LIR as well, since the
Axiom of Conditional Contradiction reduces to paraconsistent logic for non-
dynamic relations.®

By opposition between theories I refer to the real, polemical interactions
between holders of opposing views that may or may not be partially or (almost)
totally incompatible. Such interactions are horizontal (intra-level) in my frame-
work and can be viewed logically as instantiating the PDO as first one and then
the other protagonist prevails in the argument. My reason for preferring LIR to
some form of independence friendly logic (IFF) such as those proposed by Hin-
tikka is that I believe such opposition is not a ‘game’. There are two principal pos-
sible situations: (1) the players are solely in a survival mode, in which case the
applicable logic is classical binary logic; (2) they are in a collaborative and/or par-
tially irrational mode. Here, the possibility for emergence of an included middle
position should be included in the logic, and it is in LIR.

Béziau proposes a “Logic of Confusion” to describe how different, in-
compatible viewpoints, including theories, may be put or handled together, using a
paraconsistent discussive logic based on that of Jaskowski (Béziau 2001). This
construction is successful, in my opinion, and Béziau looks forward to the extension
of this logic of confusion to one in which is neither paraconsistent, nor paracom-
plete and in which implication is anti-deductive, perhaps in my sense of negative
implication.

© Priest states, flatly, that reality itself is inconsistent. LIR says that reality is contradictory, but it
is consistently so! Note that as phenomena approach, asymptotically, absolute non-contradiction,
they also approach consistency.
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In this strategy, a real-world situation is taken as the basis for theoretical
analysis, which does not yet tell us much about our arguing philosophers or logi-
cians. LIR will not answer the question of who wins the argument or if anything of
value comes of it, but sees it as an example of the structure in and of reality that
makes it, also, logical.

I propose the logic of/in reality, together with its PDO and associated on-
tology, as a metatheoretical scheme that can deal with scientific theories and their
data, and with inter-theoretical relations, where those relationships involve some
kind of real, structural or structuring interactions. Theories are today more gener-
ally viewed as classes of models, rather than classes of statements or propositions
(the ‘non-statement’ view), and the model-theoretical or structuralist standpoint is
more easily accommodated by the dynamic structuralist aspects of LIR, those that
are derived from the dynamic structure of energy.

Like any good empirical theory that makes an appropriate representation
of a field of experience, by this definition, LIR offers a structural model of at least
part of reality. The fact that PDO holds between two theories is not intended to
imply that it exhausts the relations between two theories, for example of reduction
or emergence. That fact would, however, offer an element of compatibility be-
tween some theories. I wish to emphasize the ‘some’ because there are many situa-
tions where the degree of interaction is too weak.

The distinctions between inter- and intra-level reduction, like other dis-
tinctions, often become dichotomies. It is accordingly useful, and very much in the
spirit of LIR, to look at the two types of reductionist activities as interactive.
Wimsatt (2007) places the emphasis where it should be, namely, on how science is
done. In this approach, an intra-level reduction is a successional one: when a new
theory reduces to an old one, it is thought to replace it. The entities and relations
involved are at the same level. This is reduction of theories in the physicists’
sense. An inter-level reduction involves articulation of a lower-level mechanism,
the operation of which is sufficient for the emergence of the higher-level system
property; mechanisms and properties are at different levels. It is in this type of ac-
count that explanations and new predictions become available. This is reduction in
the philosophers’ sense, where the less fundamental reduces to the more funda-
mental.

The principles of LIR could be stated in the same terms as many of
Wimsatt’s heuristics for fundamental problems in philosophy and science:

e Look for robust tendencies (e.g., toward identity or diversity), and
for conditions under which those tendencies are likely to be real-
ized, rather than for absolute positions.

e Study context-sensitive inferences rather than ones that are context-
free, along the lines of Aerts’ analysis of non-classical contextual-
ity, in which both system and perturbation have an internal relational
structure (Aerts et al. 2002).
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e Rather than looking for universal theories or principles which are
foundational to all the elements of a given domain, look for the
conjoint application of robust principles which may be heterogene-
ous in application, but complement each other to give a better fit to
the details of the situation.

For LIR, I seek no more (and no less) than the status of a such a robust
principle. Whatever universally applicable characteristics LIR may have, it would
be counterproductive to make their establishment the central goal of any discourse.
This will I hope be apparent in my treatment of complementarity in the next
chapter.

Reductionism, understood as a metaphysical doctrine that denies or dis-
credits the explanatory and/or causal power of higher level entities or phenomena
still has its advocates, as we will see later in this book. I will not enter into this
further area of polemics here. I would say simply, with the chemist Roald Hoff-
mann (2007) that vertical understanding, corresponding to classical reductionism
and horizontal understanding are involved in any scientific or philosophical under-
taking, and human beings mix up the two modes of explanation. The process is a
typically dialectic one and the rules of alternate actualization and potentialization
of LIR apply.

5.3 ONTOLOGY AND METAPHYSICS IN PARALLEL

In Chapter 3, I began to discuss the relation between ontology, as the
study of being, what is, and metaphysics as a universal discipline that is concerned
with the fundamental structure of reality as a whole. Metaphysics therefore includes
ontology and science, as well as the status and validity of metaphysics itself, as
proper subjects of study. The LIR approach emphasizes the relations between the
structure of reality and the role of the ontological elements in that structure, the
fundamental dualities, recognizing that the relations between the elements also de-
fine a dynamic process of alternating actualization and potentialization.

The metaphysical world-view that is implied by the PDO is compatible
with the metaphysical revision that has been “engendered by quantum mechanics”
(Redhead 1995). I do not have to have a prior ‘orthodox’ concept of reality in or-
der to define the best possible active role for what I observe, namely, that dualities
are present at all levels of reality, starting with that of the quantum field. The du-
alities in question have a kind of part-whole relation to the world, but one need not
assume that at the end of this analysis, one will have captured all the essential as-
pects of the world. I will not have, as a consequence, a ‘Theory of Everything’ (at
which I was not aiming in the first place), but I will have a framework that can
evolve in parallel with further development in the physical understanding of our
universe.
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The role of categories in ontology, independently of the formal mathe-
matical uses to which they can be put, is essential in defining LIR as a conceptual
structure that has additional explanatory power. In a categorial realist conception,
as suggested by Thomasson (2004), “providing a system of categories can be seen
as a, or even the central task of metaphysics”. I believe a robustly realist position
is made more plausible by the principles of LIR, since they improve our ability to
discern intrinsic divisions and above all changes or movements in physical reality.
For my purposes it is not necessary to decide for an ontological or metaphysical
reading of the term ‘category’, and both can be used as they complement one an-
other.

Von Bertalanffy questioned the concept of categories as a ‘Western’, ul-
timately bivalent concept, based on Whorfian reciprocal relation between lan-
guage and world-view. I will not take a position on this issue here, but I feel that
LIR naturalizes the debate on the cultural relativism of categories, as it provides a
basis for understanding the differences in cultures in the same dialectical terms as
other phenomena. I simply agree with von Bertalanffy’s conclusion (Von Berta-
lanffy 1969) that “they (categories) must, in a certain way and to a certain extent,
correspond to ‘reality’ — whatever this means in a metaphysical sense.”

Seibt’s definition of ontology is as an explanatory theory of truth-makers
of sentences, and the project of ontology as a theory of truth-makers is a prudent
one. It is distinguished from metaphysics by being metaphysically neutral, that is,
ontological theories specify what makes sentences of the theory true without being
committed to any particular theory of truth. Ontology in this sense is best com-
pared with semantic theories of inference, which discuss patterns of formal and
material inference. Such categorial inferences are the phenomena that ontologists
try to explain by devising a description of the truth-makers for the sentences in-
volved in them.

As one reads through the scientific literature, the terms ontology, onto-
logical and ontological theory are found relatively frequently. However, there is
rarely any reference to a process of drawing the categorial inferences regarding the
most general entities of the domain that are the ‘data’ of an ontological theory. I
can only conclude that ‘ontological’ is generally used as a synonym for what is
metaphysically real. In the dynamic logic of/in reality, an inferential phenomenon
is, exactly, a phenomenon, that must be characterized in the same way that all
phenomena are by its dynamics as a process, by itself and in subsequent interac-
tions.

The fact that Seibt founds ontology ultimately in agentive experience and
intuition is a reason to look closely at the similar founding of LIR in experience as
well as physics and being. I recall the reference to experience in the presentation
of the axioms of LIR and in relation to the LIR definition of processes in Chapter
3. Because everything in reality is logical in the LIR sense of incorporating rela-
tions of dynamic opposition, the experience of those relations is also logical, and
logic and experience become interchangeable terms. Further, in the epistemology
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of LIR, intuition is not something accidental and purely irrational, but is also
linked contradictorially to knowledge in the usual sense.

My hope is that by the end of this book, I will have established the LIR
system as ‘serious metaphysics’ in the sense that Bloomfield (2005) has given to
this term. I have the same negative reaction to attempts to study the characteristics
of ‘possible worlds’ that bear only hypothetical relations to this one, and I much
prefer to focus on how things actually are.

I thus agree with a critique of a metaphysics that

garners ‘putative’ knowledge about the nature of reality, our actual reality, by attending to
worlds which are logically consistent but which are nevertheless impossible given what is
actually true. Attending to these actually impossible worlds yields metaphysical ‘know-
ledge’ that is actually founded on ignorance.

My criticism of the philosophers who espouse such positions is that they accept
a definition of a possible world as one that is not logically contradictory. The the-
sis of this book is the exact opposite. The real world is only possible because it is
conditionally logically contradictory, that is, partly inconsistent, as pointed out in
Chapter 3. A world that is totally non-contradictory is an abstract entity.

The metaphysical prescription is clear: one should stick to a discussion of
those possibilities, or better, potentialities, which relate to the actual world — real-
ity. This is the way to carry out the basic task of serious metaphysics, namely, to
learn about the nature of the single truly real and actual world.

From a pragmatic standpoint, there is much to be gained in developing
the ontological and metaphysical approaches in parallel. In formal terms, meta-
physics can be an investigation into the reality and adequacy of a conceptual
structure for a scientific theory TH (whose source is an ontology as a theory of
truth-makers for TH, i.e., also a description of a model structure for TH) as well as
a description of the entities of reality and their behavior. Advantage can be taken
jointly of both ontology as a semantic level of interpretation and the LIR meta-
physics of material categories in an interpretation in terms of the laws of physics. |
claim that a complementarity exists between, for example, inference viewed from
the two perspectives. The relation I propose can be seen as an example of the fun-
damental principle of LIR, since when the ontological aspects of a theory are
actualized, e.g., the theoretical character of its constructs, the metaphysical and
physical aspects is potentialized and vice versa. At the same time, it formalizes
another example of agentive intuition, namely, that of ‘looking at something from
two points of view’.

I should repeat that it is essential not to confound, confuse nor conflate
the ontological, metaphysical and logical standpoints. Ontology and metaphysics
themselves are not totally separate nor the same but ‘inform’ each other not only
heuristically, in what I might call a transdisciplinary spirit, although this is also a
highly desirable goal, but also as models of reality, dialectically.
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I will speculate further here and suggest that in fact logic in reality,
metaphysics and the ontology that I have developed from them can be seen, non-
metaphorically, as a triad, each member of which is the included middle of the other.
If one concentrates on the interaction of the logical and metaphysical aspects of,
say, the process of implication, as in my logical calculus, an ontology emerges,
and so on.”

The philosophy of LIR is transdisciplinary, and any contribution it could
make to research on reality — in physics, ontology and metaphysics — will require
many interactions with other disciplines at both specialist and generalist levels.
But it is a novel theory, and the discussion in this book should be seen only as a
prolegomenon to the much deeper analysis that is required to take into account the
enormous weight of prior work.

5.4 THE STRUCTURE OF REALITY IN LIR

I assume that reality, the domains of which all theories try to describe,
has some logical and categorial as well as physical structure that can be further ar-
ticulated beyond the bare establishment of the categories as the ontology of LIR in
the previous chapter. Thus, the most important task at this point in my develop-
ment is to insure that the structural characterizations of reality in LIR are suffi-
ciently dense.

In previous Sections, I have referred to structures at various points, but
the concept or ‘structure’ of structure — conceptual, mathematical or physical — has
been left undefined. The description of reality in terms of levels also has left unde-
fined the structure of the processes occurring at a particular level. I will begin this
discussion by defining the conceptual structure of reality as it emerges from my
LIR theory at this stage. This concept of structure will be the basis for the discus-
sions of structural realism in science in Chapter 6 and cosmological structure in
Chapter 7. It is important to distinguish three broad but certainly not totally inde-
pendent definitions of structure: (1) as an object consisting of some physical parts
— a building; (2) the relations of those parts to one another and to the rest of the
world; and (3) a mathematical description of that set of relations. It is the rela-
tional description of structure that I will emphasize in what follows.

Seibt has suggested?® that the structure of LIR, as a metaphysical metathe-
ory, is in a sense as abstract as structures in mathematical category theory, that is,
the structures have themselves other formal theories and real phenomena as their
instantiations. Above, I have shown that the PDO is a theoretical, formal function
that is to be interpreted realistically as designating real properties of phenomena.

71 have adapted this idea from the ‘trialectic view of reality* of Craciunescu in which each
member of the triad of epistemology, poetry and metaphysics can be the included middle of the
other two (Craciunescu 1999).

8 Seibt, Johanna (2005, private communication).
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In this section, I claim that the PDO categorized in LIR/NEO defines a non-mathe-
matical structure of reality that matches the structures of the domains of applica-
tion in philosophy and science to be addressed. In my view, there are both physical
and conceptual structures to be described, for example, the structure of explana-
tions in the context of LIR to be discussed in Section 5.5 below. LIR is also a
physical theory about real relations, that is, antagonistic ones, that is an instantia-
tion of the largely abstract theoretical structure referred to above, and its output
are physical descriptions about at least certain aspects of reality. For example, at
the microscopic level, structure is described by the physics of the uncertainty
principle, which has an interpretation in LIR/NEO as a case of dynamic opposi-
tion.

I therefore need to look further at the ‘organizational’ structure of reality
established by the categories of NEO; the structure of reality as prescribed by LIR;
and the structure of the domains of application.

5.4.1 The Categorial Structure of Reality in LIR

The formal ontology of LIR, New Energy Ontology (NEO), like any
other category theory, is an abstract theory about what there is in the world, and it
is an abstraction from empirically gained knowledge, and in particular knowledge
about its dualities, as indicated in Chapter 4. In the standard view, categories are
supposed to reflect the most basic divisions among entities and are accordingly
supposed to represent the most basic part of the structure of the world, arrived at
by a systematic analysis of its objects.

I do not wish, at this point, to get into the discussion of whether Energy,
for example, or Process, is in some sense more or less basic than, say, Existence, Be-
coming, Sense, or Essence, all of which are categories that have been claimed, in
one system or another, to be the ‘most basic’. What I see in category theory that is
relevant to the core thesis above is some of the ‘machinery’ of the categorical ap-
proach that allows one to see the domain of application of LIR and NEO.

The relations between categories are as important as the categories them-
selves in defining the structure of the world. There are two ways in which these
relations can be described, the first being part of formal, mathematical category
theory and the second the more classical informal concept of links between cate-
gories.

5.4.1.1 Morphisms and Functors

In category theory, a morphism is a function between two objects in a
category that defines the relationship between them, how the structure of one can
be ‘mapped’ onto the structure of the other. In non-technical terms, a morphism
guarantees that the two objects have, in some important respect, a similar structure
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and form. In category theory, the nature of the objects or entities in a group of
categories is irrelevant. What characterize a category are its morphisms. In the
NEO category of Energy, there is a classical identity morphism that maps Energy
on to itself. If one takes two objects in the category of Non-Separability, say, the
pair of a theory and its contradictory theory and another pair such as genotype and
phenotype, the contradictorial aspects of the first map on to the second, no matter
how disparate.

A functor is a morphism or function between categories that insures that
the morphisms within them are preserved.” An example from NEO is a function
(functor) that ‘goes’ from the set of processes within the category Process to the
category Subject-Object and preserves the structure of Process in the sense that the
actualized aspect of a process is a subject and a potentialized one an object. Again
without going into technical aspects, the existence of these properties is an indica-
tion that my categorial scheme is valid.

The functors, at least informally, operate as might be expected: every-
thing in Energy maps to Process; Process maps to Separable and Non-Separable;
Non-Separable maps to Subject, Object and Subject-Object; and Subject-Object
(recalling that ‘subject’ and ‘object’ refer to actualization and potentialization as
agent and patient respectively) maps to T-states. This defines a kind of hierarchy
and justifies my calling the relations functors.

Regarding the morphisms within all the categories, the mappings, it may
be a consequence of the theory that they look very much like the axioms and onto-
logical predicates themselves. If one takes two processes or T-states, etc., X and 7,
then there is either a substantial contradictorial interaction between them or there
is not. If there is, they belong in the sub-category NSC of the category of Dynamic
Opposition. Within NSC, the single morphism or ‘mapping’ must be interpreted as
the relation of dynamic opposition itself. This is true also of the category of
Energy, in which the function of self-mapping, which is a standard operation in
category theory, involves the same principle, but it is clearly non-classical in that
it includes a self-duality. These results, which may be considered anomalies, arise
in my opinion from the fact that category theory was designed to handle objects,
including processes or events, whose major characteristic was their absolute iden-
tity.10

The above discussion further defines NEO as a categorial system, albeit a
non-standard one. In principle, given five categories, there are twenty functors
corresponding to the ten mapping relations and their inverses. Only some of these,
however, are important enough to be discussed as such. The point of this exercise
is that the set of functors between the five categories of NEO define a conceptual

9T accept the concept of preservation here, in contrast to its use in propositional logic; truth pres-
ervation is not directly applicable in LIR.

10 This picture nevertheless leaves place for the categorial features of both exhaustivity and ex-
clusivity: an entity either instantiates contradiction or it does not. There is no partial contradic-
tion. Similarly, to say that something is the same and/or different is exhaustive.
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structure that in and of itself is a structure or structuring of reality in which
dynamic opposition is operating in several different ways at the same time.

In his discussion of closed categories and toposes, Lawvere (1994) de-
velops a categorical refinement of Hegelian opposition and defines an ‘adjoint
functor’ that “is a precise realization of the allegedly nebulous notion of unity-
and-identity-of-opposites”. With these tools, he appears to resolve some of the
problems I have addressed, for example, the relation between the subjective and
the objective. Also, given two categories U and P, where U is a neighborhood of
P, a new category B (I am simplifying somewhat) can be obtained that depends on
a binary relation of ‘interlocking’ of sub-categories. Lawvere believes the system
of adjoint functors expresses the objective dialectical relations at the heart of a
given field. Since logic is the study of what is universal, one arrives at what he
calls the objective logic of the field. Similarly, Magnan and Reyes (1994) state
that in this way, classical logic appears as a particular presentation of the objective
logic of the category of constant sets. Their search is for an objective logic of the
universe of graphs that is richer, and they also suggest that universals of the mind
may be expressed by universal properties in the theory of categories.

There categorial constructions seem to me to lack dynamic reality, de-
spite references to them as models of becoming; the phenomena that are treated
are, again, limited to simple processes. Perhaps too concisely, I could say that they
lack any metaphysics. The reliance on the set of non-contradictory identities of
classical logic is replaced by another set of abstractions, and this new instar of the
ancient idea of the unity and identity of opposites does not suggest explanations of
real change.

Classical propositional logic can be axiomatized in category theory, truth
table semantics defined and the soundness and completeness of models proved.
The classical functions ‘true’ and ‘false’ can be defined as categorical functions
(arrows). Intuitionistic and modal logics can also be defined categorically, and
even theories in various fields can be seen as being equivalent to the existence of
specific functors between particular categories. I believe some forms of categorial
construction can be, with suitable modifications, useful for formalization of the
categories of LIR. Dynamic systems (evolutive sets), which are what LIR is pri-
marily concerned with, can also be represented by functors. The morphisms in the
category of such systems preserve the evolution and the morphisms between them
are morphisms between functors, called natural transformations. From this stand-
point, my categorial approach does not look too outlandish. It naturalizes (in the
usual definition of bringing into science) the intuition behind the formal categorial
concept of natural transformations.
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5.4.1.2 Ontological Links

The LIR view should be contrasted with the integration made by Smith
that shows a correct intuition although it retains the concept of entities essentially
abstracted from their real-world dynamics. Smith (2002) explores an ideal notion
of form as mathematical structure, which embraces logical, phenomenological and
ontological form. Form “seems fundamentally mathematical.” The formal entities
referred to by Husserl as manifolds can be considered as complex states of affairs
or partial possible worlds representable by forms of theories. Smith’s semantics
correlates the four Husserlian levels of form (expression, thought, meaning and
object) and thereby integrates logic, phenomenology and ontology. This neo-
Pla-tonist integration is interesting, but the logic involved is standard. In my view,
it thus excludes the dynamic, contradictory properties of form, and thus does
not adequately describe the real aspects of entities and processes.

Smith has listed the ontological links among entities in the different cate-
gories assumed in Husserl’s ontology as predication, qualification, formation and
representation and goes so far as to suggest that the Husserlian categories of Fact,
Essence and Sense are themselves largely defined by such links (Smith 2004).
These fundamentally different links entail a complex structure in the category
scheme. An ontology is not a catalogue or list of objects or processes per se, but a
general framework (= structure) for giving a suitable organization to such cata-
logues and lists. I note, however, that most ontological frameworks assume sets of
independent entities, whereas my fundamental thesis involves the non-separability
or non-discreteness (but not indistinguishability) of processes or events.

If I now look again at my list of major categories, I can also state what, in
each case, is the link of the category to the entities in it:

Link
Energy Equivalence
Process Change
Dynamic Opposition (SC and NSC) Qualification
Subject, Object and Subject-Object Representation
T-state Formation

To give one example, the formation of T-states requires the involvement
of entities in the sub-category of Non-Separability (NSC). In the example of Smith,
rather than a sequence or hierarchy of categories, one finds a matrix of moderate
dimensionality, 2 x 2 where formal and material categories link or apply to entities
in different ways. The structure of my categorial scheme consists of the indicated
five categories, but they are not mutually exclusive or intended to be exhaustive.
The structure involves links between all of the categories taken two to five at a
time, rather than a simple 2 x 3 matrix of two formal and three material categories.
Nevertheless, the resulting conceptual structure is not unlike the one above defined in
terms of functors. I consider that my conceptual structure can be used as a grid to
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be placed over the phenomena being considered to help develop aspects that can
provide additional explanation and predictions of their evolution.

I claim that NEO is an ontology rich enough to capture the essential types
of entities of reality. As a theory of change or becoming, I suggest that it is ‘deep’
enough in the Whiteheadian sense to determine what it is to be an entity at all, that
is, to be, namely, something instantiating the fundamental principles of dynamic
opposition, which in turn define, in the metalogic of LIR, what it means to exist.
These could also be called modes of becoming, defining ways in which entities
become the entities they are.

5.4.2 The Structure of the Domains of Application: Set Theory

My claim was that the structure of reality matched the structure of domains
of application. While this will become more apparent in discussion of specific
domains, to insure that LIR can be talked about formally, I need to provide a for-
mal account of the structure of reality, that is, of the processes and other categories
whose entities constitute reality in my view.

The standard, ‘classical’ language for discussing structure is that of mathe-
matical set theory, of which the components are elements, pairs of elements, etc.
and structural relations, in particular of sets to sets. A major problem being cur-
rently addressed within this framework is the indistinguishability of particles at
the quantum and atomic level. Seibt has studied this problem from an ontological
standpoint; the metaphysical development I will follow here is that of Krause
(2005), because of its relatively facile translation into LIR terms. As I did in Chap-
ter 1, I will state a standard view and then the significant conceptual differences
with the LIR theory.

Definition of Set

The Cantor definition of the concept of a set is “a collection into a whole
of distinct elements of our intuition or thought”. This definition already comes
into conflict with the principles of LIR, and, from my point of view, begs several
questions.

D1: In the LIR approach, neither elements of thought, nor any other ele-
ments, can be considered as totally distinct. Non-separability and asymp-
toticity apply also to the concepts of whole and part, such that part and
whole are also related contradictorially.
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Definition of Structure
In a typical semantic approach, structures are set-theoretical constructs,
that is, mathematical objects of the form A = (A, R) where A is a non-empty set

and R is a binary relation on A. Physics requires higher-order structures of the
same kind. In set-theoretical terms, a relation R is always constructed from the ob-
jects it relates.

D2: The objective of the analysis is completely different. The relation be-
tween two elements is grounded by the Axioms of LIR and the PDO, and I
want to show what this implies for the real structure of a process. In other
terms, given two sets A and B, axiomatically a bijection f from A to B exists
such that substitution of B for A always entails similarity. In other words,
they have a similar structure since only one reality relation exists at this
meta-level, that of dynamic opposition.

Quasi-set Theory

A relational structure in the usual sense is a collection of sets (or quasi-
sets) and the relations among them. Krause introduces the concept of quasi-sets in
order to define relational structures where the relations involved do not depend on
the particular objects being related. Quasi-sets are collections of elements of
which one cannot say that they are identical to or distinct from one another. For-
mally, this is equivalent to saying that classical identity in its sense as indistin-
guishability does not apply to the objects in the domain. In still other terms x =y
and x # y are not well-formed formulas in the logic of this theory.

D3: In LIR, entities are, by the fundamental axioms, both the same and dif-
ferent, both distinguishable and indistinguishable. This seems to me per-
fectly consistent with the interpretation of Krause for quantum cases. I need
to distinguish in some more formal way between macroscopic process ele-
ments involved in an ‘active’ process and objects for which the dialectics are
‘frozen’ (cf. Appendix 1) that is, subject to an input of energy, they are to all
intents and purposes in the ‘classical’ part of the LIR theory. This is similar
to the quasi-set situation, for such ‘M’ (macro) elements that are distin-
guishable, the set-theoretical description has a classical part.!!

I thus arrive at a concept of structure, also, as an entity in the category of
Process, described by a theory of non-standard sets, NSC-sets involving either a

' This is again similar to the contextual concepts of Aerts. It should be considered the rule
rather than the exception that macroscopic systems as well as quantum systems have classical
and non-classical parts.
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pair or a triple of non-separable elements, A and P, the binary reality relation Rlg
and the ternary reality relation Rly A, P and T. The NSC-set is like the quasi-set in
that it is an entity that is a collection of something of a kind, although it cannot be
regarded as a collection of (1) well defined and distinct objects; (2) indistinguish-
able objects; or (3) entities, process or other, with invariant properties.

The relational structures of reality in LIR are ones in which the involved
relations (the NSC-relations) do not depend on the particular elements being re-
lated, and the issue of having an effect, described by the relation, without some
individual causing the effect does not arise. Process elements are and are not indi-
viduals. However, if, as Krause shows at the quantum level, permutations of elec-
trons or atoms are not observable, it literally ‘makes no difference’.

In this sense, NSC-sets instantiate, like quasi-sets, the ontic sense of
structural reality, the Ontic Structural Realism (OSR) of Ladyman and Ross
(2007)'? that all that exists are structural relations with the only relata being other
relations. Descriptions that refer to any process of change (if I may be permitted a
locution that is redundant in my own terms), ipso facto describe the logical if the
not the total phenomenological structure involved.

D4: It is important to restate, for clarity, one essential respect in which LIR
and its categorial ontology differ even from quasi-set theory: the relations of
membership (of elements in a set) and inclusion (of sets in other sets) are not
primitive except for ideal, non-spatiotemporal entities; part and whole share
one another’s properties in the LIR mereology (see above). Thus in LIR it is
not only that quantum and certain non-quantum elements are separable non-
individuals in the sense of being distinct and indistinguishable, and that ele-
ments are non-separable from the whole of which they are parts, it is that the
parts actually instantiate aspects of the whole and vice versa.

5.4.3 The Metaphysical Structure of Reality in LIR

The structure of LIR as an ontology is thus one of a general but system-
atic framework. Its ‘outputs’ are ontological structural descriptions that are
about the categories and their internal and external relations, as shown above.
But LIR is also a physical theory about real antagonistic relations, and its out-
puts are also physical descriptions about at least some aspects of reality, subject
to measurement as indicated in Section 1.7. LIR, in my view operates as both a
meta-theoretical, general regulative principle of science and a law that can be in-
ternalized in the language of a given scientific theory proper.

12 Cf. my discussion of Structural Realism in Chapter 6.
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At the mental level, the structure of a reasoning process is given by LIR
as a ‘psycho-physics’, in which the elements are the lower-level neuro-physio-
logical substrates. However, this does not require tofal knowledge of the nature of
those substrates in the same way that the elements of quantum physics do not need
to be based on a final conclusion as to the ‘ultimate’ constitutive nature of the
photon or electron. One thus has a metaphysical energetic picture of the structure
of reality with potentialities as carriers from the lowest physical level to higher
ones throughout nature. It is a restatement of the insights of the later Russell of
propositions as “psychological occurrences” (Stevens 2006).

The question remains as originally posed by Lupasco (1967) “What is a
structure?” The answer he gave was that structures are also dynamisms, not to be
objectified and reified. Whatever rules one uses, “in order for these rules to gener-
ate a veritable structure, they must obey these logical laws or conditions necessary
for its existence.” Thus, using the method with which we may by now be familiar,
one finds three types of structure, or rather, Lupasco said, structuring (structura-
tion), one embodying primarily bonding forces and homogenization, another
primarily heterogenizing forces and a third at a T-state between the two. Any indi-
vidual structure is never rigorously actual, that is absolute in any sense, given the
nature and logic of energy. It is a dynamic structuring that is always functionally
associated with an antagonistic and contradictory potential structuring.

Lupasco made the following link between structure and form: the ener-
getic dynamisms that constitute all matter and all existence, and the systems they
generate, are

pure structural forms, containers of containers, structures of structures, subject to an
essential and ineluctable chain of transformation. There is therefore no such thing as a full
and static form; devoid of a present, going always from past to future, or even inversely,
temporality is immanent to form.

Every form, every system, all matter, in a word, is thus in LIR terms a
real process.'3

The structure of real processes involves the change of an energetic entity
and its opposite or antagonist from a state of subjective actuality to one of objec-
tive potentiality or T-state. Structure is thus defined by the sub-category of Non-
Separability. The values (degrees) of actualization and potentialization or T-state
are logical in that they depend on this syntactical structure as well as being con-
text-dependent.

What does this mean for a structural model or explanation? Does it make
sense to consider them, also, as dynamic forms, subject to potentialization and
the actualization of their contradictions? I think the answer is yes and no. As
formal objects qua their meaning, the structural descriptions of LIR as such, like

13 Lupasco designated all such processes as ‘non-ontological’, which meant everything that was
becoming, experience and logic. He used ontological to refer to being, which for him consisted
only of affectivity (affect).
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all propositions, belong in the category SC of separable, in this case non-spatio-
temporal entities, the data of standard inference; however, considered as processes
capable of change, they are from this point of view in NSC. I would include in the
list of structural models those displaying a sequence of argumentation in which
the advantage oscillates from one antagonist to the other.

The structures of all elements or entities in this non-separable category
gain their explanations from LIR as a metaphysical but also physical theory. The
elements are process structures, in the ‘NSC-set-theoretical’ sense and their de-
terministic dynamics is that described using the non-Kolmogorovian probability
language proposed in Chapter 1. The criteria for applying this concept of struc-
ture-as-process, given a process of two elements are those indicated above as the
requirements for application of the two-tier framework for analysis. Another way
of saying this is that a ‘structuring’ seen externally is a kind of form; looked at in-
ternally, it consists of the processes themselves. Metaphysical structural explana-
tion is a matter of picking out the elements in the category of Dynamic Opposition
and showing what is involved in the operation of the PDO. Being very general, 1
can take as ‘examples’ the structure of existence — life and growth vs. death — and
the structure of the universe — the increase of negative energy, the probable cause
of the current expansion vs. the decrease of normal and dark matter-energy. After
this it gets easier!

I will now mention two other theories of the structure of phenomenologi-
cal reality, indicate their strengths and weaknesses and develop the LIR concept of
structure based on the categories of NEO in relation to them as well.

5.4.4 Figure Versus Ground: Gestalt Theory

Two of the most discussed aspects of structure in reality that have been
formulated as dichotomies in both ancient and modern philosophy are form vs.
matter and figure vs. ground, in which the concept of form also plays a key role.
Their analysis will illustrate how the concepts of LIR play out in relation to terms
between which a relation of opposition is generally accepted. I will discuss the
second of these first.

Gestalt theory was collated and formulated as a broadly interdisciplinary
theory providing a framework for analysis of a wide variety of psychological phe-
nomena and processes (Lupasco 1967). Its basic concept is that of an interacting
figure, a form or process in a foreground that stands out against a background or
‘ground’. Applications were also seen in non-individual reasoning processes, for
example group dynamics. Kohler showed the existence of physical and psycho-
logical Gestalten with properties similar to the perceptive or phenomenal, in an
attempt to establish an isomorphic relationship between phenomenal and physio-
logical processes. The Gestalt psychologists determined empirically that one never
perceives isolated elements that are somehow combined or associated into percep-
tions and objects and that, further, any modification of either figure or ground
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modifies the entire ensemble — a form. This amounts to a psychological exemplifi-
cation of non-separability applied to sets and their elements (see Appendix 2).

The figure-ground duality as a structure in reality is easily incorpo-
rated into LIR, and without going further into its historical development, I can
put the original positive contribution of Gestalt theory on a sounder theoretical
basis. According to the fundamental principles of LIR, structures or forms can-
not be reduced to syntactic assemblies that can be manipulated by substituting,
for the organicity of the structures, that is, their dynamic stability, systems of
simplified relations between terms. This would represent a reification of con-
nections, characterizing terms only via positional values that negates a priori
all the phenomenological characteristics of structures, including, in particular,
the dynamic phenomenological shifts in perception that take place between fig-
ure and ground.

The Gestaltists did not show why, by virtue of what principle, interac-
tions between figure and ground should exist and behave the way they do. In LIR,
both figures and their related grounds are sets or classes. If one agrees that a set or
a class is always a duality of sets or classes, one identifying and the other diversi-
fying, linked by dynamic, structural interaction (contradiction), one can see that
the adjunction of one more identity or diversity can modify their union. The psy-
chological data reported by the Gestalt psychologists provide an illustration of the
dynamic logic of the contradictory. Seeing that figures and grounds are related
contradictorially, that is, alternately actualizing and potentializing one another,
relates them to the processes of which they are the physical and logical conse-
quence. Elements never just “come together” to generate an isolated form. Rather,
since every element is itself a form, it is apprehended in the form in which it is
included, and every form distinguishes itself as a form, in relation to the form that
surrounds it, on which it appears, which constitutes a ground, which is also a form.

5.4.5 Form Versus Matter: Catastrophe Theory

Another ancient argument is whether form, geometrical position, or mat-
ter is more fundamental in the universe. In the last half of the 20" Century, Thom
and Petitot developed a theory of morphogenesis, the origin of form, in terms of a
relatively small number of topological graphs of geometric singularities, called
catastrophes. In this theory, form is the most fundamental aspect of the phenome-
nological universe, that is, what is accessible to human perception.

Catastrophe theory (CT) abductively permits the classification and pre-
diction of the singularities of the morphogenesis of a system, even without knowl-
edge of the underlying dynamics or that of its macroscopic evolution. Petitot
showed that in addition to providing a method for modeling phenomena studied in
the natural sciences, CT was able to constitute an objectivity of phenomena of
social sciences (humanities), language and thought. Petitot said that CT ‘purified’
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phenomenology from the quasi-mystical Husserlian vision of essences, brought
back to it the mathematics that Husserl had refused to accept and transformed its
philosophical task into a scientific program. CT thus had the right to be considered
the first synthesis of geometry'* and phenomenology and a serious option for the
naturalization of phenomenology.

The reason that it is essential to discuss CT at this point is that it consti-
tutes a direct challenge to the fundamental principle of LIR, namely, its grounding
in the irreducible and oppositional duality of energy. If form is in part as funda-
mental as CT claims, then, in the spirit of LIR, a proper theory should not exclude,
either matter (energy, force, substance) or form, but show how the two work
together.

CT, however, was an attempt to be “the creation of a theory of morpho-
genesis in abstracto, purely geometric, independent of the substrate of the forms
and the nature of the forces that create them.” CT is to a certain extent a local the-
ory of the most general possible undifferentiated substrate, in which one can see a
resurgence of the Aristotelian scheme of hylomorphism, matter aspiring to form.
The resistance of biologists to CT was supposed to be due to the underlying ideal-
ism of this concept and the tradition in physics of the ontological primacy of
energy (force) over form, whereas the CT position is that “there is no reason to
think that force has in principle a deeper ontological status than form.”"

This principle is constitutive for CT, as it rehabilitates formal causality
beyond material causality and affirms that for all reality, the morphological-
structural order is constrained by a mathematics, by Platonic ideas — laws of form
— that nature is ‘obliged’ to realize. However, and we will see here the rationale of
this long excursion into idealism, Petitot insists that this principle, and thus pre-
sumably CT, “is only valid locally, the integration of local accidents into a global
structure giving back all their rights to the real and specific internal dynamics,
unreduced, i.e., to ‘matter’. Matter often imposes additional constraints, but the
macroscopic global appearance, form in the usual sense of the term, comes about
by the aggregation of a great number of local accidents, and the statistics of these
local catastrophes, the correlations that control their appearing in the course of a
given process, are determined by the topological structure of the internal dynam-
ics. “It is by the topological richness of these internal dynamics, their more or less
integrated character, that is explained, finally, the almost infinite diversity of the
appearances of the external world.”

14 This is not the only attempt at the geometrization of human concepts. Mazzola, in his ‘geomet-
ric logic’ of music indicates that the Yoneda ‘revolution’ in mathematics achieves this, but he
also explicitly states that this categorial approach is based on an ‘absolute’ logic derived from the
three fundamental classical axioms (Mazzola 2002).

15 The intuition that form is fundamental goes back to Plotinus and Plato, and I see it as defining
a type of personality or mentality that is simply the opposite of those who seem satisfied with a
view of matter (or matter-energy) as fundamental. The concept of form as fundamental, in the
LIR view, is wrong only if it is considered to be exclusive.
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In my view, the CT approach is a ‘textbook’ example of the reduction of
heterogeneity to the non-logical status of accident. Even for those who are not
familiar with the ideas of this book, the above separation into local and global re-
gions in which different principles apply may look suspect. Energy is not an ‘un-
differentiated substrate’. LIR undercuts the exclusivity of the CT approach since
neither form nor matter-energy need be considered primary in the sense that mat-
ter-energy also has structure, = form, given by antagonism. It is in fact what I des-
ignate as the foundational differentiation of the effective quantum field that is the
origin of form and everything else.

In a later paper, Petitot and Smith (1997) claim that it is separation that
accounts for phenomenal reality and discontinuities that serve as a central organiz-
ing principle of the phenomenal world.!® The authors appear to be maintaining the
principle of bivalence as a total exclusion or disregard, with the laudable objective
of coherence, of one of the terms of a dichotomy or duality. According to my cate-
gorial scheme, the Petitot-Smith approach would be applicable only to phenomena
in the category SC. Indeed, most of the examples used in the paper refer to simple,
macrophysical changes of phase.

Thom thought that the principal epistemological and ontological interest
of CT was to go beyond the antinomic disjunction between a mathematically de-
termined physical being and linguistically described phenomenological appearing
(apparaitre) and then reconcile them by integrating catastrophic infrastructures
into the mathematical determination of phenomena. CT proposes that one can pos-
tulate that these infrastructures constitute an objective correlate of the qualitative
linguistic descriptions in sciences, which are founded in “things themselves”. The
consequence is that one could go beyond the division of the subjective and the
objective and convert this ‘central problem’ into a scientific one. In his reworking
of Thomian idealism, Petitot (1988) asks how,

if one adopts the standard doctrine of objective explication by invisible entities (forces,
atoms, fields, etc.), governed by principles and laws capable of being defined mathe-
matically from the geometry of space-time, can one ‘redescend’ from such an objective,
mathematically determined reality to visible morphologies?

The answer based on LIR is that one cannot using the standard doctrine of
forces, etc., because it excludes the key antagonistic principles which allow differ-
entiated entities to be built up by and from them. Most importantly, the principles
of LIR provide for what Petitot described as “reciprocal interactions between an
entity and its environment that allow for ‘emergence’ (Petitot put emergence in
scare quotes) of morphologies by self-organization of material substrates.” From
this point of view, one does not need to speak of the appearing of phenomena or
manifestation as irreversible processes that the laws of physics, interpreted as in
this book, cannot describe; the observable discontinuities of a phenomenon do not

16T note that these authors claim no causal predictive or explanatory power for their theory.
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have to be separated from its physical objectification, and the relative continuity
of its existence.

If the separation proposed by Petitot and Smith exists, how can the
phenomenon, in its appearing, not be degraded to a “simple subjective-relative
appearance? How can a realist doctrine and an ontological conception of the ‘se-
miotic constraints of the perceptive organization of the real’ be reached?” Petitot
proposed that a transcendental objectivity of pure manifestation can be constituted
by identifying manifestation and morphology. A geometrico-topological analysis
defines, for every spatio-temporal process, ‘factors of phenomenological invari-
ance’ that play a fundamental role in their verbal description and consequently the
linguistic organization of our vision of the world. “Can one not admit that these
factors derive from the real properties of the objects of the external world, and
manifest the objective presence of formal entities linked to these objects, and of
which one can say that they are carriers of signification?”” Given the correlation
between manifestation and meaning, the synthesis between phenomenology and
objectivity permits the foundation of meaning in phenomenological objectivity. If
one admits this, CT can permit a geometric modeling of ordinary verbal thought
that can “replace semantic intuition, with its immediate subjective character, by
geometric intuition, that spatializes its object, and distances it from the thinking
subject.”

Now, one can perfectly well construct an idealist metatheory of transcen-
dental objectivity, but it unfortunately tells us nothing about the real world. I have
shown that the separation of subjective and objective leads to category errors, and
this discussion is a further example, that also shows the consequence of separation
of geometry and energy. Petitot also makes the statement that the factors of phe-
nomenological invariance, the catastrophic infrastructures of phenomena, consti-
tute “third terms — up till now totally missing — between description and explication,
between appearing and objectivity (Petitot-Cocorda 1985).” These third terms,
however, cannot be dynamically included middle T-states, as there are no dynamic
or even complementary interactions between the opposites involved, as I claim
there are, for example, between appearance and reality.

Petitot’s major project was to reformulate the Husserlian phenomenol-
ogical reduction to lived experience in terms of critical reduction to phenomena by
reinterpreting the original giving intuitions in terms of transcendental esthetics and
schemes. For this, a mathematical formalization of categorial intuitions is essen-
tial, resulting in a new conception of the relationship between mathematics and
reality. The development of mathematics realizes an authentic dialectic of con-
cepts which transcends them and this dialectic insures a schematizing function
which makes the Kantian a priori historical and diversifies it in regional ontolo-
gies. If catastrophe theory can pretend to be implicated in a constituting fashion in
experience, it is because it is based on mathematical theories which instantiate and
resolve problematic dialectic concepts (Hegelian syntheses suggested by Lautman
as “Ideas”). The impression that one retains from these conclusions of Petitot is
that of arriving back at real phenomena after a lengthy detour. If phenomena
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themselves instantiate dialectics, then they (the dialectical relations) can be
considered as ontologically constitutive, and the dynamic view of dialectics in LIR
provides physical explications of them.

There is an assumption by Petitot that his theory could be the source of
objectification of the virtual aspects of phenomena. It is possible that Petitot really
means that an objective phenomenal reality precedes intrinsic mathematical real-
ity, but then he should say so, and provide adequate characterization of those
‘virtual aspects’. My criticism of CT is not that it possesses a transcendental signi-
fication in its own terms for the constitution of a morphological-structural ontol-
ogy, but that a link to real phenomena is not made.

A major objection made by Petitot against logic is that it is inadequate to
give an adequate account of real phenomena. On closer inspection, it would ap-
pear that the logic under attack is classical, exactly that which, in contrast to LIR,
is absolute, idealized and abstract. If so, it never had the capability of providing an
adequate description in the first place.

In his dynamic structuralism of language, to explain denotation, the rela-
tion of description between language and external reality, Petitot-Cocorda (1985)
postulated a phenomenologically real, non-linguistic third term, the state-of-
affairs. Is this to be considered as an included middle in the sense of LIR? I think
not. Petitot proposes this term for constraints imposed by the physical world, lead-
ing to catastrophe theory as a synthesis between phenomenology (appearance) and
physical objectivity (reality). This synthesis makes possible the mathematical
definition of “factors of phenomenological invariance” as objective formal enti-
ties. In LIR and NEO, the approach to states-of-affairs is not to seek invariants in
them. An invariant is by definition excluded from being a part of a reality in which
elements undergo change. The phrase used by Cassirer of “invariants of experience”,
as well as the one above, are for me oxymorons. I mention the Petitot program!’
simply as reflecting another view of general relativity as geometry, excluding a
functional dualism of the LIR variety.

In order to complete the general discussion of the methodology of appli-
cation of LIR, since LIR is proposed as theory of explanation, I must also look
at what this means and to what extent LIR can answer ‘why’-questions. The the-
ory of explanation itself is an area of current philosophical debate, and it is there-
fore appropriate that I define (explain!) what I mean by explanation, that is, its
elements or structure.

17 As a further indication of the exclusive role of geometry, Petitot quotes Deleuze to the effect
that the a priori of his structuralism is topological and not logical.
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5.5 WHAT IS AN EXPLANATION?

The key questions to be asked in this connection are “What is an explana-
tion?” and “What are explanations of?” Answers to these questions developed
over the last half-century tended to focus on linguistic aspects of explanation, expla-
nation as a set of propositions of some kind. The necessity of relating explanation
to an underlying theory of real phenomena has now been recognized, but attempts
are still made to restrict this to a purely formal operations of deductive inference,
dependent on a standard first-order, consistent logics or neo-classical inconsistent
logics. In the last few years has it become apparent that such approaches provide
only partial insight into what really constitutes an explanation, namely, a descrip-
tion of both why and how a phenomenon is observed.

5.5.1 Two General Failures of Explanation

In both philosophical and logical texts, one is struck by the frequent simi-
larity of the forms of argument used and of the description of the difficulties
encountered by the respective theories. I will characterize these, for brevity, as
‘both-at-once’ and ‘spontaneity’. The common property of such attempted expla-
nations is that they are in fact nothing but descriptions of phenomena, lacking a
detailed characterization of any underlying set of principles or mechanisms that
could entail the changes involved. Some ancient and current examples serve, as
much as anything, to show the persistence of the problems and difficulties.

5.5.1.1 ‘Both-at-Once’

The idea that the world instantiates situations which can be described as
two opposing things existing at once is mentioned in the Diamond Sutra in
Buddhist Scriptures (ca. AD 350) — neither a thing (dharma, for which some ten
meanings have been given), nor a non-dharma. The Jains (Stcherbatsky 1962),
however, also in the first half of the 1st millennium, made similar statements posi-
tively, taking what might be called the first real dialectic position. The nature of
reality, they said, is permanent and impermanent at the same time, finite and infi-
nite, particular and universal. They realized that a being with absolute identity
would be unrelated to all others and could not exist, but without some identity,
it would be indistinguishable from everything else. Many authors use this con-
struction when they are unable to provide a satisfactory explanation of the phe-
nomenon under study. However, no explanation is given of how such states of
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affairs might be instantiated, and the phrase ‘both at once’ can only be understood
metaphorically.

Barel (1987) developed a concept of paradox as contradiction, an entity
being at the same time digital and analog, discontinuous and continuous, and as a
metaphor, particle and wave. The part of a phenomenon is at the same time smaller
and larger than the whole, and inversely. An intuition of intermediate states is pre-
sent, but it remains too arbitrary to be useful.

A related expression that is often used is ‘fusion’. One senses here a sin-
cere, not to say desperate desire to understand and explicate a phenomenon, but
almost no serious meaning, even in conceptual, philosophical space, can be given
to fusion (or mixture). Superficially dynamic, it actually describes only a simple
stochastic process. It may imply an interaction between two terms or elements that
fuse, but it fails to give an adequate picture of the rationale, content or conse-
quence of the change involved.!®

A relevant example for this study is the view of quantum mechanics
developed by Bohr. In his Copenhagen interpretation, to explain problems of
quantum measurement, he saw that quantum entities had to be described as both
continuous waves and discrete elementary particles at the same time. He avoided
contradiction and paradox by defining a concept of complementarity, equivalent to
‘both (A and not-A) at once’. This interpretation is now generally conceded to be
inadequate, but totally satisfactory replacements have not been developed, as I
will discuss shortly.

In summary, although the phrase ‘both at once’ fails as explanation, it
points towards situations in reality that can are targets for better explanation,
whether in philosophy or science.

5.5.1.2 Spontaneity

In work in process ontology, philosophy and metaphysics, dealing with
quantum reality, life, consciousness, and emergent organization, there still regu-
larly appear in the argument points of admission of impotence. Whether the au-
thors regard teleology or chance as fundamental, they postulate some arbitrary
kind of ‘spontaneous processes’ and/or underlying idealized structures as the basis
for order in the universe throughout ascending hierarchies of complexity. New
laws and properties accompany emergent processes, but no foundation or underly-
ing cause is suggested for their existence. I note ‘chance as spontaneity’ in Peirce;
Bohm’s underlying unity; Varela’s autopoiesis; the ‘creative spontaneity’ of
Rescher; Popper’s propensities; Kauffman’s spontaneous computational ‘order for

18 A recent example (Miller 2006) is the search for a ‘bridge’ between two traditionally opposed
hypotheses about how we infer the mental states of others: simulation theory (mirror activity)
and theory of mind (use of abstract rules). It is suggested that rather than being mutually exclu-
sive, the theories may describe “two processes we can mix together”.
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free’ plus evolution and Salthe’s ‘autonomy’ to name a few examples. These
issues are important, since the invocation of spontaneity is directly linked to criti-
cal metaphysical problems of the underlying existence of continuity vs. disconti-
nuity and determinism vs. indeterminism in the universe, as well as the importance
of cause in scientific theories.

Peirce (1998), for example, shows here again the combination of a cor-
rect new intuition, that metaphysics cannot require that all the details of phenom-
ena are determined by law (“Now, metaphysics has always been the ape of
mathematics”) and a, from my point of view, classically false one, namely that the
variety in the universe is arbitrary and “This variety must be attributed to sponta-
neity in some form.”

An interactive Internet project proposed by the authors of the encyclope-
dic Principia Cybernetica Web (PCP) attempts to answer fundamental philosophical
questions, and the site is organized as a complex network of mutually dependent
concepts and principles. The authors’ intention is to ground philosophy in change
and development, rather than static concepts of matter, substance or mind, but they
see evolution as the expression of a blind variation and selection process. The uni-
verse ‘self-organizes‘, resulting in the ‘spontaneous emergence’ of more and more
complex organizations. What is provided is hardly more than an idea. Spontaneous
emergence is no more grounded here than in far less sophisticated models from
Aristotle on. These remarks do not apply to the concept of spontaneous symmetry
breaking (SSB) in statistical mechanics and quantum field theory. In the former,
SSB can be described as a change in the order of a system due to instability under
small statistical perturbations. In the latter, ‘spontaneous’ refers to a situation in
which a member of a set of symmetric physical states is conceptually selected as a
ground state, in which case symmetry, conceptually again, is said to be spontane-
ously broken. The basis of the term is not in question here.

Even Husserl fell back on spontaneous beliefs as the basis for transcen-
dent intuition, that which places us in contact with the causally connected indi-
viduals that constitute the domain of natural realities. In his idealist system, it is
the source and foundation of our belief in the world and nature.

I thus restate what I consider the failures of spontaneity and simultaneity
as explanations:

e The absence of an explanatory mechanism for the apparent co-
existence, frequent or occasional, of opposing or contradictory
elements

e The lack of physical grounding of critical concepts of evolution and
emergence, and recourse to one of spontaneity, above the quantum
field level

The problems are, in my opinion, unfortunately quite general. They also
occur in discussions of the relatively new disciplines that that appeared in the last
twenty-five years or so, namely, cognitive science, complexity science and systems
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science. These sciences accomplish a number of important tasks in breaking down
artificial barriers between the classical disciplinary divisions in and between the
natural and social sciences. Their openness to social and political problems and
humanistic intuition are congenial to me personally, but I feel that most lack suffi-
cient fundamental physical grounding to be adequately rigorous or explanatory.

5.5.2 The LIR View of Explanation

My claim is that something like a logic of reality is required for explana-
tion that includes the antagonistic or contradictory aspects of the phenomenon
under study. If LIR were only a restatement of the intuition of the prevalence of
conflict of opposing forces in the world and of cyclic phenomena in nature and
human affairs, it would not have much new explanatory value. The essential addi-
tion of LIR is the demonstration that this intuition has a scientific basis, grounded
in the physics of the universe that can be formalized as a logic or logical theory. In
my view, a theory that did not take into account the existence of constitutive dy-
namic opposition at cognitive levels would in my view already be likely to be in-
complete or misleading, and in any event not provide a satisfactory explanation of
the phenomenon. To say that a trend toward reductionism in philosophy or science
is frequently, or always, followed by one toward anti-reductionism is nothing
more, as it stands, than an astute observation. In LIR, most of the explanations will
be metaphysical ones, with application to metaphysical problems, but in some
cases, the explicit definition of the PDO may have applications in science via sug-
gestions of directions of research.

Any explanation has two components, what is to be explained, the ex-
planandum, and the explanation or explanans. The explananda are the phenome-
nal or conceptual elements or entities e. By an explanation can be understood an
act of explaining, EA4, or the piece of information conveyed under the act, E/. In
fact, both are necessary for explanation, something that results in a change in the
state of knowledge (hopefully an increase) of its receiver. One also can and should
differentiate between causal explanations, which refer directly to a (clearly) physi-
cal event, and conceptual explanations, which are based on abstract relationships.
These would include relations defined by classical logic. Even in these latter
cases, it is necessary to maintain the proper order of explanans and explanandum
such that former provides the basic concepts used in the latter. Both types of
explanations involve act and conveyed information, but the validity of causal ex-
planations depends further on the causal relation itself.

Assuming a certain degree of background knowledge B — well-
recognized theories, laws and ‘facts’ from other disciplines, the essence of my
explanations in the context of LIR will causal ones be a situation description S of
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phenomenon in terms of the categories of NEO.!” An explanation is usually said to
be successful if there is a relation of logical entailment, in this case a deductive
one, between [S, B] and e. I have shown, however, that classical logical entailment
is tautological in real situations. Thus one must be satisfied, in my view, with
explanations that will never be completely satisfactory. This is a well-recognized
weakness of theory, which has been recognized by Bueno and da Costa and is one
of the justifications for their concepts of quasi-truth and partial structures in quan-
tum phenomena, but LIR gives this weakness itself a further theoretical basis. The
term explanation can refer both to relationship between a theory and a phenome-
non and between the description of the situation and a phenomenon. In the latter
case, it would be more reasonable to call it an expanded description.

There is one sense in which my categorial structure is open to criticism: it
states that essentially everything is a process and instantiates actualization and po-
tentialization and subject and object entities. I disagree. It is true that LIR is doing
its explanatory work in the ‘thin’ sense of explanation that metaphysical theories
can afford: structural description. I argue, however, that further structure is given
to my explanations by the different way in which I have defined structure as proc-
ess, that is, including the “quasi-empirical” reality values as its elements. I suggest
that there is a net gain in explanatory power once it is seen that all five categories
of NEO involved in a description of a phenomenon, and their interrelations, are
categories of real forces at work in them and not abstract classes of some kind.

There is a further implication of LIR as ‘experimental metaphysics’ to
use Redhead’s term (Redhead 1995): the method of valid argument in current phi-
losophy itself embodies tautological assumptions of classical logic. I do not wish
the validity of my argumentation and explanation to be judged by such standards,
exactly as I refuse a definition of logic as excluding the real world. I accept the
consequence that efficiency will be the only criterion of the value of my approach.
I will claim, non-defensively, that the consideration of dynamic opposition as fun-
damental, with regard to statements about laws of nature,* provides a new and at
least as satisfactory basis for ascribing validity to my logic as to proceed along the
lines of a proof-theoretical justification of the laws of classical logic (Dummett
1993). I do not need to consider logic as concerned solely with the validity of
forms of argument, represented by propositional inference schemas, requiring a
notion of truth under interpretation. I do not take truth for granted and I do inquire
into the meaning in reality of the notion of truth, as in Section 2.3. The pattern of
inference I will use in discussing particular theories is the one defined by LIR,

19 Hung (2005) describes a theory of projective explanation to describe explanations in science,
among other reasons to include the role of the observer. An observer characterization O describes
the mental constitution of the observer including his perceptual frameworks, beliefs, etc. It would
be perfectly congenial to a metaphysical discourse such as this one to include myself as O. This
would give logical status to my own prejudices.

20 There are several key issues revolving around the existence and domain of application of laws
of nature — ‘scientific laws’ — with which I will deal in Chapter 6.
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namely, from some reality values of actualization, potentialization or T-state to
other such values.

5.5.3 Explanation and Metaphysics

One debate about the nature of explanation can be readily approached
using the concepts of LIR. As summarized by Bird (2005), Explanations can be
further placed in two categories, subjectivist and objectivist, with the following
characteristics:

e Subjectivist (S-explanation): explanation = act of explaining and
what is provided by that act; anti-metaphysical — explanations are
not natural objects and do not constitute part of the way things are;
typically, incomplete; the relation between explanandum and ex-
planans is syntactic.

e  Objectivist (O-explanation): explanation = natural phenomenon in-
dependent of subject; deals with the way laws and facts relate
metaphysically; typically, complete; relation of semantic entail-
ment.

Hintikka and Halonen have championed formalized S-explanations as be-
ing most significant, but their theory has been severely criticized by many authors,
for example, of not distinguishing an explanation from the act of providing one, as
I have done above. In their defense, they say that they do consider dependence re-
lations required for the derivation of the explanandum from a background theory,
but are suspicious of attempts to posit metaphysical causal powers to back up such
relations of dependence. As evidence, these authors point to explanations made in
ordinary usage (e.g., of beliefs) that are accepted by people who do not observe
causality playing any role in them. This is probably true, but it does not mean that
causal processes are absent.

Sintonen (2005) mentions that the major contributor to a theory of expla-
nation, Salmon (1998), finally embraced a two-level or two-tiered view in which
relations of statistical relevance (the first level) are to be accompanied and sub-
stantiated by causal relations, and it is only at this second level that explanatori-
ness emerges.

A full discussion should await my development of the LIR view of cau-
sality, but the following claims are already possible using the LIR concepts in
hand:
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1. The two-tiered view of Salmon exactly fits the LIR two-level frame-
work of relational analysis: the movement from actualization to
potentialization at the phenomenal level is dependent on statistical
considerations, and explanatoriness is the T-state emergent as a
consequence of the causal relations also present.

2. Causality seems clearly essential to explanation, and if causality
poses problems for formalization, one is well advised to move away
from formal approaches, e.g., those that emphasize deduction as the
primary feature of the explanatory process. Deducibility is meta-
physically too weak to support an account of explanation.

3. In LIR, subjectivist stances can be given their proper value by
bringing them ‘home’ to a metaphysical framework as real, dy-
namic phenomena. On the other hand, problems with objectivist
stances can be answered by re-introducing the subject making the
explanation, at least, when the explanation does not involve ‘ex-
plaining” why some proposition or theorem is true, but why, and
how, some phenomenon has occurred. Such real-world explana-
tions are bound to be incomplete S-type explanations, but this is
acceptable, as there is greater assurance that they are relevant in the
sense of relevant logic (Chapter 1).

Some authors seem to have an intuition of a correspondence or other rela-
tion between S- and O-explanation. LIR provides a basis for establishing a contra-
dictorial relation between them that will enable both forms to be applied complex
situations, for example of debate about explanations!

5.6 THE ANALYTIC/SYNTHETIC DISTINCTION IN LIR

As a further introduction to the methodology of LIR and as an illustration
of how some of its concepts can be applied, using the framework suggested above,
I will look at the relation between sentences and reality that is implicit in the ana-
lytic/synthetic distinction. The reason that this philosophical issue is introduced is
that it is critical to much further discussion of applications of LIR for which stan-
dard notions of language, truth, inference and the logic of propositions must be
‘translated’ into the physical or metaphysical conceptions of LIR.

In Chapter 2, I discussed the LIR conception of truth as the truth of real-
ity, that is, of the status of real processes tending toward non-contradiction or con-
tradiction. This is in contradistinction to a concept of truth as the truth-value of
sentences. However, for my applications of LIR to philosophy and science, I will
be presenting a theory, consisting of sentences. Now, when I write a sentence, |
want you to believe it’s true. If you can’t or won’t, you should at least believe that
I believe it’s true. In both cases (I omit some pathological ones) the truth basis of
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my sentence is at issue, and I would like to be clear in what sense I want the truth-
value of my sentences to be understood, and what meaning I wish them to have.

This discussion, I believe, is essential because LIR statements look like
what are termed synthetic statements, that is, ones whose truth depends on matters,
in particular, contingent facts about the world, to which I have ascribed a certain
dialectic structure (see Section 5.4). Such statements are distinguished from ana-
Iytic statements that are true by virtue of their meaning alone.

Meaning arises from the syntax and rules of the language used. Quine
believed this distinction could not be made since sentences depend both on the
conventions of language use and facts about the world. In addition, this definition
of meaning is both circular and non-naturalist, in my terms; it lacks a link to real-
ity. Because there is no principled way of distinguishing cognitive processes
involved in analytical or synthetic statements, Quine’s view has been called ‘ho-
lism’, since there is no way of selecting which of the causal relations involved in
psychological states are also involved in the determination of meaning.

Naturalistic theories of mental states define their meaning in terms of
their psychological causal relations to other mental states, such as both beliefs and
behavior. This is the causal-role theory of content in cognition. If one assumes that
analytic sentences exist, meaning must be something separate and distinct from
other factors, but some way is still required for making this distinction. The way to
do this while avoiding circularity is to have some other, non-semantic, syntactic
characterization of the internal psychological states. I do not believe, however,
that such structural relations need to be defined as immutable and independent of
spatial and temporal location for human beings. Such distinctions only are valid
for systems like computers, where there is total separability between software and
hardware.

My claim is that LIR provides support to a naturalistic, causal-role theory
of mental content and a naturalistic means of drawing the analytic/synthetic dis-
tinction. This is because LIR a/ways defines a real relation between the intensional
notions or aspects of a phenomenon and the extensional ones. Kaye (1995) claims
that his causal role theory of content identifies the meanings of representations in
the brain with the causal relations of representations that are determined by their
structure and by the structure of cognition. Despite the incomplete knowledge of
the details of the causal relations within our mind/brains, LIR defines the opera-
tion in them of dynamic opposition as a structural or better structuring principle. It
is possible to say, now, that an analytic statement is true in virtue of the causal
relations resulting from its syntactic structure and, as well, the causal relations that
it stands in by virtue of the structure of the cognitive system that contains it. The
consequence is that an absolute distinction between analytic and synthetic state-
ments does not need to be fully maintained, without going to the other extreme of
having to deny variations in content for different psychological subjects.?!

21 This means that there is not a single rigorously identical concept that all subjects must share.
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In conclusion, analytic claims can provide insight into external reality,
but only if coupled with a non-semantic theory that provides some basis for expla-
nation of the coincidence between our concepts and the properties or real phenom-
ena of the world. By starting from the side of the phenomena, LIR permits progress
in this direction.

5.6.1 The Inferential Role Description

The causal role theory of mental content is a functional role theory in that it identi-
fies content with the role of a representation in cognition. Here, I wish to analyze
an inferential role account according to which the meaning of a mental term is
identical to the role in the totality of inferences that the individual makes. In defin-
ing such a categorial account in my system, one would first need to identify the in-
ferential role of the scientific terms one wishes to interpret with LIR or NEO and
then show that the definitions of the categories in LIR fit these inferential roles in
the scientific language and thus adequately capture the content of the scientific
concepts involved. As a model that may help in understanding the relation be-
tween LIR and NEO, I have selected the example of the term ‘perception’

1. The Scientific Term: ‘Perception’

2. The Scientific Concepts: About 30 from the light source to the conscious
thought and resulting behavior (‘Action’).

3. The Inferential Roles of ‘Perception’ in the Language: The inferential
roles of this term relate to the meaning to me of perception, that is of all the
inferences I make such as, for example, how (1) physical stimuli become
mental information; (2) mental and physical states can affect ‘Perception’;
and (3) an analysis of ‘Perception’ is essential to my theories, etc.

4. The Interpretation of ‘Perception’ with LIR/NEO: ‘Perception’ is a set of
processes of processes, etc., in which an inflow of energy in a first step ac-
tualizes, in a system of chemical and electrochemical gradients, depolariza-
tion (excitation) of nerve cells which is followed by the actualization of their
re-polarization (inhibition) and the potentialization of excitation, followed
by further similar post-synaptic transmissions which eventually become the
trace that is the conscious percept.

5. The Definitions of the (Relevant) Categories in LIR:
Process: Change
Subject-Object: Agent-Patient/Actual-Potential
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Energy: Effective Quantum Fields
T-state: Emergent Included Middle

6. The Fit of the Definitions of the Categories to the Inferential Roles of
‘Perception’: The categories assign meaning to all aspects of the mental rep-
resentations that constitute, for me, my patterns of inference-making about
‘Perception’, e.g., that it can lead to new notions or that I may be overloaded
and make erroneous judgments and arguments.

7. The Capture of the Content of the Scientific Concepts of ‘Perception’ by
the Definitions of the Categories: In the concepts of ‘Perception’ we have:
energy in micro- and macro-physical, chemical and electrochemical form;
dialectic of excitation-inhibition; changes at surfaces; a subject-object rela-
tionship between the energy and the perceiver; plans and ideas as T-states.

Kaye has criticized the inferential role account of mental content as circu-
lar since a characterization of truth conditions seems required for analysis of the
semantic assignments that in fact are or involve truth conditions themselves. LIR
undercuts this objection since I use the concept of dynamic opposition to delineate
the extension of a concept syntactically. My inferential role semantics do not only
involve or exist as truth conditions, but ‘reality’ conditions. Thus I claim that be-
sides causal-role theories of content, the notion of inference is available to me as a
meaning naturalist and scientist as well as to formal ontologists.

The LIR approach thus permits a clarification of the ‘role’ of the causal
and inferential role descriptions respectively. In this example, I see another instan-
tiation of the LIR two-level system of analysis: the causal role theory is itself syn-
thetic; the inferential role theory analytic and they are in a contradictorial relation
vis a vis the data — the phenomenological representations. The categorial inferen-
tial role theory serves in my view as form of control mechanism to check, as in the
American expression ‘reality check’, that one has successfully modeled and/or on-
tologically interpreted a term or a process. From this, it is not too far fetched to
suggest that the performance of philosophy is a dynamic and dialectical process it-
self, in which one oscillates between analytic and synthetic approaches, each serv-
ing as a control of the other.

My choice of perception as the object of the mini-analysis above was
thus not entirely arbitrary. Causal theories of perception (Boyd 2002) as well as of
knowledge in general have had a role in defending scientific realism and insuring
that scientific findings and terms have philosophical as well as scientific rele-
vance. I will return to the LIR version of scientific realism in the next chapter.
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5.6.2 The Syntactic — Semantic Distinction — and Conjunction

Placing semantics in the group of object levels and syntax (structure) in
that of meta-levels corresponds more or less to standard practice. What however
might be the consequences for their ‘working’ relation in LIR?

To answer this question I must first recall the notion of structure in stan-
dard logic. Structure for a well-formed formula in first-order predicate logic
(FOL) is like a line in a truth table of sentential (syllogistic or term) logic: both
yield, syntactically, that is, by virtue of structure alone, values of truth or falsity. A
structure in FOL consists of a domain and the assignments of (1) objects in the
domain to names of the logical language; (2) properties or sets of objects in the
domain to one-place predicates in the language; and (3) multiple relations or ob-
jects to multiple predicates. The relation of their respective definitions of implica-
tion also links semantics and syntax, but the discussion centers as usual on the
preservation of truth-values with which LIR is not directly concerned.

The lines of the ‘reality’ tables of LIR are like the above structures as
they were (axiomatically) defined in Chapter 1. On the other hand, the metaphysi-
cal structure of reality was developed from the considerations of the semantics of
LIR in Chapter 2. Instead of well-formed formulas that are true or false as above,
both LIR viewpoints yield the real state of the system, its values of actualization,
potentialization or T-state that describe its elements. For me, this functional rela-
tion between syntax and semantics is a further reflection of the relations of the un-
derlying physical reality. All of the pairs of phenomena listed thus have structural
or syntactic and semantic aspects, as will be seen in the various applications in the
following chapters.

By this time, it should be clear that the LIR semantics is far removed
from semantics as traditionally conceived, that is, as a ruled correlation of uninter-
preted symbols with bare, non-structured objects, with or without ‘temporal parts’.
In the dynamic view of Peruzzi (1994) “What exists is real interaction, schema-
tized in patterns on whose symbolization syntax operates”. I will refer to this arti-
cle on several further occasions.

The existence of what I consider functional links between syntax and se-
mantics is also illustrated by systems using standard logics for work on the cate-
gorial structure of natural language. Categorial grammar analyzes /inguistic syntax
and semantics in terms of type theory and the lambda calculus (van Benthem
2003).

The purpose of such exercises is to provide a perspective on parameters
for linguistic description, needed for explanation in linguistic frameworks. Cate-
gorial derivations are made that consist of binary assertions of the form:

e Expression £ has syntactic category C
e Term t has semantic type a
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As shown by van Benthem, the two viewpoints work in tandem, so that
parsing a string of words with syntactic categories produces a description that uses
correlated semantic types. He further indicates that the application of categorial
logic and categorial grammar to language could have further ‘naturalistic uses’.
The assignment of reality values to phenomena via the conceptual and logical
structures of LIR is a development in this direction as well.

What I have now defined is a concept of the structure of reality that does
not depend on any transcendental notion of human experience such as that present
in Heidegger or the neo-Kantian phenomenology of Petitot. I have also established
a framework for analysis that is broadly applicable to dualistic entities in philoso-
phy and metaphysics. In the next chapter, I will provide a preliminary outline of a
potential LIR philosophy of mind and phenomenology, as well as defend new in-
terpretations of the major philosophical issues of causality, determinism and con-
tinuity. Combined with critical changes in the standard conceptions of time and
space in Chapter 7, they will be the basis for a contradictorial view, in Chapter 8,
of emergence and the related problems of life and evolution.

References

Aerts, Diederik, Jan Broekaert, and Liane Gabora. 2002. Intrinsic Contextuality as the Crux of
Consciousness. In No Matter, Never Mind, eds. K.Yasue. Amsterdam: John Benjamins. Ad-
vances in Consciousness Research 33 ISSN: 1381-589X.

Barel, Yves. 1987. Le paradoxe et le systeme. Grenoble, France: Presses universitaires de
Grenoble.

Batterman, Robert W. 2002. The Devil in the Details. Asymptotic Reasoning in Explanation,
Reduction and Emergence. Oxford: Oxford University Press.

Béziau, Jean-Yves. 2001. The Logic of Confusion. In Proceedings of the International
Conference on Artificial Intelligence, IC-Al. Las Vegas, NV: CSREA Press, pp. 821-826.

Bird, Alexander. 2005. Explanation and Metaphysics. SYNTHESE 143: 89-107.

Bloomfield, Paul. 2005. Let’s Be Realistic About Serious Metaphysics. SYNTHESE 144: 69-90.

Bottani, Andrea. 2001. L ‘universalité et l'incomplétude de la méréologie extensionelle classique.
In Méréologie et Modalités, Travaux de Logique, CdRS, Vol. 14. Neuchatel, Switzerland:
University of Neuchatel, pp. 75-94.

Boyd, Richard. 2002. Scientific Realism. The Stanford Encyclopedia of Philosophy (Summer2002
Edition), ed. Edward N. Zalta. http://plato.stanford.edu/archives/spr2002/entries/scientific-realism/

Bueno, Otavio and Newton C. A. da Costa. 2007. Quasi-truth, Paraconsistency, and the
Foundations of Science. SYNTHESE 154: 383-399.

Craciunescu, Pompiliu. 1999. L’état T’ et la transcosmologie poétique. In Stéphane Lupasco,
L’homme et ['ceuvre, eds. H. Badescu and B. Nicolescu. Monaco: Editions du Rocher.

Dummett, Michael. 1993. The Logical Basis of Metaphysics. Cambridge, MA.: Harvard
University Press.

Hoffmann, Roald. 2007. What Might Philosophy of Science Look Like if Chemists Built It?
SYNTHESE 155: 321-336.

Hung, Edwin H.-C. 2005. Projective Explanation. SYNTHESE 145: 111-129.



162 5 THE CORE THESIS OF LIR: STRUCTURE AND EXPLANATION

Kaye, Laurence J. 1995. How to Avoid Holism and Draw the Analytic/Synthetic Distinction.
http://www.cs.uchicago.edu/philosophyProject/ LOT/KAYEAS.html

Krause, Décio. 2005. Structures for Structural Realism. Journal of the Interest Group in Pure
and Applied Logic 13: 113—126.

Ladyman, James and Don Ross. 2007. Every Thing Must Go. Metaphysics Naturalized.
Oxford: Oxford University Press.

Lawvere, F. William. 1994. Tools for the Advancement of Objective Logic: Closed Categories
and Toposes. In The Logical Foundations of Cognition, eds. J. Macnamara and G. E. Reyes.
New York: Oxford University Press.

Lupasco, Stéphane. 1967. Qu ‘est-ce qu 'une structure? Paris: Christian Bourgois.

Magnan, Frangois and Gonzalo E. Reyes. 1994. Category Theory as a Conceptual Tool in the
Study of Cognition. In The Logical Foundations of Cognition, eds. J. Macnamara and G. E.
Reyes. New York: Oxford University Press.

Mazzola, Guerino. 2002. The Topos of Music. Geometric Logic of Concepts, Theory and
Performance. Basel, Switzerland/Boston, MA/Berlin: Birkhduser Verlag.

Miller, Greg. 2006. Probing the Social Brain. Report on the Cognitive Neuroscience Society.
SCIENCE 312: 839.

Muller, F. A. 2005. Deflating Skolem. SYNTHESE 143: 223-253 .Pamuk, Orhan. 1996. The
Black Book. San Diego, CA: Harcourt, Brace.

Peirce, Charles S. 1998.The Architecture of Theories. In Philosophers of Process, eds. D.
Browning and W. T. Myers. New York: Fordham University Press (originally published in
The Collected Papers of C. S. Peirce, Vol. VI, eds. C. Hartshorne and P. Weiss. Cambridge:
Harvard University Press, 1935).

Peruzzi, Alberto. 1994. Prolegomena to a Theory of Kinds. In The Logical Foundations of
Cognition, eds. J. Macnamara and G. E. Reyes. New York: Oxford University Press.

Petitot, Jean. 1988. Logos et Théorie des Catastrophes. Geneva: Editions Patifio.

Petitot, Jean and Barry Smith. 1997. Physics and the Phenomenal World. In Formal Ontology,
eds. R. Poli and P. M. Simons. Dordrecht, The Netherlands/Boston, MA/London: Kluwer.

Petitot-Cocorda, Jean. 1985. Morphogenése du Sens. Paris: Presses Universitaires de France.

Priest, Graham. 2002. Inconsistency in the Empirical Sciences. In Inconsistency in Science,
ed. J. Meheus. Dordrecht, The Netherlands: Kluwer.

Redhead, Michael. 1995. From Physics to Metaphysics. Cambridge: Cambridge University
Press.

Sintonen, Matti. 2005. Editorial. SYNTHESE, Vol. 143: 2. Referring to Wesley Salmon. 1998.
Causality and Explanation. New York: Oxford University Press.

Smith, D. Woodruff. 2002. Mathematical Form in the World. Philosophia Mathematica 10: 102—129.

Smith, D. Woodruff. 2004. Mind World. Cambridge: Cambridge University Press.

Stcherbatsky, F. Th. 1962. Buddhist Logic. New York: Dover (originally published in Leningrad,
USSR: Academy of Sciences of the USSR, 1930).

Stevens, Graham. 2006. Russell’s Repsychologising of the Proposition. SYNTHESE 151: 99—-124

Thomasson, Amie. 2004. Categories. The Stanford Encyclopedia of Philosophy (Summer 2004
Edition), ed. Edward N. Zalta. http://plato.stanford.edu/archives/sum2004/entries/categories/

Van Benthem, Johan. 2003. The Categorial Fine-Structure of Natural Language. http://
www.illc.uva.nl/Publications/ResearchProjects/PP-2003-20.text.pdf

Von Bertalanffy, Ludwig. 1969. General System Theory. New York: George Braziller.

Wimsatt, William K. 2007. Re-Engineering Philosophy for Limited Beings. Cambridge, MA:
Harvard University Press.



6 LIR, METAPHYSICS AND PHILOSOPHY

Abstract The discussion in this chapter will provide the tools for analysis of
several meta-philosophical questions, including deciding what kind of principle
the PDO really is and what the meaning is of such a principle being ‘constitutive’.
LIR is proposed as a way of resolving the dichotomies of cause and non-cause,
determinism and indeterminism, and continuity and discontinuity. These analyses
will enable a definition of the specific form of scientific-structural realism, inclu-
ding a metaphysics of relations, that LIR supports. A critique of current realist and
anti-realist views places LIR in relation to current controversies about laws of
nature. The relationship to the dialectics of Hegel is explored, to avoid the
misconception that the ternary LIR system of actualization, potentialization and T-
state is equivalent to Hegel’s triad. The chapter closes with a brief summary of the
LIR view of the domains of philosophy, including the philosophy of mind and the
related issues of the naturalization of phenomenology.

6.1 INTRODUCTION: CAUSE AND DETERMINISM

In the first half of this book, I have referred informally to a discipline or
body of knowledge designated as metaphysics and to a number of different rela-
tions between metaphysics and my logic of/in reality, LIR. I have discussed the
structure of reality and the relation between my ontology and its categories and
metaphysics. There are several fundamental, closely related problem areas that are
considered to lie in the domain of metaphysics, some of which I have alluded to,
that I will now address in detail. They are generally presented in terms of dualities,
but the LIR logical system is founded on these dualities as fundamental proper-
ties of nature. For this and other reasons, I believe the logic and ontology of the
system I have designated as the logic of and in reality can provide a substantially new
approach to the relations between them and the knowledge that this can occasion.

Let me first distinguish between determinism and cause and their oppo-
sites, indeterminism and effect. Determinism refers to a series of causes or the
absence of them. Its relation to indeterminism is that of A to non-A. The relation
of cause to effect is that of one entity to another one, A to B. The A/non-A case is
clearly governed, in the LIR view, by the axioms of Conditional Contradiction,
Functional Association and so on. LIR will apply in the A/B case in general if the
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axiom of Functional Association holds. The task is therefore to show that it holds
as a theorem in the cause-effect case.

In the discussion of determinism, the focus is on the time-dependent se-
quence of causes (and presumed effects) rather than on a specific instantiation of
it. The sequence is often considered to begin concomitantly with the universe
itself. Spontaneity, one of the terms I have just criticized, is usually presented as
an effect without cause. I might characterize its use as irrational, were it not for the
large number of respected thinkers who have had recourse to it in one context or
another.

The problems of cause-effect and determinism-indeterminism are closely,
not to say inextricably related, but I have to start somewhere, and I have chosen to
start with the more experiential question of causality or causation.!

6.2 CAUSALITY IN LIR

The difficulties associated with the problem of causality and finality,? in
my conception, is the consequence of a world-view based on a classical logic of
identity. For Kant and his followers, causality was nothing more than a rational
synthetic order imposed a priori on the a-logical, noumenal givens of diversity,
such that experience could be possible. Cause and effect became condition and
conditioned, and his implied rigorous determinism was equivalent to a conception
of a non-contradictory universe. No chance, then, since this would have to arise
from some irrational principle of negation, destroying the logic of identity. No
efficient cause since this would look too much like a mysterious agent or power.
This would also be outside classical logic, and which might imply the notion of an
adverse agent, and thus contradiction or some other kind of functional interaction
between instances of identity and diversity! No final cause either, because a
finality, an effect that has not yet been completed, that is still virtual or potential,
implies the antagonistic forces that were preventing or would prevent that
completion, present at the same time, in other words, another contradictory
dualism that would be contrary to classical logic.

In contrast, the LIR categories of ontological dynamic opposition and
change as process in the elements of reality that are modeled in LIR can accom-
plish two tasks: (1) a basis for the existence of causality and finality is possible;

!'T shall use causality when focusing on the more theoretical or philosophical aspects of the
phenomenon and causation on the more physical ones, but total consistency is difficult if not
impossible, and I ask the reader’s indulgence in adapting his own distinctions, if any, to my
‘inconsistency’.

2 The problem of causality has been referred to a the “black hole at the center of our universe”
(Schaffer 2006).
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and (2) the relation between them and an interpretation of where they should
properly be applied can be established.

Without contradiction, if either affirmation and negation, or identity and
non-identity were the absolute, non-developing bases for existence, one or the
other always true and self-sufficient, there would be no place for change or cause.
Self-causation would also be excluded, since this would also imply a change from
an initial definitive state. A reality that is rigorously non-contradictory or rigo-
rously contradictory in the physical/metaphysical sense I have proposed excludes
both cause and effect, because it can only be a reality that is rigorously static. The
same situation obtains as in the discussion of being in Chapter 3: being cannot be
logically conceptualized without non-being.

The antagonistic structure of LIR not only implies cause, but that
causality and finality themselves are logical processes. The results in the complex-
ification of the notion of cause, as different species of causation correspond to the
different entities in the category of process. The relativity of contradiction, the
movement toward both limits of contradiction and non-contradiction, means that
at the heart of logic in the expanded sense I have given to it, there are two inverse
and antagonistic causalities: any identity, for example, that is more or less an
identity, is the effect of all the series of identities which ‘went’ from potentiality to
actuality, by the process of ortho-dialectics, and are, consequently, both effects
and causes (Lupasco 1987b). The same scheme applies to a given non-identity
(diversity), determined by the series of more or less actual diversities. This
negative (diversifying, not negating) causality, like all negative logical functions,
has been ignored for the usual reason of the general tendency to focus on positive
identities as the only carriers of reality.

In addition to these two causalities, however, there exists an additional
causality of antagonism that determines them, in which a given actualization is
the cause of the contradictory potentialization. Thus, to the series of causes and
effects, or cause-effects of the same order, of identity or non-identity, is added a
series of contradictory cause-effects. A given identity or diversity causes, by its
actualization, the potentialization of the given diversity or identity respectively,
which becomes its contradictory effect. From this, it can be shown that each cause
C is (1) the effect of (relatively) non-contradictory causes; and (2) causes non-
contradictory effects of the same order, at the same time as it, C, is the cause of
the contradictory effect and the effect of the contradictory cause.

No understanding of a dynamic view of phenomena can be had without
following the implications of this form of argument, as can be seen in its appli-
cation to necessity and universality, on the one hand, and contingency and particu-
larity on the other. Both sets of terms are caused by themselves and, at the same
time, each set is caused by the other. The series of relative necessities and
contingencies are caused by the series itself, from the point of view of its being a
dynamics going from actual to potential; at the same time, necessity is the cause of
contingency and vice versa.
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The same reasoning applies to the epistemological subject: as actualiza-
tion, it is the cause and effect of itself and, at the same time, cause of the object
that is the consequent effect, as a contradictory potentialization, of this actualiza-
tion. The category of Subject-Object characterizes the process of cause-effect.
Causality is thus, as actualization, always primarily subjective in the standard
sense, the source of subjective idealism. Similarly, what is potentialized is also the
cause-effect of itself, as object, and also the cause of the subject. The object is the
knowable or known, the intelligible, the real, what has the function of reality and
the ‘truth’ of reality, the source of realism, which is then just a logical function
like idealism, both functions of the causality of antagonism. In order to visualize
this, one has to imagine any movement from cause to effect as a highly non-linear,
multi-dimensional process. Feedback occurs not only in the general systems sense,
between, say a conscious objective of executing a plan of action (non-contradiction)
and the unconscious elements that went into its creation (contradictions), but with
the potentialized aspects of non-execution of the plan.

The contradictory interaction of the two main causalities of non-
contradiction generate by mutual inhibition (semi-actualization and semi-poten-
tialization of both), a causality of contradiction, a series of logical values in the
category of T-states. The causalities of non-contradiction are the cause of the
causality of contradiction, and the latter is the cause of the former. One can then
make a key link with the concepts of immanence and transcendence, since (1) the
causalities of non-contradiction, of rationality and irrationality respectively can
be called transcendent to the extent they transcend contradiction; but (2) these
causalities are the cause of the causality of contradiction, that can be called the
causality of immanence or immanent causality. Logical values that imply im-
manence and transcendence ‘cause’ themselves reciprocally. An essential corollary
of this point is that there are no ‘pure’ immanent and transcendent phenomena.
One cannot, therefore, separate completely immanent ‘real’ events and trans-
cendent ‘abstract’ facts (statements, propositions, categories, etc.) qua their exis-
tence but only qua their meaning by abstraction and elimination of any dynamics,
that is, as non-spatio-temporal entities.

Since all energetic phenomena imply antagonism or dynamic opposition,
this in turn implies, at some point, a potentialization becoming actual and an
actualization becoming potential. The latter, as an efficient cause, generates a final
cause, the locus of which is in the antagonistic dynamism that it potentializes. An
antagonistic efficient cause is thus the source of every final cause and thus of
every consequent process of actualization that results from it, and a final cause is
the source of every efficient cause, by the corresponding process.

The LIR approach, that redefines causes and effects in dynamic terms,
means that they are not to be separated from phenomena as such, provided
the phenomena are sufficiently complex, that is, are in the sub-category of Non-
Separability. LIR supports the view of some philosophers that properties just are
dispositions, but with the dynamic logical structure suggested. The use of the
copula ‘is’ and ‘are’ refers primarily to the exemplification of properties. It is in
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this predicational sense that I have postulated above that the properties of intensity
and extensity ‘are’ energy, and vice versa.?

This fundamental concept, that phenomena are their own causes and
effects, or better cause-effects, can be illustrated by the following perhaps brutal
example, which is nevertheless more pertinent that billiard balls or iron balls on
cushions. It requires, but this should be a matter of course, that one distinguishes
between proximate and distal causes: they may have different mechanisms. Pro-
gun lobbyists clamor that “Guns don’t kill people; people kill people”. They are
right here (although wrong on everything else). My point is that the psychological
intentional structure that is the actualized cause of the event is also the poten-
tialized effect, to be actualized eventually in terms of recognition of guilt, ac-
ceptance of exposure to punishment by oneself or others, or total repression of
the event into the unconscious. I believe most psychologists would accept the
statement that such repression is a real process entity that has the ‘potential’ of
being a cause of further behavior of some sort.

The concept of some kind of reciprocal relation between cause and effect
is not novel. It is a commonplace that it may be difficult to decide whether A
causes B, B causes A or both. Is a bad leader, for example, the result or cause of a
bad social and political climate? What LIR does is place this concept in a logical
context, in which it can be related to the functioning of other phenomena, as well
as receive an explanation as another instance of a process of Conditional Contra-
diction.

6.2.1 The Metaphysics of Causation

In this section, I will make the discussion of LIR view more concrete by
discussing it with reference to the questions generally posed about the meta-
physics of causation, following the outline of an article by Schaffer (2003).

1. Relata
The entities in the cause—effect relationship are called relata; they are
considered to be in the categories of events (coarse-grained) or else facts,

3 Cao (1997) mentions an early (1894) attempt by Hertz to describe the coupling between two
particles: “The motion of the first body determines a force, and this force then determines the
motion of a second body. In this way force can be with equal justice be regarded as being always
a cause of motion, and at the same time a consequence of motion. Strictly speaking, it (force) is a
middle term conceived only between two motions”. Einstein replaced the mysterious “middle
term” by the electromagnetic field, which can exist independently of the particles, but, given the
LIR view of causality, Hertz’ intuition of an included third term and cause-effect may be relevant
at levels above those of fundamental physics.
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situations, tropes, states of affairs, etc. (fine-grained), and their number varies
from two to four, when it is considered to include causal alternatives
(counter-factual events, ones that could have happened but didn’t).

LIR: there are two relata that are processes, including events and some facts,
in the category of non-separable entities. Other events and facts, also with
two relata, including propositions gua their meaning, are in the sub-category
of Separability. The former, which also may include the latter at the same
time, instantiates the two chains of causality; the latter only the standard
chain of simple proximate causes.

2. Immanence and Transcendence

Events, etc. are considered real and immanent, while facts, as true
propositions, are considered abstract and non-spatio-temporal.

LIR: immanence and transcendence are related contradictorially, and are
not absolute, but refer to the relative degree of contradiction and non-
contradiction respectively. Both facts and events can be immanent or
transcendent. If there is no antagonism, contradictorial interaction, there are
only simple causes and effects in the everyday sense.

3. Absence

Since absences can be involved in causal relations, they are considered
transcendent in one standard view as being non-occurrences, negative exist-
ential statements, involving negative properties, whereas another standard view
denies that absences can be causal.

LIR: It is practically a paradigm statement of the LIR view that absence can be
causal — immanent or transcendent in the sense of 2. This is what I meant
earlier by the giving adequate ontological status to the negative aspects of
phenomena.

4. Individuation

Individuation (see 1.) is supposed to lie on a continuum from extreme
coarseness (simple events) to propositions, the most finely individuated.
LIR: I see the continuum in a different manner, in terms of antagonism, in
the sense that there can be coarse events with little antagonism, and fine
events involving substantial antagonism, and vice versa.

5.  Relation, Determinacy and Connection

The nature of the causal link has been the source of the greatest controversy.
One finds two sharply opposing views: the causal connection is indetermin-
istic, defined in terms of probability; a cause raises the probability of an
effect (see below, probabilistic causation). The other view that is an account
that talks as in LIR about change, energy and process considers that cause is
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physical producing. The way it is formulated, the standard process view
leads to problems, and attempts have been made to combine the two to
insure causal connectedness as well as explain the disjunction or disconnect-
tion between distal and proximate causes. The causal connection is under-
stood in terms of the probabilities of processes.

The difficulties have led to further concepts such as primitivism, which
says that causation is irreducible and in fact the notions of probability and
process cannot be understood without reference to causation, and analysis is
impossible because there are no more basic concepts. Similarly, eliminativism
says that science has no need of causation: it is a “retrograde relic of Stone Age
metaphysics” in the absence of some other scientific scheme.

LIR: The LIR argument from the dynamic opposition in physics is a more
basic, scientific concept that allows one to retain the advantages of cause-
effect against the arguments for primitivism and eliminativism.

Lowe’s definition of the metaphysical concept of agent causation
(Lowe 2002) requires, for agent A to cause event e, another event x that
‘involves’ A and it is x that causes A. Involvement might consist is
something like x causing a change in the intrinsic or relational properties of
A, but this is hardly satisfactory. The problem of involvement is resolved in
the LIR picture: it is the dialectical connection between A actualized and e
potentialized.

6. Direction: The Temporal Order of Cause-Effect

The standard view (which I share, to be perfectly clear) is that the causal
order is the temporal order, but there are arguments for the alleged possi-
bility of ‘backward causation’ in reality.

LIR: Most of the arguments, some of them from physics, depend on a form
of counterfactuality which is contrary to experience. Godel’s proof of the
possibility of time travel seems to be either an artifact of his mathematics,
require an unlikely classically conceived topological structure of an inde-
pendent space-time or some form of spontaneity. The fact that some
equations of physics do not define a direction of time is true, but [ am
talking about the real, globally entropic world.

A corollary of this aspect is that the temporal order should be analyzed
in terms of the causal order, rather than vice versa. This entails that the causal
order cannot be based on the temporal order (circular argument). The tem-
poral direction can be understood in terms of intrinsic physical asym-
metries; an independent ‘time’ is not a primitive.

Another argument against a temporal causal order is that simultaneous
causation is possible. This has already been undercut classically since any
real event ‘takes time’. The contradictorial view of simultaneity I will pre-
sent also disposes of this argument.
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6.2.2 Non-contradictory Causalities in Science and Philosophy

The complexity of this approach to causality notwithstanding, it can be
used to show a certain order in varied aspects of thought, including developments
in science and philosophy.

Classical science took into account, in my view, only the objective
causality of identity, universality and necessity, because induction was its basic
method. Deduction, defined in classic logic as a conceptual tautology, could not
involve causality. An objective causality concentrates on the potential, that is, the
object, losing its ‘efficiency’ of moving from potential to actual and looks more
and more like a network of static relations, e.g., of condition to conditioned, of in-
telligible laws. The notion of cause disappears into the active subjective causality
of diversity, of the particular and contingent, to which ignorance (not-knowing)
and appearance are attributed. It is thus not surprising that the notion of cause
disappeared from science.

The subjective causality of diversity is, however, that which is dynamic
and operational, creating the configurations in which physical, biological and
mental ‘matter’ are instantiated. The subjective causality of identity (the causality
of deduction), in potentializing diversity, objectifies and makes cognizable the
causality of diversification. There is no ‘science’ of this causality, but it can be
considered as the source of intuitive, pre-scientific philosophies and metaphysics
of negation, chaos, irrational change, of a fundamental anarchy. Here can be found
the basis for the ideas of Schopenhauer, Bergson, Hume and some Eastern reli-
gious traditions, which, rather than a causality, tries to represent what is, an
ultimate reality behind appearances.

In fact, the objective inductive causality of negation or heterogeneity, the
contradictory cognitive effect of subjective deductive causality of identity, is the
basis of the potential causality that actualizes itself as the apparent exclusively
efficient cause of living matter or biological phenomena, that is, the operative
causality of induction. These phenomena accordingly are characterized by the
absence of an objective causality of identity and seem to behave according to
some law or principle of intrinsic variability, of irrationality and contingency. This
apparent principle is itself the result of a process of potentialization and hence of
objectification of the negative causality of non-identity or diversity.

One can therefore speak of a negative causality and negative deduction,
whose actualization potentializes positive causality and deduction and allows the
existence of diversities and irrationalities and not nothing. The ‘drive’ of positive
causality, toward homogeneity and identity, is that of macrophysical phenomena,
and the inverse negative causality toward heterogeneity is that of living systems.
As we will see in Chapter 8, while the former is accepted ‘naturally’ as a con-
sequence of the application of the 2nd Law of Thermodynamics, there is little
serious discussion of what might be any fundamental principles governing the
latter.
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6.2.3 Finality

Further to the above, I propose that final causes also instantiate the
categorial features of potentiality and actuality. Every potentiality is a final cause
for the dynamics of the process in which it is involved. Thus, if a process of
identification or diversification is an efficient causality as it actualizes itself, this
is, at the same time, a teleological operation. It becomes an effective cause, but it
is caused, moved, as such, by the final cause that is its potentiality. A logical
dynamism, as an actualization, negates its teleology, developing its causality and
‘then’, in potentializing itself, inhibits its causality and develops its finality. This
is the origin of the reciprocity between causality and teleology as finality or final
cause. One of the first consequences of this is that processes themselves will
develop systems that are both efficient causes and final causes at the same time or
neither. This well describes the complex causal behavior of quantum phenomena
to which neither a rigorous causality nor teleology can be ascribed.

Lupasco put it as follows:

Every logical value, vector or operation, precisely because it exists only because of the
existence of a dynamics, that is, of a contradictory vector, comprises, in its nature and
existential structure, a causality which is only possible because of a finality, and vice
versa.

The effective cause of every event is the passage of its state or amount of
potentiality to a state or amount of actuality, by overcoming the opposed,
previously actualized amount of energy. What is in a state of potentialization, on
the other hand, constitutes the final cause of what will occur.

Lupasco combined these notions in the following key passage:

Thus every dynamism, every system, includes energetic events which can be, in turn, due
to the intrinsic properties of energy, first effective cause by actualization, then final cause
by potentialization.

This implies, further, two types of teleology, one of identity, universal
and necessary, synthetic and spatial and one of heterogeneity, particular and
contingent, analytic and temporal, as final causes, as potentialities, that is, as
potential non-contradictions. Any entity, to the extent that it is partly potentialized,
is also a finality, a final cause relative to its actualization, that is, to its subjec-
tivity, to its own state as subject or agent. By looking at entities as effects of
contradictory processes, known as effects of prior non-contradictory causes, one
can show that they will eventually look less and less like final or efficient causes
but rather a progressive stabilization, which nevertheless retains some causal or
final aspects. One can see this by using the category of Dynamic Opposition
applied to knowledge. By looking at causality in relation to the processes of
knowledge of knowledge and knowledge of ignorance, one arrives at a basis for
logical thought, the thinking processes that humans actually carry out of being
able to even conceive of notions of cause and effect, because thought itself
embodies processes of efficient causality and finality. One can see this relation in
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the mental operations of a child or an animal: their intelligence includes relations
of cause and effect, without knowledge of those relations as relations of cause to
effect.

A tendency to ascribe the functioning of the universe as involving solely
equilibrium and non-equilibrium thermodynamics as the only operative causal
principle remains strong. The key conceptions are those of Prigogine of dissipative
systems far from equilibrium, continued by Salthe among many others. “The
thermodynamic view focuses upon a final causality that operates universally.*” |
will give a LIR interpretation of the thermodynamic view in Chapter 8.

Although the development given here includes an explanation of how
commonsense, everyday notions of cause and effect arise, it will not (and probably
did not) satisfy people who look only at bare (simple) events (I hit the key and a
letter appears on the screen, etc.). In L énergie et la matiere psychique (1987a)
Lupasco wrote:

This causality of antagonism adds, to the classic unilateral causality, linear, on the
surface, mono-dimensional, gliding, so to speak, from one fact to another, a second
causality, in depth, of facts which are perturbed and potentialized by the antagonism of
the classical causality and which are ignored by current science. To every causal sequence
corresponds an antagonistic causal sequence, inherent in the nature of the energy that
constitutes them both.

It should thus be clear that the causality of antagonism and its resulting
contradictorial determinism do not replace the chain of causes and effects of
commonsense causality and determinism; they add another parallel chain with the
indicated dual antagonistic and contradictorial structure. One or the other system
of causality is the dominant one, depending on the complexity of the entity or
process.

However, that there is by no means a consensus even on what constitutes
‘commonsense’ or ‘classical unilateral causality’ will be seen in the following
sections. Do these remarks weaken the contradictorial approach? I do not think so;
the domain of operation of classical causality, could be considered, in my view, a
domain of processes and events that, if not abstract and transcendent, are primarily
at the macrophysical level of reality to which a binary logic applies. As suggested,
it would be in a dialectic relation with the mental and quantum domains, in which
the primarily applicable causality would be one of antagonism or contradiction
and the applicable logic LIR.

When he writes on causality, Peirce shows his essential, but in my view
partial grasp of the problem (Peirce 1955): “Final causality cannot be imagined
without efficient causality; but no whit the less on that account are their modes of
action polar contraries.” Thus, he can envisage that an efficient cause could in
some way be detached from a final cause, and then would “not even possess
efficiency.” Post hoc and propter hoc remained disconnected for Peirce. It is very
interesting to read how he pursued this thought in relation to his concept of class:

4 Salthe (2004). 1 note again here the recourse to spontaneity and putative external higher scale
structures as final causes in preference to any inherent, internal constitutive dualism or
antagonism.
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“Every class has its definition, which is an idea (?); but it is not every class where
the existence, that is, the occurrence in the universe of its members is due to the
active causality of the defining idea of the class.” This seems to be a clear,
negative consequence of maintaining, in the absence of contradiction, a functional
separation of class and member of class, as well as of efficient and final causality.

6.2.4 Dispositions and Powers

Potentialization and actualization thus have a central role in the LIR
theory of cause, but I would be remiss not to refer in a little more detail here to
philosophical attempts to account for the operation of cause by appeal to the
notions of dispositions or powers, properties of an entity that are alleged to confer
causal powers on their instances, enabling them to effect change.

It is far from clear what these powers, dispositions or capacities mean,
that is, are these in some sense additional properties over and above the initial
property (see discussion of properties in Chapter 3)?

The following initial distinctions can be made between categorial and
dispositional properties:

Categorial Properties Dispositional Properties
Contingent Metaphysically necessary
Inward-directed (Intrinsic); Actual Outward-directed; Modal (possible)
Non-causal Causal

The debate involves, among many other things, whether all of these
distinctions are real. For example, even though the manifestations of dispositions
may be non-actual, this does not mean that dispositions themselves are non-actual.
Thus, everything would be categorial. From another point of view, properties are
all dispositional, both or neither. One can retain some of the intuitive difference
between the two by assuming, first that categorial means non-dispositional, and
that it suffices for a property to be dispositional that it play some causal role
essentially, where that causal role is described purely in terms of the relations
between categorial properties, and it is a necessary condition of a property’s being
categorial that it play no such role.

The LIR approach cuts through the analytical debate about the relation
between categorical and dispositional properties and their role in cause. The NEO
category of Dynamic Opposition supports the view that properties may be both

3 The application of LIR to a theory of classes and sets must be postponed to Appendix 1.



174 6 LIR, METAPHYSICS AND PHILOSOPHY

categorial and dispositional in the sense that properties instantiate, contradictor-
ially, all of the elements of the two descriptions, as actualities and potentialities,
elimination of the inward-outward ‘cut’, and so on. Throughout this book, eli-
mination of a cut or separation is to be understood as a reference to the existence
in reality of a contradictorial interaction. In NEO, only properties in the sub-
category of Separability (SC) combine ‘freely’ without necessitating anything real,
but in NSC, dispositional properties, which are equivalent to real potentialities,
cannot combine or operate without something changing or being changed. These
dispositional properties are in this sense more fundamental aspects of nature, but
my theory retains the advantages of the categorial perspective in the sense of its
capacity for implications ‘upstream’, that is, the area of categorial inference.

As far as the conception of properties as dispositions or powers is
concerned, powers to act and be acted upon, there seems to me to be no need for a
separate category. In the LIR conception, properties are active and passive, or
better active/passive processes. Dispositions, powers and propensities (Popper’s
term) are equivalent. Properties may be categorial and/or dispositional, as indi-
cated above, but in neither case do they ‘bestow’ powers on particulars: they are
powers. Another statement of this, again in the perspective that properties are
causal powers, is that of Shoemaker (1982): “What makes a property the property
it is, what determines its identity, is its potential for contributing to the causal
powers of the things that have it.” I only would add to this that a property is
characterized by its diversity, and by the interaction between identity and diversity
as well.

The contradictorial relation between actuality and potentiality in LIR thus
provides additional arguments against attacks on the reality of ‘potencies’, defined
as dispositional properties that include potential manifestations (Bird 2006). My
demonstration that what is potential as well as what is actual is real answers the
critique that only the actual is real. The modal argument (possibilia are not things
that exist in other worlds but not in this one) against the objection that potencies
involve unrealized manifestations of possibilities that, accordingly, violate
naturalism is supported by a view of unrealized possibilities as real potentialities,
whose reality does not depend on their manifestation if this is prevented by an
actuality.

My picture is supported by the position of Heil (2005), that manifestation
of a disposition is the manifestation of reciprocal dispositional partners, and that in
such a manifestation it is often — perhaps always — impossible to characterize one
object (sic) as cause and another as effect. Heil argues that properties have both
dispositional and qualitative intrinsic aspects, but he does not say why or how they
have them. I of course agree with these concepts of ‘co-dependence’ and dual-
aspect and only point out that it they make even more sense in the context of the
LIR process metaphysics.

This is ‘in essence’ an argument against kind essentialism and for the
existence of some metaphysically necessary laws of nature. If electrons, for example,
are defined with respect to their ungrounded dispositional properties, includ-
ing charge and spin, essentialists would claim that there is no deeper structural
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explanation than the behavioral dispositions of the electrons and their essence:
to be an electron is just to have those behavioral dispositions. I am thus in
agreement with Drewery (2005) when she states that for this conclusion to be
valid, the nature of the properties must include their possible causal powers as
well as their actual ones; one needs only to replace possible by potential and add
their alternation to recover LIR. This conclusion fits the category of Energy in
NEO: the existence of energy (as we know it) and its underlying field (as we
postulate it) are the only contingent things in the universe; they are the universe.

6.2.5 Probabilistic Causation

Probabilistic Causation designates a group of philosophical theories
whose objective is the characterization of the relationship between cause and
effect using the tools of probability theory (Hitchcock 2002). These are of direct
interest for the understanding of the LIR view of cause and effect, or better cause-
effect. My approach is also probabilistic, in the sense that the logical values of
LIR were axiomatized as something like probabilities, but one may legitimately
ask the question as to whether and how LIR is similar to or different from current
theories of probabilistic causation.® The following discussion amplifies the argu-
ment in Section 6.2.1 above.

The motivation of probabilistic approaches to causation has been the
difficulties with the current regularity theories of causation, derived from the
simplistic Humean concept that effects simply invariably follow causes.

Probabilistic theories of causation handle a number of correlations be-
tween events that are causal in nature, and describe spurious correlations where
events follow in time but the prior is not the cause of the latter. The problem,
similar to that in causation itself, are the connection between causation and
probability is the requirement that causal relata be propositional in character in the
sense in which propositions are conjoined, extended or negated.

The principle of antagonism provides a structure of reality that embodies
causes and effects as operators with the same logical structure as the rest of reality
I claim, therefore, that LIR can also provide the causal ‘structure’ needed for a
theory of probabilistic reduction of causation. In LIR, It is not a significant issue
that effects do not invariably follow potential causes. The example of the smoker
who does not contract lung cancer is only a specific case of potentiality not
automatically leading to actuality. This implied partial indeterminism is of course
acceptable to me, although apparently it is not to regularity theorists. Since
probabilistic theories of causation require only that a cause raise the probability of
its effect, these are also compatible with indeterminism.

6 Some current theories of causation result in the failure of reduction of causation to probability,
but in those that do not, a theory of the systematic connections between causation and probability
is of philosophical interest.
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I defined the logic of/in reality as, among other things, a theory of change.
In it, change follows some fundamental dynamic pattern of alternating movement
from a state of actualization to one of potentialization. The change from
predominately one to predominately the other of two opposing elements depends
on statistical and probabilistic parameters at some stage of the process at all levels
of reality. However, 1 have not discussed whether or not the statistical gene-
ralizations of standard statistical mechanics are appropriate here. As pointed
out by Sklar (1992), it is not clear what could ground the introduction of
probabilistic and statistical notions even in simple macrophysical systems. Non-
equilibrium systems in LIR follow the rules of entropic asymmetry insofar as they
are physical, following the ‘arrow of time’. However, at, for example, the bio-
logical level of reality, anti-thermodynamic processes (of heterogenization or
diversification) take place, only part of which is subject to statistical factors. The
PDO applies most clearly, outside the quantum world, at the level of mental and
social phenomena, when the opposing elements are often close to equal in energy,
leading to an emergent included middle (T-state). To the extent that statistical
probability issues remain open in all physics, it is clearly beyond the scope of this
study to decide how the energy necessary to effect a change at these higher levels
‘gets where it should go’. The massing of people outside the Ukrainian Parliament
building in the winter of 2004 was followed by a change of government, although
identifying the point at which change became inevitable is not obvious.

Perhaps the simplest statement that can be made at this stage of deve-
lopment of LIR is that statistical and probabilistic effects, as implied by the
axiomatization of the logical values of actuality, potentiality and T-state as
probability-like are not incompatible with the overall determinacy and indeter-
minacy of the universe discussed in Section 6.5. Also, the deterministic but highly
irregular behavior of chaotic systems, although they tend to be relatively simple
ones, can be discussed in LIR provided scope is retained for some degree of return
from chaos toward order. I can agree that the property of chaotic systems to
magnify or amplify non-deterministic quantum events could mean that chaotic
unpredictability is physical/metaphysical rather than epistemological.

LIR can shed light on the debate about common cause principles, the idea
that simultaneous correlated events must have prior common causes (Arntzenius
1999). I will not go into the details of the various principles, especially as most of
them seem to fail at least part of the time. One is left with simple local situations,
in which one has a correlation among fairly natural localized quantities that are
not related as cause and effect, and one can find a fairly natural localized prior
common cause that confirms the absence of such relation (screens off the correla-
tion). In complex systems, such as the coordinated flights of certain flocks of
birds, there are so many scattered microscopic causes that specifying them as
common is a practical impossibility and would trivialize the notion of common
cause principles. I regard such systems as single unified systems, and do not
demand a common cause explanation for the correlated motions or properties of
their parts. In the case of the flock of birds, at ‘equilibrium’, it acts more or less as
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a unit, and reacts as a unit, possibly in a very complicated way, in response to its
environment, due to the myriad connections between its parts that ‘make’ it act
as a unit. I rather focus on the very complicated way the shared contradictory
dynamic aspects of the bird—flock relation (the same as those of a set and its
elements), as well as external environmental constraints, as the source of the
correlated behavior. There is no need for a ‘leader bird’.

Summarizing, the fundamental PDO is a principle of physical causal
order at whatever the level of system happens to be, from microscopic to macro-
scopic. LIR is in this sense a hybrid theory, but rather than combining a spatio-
temporal connection between cause and effect with a problematic probabilistic
theory of causation, it states that the elements of the spatio-temporal connection,
the cause-effect processes themselves, have the characteristics of probabilities.

Hitchcock (2002) sees a causal principle in operation in the micro-
physical world, but wonders to what extent, as I claim, it ‘percolates up’ to the
macrophysical world. He devises test situations that bring out a distinction be-
tween A4 being ‘causally relevant’ to B when it makes some difference, positive or
negative, to the probability of B in some test situations, a promoting, inhibiting or
interacting cause. A4 is a positive or promoting cause of B if it raises the probability
of B in all test situations. One can test this by substituting non-4 for B. The
relation of dynamic opposition is then one first of causal relevance, since A
inhibits or potentializes non-4, which then becomes the promoting cause of B. My
postulate, again, is that one can combine the probabilistic aspects of cause and
effect with a requirement of spatio-temporal connection between cause and effect
(contiguous process). This can be considered a relation of causal dependence that
reflects the transitivity of causation, and perhaps also provides an explanation of
the asymmetry of causation, in that the asymmetry between cause and effect is that
of the actualized or potentialized probabilities themselves.

Hitchcock discusses the work of Spirtes, Glymour and Scheines and
proposes the following scheme: (1) given a set of factors and a system of causal
relations among those factors, call this the causal structure (CS). In LIR, this
would be a series of causes and effects of alternating antagonistic terms (factors).
(2) Let T be a theory connecting causal relations among factors with probabilistic
relations among factors. This is what I have proposed as the relation between the
degrees of actualization and potentialization and probability (see below). (3) Then
the causal structure CS will be probabilistically distinguishable relative to T, if for
every assignment of the probabilities to the factors in CS that is compatible with
CS and T, CS is the unique causal structure compatible with 7 and those pro-
babilities. Hitchcock says that this probabilistic theory of causation can have many
“properties of distinguishability”, but the one of most interest that he mentions is
that the “actual causal structure of the world (assuming there is such a thing) is
probabilistically distinguishable relative to 7. It seems rather as if the property of
T was the content of 7, but this confusion disappears when the relation between
them is seen as contradictorial in the two-level sense of Chapter 5.

It is not obvious what type of distinguishability properties a theory must
have in order to constitute a reduction of causation to probabilities. This is a
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somewhat tautological way of saying that there is a certain unicity to structural
cause and effect relations, something that emerges naturally from LIR. The
problem is to insure that the reality values of LIR, which I have proposed as
having probability-like properties, can be modeled by the notion of probability in
the more standard sense, as here. However, there is no reason to assume that
values of probability and values of reality are unrelated. In fact, the latter reduce to
the former, in the physicists’ sense of reduction to something simpler, for simple
phenomena, mirrored by the reduction of thermodynamics to statistics. Proba-
bilities in dice-throwing are not different from the probability of changing one’s
mind: they lack the latter’s dynamic elements.

6.2.6 Possibility, Potentiality and Probability

The difference between the terms of possibility and potentiality follow
the general LIR scheme of domains to which binary and ternary logics apply re-
spectively, that is, the former does not involve dynamic interactions, and the latter
does (Lupasco 1967). That something s is possible implies only its own negation,
that of the impossibility of it happening (not the negation of possibility “it is not
possible that 5). An element being potential does not imply its non-actualization.
The actualization may not occur, but it would require an input of energy, via an
accident or event, that is extrinsic and unpredictable, even if deterministic.

The possible involves a random choice without any determinism or ener-
getic capacity, a disjunction between a yes and a no, without an antagonistic “part-
ner’.” This contradiction is suspended and disappears in the yes or no as isolated
states, that is, in pure non-contradiction. The potential, on the other hand, contains
or is always accompanied by the actual — that which opposes it and prevents the
potential from becoming actual or actualizing itself. Potentiality thus not only im-
plies a rigorous form of determinism, which is not found in the possible, namely
the energetic capacity, or oriented dynamisms, but also what maintains the pheno-
mena in their potential state, that is, the actualization, more or less strong, of the
inverse and antagonistic dynamisms. One can still use the term possible in the
sense that the potential is the ‘possible’ consequence of some input and then effect
an abduction from the observation of an energy state to its causes. The possible
can give the impression of a finality, a final cause, as if it were energy in potential-
lized form. Once actualized, acting, this energy appears as an efficient cause. As
discussed above, however, every phenomenon must be considered as combining
both efficient and final causes, which is not possible for the merely ‘possible’.

At any point in time, every dynamic phenomenon will be actualized and
potentialized to a certain, probabilistically determined degree. The key point is

7 On one recent view, epistemic possibility, what one knows about a possibility, is context-
dependent and shades over into probability. This concept does not affect the distinction made
here, since the set of binary choices still applies as the only one available.
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that the sum of the probabilities of the event must be greater than zero but less
than 1, since complete final states cannot be achieved by complex process entities.
As with all potential entities or processes, potential probabilities, the non-observed
values of a system, are also realities. They consist of different degrees of
actualization and potentialization and intensity gradients and orientations as well
as levels of antagonism and the aspects and characteristics of the categorial
properties of their energetic make-up. A potential structure is thus not a structure
that is simply possible. The former is either realizable or already realized, which is
not true for the latter, which is simply imagined.

6.2.7 Actualism and Possibilism

The reason for making clear the difference between possible and potential
refers to the philosophical discussions surrounding the truth of claims about what
might have been possible in the past. Actualism is the philosophical position that
everything there is, everything that can be said to exist in any sense, is actual
(Thesis A) (Menzel 2003). To be is to be actual; being is actual. Possibilism is the
denial of this thesis, that is, it states there are things which are not actual, but
could have been, and the things that are include possible but non-actual objects.
Actualists agree that certain things could have been, but wish to account for the
truth of this statement without assuming the existence of any non-actual objects
(possibilia).

The system outlined in this book rejects the basic thesis of actualism,
which is again classical logic in yet another form: what exists is not only actual,
but also potential. Something is both actual and potential, however, if and only if a
relation of dynamic opposition exists between the phenomenon and its energetic
contradictory complement. Possible but non-actual objects, in the possibilist
account, abstract entities, are acceptable as imaginary objects, ideas or concepts
with only a ‘mathematical’, non-spatio-temporal existence, but it is classical logic
that applies to these.

As indicated in Chapter 1, philosophers interested in this field use the
tools of modal logic, in particular the concept of possible worlds to investigate the
truth of modal statements like “it is possible that” or “it is necessary that”. Even
these abstractly conceived worlds have given rise to extensive discussion as to
whether they consist of sets, states of affairs, or properties or propositions.
Irrespective of their exact nature, possible worlds have certain theoretical tasks
based on a notion of classical truth, and the concept cannot be used for the logic of
reality without modification, if at all.

The arguments of the two sides are extremely complex, and will not be
reproduced here. One line leads to the introduction of a distinction between
concrete and non-concrete objects and a consequence that objects that are concrete
on our world are non-concrete in another world, i.e., contingent. The ‘new
actualism’ that results is virtually the same as possibilism, as contingent non-
concreteness is nothing but the possibilists’ mere possibility. Both new actualists
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and possibilists define two modes of being: actuality and contingent non-actuality,
using different terms. Nothing in this philosophical discussion seems to me to
describe the interactions obtaining in the real world and in being in the sense of
Chapter 3, to which the logic of/in reality applies.

6.2.8 Potentiality and Micro-causation: Manipulability
and Intervention

The LIR theory of causation dynamically links cause and effect explains
them in terms of the potentialities of the entities present at the microphysical,
biological and mental levels of reality. This approach provides a natural ex-
planation for Sober’s picture of causation (Sober and Shapiro, 2007) vs. epipheno-
menalism in terms of the relation between macro-causation and micro-causation.

Sober’s theory is one of a group of formal philosophical approaches to
causation that depend on the relatively new notion of manipulability. According to
these theories (Woodward 2001), causes are regarded as handles or devices for
manipulating effects. In the versions of interest here, the anthropomorphic aspects
of manipulability are avoided by a concept of an ‘intervention’ I, which does not
have to involve a human being, effecting a specific change on a variable X with
respect to another variable Y that characterizes what it is for X to cause Y.

Sober’s major objective was to prove that such a macroscopic property
X, in particular a mental one, with a physical (neurobiological) micro-super-
venience base, MSB(X) need not be causally inert, that is, it can have causal powers
that are those possessed by the MSB(X).

The apparent absence of these additional causal powers provides the
master argument for epiphenomenalism, taken to show that the mental property X
is causally inert. The crucial mistake in this line of reasoning is that it requires one
to consider a counterfactual situation that is in fact impossible: the two elements,
X and MSB(X), as in a theorem of LIR, can never be separated in reality, and it is
in any case irrelevant to the question of whether the mental property X, or any
other supervening property, is epiphenomenal with respect to the candidate effect
term Y.

The key points of this picture, without giving the entire argument, are the
following:

e Definitions: For two phenomena (macro-variables) X and Y, where
X is the putative cause of Y, are associated macro-states of X and
micro-states X;; of micro-variables MSB(X), where MSB(X) is the
micro-supervenience base of X. Micro-supervenience is defined as

e C(Claims:
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(S1) Macro-causation entails, that is, implies and requires micro-
causation. Some properties of the micro-variables of X cause Y, together
with X.

(S2) The converse is not inevitable: one can have micro-causation
without macro-causation.

(S3) Some macro-variables are causally inert (epiphenomenal) even if
their MSB’s are causally efficacious with respect to Y.

(S4) The source of an instance of epiphenomenality as a ‘pseudo-
process’ is to be found in a common cause of X and Y, inducing the
relation described by the term ‘screening-off’. If one does not see the
common cause, it looks as if the relation between X and Y is not one of
cause and effect but of some non-causal ‘correlation’.

The basis for S1 is that if X is to cause Y, then there must exist macro-
states of the variable X, X and X;, such that an intervention on X that changes X’s
state from X; to X; will be associated with a change in the state of Y. If true, then
there also will be an intervention on the micro-variable B(X), changing it from
some state X j to some state X that also must be associated with a change in Y.

My first remark refers back to my definitions of properties and processes,
in which I showed that they, also, are related dialectically. ‘X’ above should be
also seen as a process, and this is suggested by the reference to X as a macro-
variable.

The core concept I propose is that of the structure of the micro-
supervenience base, the micro-variables, in terms of potentialities. Specifically,
the changes in state from X to X; and from X j to X, are changes from potential
to actual, following the scheme of LIR. It is the residual potentialities of the
molecules of the billiard balls that, actualized, cause them to rebound (quasi-
elastically, to all intents and purposes), but it is the absence of such potentialities
at the macro-level that makes them causally inert, and requires us to look for the
origin of causality in the mind of the player. I accordingly formulate the following
theorem:

Theorem 6.1: Phenomena are causally efficacious at their level of reality, as
a consequence of their micro-supervenience base, if and only if they are
involved in interactive dynamic processes at that level.

I can now give an interpretation of the two critical terms in this combined
approach — intervention and association (of X ; to X; and X j to Xj; with a change
in the state of Y). In reality, in any dynamic system, e.g., a mind, there is always
some process in progress that has the potential of being a cause and, accordingly,
constitutes the intervention that starts the causal process. But its potentialities and
actualities are contradictorially linked to those at the lower level of the MSB(X),
and their association is the Functional Association of Axiom LIR5. As I will
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suggest in Chapter 8, the causal role of micro-potentialities is the same here as for
emergent processes of morphogenesis.

The difference between the billiard balls and mind is that, at the higher
mental level, dynamic oppositions of the same form as those at the atomic and
molecular level are present. If this is the case, then it becomes straightforward to
discuss situations, in particular at more complex cognitive and social levels, where
it difficult to decide which variables are macro- and which micro-. The relation
becomes that suggested above: X and Y are both cause-effects, and in the Sober
formulation, micro-causation may entail macro-causation. This aspect of the LIR
view is one of causal realism, namely, that a thing or entity at level » may have its
own causal powers interacting with other entities at the same and/or a higher level
(Emmeche 2003).

LIR supports Sober’s contention, contra Kim, that qualia can be causes.
From the empirical standpoint, whether a macro-property is functionalizable, that
is, reducible to some physical functional role, makes no difference to whether it
may have causal powers. Function and cause are not mutually exclusive. To see
whether a quale causally influences a behavioral event, one needs to hold fixed
any common causes they have; however, one should not hold fixed the micro-
supervenience base of the quale, since it is not licit in either theory to assume that
higher level properties operate by some kind of ‘magic’.

The LIR picture resolves, I believe, another issue, namely, whether
explanations made at and for higher levels of reality are in some way more valid
than those at micro-levels, that is, whether macro-explanations might not entail
micro-explanations. The two-level system outlined in Chapter 5 also applies to
explanations: explanatory, logical and causal ‘talk’ all follow the same principles,
because the micro-explanations refer back to the fundamental physical oppositions
involved.

6.2.8.1 Intervention

Intervention is defined so as to include not only counterfactual changes in
variables but also bona fide experimental changes or manipulations that one can
make, in some cases, in order to observe effects. Such moves are, however, consi-
dered from an LIR standpoint as dynamic processes. The two views could be
considered compatible, were it not for the fact that the variables are generally
considered, in the manipulationist theory, to be classical, involving idealized,
absolute entities. A functional separation is maintained between cause and effect,
reifying them as entities separate from the property-processes they are supposed to
operate on. For example, the intervention I must completely change any causal
relationships between X and its prior causes. Nevertheless, one comment of Wood-
ward suggests some underlying common intuition. He suggests that philosophers
do tend to think of causes as properties or events, but that it is possible to move
back and forth between such talk and a representation in terms of variables.
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When there is no well-defined notion of change or variation in value, a manipu-
lability theory will not see genuine cause, but some form of epiphenomenality.

LIR not only defines values of actualization and potentialization as
applying to causes-as-events, but to the ‘moving back and forth’, the epistemo-
logical shift, also considered as a physical, dynamic process. A domain in which
there is no well-defined notion of change is likely to be, in my theory, one in
which the only connection is absolute disjunction (cf. Appendix 1), and where, to
all intents and purposes, a binary logic is adequate.

6.2.8.2 Some Remarks on Self-Organization

If there is one area to which concepts of causality have been applied in a
non-rigorous manner, it is that of self-organization. If I assume a standard defini-
tion of a system (an LIR discussion is provided in Appendix 2), a self-organizing
system is defined as distinguished by the formation of some states or entities
arising from the reciprocal or collective interactions (encounters) between its
components, quite independently of outside inputs. In the light of LIR theory,
however, the critical terms of ‘self’ and ‘independent’ are seen to involve
question-begging assumptions, as discussed earlier in connection with Axiom
LIRS of Functional Association and the sub-category of Non-Separability.

In a standard discussion of self-organization, such as that of Debrun
(2000), the encounters are between elements that are really, as opposed to analy-
tically, distinct. Debrun sees self-organization occurring in two situations, which
he calls primary and secondary, referring to simple elements and organisms res-
pectively.

The consequence of any self-organizational process is the constitution of
emergence of a new form, or of a restructuring, by complexification, of an existing
form. The problem is how this comes about in the absence, by definition, of any
organizing identity in the case of primary self-organization. Debrun proposed that
although, here, the elements are totally distinct, and no global finality is present in
the system, finalities — intentions or projects — do exist at the element level. In
LIR, however, all elements instantiate both diversity and identity, that are related
dialectically. The finalities or final causes can be seen to be the residual poten-
tialities in and of the elements that are the effects of their constitution by prior
processes.

The chemist George Whitesides has designed and fabricated elements of
plastic and metal, using nanotechnology, that indeed self-organize into rather
complex structures when placed in the appropriate environmental context. But the
‘self-organization’ of these inert elements exhausts their potentialities. No further
change can occur without further input of energy as information. The original
input came from Professor Whitesides as an identity and efficient cause, and he
then exits and is absent from the system.
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In self-organization at the higher level of an organism, one is dealing
with a system of processes that already expresses identity, diversity and their
conjunction in T-states. For the elements involved in processes and processes of
processes, the distinction between them is clearly less absolute (Debrun used the
rather Lupascian term “semi-real”). The LIR explanation of the dynamics of what
is called self-organization is made in terms of alternating dominance of actualiza-
tions and potentializations. The potentialities present, for example, in a mental
entity, have the critical role for an actualizable restructuring. In LIR terms, even in
the case of primary self-organization, some residual identities are always present
to provide ‘direction’ in addition to the obvious diversity of the distinct elements.
At their level, to repeat, it is exactly these potential identities that are the finalities
in the Debrun description. They are the carriers of the structural information
required for any further organization to proceed. In the LIR description, an
additional level of physical/metaphysical explanation is provided for the pheno-
menon of self-organization via the PDO.

Under these circumstances, the most reasonable view is that self-
organization is not, in and of itself, a ‘self ’-evident mode of system formation and
change. All systems involving alleged self-organization also involve some degree
of organization-by-external-agent, although the two are, again, dialectically rela-
ted. Varela refers to something like my view of self-organization (Varela 1999)
when he states that coupled non-linear oscillators can give rise to kinds of self-
organization that result in the emergence of neural structures from the component
level. A local-global interdependence is necessary to understand the emergence.
The components “attain relevance” through their relation with their global cor-
relate.

In the further dynamical systems language used by Varela (and also by
van Gelder, see Appendix 2), a satisfactory description incorporates a role for both
stability and instability, defining both stable and unstable regions in the phase
space of the system. However, the system then, allegedly, flops spontaneously
(emphasis mine) between them even in the absence of external driving forces, and
by definition, of any internal physical attractors (identities that would function as
organizers). Varela makes the geometry of the phase space and the trajectories of
the dynamics, which enfold both the boundary conditions and the “current arising”
in one synthetic whole do the organizational work. This is considered quite a
general characterization, applicable to complex non-linear and chaotic systems.

This is perhaps all right as far as it goes, but as I discuss in relation to
Varela’s view of time, it does not go far enough. One is again left with critical
process terms that fail to describe the structure and the dynamics of the relation or
correlation. I suggest again that the critical step in the organization process is not
spontaneous, in the sense of uncaused by outside agents, which the use of “self-"
without qualification implies. New organizational structures are the effective
consequences of the potentialities residing in the components and/or introduced
during the original constitution of the natural system or artificial experiment.
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There exist, in addition, mathematical theories of self-organization.
However, that is just all they are — ways of showing how ideal objects can
organize themselves into more complex states or structures. These will not be
discussed further as I consider that they do not apply to my current critique of a prin-
ciple of self-organization that allegedly applies to physical, spatio-temporal entities.

6.3 CONTINUITY AND DISCONTINUITY

A further major area of metaphysical debate is that of the nature and role
in the universe of continuity and discontinuity. It seems to be characterized, among
other things, by a substantial amount of apologetics: ‘space’ and ‘time’ are alleged
to share the property of continuity, which is the basis for space, time and space-
time continua, all composed of infinitely many dimensionless points. However,
whether there are such continua composed of such points in reality “remains a
legitimate question in both physics and philosophy (van Inwagen 2002)”. As
Penrose has pointed out, and as discussed in detail in Chapter 7, both Einstein’s
theories and standard quantum mechanics depend on the assumption of real
number space-time continuity, but there is serious doubt as to whether its mathe-
matics is appropriate for describing the ultimate constituents of nature (Penrose
2005).

Further, if the concept of continuity is problematic, what about the basis
for the appearance of discontinuity? How can one go in biology, as discussed for
example in catastrophe theory, from factors involving continuous thermodynamic
change to mechanisms of genetic regulation that involve the discontinuous inter-
vention of the biochemical structures needed for hereditary control? How can one
conceive a discrete categorization of the continuous substrates of biological
or higher-level systems by some immanent operation of discontinuity (Petitot-
Cocorda 1992)?

We thus have a series of explanations of continuity, but they seem ques-
tionable. We have a concept of discontinuity, but no explanation. Two essential
concepts must be introduced here to prepare a description of the situation in LIR
terms: the continuum hypothesis and the foundations of differential calculus.

6.3.1 The Continuum Hypothesis

The continuum hypothesis refers to a conception of the universe founded
on geometry, the Cantor-Dedekind view, as discussed by Longo (1999), which
sees not only in mathematics, but everywhere, continuity as ontologically pre-
ceding the discrete: “The latter is merely an accident coming out of the continuum
background.” Points are derived concepts, even if ‘non-dimensional’. In this view,
geometry (statism, cf. the next section on statism and dynamism) is in some deep
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sense more fundamental than dynamics, that is, energy in the standard view. This
hypothesis has the advantage of corresponding to our intuition and experience,
integrated into and confirmed by mathematics, of continuity in our perception of
‘time’ and linear movement.

Penrose, on the other hand, had the strong intuition that “physics and
space-time structure should be based, at root, on discreteness (emphasis his),
rather than continuity”. This discreteness is evidenced in quantum mechanical
spin, combined, however, with a fundamental notion of expressing phenomena in
terms of a relation between objects, rather than between an object and some
background space (Penrose 2005).8

It is clear as discussed in Section 3.7.1 on abstract objects that in the
construction of the mathematical continuum, objective realities are not found in
the mathematical entities involved, but in the process of constituting these entities
as conceptions. There can an interaction, dynamic in LIR terms, between the appli-
cable mathematical logic and intuitions about continuity. Stating this somewhat
more strongly, since the establishment by Godel of the reciprocal relation be-
tween consistency and completeness in formal mathematical systems, the situa-
tion is no longer absolute. One should not be forced to choose between geometry
and discontinuous objects and their relations. This opens the door to a different
foundational principle, using the principles of LIR, in which both continuity and
discontinuity are fundamental and are dialectically related.

A more serious critique of the above conception of the continuum is that
it is restatement of a conception of general relativity (GR) as a pure geometri-
zation of the world, from which the subjective aspects of space and time involving
observers have been eliminated as inessential ontologically. It is one of the major
conclusions of this book that the other readings of the physics and mathematics of
GR that are possible, that restore the balance between geometry and energy that
exists in reality are supported by LIR.

6.3.2 The Problem of Differential Calculus

In principle, the usual notion of differential calculus captures the appa-
rently simultaneously continuous and discrete nature of changing phenomena.
According to LIR, however, this position only displaces the philosophical and
metaphysical problem. Change at an instant is what differential calculus presents
in formal terms. It is well recognized, however, that this implies an inconsistency
— continuity and discontinuity at the same time. It begs the question of whether
reality is composed of ‘points’ and ‘instants’ in the sense used in the theory. If it is
not, then differential calculus, like classical logic, is not capturing the essential

8 Penrose saw larger cosmological structures as being possible (‘spin networks’ and ‘spin
foams’).
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property of real processes and systems, since it assumes that such points exist.
Only in the most recent work on general relativity is the concept of a ‘point-
event’, first codified in the Buddhist logic of the 6™ century AD,? receiving an
adequate interpretation (see Section 7.6).

One possible mathematical language for formalizing the contradictorial
view of continuity and discontinuity is that of Smooth Infinitesimal Analysis
(SIA), developed by Bell (1998), and discussed in detail below as an exercise in
the application of LIR principles. Bell quotes Weyl to the effect that “we are
employing the principle of gaining knowledge of the external world from the
behavior of its (emphasis mine) infinitesimal parts.” However, I feel that Weyl
made an error in the ‘its’. Nothing has yet been adduced to prove that Bell’s
infinitesimals (or any others in standard calculus) and those of the external world
(if such exist), are the same.

I propose the following physical and metaphysical arguments in favor of
an interactive, contradictorial relation between continuity and discontinuity. The
physical argument runs something like this: if there is continuity and discontinuity
of real entities at the quantum level, that is, both discrete quanta and continuous
frequency of wave phenomena, and they are intuitively and mathematically
opposite, by the LIR theory, they must also instantiate the key axioms of Condi-
tional Contradiction, Functional Association and Asymptoticity. Accordingly,
continuity cannot exist without discontinuity (or discreteness) throughout nature,
and continuity actualized implies discontinuity potentialized. Asymptoticity has
another consequence: no real element can be an infinitely small point of space or
time since in reality, a lower bound is determined by the Planck constant, 6.62 x
107* Joule-seconds. The infinitesimal quantities of space and time of differential
calculus cannot exist in reality.

I suggested above that continuity and discontinuity is a pair of onto-
logical predicates, where the former is inherent to or related to homogeneous
extensity and the latter to changes in levels of energy in phenomena. The different-
ces in level between which energy as heterogeneous intensity falls are themselves
extensities. It is the discontinuous passage from one level to another that repre-
sents the intensive quantity, the movement of transformation; higher and lower
forms (e.g., chemical energy and heat) are actualized extensities, with greater or
lesser potential for further transformation.

The LIR metaphysical approach also looks at the implications of the
logical reasoning process for continuity and discontinuity: the contradiction
between continuity and discontinuity, the impossibility of their simultaneous co-
instantiation at the quantum level is mirrored in the processes of logic and thought.
From the point of view of logic, the dynamisms, as processes, of affirmation and
negation (better, affirming and negating) do not show any obvious or conceivable

° The ‘point event’ language, or jargon, in the authors’ own terms, continues to be used in the
branching-space-time (BST) explanation of the existence of causal probabilities. By, again, the
authors’ own admission, their account is “decidedly preliminary” (Weiner and Belnap 2006). Cf.
the discussion and reference in Section 5.5.1.1.
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discontinuity. In other words when we affirm or negate something, we do not do
so in steps. But logical thought itself, insofar as it is the potentiality of these two
contradictory, antagonistic actions and both coexist, as inverse possibilities, demon-
strates the existence of an immanent, constitutive discontinuity in reality at this
level as well as at the quantum level.

In the LIR approach, the heterogeneity of intensity is not a series of
independent elements or extensive stages, it is an attempt to differentiate (move-
ment of differentiation of) something that wants to stay the same, the extensity of
which resists and opposes this change. In this movement, there is a continuity that is
not measurable by extensive values. As these values are potentialized, it looks as if
extensity contains discontinuity and intensity is a continuous dynamics. Lupasco
saw the continuity in extensity, despite its divisibility and capacity for adding new
entities, as for example, new premises are added in defeasible deductive logic, in its
aspect of identity extending from one thing to another. Thus, intensity is a
continuous non-identity with respect to itself; extensity is a continuous identity with
respect to the other. Intensity and extensity are continuous as dynamisms, consi-
dered as independent of one another, and from this point of view accessible to the
techniques of differential calculus. But, discontinuity is inherent in their exis-
tentiality, since neither can exist without the other, without operating on the other:
intensity and extensity reciprocally ‘discontinuate’ each other. The differences of
energy level that result in ‘something happening’ are not due to intensity or extensity
alone but to their intersection. Analysis and synthesis are continuous dynamisms,
homogenizing and heterogenizing respectively, but their necessary discontinuity is
what constitutes their existentiality.

6.3.3 Paracontinuity and Paradiscontinuity

The current ‘non-constructive’ trend in mathematics (Longo 1999) based
on the availability of the Godel theorems and the non-standard mathematical
analysis of Robinson (NSA) support alternate intuitions about the continuum that
logic can ‘offer’.

D’Ottaviano and her students (Carvalho 2006)'° have studied the founda-
tions of differential and integral calculus using tools available from paraconsistent
logic and non-standard mathematical analysis. This is an important current issue,
since, for example, dynamic systems theory (DST) claims that the same basic laws
that govern simple physical systems also govern the laws of complex systems, e.g.
cognitive (or cognizing) systems. Therefore, such systems can be described by the
mathematics of physics, especially, of non-linear dynamics rather than by the
computational symbolic systems approach (which uses the rules of classical and
neo-classical logic and syntax.) Thus proponents of DST believe that standard
differential equations are the most appropriate tool for modeling human behavior
and human knowledge. My critique is therefore also directed against DST.

10 The term paracontinuity is sometimes referred to as quasi-continuity.
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D’Ottaviano and Carvalho show that the principle of L’Hospital, the 17th
century mathematician who codified infinitesimal calculus, can be formulated
rigorously. This principle states that it cannot be said of any two quantities separated
by an infinitesimal whether they are the same or different. The continuity in an
interval on the (real or hyperreal) number line is to be replaced by a paracontinuity.!!
This concept also defines a paradiscontinuity, and that paracontinuity and
paradiscontinuity are in fact the same. The principle also holds for relational entities.

This does not mean that the standard calculus is wrong for the real world,
it is valid for simple phenomena, is capable of making predictions and so on. My
proposal is that, for complex process phenomena in the real world, a dynamic
relation between continuity and discontinuity extends the indicated relation be-
tween paracontinuity and paradiscontinuity for an abstract line composed of
abstract points. The calculus for the LIR picture remains to be formalized; it
should not contain either infinite or infinitesimal elements, and it will depend on
the contradictorial notion of the structure of space and time discussed in the next
chapter. Nevertheless, it can already be postulated that since, by Axioms LIR1
and LIR2, two clements of the real extended world can be, alternately, almost
equal, the paraconsistent picture can apply (D’Ottaviano Itala, 2006, private
communication).

6.3.4 Smooth Infinitesimal Analysis (SIA)

As indicated above, my conclusion is that SIA is not appropriate as a
description of the real world, but the description of the domain of thought to
which it applies enables the contrast with the realistic concepts of LIR to be
clearly delineated.

Bell states that SIA applies to smooth worlds and that the fundamental
object in any smooth world § is an indefinitely extensible homogeneous straight
line R — the smooth, affine or real (number) line. Applications of SIA are pre-
sented for differential and integral calculus, physics and hydrodynamics of
macroscopic systems, and synthetic differential geometry.

Any reasonable division of the world, however, must involve something
like the following categories, although one can argue (indefinitely) about the best
grouping:

e  Abstract mathematical or other non-spatio-temporal objects
e  Macroscopic physical objects and processes

' The term has been applied to certain geologic strata, characterized by moderate discontinuities
between them.
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e  Microscopic physical objects, biological and psychological agents
and emergent processes

Whatever else may be true of the above, the real world of the third
category is not a smooth one. As suggested above, in my theory, it instantiates
both continuity and discontinuity which are both present in any phenomenon, e.g.,
the quantum of action (frequency and quantum number).

Poli has proposed (Poli 2004) that SIA provides “the conceptual back-
ground for development of a non-speculative mathematically based theory of
tendency and potentiality,” which seems required by a processual interpretation of
ontology, in which processes are the basic ontological items. The points of the
‘life trajectory’ of actual events are identified with the ‘linelets’ used in SIA as the
fundamental units of objects in it. Linelets are too small to have either possibilities
or directions, but potentiality and tendency can be ascribed to them.

This thesis thus appears to depend on three interlocking assumptions: the
real world is (only) smooth; potentiality and tendency can be ascribed to linelets
(and to timelets, the corresponding infinitesimals of time in SIA); because SIA has
its origins in category theory, and category theory can apply to physical
phenomena, SIA can apply to physical phenomena.

I do not feel these assumptions regarding SIA are justified, and other
explanations of potentiality and tendency, such as LIR, are possible. The reasons
will appear in the following discussion of the basic concepts of SIA, their logic
and the comparison that Bell makes between SIA and NSA, which is derived from
standard logic.

The fact that the infinitesimals of SIA (and its precursors) prove to be
useful heuristic devices is not en soi a proof of their existence, except as entities in
an idealist ontology. The way Bell (or Thom) defines a continuum, several things
follow in the consequent theory, viz., its consistency and the failure of the law of
the excluded middle (LEM). The formulation (used by Bell) for LEM — every
statement is either definitely true or definitely false — cannot be generally affirmed
within smooth worlds. In both Peirce and Brouwer one finds the requirement that
a faithful account of the #uly (emphasis mine) continuous will involve jettisoning
LEM as is required in intuitionist logic.

In LIR, LEM fails in reality, in the sense of Axiom LIR3 above. There is
no logical price to be paid if it fails in SIA. However, this failure does not imply
that the real world is a true continuum; discontinuities, including the ‘flip’ from
actual to potential, are also present and require explication. Similarly, Peirce’s
proposal that immediate consciousness involves a non-punctiform, extended
infinitesimal of time can be explained by a contradictorial view of simultaneity
and succession, and space-time that is deployed by objects, rather than being a
locus of them (see Chapter 7 on the origin of ‘space-time’).

Bell states that non-zero infinitesimals exist only in a potential sense, and
this potential existence suffices for the development of infinitesimal analysis in



6.3 CONTINUITY AND DISCONTINUITY 191

smooth worlds (SIA). Also, that the law of non-contradiction (Axiom CL2) con-
tinues to be upheld in S.

This is my point! In such worlds, there is no transfer of energy in any
form. In the real world, for change to occur, one needs both actuality and poten-
tiality, and this distinguishes them from smooth worlds. Further, Bell shows
correctly that one cannot, in S, single out an actual non-zero infinitesimal, “for
such an entity would possess the property of being both distinguishable and
indistinguishable from 0, which is clearly impossible”. In the real world, again,
these two predicates are contradictorially related as per Axiom LIR2, and can be
ascribed to the same real element.

It is clear by this time, as Bell confirms, that we are dealing with an
intuitionist or constructive logic. Note that LEM is not even explicitly denied, it is
not affirmed, and thus can remain in those parts of SIA and related systems, such
as topos theory, in which classical logic holds.

There are additional points in Bell’s SIA, however, that are prima facie
contradictions in terms, despite the (inconsistent!) fact that they are intended to
guarantee consistency! For example, infinitesimals are alleged to be intrinsically
varying quantities, as a consequence of their being in a “nascent or evanescent
state”, and this varying takes place over a definite domain, with a definite co-
domain in which it takes values.

The above contradicts the assumptions of a smooth world since dis-
continuities have been reintroduced in the form of definite domains and as change
in the form of a needed reversal between nascent and evanescent (virtual particles
appear from and disappear to the vacuum discontinuously). The principal appli-
cations in calculus, geometry and physics are only possible because they have
been restricted to abstract areas in which classical or consistent intuitionist logics
hold. Thus, Bell has arrived at the limits of thought of iteration that Priest has
shown involve dialetheias, true contradictions (Priest 1995). In mathematics, of
course, such problems do not arise: two functions can, by Bell’s Constancy Principle,
have identical derivatives that differ at most by a constant.

I conclude that Bell’s SIA is a theory of abstractions, unsuitable for an
ontology that purports to deal with the world of real change. As Bell himself
concludes, SIA is a theory of infinitesimal geometric objects, designed to provide
an intrinsic formulation of the concept of differentiability (see Section 6.3.1), and
perhaps not more than that. The real world is not differentiable as a whole,
although a continuum of states exists between (almost) fully actual and (almost)
fully potential. The infinitesimal units of which Bell’s objects are constructed are,
from my point of view, pure intensity, and thus cannot exist, any more than can
any idealized, abstract constructs. Despite their interesting properties, to assign
them any role in real phenomena, with the exception of description of pure
physical processes totally dominated by the 2nd Law of Thermodynamics, seems
to me abusive. Applications to systems such as computer science, artificial inte-
lligence and data processing are included in this group, but all of these require no
more than a binary logical system, sufficient when there is no exchange of
energy qua the elements or terms of analysis. They thus clearly belong in the
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sub-category of Separability.'? Everything else, life, growth and mind, as well as
photons and the vacuum, requires a ternary logic capable of handling the
fundamental antagonism inherent in energy, and hence throughout nature, and the
inconsistencies and contradictions that derive from it.

6.4 STATISM AND DYNAMISM

One of the oldest debates in classical philosophy is whether statism is
more fundamental than dynamism, in other words whether there is some static,
geometric identity underlying all dynamic phenomena, or whether it is a self-
sufficient force or energy that is responsible for them in some still unexplained
fashion. This debate appeared in the discussion of catastrophe theory in the
previous chapter. Let me say that if the ideas in this book are valid for discussion,
the classical question is reopened, since neither statism nor dynamism is required
to be rigorous or absolute. Every factor in some static view of the world, say, of
intensity or extensity, cannot by Axiom LIR6 be a pure potential nor an absolute
actualized entity. Similarly, no pure dynamism exists in the classical sense, due to
the antagonism with statism that constitutes it. There can only be, accordingly,
dynamic geometries and geometric dynamics.!® Statism is thus no more absolute
than dynamism, and those who had difficulty deciding whether energy was a static
quantity or a dynamic order, or neither one or the other while looking like both, or
some form of mathematical symbolization, were closer to the truth as I see it.

Another problem had been to try to reconcile the conflict between an
appearance of continuity in time and space with an intuition of the existence of its
divisibility into “instants” of time and “points” of space of indeterminable size.
The problems of the homogeneity of space, and its ‘divisibility by itself’, and a
similar homogeneity of time and the existence of idealized ‘points’ of space and
‘instants’ of time can be superseded by a dynamic view of relativistic space-time,
presented in the next chapter, that might be seen as part of a ‘dialectical turn’
toward a cosmology (and a cosmogony) involving opposition in the LIR sense.

12 Elsewhere, Bell discusses variable sets that are intended to provide a feature of continuous
variation, since abstract sets are not only discrete but static, and their elements undergo no
change. However, all the entities involved remain abstract in my conception, instantiate
Separability and are therefore inadequate to provide a model of real physical change. The
unification described of the continuous and the discrete is an achievement of category theory that
applies to mathematics (Bell 2006).

13 “Geometrodynamics”, a concept of John Archibald Wheeler, should be examined in this
context, as well as its recent developments, e.g., the topological geometrodynamics of the
Finnish mathematical physicist Matti Pitkdnen.
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This eliminates the need for arguments against statism and in order to insure the
existence of dynamism and discontinuity in addition to those suggested in the
previous section.

It is nevertheless useful to see the relation of the concepts of extensity
and intensity, as well as of homogeneity and heterogeneity, to another meta-
physical duality that I have not previously dealt with, namely limits and their
absence, non-limits, or limitation and illimitability. In this discussion, I will refer
to the continuities of time and space as their homogeneity and the result of any
metaphysical divisibility as their heterogeneity.

The first step in the development is to differentiate between homo-
genization and heterogenization as processes, acting on some substrate, and their
result, a homogeneity, an entity consisting essentially of an identity or a hetero-
geneity, consisting essentially of a diversity. Taken as independent dynamisms,
neither extensity nor intensity has conceptual limits, but the limits of real entities
are a kind of extensive property, an identity. In contrast, intensity is non-limiting.

Let us then see what this means in terms of the further properties of
identity and diversity, as these might impact on the properties of the entities in-
volved, specifically, what happens to their limits or the boundaries between them.
The best way to put this is that heterogeneous entities indeed instantiate individual
limits, despite the fact that heterogenization is a dynamism en soi that destroys
limits that, so to speak, previously existed. Homogenization involves the des-
truction of limits also, but only insofar as these were differences, expressions of
diversity, with the result being a new identity.

These dynamisms are also related: they consist of an intensive hetero-
genization that is accompanied by the inverse of an extensive homogenization.
Through the first process, there is fragmentation of limits in principle to infinity;
through the second, a reconstruction of limits up to the limit of the ‘same’ by the
‘same’, the idealized limit of identity of A by A. An example is that of rock cliff
near a sand beach. Sand is produced (many small limits) when part of the cliff,
a single large limit, is destroyed by ‘heterogenizing forces’ (erosion). The differ-
ences between individual grains are an expression of diversity, while being at the
same time an identity (the beach). The sand limits could be suppressed by
homogenizing forces. For example, heat and soda ash (energies) could transform
the sand into a glass object, a new identity, the size of the original cliff, going in
the direction of, but obviously never reaching, the original identity. The LIR
logical universe is thus never entirely finite or infinite, but is a transfinite complex
in which one of the aspects of its formal dynamic constitution is an ‘eternal’
conflict of illimitability and limitation.
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6.5 DETERMINISM AND INDETERMINISM

A complete discussion of the concepts of determinism and indetermi-
nism, of necessity and chance, and of the controversies around the implications of
quantum mechanics is obviously beyond the scope of this book. Nevertheless, the
form of many of the controversies and arguments for one view or the other being
more fundamental suggests that we may be witnessing the phenomenon of
dynamic opposition in operation at the levels both of reality and of theory.

It is generally agreed that some more or less complex forms of prior
cause determine all processes and events at macroscopic levels. As noted, there
are substantial problems with the commonsense notion of cause, and LIR suggests
two major conceptual additions: a set of contradictorial relations between cause
and effect for entities in the sub-category of Non-Separability, and that these
relations constitute a chain of causality that is instantiated in parallel with the
standard one. The problem is at the quantum level, since it is also generally agreed
that at this level, the world is indeterministic; for example, one cannot define any
causes, hidden or not, that determine when a given radioactive nucleus will decay.
The further and greater difficulty is that local statistical or probabilistic causes also
seem ruled out. The correlation between distant particles (cf. the Bell inequality
experiments) can be explained by referring back to their origin, as components of
a single system, but the existence of the correlation cannot be explained probabi-
listically. The correlation seems to be an irreducible fact, totally unlike any
commonsense notion of a causal chain of occurrence.

As Sklar and others have pointed out, the ‘weirdness’ of quantum pheno-
mena have a psychologically destabilizing effect on people, so that they tend to
seek explanations that will insure that either determinism or indeterminism is the
prevailing mode of existence at the human level, such as the denial of any notion
of an objective world, branching worlds, and so on.

The simplest statement of the LIR view is the following: the world is
both deterministic and indeterministic, and, in addition, cause and effect are not
separable, but are in the contradictorial relation suggested above. However, the
possibilities offered by this view have not been explored primarily if not exclu-
sively because of the tendency of people to avoid apparent contradiction. The first
proposal is to change the view of causality at the nuclear level. Does this mean
that radioactive decay the ‘effect’ is somehow its own cause? This starts to look
too much like the theological argument of the uncaused cause, but I believe Lucas
(1961, 1990) has shown a way out. He suggests that entities involved in quantum
relations are not simple events, but possible (I would say potential) events, which
are far from simple. Above all, one needs to include a concept of potential causes
between such events, although it was not clear to Lucas if there was a “more
straightforward way” in which these entities existed or could be known than the
standard space-time they were supposed to supplant. I made one suggestion above
of the existence of two chains of causality, and propose that the contradictorial
LIR causality would apply to ‘possible events’.
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I cannot state what, at the nuclear level, the potentialities are that are
operative in radioactive decay in the same way that I can describe the potential
of the carbon atom for forming covalent bonds. I can only say that given the
apparent ubiquity of such potentialities, and the dualism of the effective
quantum field, suggests their existence at this level as well. The key idea here is
that of the ‘influence’ of the quantum level. As discussed elsewhere in this
book, it is the potentialities that are the carriers of dynamic opposition to higher
levels and not actualized quanta. In any event, effective indeterminism at this
level does not preclude determinism at any other, but only that it is, effectively,
potentialized.

These ideas clarify the concept of Nicolescu that quantum indeterminacy
is fundamental but the concepts of the trajectories, speeds and positions of par-
ticles are not. A generalized indeterminacy, which would go beyond the problem
of trajectories of particles and agree with the concept, first considered by
Heisenberg, of the indeterminacy of natural language, is of course possible.
“Natural language can not express with arbitrary high precision all of its elements,
because the way of expressing acts'* in an essential manner on what is expressed.
The indeterminacy of natural language is just one example of the generalized
indeterminacy generated by the Godelian structure of Nature and knowledge.”
This is only one of many expressions of the failure of natural language to conform
to the principles of bivalent logic.

Any such indeterminacy must, however, be associated with determinacy,
by Axiom LIRS. In the LIR view, natural language, as well as quantum pheno-
mena, is both determinate and indeterminate in a manner that ultimately undercuts
Wittgensteinian skepticism about the impossibilities of communication between
individuals. Extension of the Godelian argument outside the domain of mathe-
matics and number theory is justified if a functional association is made with the
PDO in complex, macroscopic emergent systems, that is, in those domains in
which T-states are instantiated.

6.5.1 A Philosophical Argument

In the section on continuity and discontinuity above, I noted that there are
two continuities, one extensive and the other intensive, related antagonistically,
that could give rise, when and where they are of equal force, to the actualization of
discontinuity. The principle of determinism can be introduced essentially as a
quality, something that exists as a phenomenality in physical and logical systems,
in relation to the continuities — an extensive determinism and an intensive determi-
nism or indeterminism. The argument runs as follows: in the same existential
form, the two continuities cannot exist with equal reality; therefore every physical
system, as well as each logical thought, can only be hybrid phenomenalities,

14 One might justly say ‘interacts’ here.
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oscillating between determinism and indeterminism At the point of semi-
actualization and semi-potentialization of each, an a-determinism emerges, what
Lupasco called “the discontinuity immanent in logic”. (The two terms deter-
minism and determinacy, for a principle and a quality respectively, exist in
English, but the latter seems more appropriate and will be used subsequently.)

To describe a physical entity, one requires, as a minimum, two factors,
one each of intensity and extensity, that is, of speed or momentum and position.
When Heisenberg discovered the principle of indeterminacy (or uncertainty) he
initially attributed the inability to determine both with the same precision not to
a relation of opposition or interaction, but some combination of fundamental
indeterminacy and determinacy of the “two faces of Nature”, in other words, some
kind of independent identity behind phenomena, either a geometric extensity, pure
causality or some other abstract invariant. Regardless of what choice of this type is
made, one falls into the same metaphysical trap: if everything is determined, a
logical (in the standard sense) chain, everything is identity, in which case from
where and how can, even in our minds, the unpredictable, the continuous, non-
identity emerge? If on the other hand, everything is indeterminate, from where and
how can necessity and invariability emerge, however ideal or ephemeral they may
be? The only solution is to ascribe, to all phenomena, aspects of both determin-
acy and indeterminacy that are related contradictorially, that is, when one is
actualized, and the other potentialized. If quantum mechanics suggests that the
world, at the deepest level, is genuinely indeterministic, the logic of/in reality
supports Einstein’s intuition that a deterministic theory of systems is also required
at some level to provide a necessary underpinning for an essentially statistical
description (Sklar 1992). LIR thus provides a place for both concepts and the
relation between them.

6.5.2 Contingency and Necessity: Bohmian Determinism

The absence, in the philosophical, scientific and logical literature of
today, of any language of antagonism or of contradiction, and the prevalence of
logics that are not intended to apply to real existence, suggest that the discussion
of chance and necessity will remain problematical.

For Aristotle, the only modality of change in the universe was the pos-
sible, capable of evolving toward the necessary or contingent. In LIR, each logical
value of a process or process element is a probability that is more or less
necessary and more or less contingent. In addition to the two inverse probable
processes of evolution toward non-contradiction (identity and diversity) or logical
transcendence, there is a third probable process that evolves towards contradiction
or immanence, the symmetrical reciprocal inhibition of chance and necessity.
If we look back at this point at some of the entities in the category of T-states,
things that I have characterized as emergent included middles, ideas, works of art,
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innovations of all kinds, all seem to have components of both chance and necessity.
To my knowledge, no one has provided a place in logic for such events, as logical
values. Accordingly, in LIR terms, one could perhaps best say that the universe
overall is a-deterministic, an included middle T-state with local domains of deter-
minism and indeterminism.

At the level of theory, it would seem to be impossible to decide, for
systems showing unpredictability, non-computability or randomness, between a
model of the system being governed by underlying genuinely statistical, indeter-
minate laws of nature or by deterministic ones resulting in chaotic behavior. In
the first case, apparent randomness is real randomness, in the second it isn’t. As
discussed below in relation to realism, one aspect of the world is the existence of
reality and appearance, and I suggest a dialectical relation between them, as bet-
ween other dualities.

The question of determinism was brought into focus by Bohm’s proposal
of a theory of quantum mechanics that postulated that all particles have at all times
a definite position and velocity, whether or not one is able to determine them. The
Schrédinger wave equation that describes the evolution of a physical system is
taken to be perfectly deterministic. Bohm reinforced this by a guidance equation
that determines, on the basis of the particles’ wave function plus the positions and
velocities, what their future states will be. The result is a fully deterministic theory
that confirms the Copenhagen interpretation of quantum mechanics, that is, that
the particle and wave descriptions of quanta are complementary, but the interpre-
tation of complementarity as I will show in the next chapter is complex, and the
simplistic Copenhagen view has been largely superseded. Hoefer states (2005) the
resulting dilemma as follows: if there is ever a “Final Theory” of the quantum
structure of the world, it will not only be difficult to decide whether it is deter-
ministic or not, but there seem to be today equivalent deterministic and indeter-
ministic theories.

The only way out of the dilemma is to assume that quantum phenomena
are and are not deterministic, sometimes primarily one and sometimes primarily
the other. Both theories apply in reality, and the states and relations involved in
individual processes are always partly determined and partly non-determined. This
view is consistent with the relational version of quantum mechanics to be dis-
cussed in the next chapter.

6.6 REALISM AND EXPERIENCE

Metaphysics is a complex construct of concepts or claims about reality
and the concepts or foundations of those claims about reality. I began the analysis
of the existential aspect of LIR in Chapter 3 with a discussion of what it means for
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something to exist, for something to be, and I concluded that it is not possible to
answer the question with a logic of bivalent linguistic elements.

The further question for the metaphysician is: “What does it mean for
something to be real?” Science is, of course, what is supposed to tell us about
reality, and in this section I will try to disentangle the various concepts of the
relation between science, experience and reality that have been designated as
realisms and empiricisms. Readers familiar with this field will have noted that I
have already used the non-standard term ‘scientific-structural’ realism. This term
anticipates the way in which I see that current views on scientific and structural
realism can be usefully combined in LIR. I have also included a discussion of the
conflict between realist and anti-realist positions in semantic realism.

Finally, is there not an infinite regress lurking as one considers the
possible iterations of metaphysics of metaphysics? In my view, the origin of
the concept of infinite regress, here as elsewhere, can be found in various types
of challenge to a realism grounded in experience. In fact, LIR explicates the
phenomenon, as indicated above, that in the reality of human experience, regresses
stop as and when no further information is added, that is, after the first few iter-
ations.'

6.6.1 Generic Realism

The two most general aspects of realism as a philosophical doctrine are
that objects, processes, etc. exist (existence claim) and that their properties are
independent (independence claim) of anyone’s beliefs, linguistic practices, con-
ceptual schemes and so on (Miller 2002).

Realists are open to challenges by anti-realists who reject the existence
dimension of realism about a particular entity and either claim that such entities do
not exist, or they exist but do not instantiate any of the properties ascribed to them.
Examples of the first are the debates about the existence of ‘Platonic’ entities such
as numbers, and of the second questions about the existence of moral facts and
requirements. Examples of the challenges by those who reject the independence
dimension of realism claim that distinctive objects exist, with distinctive pro-
perties, but none of these are instantiated independently of people’s beliefs,
linguistic practices, and conceptual schemes and so on. This latter is the view of
classical idealism that all macroscopic objects are in some sense mental. Some of
these arguments are clearly at a ‘higher’ level of reality or complexity in the sense
of being second-order: states-of-affairs exist but do not have a causal role in
explanation of the various aspects of our experience.

My purpose is not to comment on the merits of individual arguments — it
would be another impossible task in the scope of this book. I also would remind

15 Cf. Priest’s contradictions at the iterative limits of thought (Priest 2002).
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the reader of what I said in Chapter 3 regarding existence or being, namely, that it
would be well if both realists and anti-realists were clear on what they mean by
existence. I will return to the LIR view of being in Section 7.6 on being and
becoming. What is of interest here is that arguments made on both realist and anti-
realist sides appeal to more or less far-fetched examples, linguistic or otherwise,
none of which appear to be totally convincing. For me, this is an example of the
fundamental, inevitable conflict in existence as well as its descriptions. Realist and
anti-realist positions actualize and potentialize one another, but anti-realist
arguments are at another level of mental reality at which the meaning, under-
standing or metaphors involved are closer to the T-state of contradiction, as they
are based in part on the inherent paradoxes in language, and it is difficult to
‘identify’ them.

In my LIR conception, all physical processes, including mental or neuro-
psychic, are first of all real qua the energy involved in their instantiation. The
logic of/in reality proposes a dialectical relation between ‘reality’ and its appe-
arance to a conscious observer. It is the totality of this picture that I consider
realism; reality and appearance are both real. What is not real then is not in the
sense of lacking any character of dynamic opposition, that is, non-spatio-temporal
phenomena such as abstract entities of all kinds.

My position also implies that the metaphysical issue of realism is not a
semantic issue about the nature of truth. If it were, any question about anything
would turn out to be ‘really’ a semantic issue. I discuss relevant aspects of seman-
tic realism in Section 6.6.5 below.

6.6.2 Scientific Realism

In the discussion of LIR as a formal system in Chapter 3, I discussed two
types of realism that are defined formally: logical realism and natural realism. As
one moves toward science and experience, many new issues arise about the
meaning of realism in science that as usual have given rise to endless debate. As
with the various logics introduced in Chapter 1, all current theories of realism in
science refer to on-going problems and limits of application, some of which LIR
c