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CHAPTER 1

Introduction

Michael L. Platt and Asif A. Ghazanfar

MOTIVATION FOR THE BOOK

Why do people find monkeys and apes so com

pelling to watch? One clear answer is that they

seem so similar to us, and thus perhaps provide a

window into our own minds and how they have

evolved overmillennia. As Charles Darwin wrote

in his Notebook M, ‘‘He who understands

baboon would do more toward metaphysics

than Locke.’’ Such similarities notwithstanding,

Darwin recognized that behavior and cognition,

and the neural architecture that support them,

evolved to solve specific social and ecological

problems (Darwin, 1872).

Darwin, and later the pioneering ethologists

Konrad Lorenz, Niko Tinbergen, and Karl Von

Frisch (who shared the Nobel Prize in 1973),

argued that behavior must be understood in

terms of its proximate causes, evolutionary ori

gins, developmental sequence, and physiological

and anatomical mechanisms (Hinde, 1982).

Defining and operationalizing species typical

behaviors for neurobiological study and con

veying neurobiological results to ethologists

and psychologists are therefore fundamental to

an evolutionary understanding of brain and

behavior. Neurobiological, psychophysical, and

ethological perspectives must be integrated.

Unfortunately, behavioral scientists and neuro

biologists rarely interact, and most practitioners

remain experts in their own fields but maintain

little knowledge of the others.

The ‘‘neuroethological’’ approach envisioned

by Darwin, pioneered by the European etholo

gists, and finally refined by modern neurobiolo

gists and biologists like Walter Heiligenberg,

Fernando Nottebohm, Nobuo Suga, and others

has provided rich insights into the minds of a

number of different nonhuman animals.

Research into the natural behavior of bats, for

example, led scientists to discover that these

animals use the acoustic and timing differences

between the sound of an emitted vocalization

and its subsequent echo to identify and localize

a target prey (Simmons, 1989). With this beha

vioral foundation, neuroscientists used the tem

poral and spectral attributes of echolocation

signals to reveal the specialized functional orga

nization of the bat’s auditory cortex (Suga,

1990). A similar story holds for the electric fish

(Heiligenberg, 1991). In the early 1960s, etholo

gists discovered that certain species of fish emit

electrical discharges for locating salient objects

and can adaptively shift the frequency of these

discharges so that they do not interfere with the

discharges of other fish. Once this ‘‘jamming

avoidance’’ behavior was characterized in more

detail, neuroscientists were able to anatomically

and physiologically map out the sensorimotor

neural circuitry underlying it. Bats and electric

fish continue to be popular model systems pri

marily because of this strong link between nat

ural behaviors and brain function.

In stark contrast, neuroscientists who investi

gate the function and structure of primate brains

often focus on more general cognitive processes

and neglect their species typical behaviors.

Psychological and neurobiological studies of pri

mates typically require them to discriminate

simple stimuli whose salience or behavioral sig

nificance is arbitrarily assigned. Observational
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studies of primates in the wild, however, demon

strate that primates (like bats, electric fish, and

numerous other species) are not ‘‘generalized’’

processors of information. Instead, specific sti

muli, such as the facial gestures or vocalizations

of others in their groups, are intrinsically salient,

attract attention, and evoke species typical

responses. Many of these behaviors are shared

by both human and nonhuman primates,

although they may vary according to social struc

ture, habitat, mating systems, and developmental

processes. Ignoring the species typical behavior

of primates leads to the potentially erroneous

idea that all primate brains are essentially

different sized versions of the same basic plan.

A more promising, and biologically realistic,

way to examine the neural bases of primate beha

vior would be to move beyond measures of brain

size or neocortex size and investigate the anatomy

and physiology of particular brain structures as

they relate to species typical behaviors. That is,

we must develop a neuroethology of primate

behavior and cognition.

The goal of this book is to do just that. Our

aim is to bridge the epistemological gap between

ethologists and neurobiologists who study pri

mates by collecting, for the first time in a single

book, both basic and cutting edge information

on primate behavior and cognition, neuro

biology, and the emerging discipline of neu

roethology. In this volume, leading scientists in

several fields review work ranging from primate

foraging behavior to the neurophysiology of

motor control, from vocal communication to

the functions of the auditory cortex. Written by

some of the foremost experts in these fields, we

hope this book will serve as an important

resource for the professional and the student

alike. The resulting synthesis of cognitive, etho

logical, and neurobiological approaches to pri

mate behavior yields a richer understanding of

our primate cousins that also sheds light on the

evolution of human behavior and cognition.

ORGANIZATION

This book brings together the latest information

on primate behavior, cognition, and neuro

biology in chapters written by the foremost

experts in the field. The book is roughly orga

nized into three sections. The first section

reviews our current understanding of key issues

in primate taxonomy, behavior, and cognition.

The second section reviews recent advances in

our knowledge of the neural mechanisms under

lying perception, motor control, and cognition.

The final portion of the book covers work that

explicitly attempts to bring together species

typical behavior and neurobiology work that

represents a new wave of neuroethological

research on primate behavior and cognition.

Our hope is that this synthesis will set the stage

for an interdisciplinary dialogue between inves

tigators on either side of the behavior biology

divide.

The first section begins with a discussion of

current understanding of primate phylogeny by

Cartmill. His thesis is that a cladistic approach

based on genetics, supplemented by morpholo

gical and behavioral data, offers unique promise

for organizing relationships among living pri

mates as well as their pattern of descent from a

common ancestor. Understanding evolutionary

relationships within the Order Primates is a key

starting point for the comparative study of pri

mate behavior and neurobiology. This chapter is

followed by an in depth review of primate loco

motion by Schmitt, who argues that primates

(including humans) show patterns of locomo

tion and locomotor control that are different

from all other mammals. Schmitt argues that

changes in limb function associated with the

adaptive diversification of locomotor patterns

in the primate clade probably required the evo

lution of profound specializations in the neural

control of locomotion. Most of these putative

specializations remain unknown or unexplored.

This realization suggests that comparative stu

dies of the neuroethology of locomotion in pri

mates may offer unique insights into motor

control, and such insights may have implications

for fields as diverse as robotics and the clinical

treatment of paralysis with brain machine inter

face devices.

Following this discussion of primate locomo

tion, Janmaat and Zuberbühler review recent

studies of primate foraging behavior in the
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wild. The authors suggest that the information

processing problems primates encounter in

foraging, particularly searching for ripe edible

fruits, may have provided the impetus for the

evolution of enhanced cognitive skills such as

cognitive mapping and forecasting the ripeness

of fruits based on the recent history of weather.

Next, Cheney and Seyfarth review our under

standing of vocal communication in primates.

They contend that primate communication calls

convey information about both the caller’s affec

tive state and objects and events in the world.

Crucially, this mixed referential signaling

mechanism appears to be fundamentally social

in nature and thus crucial for the representation

of goals, intentions, and knowledge.

Synthesizing the prior chapters on foraging

and vocal communication, Stevens reviews deci

sion making behavior in primates. Evidence

from both human and nonhuman primates

demonstrates that decision makers often fail to

behave as predicted by economic principles of

rational utility maximization. Based on this evi

dence, Stevens contends that understanding

decision making and its underlying mechanisms

will be most successfully advanced by an evolu

tionarily informed framework termed ‘‘bounded

and ecological rationality,’’ which emphasizes

the match between decision mechanisms and

the natural environment. Central to under

standing the mechanisms underlying decision

making is defining the role of intentionality.

Rosati, Santos, and Hare review evidence that

monkeys and great apes understand the psycho

logical states of others. They conclude that some

apes, and perhaps some monkeys as well, under

stand behavior in terms of goals, intentions, and

even knowledge.

Next, Brannon, Jordan, and Jones provide

compelling evidence for a homologous cognitive

and neural system supporting numerical

approximation in lemurs, monkeys, apes, and

humans. This approximate number system

appears to form the backbone upon which sym

bolically mediated numerical computation and

mathematical operations are built in humans.

Finally, Gintis reviews contemporary models of

human behavior in various fields including eco

nomics, biology, anthropology, sociology, and

neuroscience. He argues that, although these

models are often incompatible, they can be ren

dered more coherent by incorporating core

principles that include an evolutionary perspec

tive. Together, the chapters in the first section of

the book clearly endorse the notion that under

standing the neurobiology of primate behavior

and cognition will profit from an evolutionary

and ethological approach.

The second section of the book reviews our

knowledge of the brain circuits that underlie

behavior and cognition in human and non

human primates. First, Kaas outlines the major

organizational features of the sensory and motor

systems in primates. Comparison of these sys

tems with respect to other mammals suggests

their likely organization in ancestral primates

and reveals an adaptive diversity in extant pri

mates that is unique among mammals. Hayden

builds on this comparative analysis of sensory

and motor systems with a detailed neuroanato

mical and neurophysiological account of visual

processing in the primate brain. Hayden con

tends that consideration of the natural require

ments for detecting and identifying behaviorally

meaningful stimuli such as insects, fruits, and

the facial identities and expressions of other

individuals likely played an important role in

the evolution of visual processing and, by exten

sion, the evolution of cognition in primates.

Moore and Noudoost focus on one salient

aspect of visual behavior with a review of the

neural mechanisms mediating selective visual

attention. They describe a body of evidence

that strongly implicates specific neural circuits

in controlling visual orienting behavior.

Following this discussion of vision and atten

tion, Miller and Cohen describe our under

standing of how the primate brain parses

vocalizations as auditory objects. The authors

argue that in the primate auditory system, evo

lution selected for those neural mechanisms that

bind the acoustic features of vocalizations into

behaviorally meaningful units that can be acted

upon, just like objects in the visual domain.

Hatsopoulous, Saleh, and Mattiello build on

the preceding reviews of sensory mechanisms

with a review of the neural mechanisms under

lying the production of movement. Based on
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current evidence, they contend that motor

cortex does not encode any simple physical

variable like velocity or direction but rather

encodes elementary action fragments that can

be assembled into simple behaviors. This

hypothesis is consistent with a neuroethological

approach, which predicts that neural mechan

isms will be organized to produce adaptive

behavior rather than follow arbitrary physical

principles. Groh and Pai take this discussion

one step further by looking at the neural

transformations that mediate sensory motor

integration. They suggest that the brain

transforms head centered auditory information

into a rate coded format anchored to a hybrid

reference frame that is suitable for guiding

movements of the eyes, but may also permit

extrapolation of sound location for guiding

other types of movements.

The foregoing review of sensory and motor

systems is followed by reviews of the neural

mechanisms underlying cognitive processes

including emotion, reward, memory, social

behavior, numerosity, and executive control.

First, Gothard and Hoffman examine the

neural circuits that process emotion in the pri

mate brain. They argue that two nested cortical

and subcortical circuits mediate emotional eva

luation of behaviorally meaningful stimuli.

Although these systems are shared with other

mammals, they appear to be further specialized

for social behavior in primates. Schultz builds on

this discussion by reviewing the neural mechan

isms underlying reward learning in primates. He

argues that structures involved in learning and

reward, particularly midbrain dopamine neu

rons, appear to calculate the difference between

expected and received rewards. This prediction

error signal appears to be fundamental to

learning and decision making in primates and

other mammals. Following these discussions of

emotion and reward, Naya and Suzuki review

the role of the medial temporal lobe in associa

tive memory. They argue that parallel, but dis

tinct, mechanisms mediate the formation of

long term associations between stimuli versus

associations between stimuli and action.

Synthesizing the discussions of emotion,

reward, and memory, Maestripieri reviews the

neural mechanisms mediating species typical

social behavior. He concludes that neuromodu

latory influences on specific neural circuits,

including amygdala, orbitofrontal cortex, and

hippocampus, underlie specific patterns of

affiliation, dominance behavior, and social

tolerance in different species and among indivi

duals within a species.

The last two chapters of the second section of

the book cover aspects of primate cognition that

are often assumed to be uniquely human. First,

Nieder reviews the evidence that neurons in the

parietal cortex and prefrontal cortex selectively

encode the numerical values of objects or events

in the environment. The tuning properties of

these neurons directly parallel the psychophy

sical properties of numerical judgments.

Moreover, many of these neurons also appear

to encode spatial extent thus suggesting a

single cortical system dedicated to representing

approximate quantity derived from multiple

features of particular stimuli or events. Finally,

Wallis examines the role of prefrontal cortex in

controlling complex, flexible behavior. He con

cludes that homologous mechanisms mediate

the abstraction of rules, strategies, and task sets

in human and nonhuman primates, and argues

that this system likely evolved in concert with

increasing behavioral complexity in primates.

The final section of the book sketches an

outline of the neuroethology of primate

behavior and cognition. This portion of the

book is the most speculative, but builds upon

the firm foundations of behavioral description

and basic neurobiology described in the

preceding sections of the book. The chapter by

Preuss advocates an evolutionary approach to

understanding comparative brain anatomy in

primates. He argues that deep understanding of

the relationships between brain and behavior

requires determining how evolution modifies

specific systems of neurons and their intercon

nections, and not just relating brain size to gross

measures of cognition or behavior. Such neu

roethological studies will require active manage

ment of captive and wild populations of

primates needed for detailed comparison.

Following this charge, Graziano reviews

evidence that motor cortex in primates is not

6 PRIMATE NEUROETHOLOGY



organized according to topographic maps

related to the body surface, but is organized

according to species typical motor behavior.

He finds that microstimulation with behavio

rally relevant time courses evokes basic move

ments such as bringing food to the mouth,

climbing, or defensive responses. He concludes

that primate motor cortex serves as an interface

functionally specialized for producing species

typical actions. Tsao, Cadieu, and Livingstone

then take a neuroethological approach to object

and face recognition. They argue that the specia

lization of the primate brain for identifying and

assigning meaning to faces a ubiquitous and

salient social stimuli may provide a roadmap

for understanding how the primate brain iden

tifies and extracts information about other types

of objects. Synthesizing what we know about

face and voice processing in the primate brain,

Romanski and Ghazanfar argue that under

standing the evolution of human communica

tion requires the recognition that

communication is fundamentally multimodal

in nature. They review behavioral, anatomical,

and neurophysiological data to support this con

tention. Shepherd and Platt review the neural

mechanisms underlying social attention in pri

mates. They suggest that the neural systems

mediating visual orienting behavior are

intrinsically sensitive to social cues in the

environment, thereby promoting the adaptive

acquisition of behaviorally relevant social

information.

Lee follows these sensory level discussions

with a review of the neuroethology of decision

making in primates. He argues that primates

evolved more complex decision making circuits

to deal with the increasing complexities

associated with social interactions. He reports

evidence that primates can treat interactions

with a computerized opponent strategically, a

behavior that requires the representation of cur

rent goals as well as prior rewards and prior

actions. Neurons in the prefrontal cortex, in

particular, seem to encode these variables.

Barrett and Rendall present an alternative view

to the notion that complex social behaviors in

primates require complex brain processes. They

argue that social behavior in primates may be

mediated by relatively simple rules that use the

structure of the social environment as a scaffold.

This is in opposition to the notion that social

knowledge must be explicitly represented by

specialized neural circuits. The complexity of

the social environment is, in essence, an emer

gent property of these simple rules of social

engagement.

The final two chapters of the book examine

the ability of primates to use tools. Hopkins

reviews behavioral and neurobiological data on

tool use in primates. He finds that great apes, in

particular chimpanzees, excel at tool use espe

cially generalizing principles to new tool using

tasks and contexts. He finds limited evidence

that monkeys, even highly manual species such

as capuchins, do so as readily. Hopkins argues

that this behavior is strongly associated with

neuroanatomical changes that include the

expansion of the cerebellum and interhemi

spheric connectivity. Finally, Iriki, Yamazaki,

and Sakura review neurophysiological studies

of how primates learn to extend their actions

with tools. They find that learning to use tools

modifies not only the response properties of

neurons involved in motor planning and sen

sory motor transformation, but also their ana

tomical connections. Moreover, they contend

that tool learning prepares and adapts the pri

mate brain to learnmore complex combinatorial

tool use techniques. The authors speculate that

tool use learning in primates may provide the

scaffolding upon which other more complex

aspects of cognition are built.

THE WAY FORWARD

The primate brain is not a generalized informa

tion processing device, or simply a differently

scaled version of a prototypical mammalian

brain. Our hope is that the juxtaposition of

these various ideas from the ethological, cogni

tive, and neurobiological literature will lead to

the recognition that we cannot understand the

evolution of primates (and humans, in parti

cular) without understanding the sophisticated

relationships between species typical behaviors

and neural processes.
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Recognition of this relationship leads to

several ideas about the way forward. We offer a

few of these ideas here. First and foremost (and

as illustrated in our cover illustration), the Order

Primates is a very diverse taxon, comprising

numerous different species with different

habitats and social systems. Unfortunately, very

few primate species are used as subjects in

behavioral and neurobiological studies. That is,

the ‘‘comparative approach’’ has not been taken

to heart, and without it, we cannot accurately

construct the evolution of any particular trait or

identify what is unique to our species (Preuss,

2000).

Another omission in most discussions of the

evolution of primate brains and behaviors is

the role of development. To understand the

evolutionary origins of a phenotype, we must

understand the relationship between ontoge

netic and phylogenetic processes (Gottlieb,

1992; Gould, 1977). This relationship can

inform questions about homology and help

determine whether putative homologies reflect

the operation of the same or different mechan

isms (Schneirla, 1949). Are the developmental

processes leading to the emergence of particular

behaviors similar or different across primate

species? The answer will likely determine to

what extent homologies at the neural level

make sense. For example, the rate of neural

development in Old World monkeys and

humans differs considerably all sensorimotor

tracts are heavily myelinated by 2 to 3 months

after birth in rhesus monkeys, but not until 8 to

12 months after birth in human infants. These

differences are paralleled at the behavioral

level in the emergence of species specific

motor, socioemotional, and cognitive abilities

(Antinucci, 1989; Konner, 1991).

Between brains and the environment, there is

a body. How the body shapes brain processes

and vice versa during development and

experience with the environment is almost

completely ignored (see Schmitt, this volume,

for an exception). For example, whereas other

NewWorld monkeys are not very dexterous and

possess a poorly developed area 5, Cebus mon

keys are the only New World primate known to

use a precision grip, and thus have an extended

repertoire of manual behaviors. Unlike other

New World monkeys, but much like the

macaque monkey, Cebus monkeys possess a

proprioceptive cortical area 2 and a well

developed area 5, which is associated with

motor planning and the generation of internal

body coordinates necessary for visually guided

reaching, grasping, and manipulation (Padberg

et al., 2007). These types of data suggest that

parallel evolution of brain areas and behaviors

can be driven (or at least paralleled) by changes

in body morphology (Rose, 1996).

Finally, a real synthesis of the emerging ideas

from ethology and neurobiology will require

better experimental paradigms for the latter. As

it currently stands, most primate neurophysio

logical studies are carried out under conditions

of restraint while the subjects view static presen

tations of stimuli, trial after trial. This, of course,

is nothing like the real world. Future studies will

get around this artificiality (at least partially) in

two ways. First, the use of interactive paradigms

between two (albeit restrained) primates holds

great promise for understanding the neural bases

of social interactions, including dominance

interactions (Fujii et al., 2008). Related to this,

a second method of simulating dyadic interac

tions is through the use of synthetic agents,

either computer animations or robots. These

afford the experimenter the ability to control

one side of the social interaction (and thus

explore experimentally different questions in a

tightly controlled manner). Finally, telemetric

technology is getting increasingly more refined,

allowing the recording of multiple channels of

neural signals remotely with lightweight, and

long lasting, battery packs (Obeid et al., 2004).

This allows the monitoring of free ranging

primates in a limitless variety of scenarios. The

added realism of these emerging techniques

offers great promise for full realization of an

integrated, evolutionarily motivated neu

roethology of primate behavior and cognition.
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CHAPTER 2

Primate Classification and Diversity

Matt Cartmill

A TAXONOMY OF
CLASSIFICATIONS

There are basically two ways of grouping things:

by their properties or by their connections.

Descriptive groupings are defined by shared

properties of their members. An example is the

class of diamonds, which includes all and only

those objects composed mainly of carbon atoms

arranged in a cubical crystal lattice. Historical

groupings, by contrast, are defined by causal

linkages among their members for example,

the class of all the ancestors of George

Washington, from the Precambrian down to

Washington’s parents. These are different kinds

of sorting criteria. Diamonds are not connected

with each other in any way, and Washington’s

ancestors have no special properties in common

apart from those shared with other organisms.

Biologists have tried classifying organisms by

their observable properties, by their genealogical

connections, and by a mixture of both. Each

approach has both merits and defects. The

chief difficulty with a purely descriptive system

is that each descriptor defines a different set of

organisms. These sets overlap, and it is not clear

why some descriptors should have priority over

others in making sequential cuts. For example,

in the first (1735) edition of Systema Naturae,

Linnaeus classified the whales as fish because

they had glabrous skin and lacked feet; but in

the canonical 10th edition of 1758, he reclassi

fied them as mammals because they had milk

glands and bore live young. This correction

seems warranted to us, but there was no way of

justifying it in the purely descriptive framework

imposed by Linnaeus’s own creationist assump

tions. We have no reason for thinking that milk

glands take precedence over feet in the mind of

God.

The underlying justification for Linnaean

classification became apparent when historical

and causal linkages were introduced into the

system after the emergence of Darwinism in the

mid 1800s. Linnaeus’s nested sets were real enti

ties because they corresponded to successive

branching points on the phylogenetic tree. Milk

glands were relevant properties for defining the

1758 class Mammalia because they were inher

itances from a common ancestor shared by all

mammals and by no other organisms. Glabrous

skin and fins ancient vertebrate traits lost in

the ancestors of the first mammals, and subse

quently re evolved in the Cetacea as special

adaptations to life in the sea did not reflect

the geometry of evolutionary relationships, and

therefore were not relevant properties for

defining a taxon (the 1735 class Pisces).

For a century after Darwin, biological classi

fication was dominated by mixed systems that

combined phylogenetic and essentialist criteria.

In such systems, sometimes referred to as evolu

tionary systematics, taxa were defined by the

acquisition of key evolutionary novelties.

Within a taxon, subtaxa were distinguished

from each other by clusters of shared adaptive

novelties that evolved later than the key traits

defining the larger taxon. One of these subtaxa

usually constituted a basal ‘‘wastebasket taxon’’

comprising early, little differentiated members

of the larger taxon, together with later forms

10



that had remained persistently primitive. Such

wastebasket taxa included Amphibia within

Tetrapoda, Reptilia within Amniota, Prosimii

within Primates, and so on.

In these mixed systems, taxonomic practice

was constrained by phylogenetic or historical

criteria as well. Taxa were usually required to

be ‘‘monophyletic,’’ which meant that they

were supposed to contain only descendants of

the first species having the taxon’s defining

properties. The lower boundary of each taxon

was defined by the point of acquisition of those

properties on the lineage leading to its last

common ancestor (LCA). If the key properties

were acquired independently in two separate

lineages, the descriptive grouping that they

defined was ‘‘polyphyletic.’’ Such taxa were gen

erally forbidden, though some systematists

accepted low levels of polyphyly (Simpson,

1945, 1961).

During the 1950s and ’60s, the primacy of

this mixed approach was challenged by two

rivals, one of which ultimately swallowed the

other and replaced evolutionary systematics in

a classical Kuhnian paradigm shift (Cartmill,

1999). The defeated challenger was a strictly

descriptive system known as ‘‘numerical tax

onomy’’ (Sokal & Sneath, 1963), which excluded

phylogeny as a classificatory criterion on the not

unreasonable grounds that it is not an obser

vable property. Numerical taxonomists began

by enumerating the species included in the clas

sification and then analyzing their properties

into characters with varying states. The resulting

character state matrix was processed to generate

taxonomic groupings that maximized the overall

sum of shared intrataxon resemblances.

The victorious challenger and currently reg

nant style in systematics, known as cladistics or

phylogenetic systematics (Hennig, 1966), groups

organisms solely on the basis of phylogenetic

relationships. The determination of those rela

tionships begins with a character state analysis

of the species in the group being classified, as in

numerical taxonomic practice. All character

states that are primitive within the group (sym

plesiomorphies) are discarded as irrelevant to the

determination of phylogeny. The remainder are

sorted out into synapomorphies (traits of

uniquely shared derivation) and homoplasies

(parallelisms, convergences, and coincidences

that constitute noise in the phylogenetic

signal), using criteria of maximum parsimony

(minimizing the number of assumed changes

from primitive to derived states) or maximum

probability. This process generates hierarchically

arranged groupings defined by nested synapo

morphies. Each group is required to be holophy

letic, encompassing all and only the descendants

of its LCA. Such groupings are called clades.

Wastebasket taxa, which contain only the

LCA’s descendants but not all of them, are

termed paraphyletic and are not admitted to

the system. All taxa are defined exclusively by

synapomorphies, and every grouping must be

distinguished from its nearest relative its

‘‘sister group’’ by at least one synapomorphy

represented in the sister by a more primitive

state of the same character. The nonintersecting

sets generated by this sort of analysis can be read

out either as hierarchical Linnaean classifica

tions or as atemporal branching tree diagrams

known as cladograms. The classification is iso

morphic with the cladogram.

SOME PROBLEMS WITH
CLADISTICS

The theoretical rigor and fascinating technical

intricacies of the cladistic approach have helped

to give it a position of unchallenged dominance

in modern systematic practice. Apart from its

esthetic appeal, cladistics has contributed to

biology by bringing the logic of phylogenetic

reconstruction into sharper focus. But a strictly

phylogenetic systematics encounters pro

blems in theory, in systematic practice, and in

practical utilization.

The deepest theoretical problem is that some

organisms are in fact wholly primitive relative to

others, and thus lack defining apomorphies

(nonprimitive traits). Therefore, they cannot be

classified. For example, all character states in an

ancestral species are by definition primitive rela

tive to other states of the same characters in its

descendants. This problem is particularly irk

some for paleontologists, who occasionally dis

cover extinct organisms that left recognizable
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descendants. Cladistic systematists tend to deal

with this difficulty by seeking unique apomor

phies in apparently primitive organisms that

exclude them from an ancestral status, or by

sneaking wastebasket taxa back into the system

in various ways erecting unranked taxa called

‘‘plesions,’’ referring to primitive extinct forms

informally as ‘‘stem groups,’’ or using old was

tebasket taxon names like ‘‘reptile’’ inside quo

tation marks to show that they are being

naughty.

Another deep problem involves the identifi

cation of morphological characters and char

acter states. The words we use to describe

morphology are not objectively determined by

nature. Choosing such words involves what can

only be called an act of poetic imagination; and

different terminologies with similar information

content can yield different cladograms when

they are fed through the machineries of cladistic

analysis (Cartmill, 1982, 1994a). In primate sys

tematics, a simple example of this sort of pro

blem is provided by the postorbital septum, a

bony partition separating the orbital contents

from the chewing muscles in monkeys and apes

(Anthropoidea). The small carnivorous Asian

primates called tarsiers have a septum with a

gap in it. Other primates lack the septum

(Fig. 2.1). Not having a septum is primitive. If

we score the septum as ‘‘present’’ versus

‘‘absent,’’ it counts as a synapomorphy linking

anthropoids to tarsiers (Cartmill, 1980;

Cartmill & Kay, 1978). But if we score it as

‘‘complete’’ versus ‘‘incomplete’’ (Beard &

MacPhee, 1994), the septum counts as a unique

synapomorphy of the anthropoids that distin

guishes them from tarsiers, thereby skewing the

analysis in the opposite direction. Neither

dichotomization seems obviously preferable.

Analyzing the character into multiple states

arrayed in a linear or branching transformation

series involves arbitrary choices of other sorts.

The weighting of morphological characters

also raises serious questions for cladistic prac

tice. Most cladistic methodologies apply equal

weighting to all characters, so that the difference

between (say) ‘‘tail long’’ and ‘‘tail short’’ counts

as much in judging phyletic affinities as that

between ‘‘six cervical vertebrae’’ and ‘‘seven cer

vical vertebrae.’’ But variation in some charac

ters is known to be far more significant than in

others. Among mammals, the number of caudal

vertebrae is highly variable, but the number of

cervical vertebrae is virtually invariant and

appears to be controlled by regulatory genes

acting at a much deeper level early in the process

of segmentation. Interspecies differences in the

number of neck vertebrae should therefore

count much more heavily in assessing group

affinities than differences in the number of tail

Figure 2.1 The inside of the right orbit in three primates: semidiagrammatic front views. In the primitive
condition (Galago, A), the frontal, zygomatic, and maxillary bones (f, z, m) form a postorbital bar. In the
anthropoid arrangement (Saimiri, C), outgrowths from the alisphenoid (a) and zygomatic combine with
flanges of the maxillary and frontal bones to form a complete bony postorbital septum separating the orbital
contents from the temporal fossa. The condition in Tarsius (B) is intermediate. L, lateral orbital fissure.
From Cartmill, M., & Smith, F. H. (2009). The human lineage. New York: Wiley Blackwell. Used with
permission.
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vertebrae. But how much more? We can feel

certain that the arbitrary imposition of equal

weighting here is a mistake that introduces

error into the reconstruction, but alternative

weightings seem equally arbitrary. When the

unknown errors due to arbitrary weighting are

multiplied across the hundreds of characters

commonly tallied up in morphological char

acter state matrices, it is hard to have much

confidence in the details of the resulting

cladogram.

WHALES AND HIPPOS AND
COWS, OH MY

Many of these problems can be obviated by

giving up on morphology and going directly to

the genome. Although identifying homologous

parts of different genomes is not a simple matter,

the conceptual basis of homology is clearer for

DNA data than it is for morphological data

(Cartmill, 1994b), and the boundaries of char

acters (nucleotide positions in a homologous

sequence) and character states (the four nucleo

tides) are unambiguous. Over the course of the

past two decades, DNA data have increasingly

supplanted phenotypic data in reconstructing

the phylogenetic relationships of living organ

isms. For the most part, phylogenies inferred

from the genome have corroborated those

inferred from the phenotype; but some intract

able disputes of long standing have been decisi

vely resolved, and there have been surprises.

The use of SINEs (‘‘Short Interspersed

Nuclear Elements’’) as lineage markers has

enhanced the consistency and reliability of mole

cular phylogenetic analyses (Cook & Tristem,

1997; Shedlock et al., 2004). A SINE can be

thought of as a transfer RNA molecule that has

become parasitic by introducing a retrotran

scribed DNA copy of itself into the nuclear

DNA. The introduced sequence is capable of

making new RNA copies, which then reproduce

themselves at new target loci. SINE insertions are

particularly reliable markers of lineage relation

ships for three reasons: (1) the primitive state at

the parasitized locus is always ‘‘SINE absent’’;

(2) the template DNA copy is not excised during

replication, so that it remains indefinitely at the

parasitized locus as a permanent marker of a

unique character state change; and (3) parallel

mutations to the derived character state and

reversions to the primitive character state are

vastly less likely than they are in the case of

single nucleotide mutations.

Molecular analyses of mammalian phylogeny

have revealed some highly corroborated clades

that had gone undetected by morphologists

(Fig. 2.2). Primitive eutherian (placental) mam

mals first appear in the Lower Cretaceous of Asia

around 125 million years ago (Mya), and were

present in both Asia and North America by 110

Mya (Ji et al., 2002). Molecular clock analyses

suggest that the divergence of the extant

eutherian orders dates back to about this time

(Eizirik et al., 2001; Kumar & Hedges, 1998;

Murphy et al., 2001). The initial split seems to

have been between the South American eden

tates (Xenarthra) and all other eutherians, fol

lowed by the divergence of an Africa based

supraordinal clade (Afrotheria) comprising the

elephants, sea cows, hyraxes, tenrecs, and some

other originally African groups. The remaining

eutherian orders form a clade (Boreotheria) with

twomajor subdivisions: (1) primates and related

groups plus the rodents and rabbits

(Euarchontoglires), and (2) everybody else

(Laurasiatheria, including carnivores, ungulates,

whales, shrews, hedgehogs, and bats).

Parts of some of these clusters had been

glimpsed by morphologists and paleontolo

gists for example, the primate treeshrew

colugo group (Archonta: Gregory, 1910) and

the elephant seacow hyrax group (Paenungu

lata: Simpson, 1945) but even in these cases

the affiliations of the tenrecs and the rodent

rabbit group (Glires) were unexpected. Perhaps

the biggest surprise was the deeply imbedded

position of the whales and dolphins (Cetacea)

within the even toed hoofed mammals or Artio

dactyla, where they fall out as the sister group of

hippopotamuses and as successively more dis

tant relatives of ruminants plus pigs and camels.

The molecular identification of the cetaceans as

artiodactyls (Arnason et al., 2000; O’Leary &

Gatesy, 2007) has since been corroborated by

the discovery of early fossil whales that retained

hindlimb bones with distinctively artiodactyl
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morphology (Gingerich et al., 2001; Thewissen

et al., 2001).

These revelations bring into focus some ques

tions about the utility of classifications that are

based solely on genealogical connections.

Phylogenetic relationships are usually correlated

with the distribution of phenotypic properties,

but not always. Whales, cows, pigs, and camels

are all artiodactyls in a cladistic sense, but there

is virtually nothing that they have in common

apart from some shared DNA sequences. A killer

whale and a sheep are as different in anatomy,

ecology, and way of life as it is possible for two

placental mammals to be. Classifying them

together as ‘‘cetartiodactyls’’ encodes no useful

information about their biology. It is not entirely

clear why this is supposed to be a desirable out

come of biological systematics. In a mixed or

evolutionary system of classification, this sort

of situation would be handled by drawing an

ordinal boundary across the artiodactyl lineage

leading to the ancestral whales and treating

Artiodactyla and Cetacea as cognate orders, with

Artiodactyla being retained as a paraphyletic but

adaptively coherent grouping ancestral to the

Cetacea. But in a cladistic classification, we are

obliged to erect a sequence of nested taxa of con

tinually diminishing biological import to express

the successive furcations of the cladogram:

Superorder hippos and whales, Hyperorder

hippos whales and cows, Grandorder hippos

whales cows and camels, and so on. The

resulting groupings are not very useful for talking

about anything except genealogy.

The foregoing exposition on systematics is

offered by way of an apology for what fol

lows namely, an annotated partial classifica

tion of the order Primates (Table 2.1) that is

neither entirely descriptive nor entirely genealo

gical. The classification includes extinct primate

groups, but I have given them short shrift, for

two reasons. First, their phylogenetic relation

ships are often unclear and inferable only from

morphological data, with all the inherent defects

Figure 2.2 Phylogenetic relationships of major clades of extant eutherian mammals, as inferred from
retroposon insertions and other molecular data. Based on Kriegs, J., Churakov, G., Kiefmann, M.,
Jordan, U., Brosius, J., & Schmitz, J. (2006). Retroposed elements as archives for the evolutionary history
of placental mammals. PLoS Biology, 4(4), e91. (Cetartiodactyl branching details added from
O’Leary, M. A., & Gatesy, J. [2007]. Impact of increased character sampling on the phylogeny of
Cetartiodactyla (Mammalia): Combined analysis including fossils. Cladistics, 23, 1 46.)
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Table 2.1 A Partial Classification of the Order Primates

SUBORDER STREPSIRRHINI

Infraorder †Adapiformes

Superfamily †Adapoidea

Family †Adapidae (†Adapis, †Adapoides, †Cryptadapis, †Leptadapis, †Palaeolemur, etc.)

Family †Notharctidae (†Notharctus, †Cantius, †Cercamonius, †Periconodon, etc.)

Family †Sivaladapidae (†Sivaladapis, †Guangxilemur, †Indraloris, †Sinoadapis, etc.)

Infraorder Lemuriformes

Superfamily Lemuroidea

Family Daubentoniidae (Daubentonia)

Family Indriidae (Indri, Avahi, Propithecus, etc.)

Family Lepilemuridae (Lepilemur)

Family Lemuridae (Lemur, Eulemur, Hapalemur, Varecia, †Pachylemur)

Family Cheirogaleidae (Cheirogaleus, Microcebus, Mirza, Allocebus)

Family †Megaladapidae (†Megaladapis)

Family †Paleopropithecidae (†Paleopropithecus, †Mesopropithecus, †Babakotia, etc.)

Family †Archaeolemuridae (†Archaeolemur, †Hadropithecus)

Superfamily Lorisoidea

Family Lorisidae (Loris, Nycticebus, Perodicticus, Arctocebus, †Karanisia, etc.)

Family Galagidae (Galago, Galagoides, Euoticus, Otolemur, †Saharagalago, etc.)

SUBORDER HAPLORHINI

Infraorder Tarsiiiformes

Superfamily †Omomyoidea

Family †Omomyidae (†Omomys, †Tetonius, †Necrolemur, etc.)

Superfamily Tarsioidea

Family Tarsiidae (Tarsius)

Infraorder Anthropoidea

SECTION PLATYRRHINI

Superfamily Ceboidea

Family Callitrichidae (Callithrix, Cebuella, Callimico, Saguinus, Leontopithecus)

Family Cebidae (Cebus, Saimiri)

Family Aotidae (Aotus, †Tremacebus)

Family Atelidae (Ateles, Lagothrix, Brachyteles, Alouatta, †Protopithecus)

Family Pitheciidae (Pithecia, Cacajao, Chiropotes, Callicebus, †Homunculus, etc.)

SECTION CATARRHINI

Superfamily †Propliopithecoidea (†Propliopithecus, †Aegyptopithecus, †Moeripithecus)

Superfamily †Pliopithecoidea (†Pliopithecus, †Epipliopithecus, †Crouzelia, etc.)

Superfamily †Proconsuloidea

Family †Proconsulidae (†Proconsul, †Afropithecus, †Kenyapithecus, etc.)

Family †Sugrivapithecidae (†Sivapithecus, †Ankarapithecus, †Gigantopithecus, etc.)

Family †Dendropithecidae ( †Dendropithecus, †Micropithecus, †Simiolus, etc.)

Superfamily Hominoidea

Family †Dryopithecidae (†Dryopithecus, †Pierolapithecus, †Oreopithecus, etc.)

Family Hylobatidae (Hylobates)

Family Pongidae (Pongo, †Khoratpithecus?)

Family Hominidae (Homo, †Australopithecus, Pan, Gorilla)

Superfamily Cercopithecoidea

Family †Victoriapithecidae (†Victoriapithecus, †Prohylobates)

(continued)
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of such data magnified by the scrappy nature of

the fossil record. Second, they are of secondary

interest in the context of the present volume.

Recent reviews of the systematics, diversity, and

evolution of extinct primates can be found in

Hartwig (2002) and Cartmill and Smith (2009).

The following classification is generally con

servative and utilizes taxon names that are com

monly employed and should be widely

understood. It follows phylogenetic relation

ships where it seems convenient and biologically

useful to do so, but employs paraphyletic group

ings where phylogeny is unclear or where deeply

imbedded groups seem sufficiently distinct

adaptively to warrant distinction by elevating

their rank (e.g., Callitrichidae). However,

I have followed cladistic principles and current

fashion in sinking gorillas and chimpanzees into

the human family (Hominidae) rather than

adopting the now quaint seeming practice of

using the orangutan family (Pongidae) as a taxo

nomic wastebasket for the great apes. What

seems to me to be the most probable pattern of

phyletic relationships among the extant pri

mates, as judged from molecular evidence, is

presented in Figures 2.3 and 2.4.

ORDER PRIMATES

The primates are a moderately diverse order of

mainly arboreal eutherians known as fossils

from the earliest Eocene onward in both the

New and OldWorlds. Almost all extant primates

inhabit tropical and subtropical forests and

woodlands, though humans and some Old

World monkeys range into drier and colder

habitats. Distinctive morphological synapomor

phies of the crown group (living primates and

extinct descendants of their LCA) include large,

forward facing eyes set in complete bony rings;

elaboration of the visual apparatus and visual

parts of the brain; a tympanic bulla formed by

an extension of the bone (petrosal) surrounding

the membranous labyrinth; and grasping hind

feet with a divergent hallux bearing a flat nail.

The claws of the other digits are also modified

into flattened nails in most primates, which is

probably another crown group synapomorphy.

Grasping specializations of the hand have

evolved secondarily in several primate lineages.

Molecular data show that primates are particu

larly close relatives of treeshrews and ‘‘flying

lemurs’’ or colugos (Fig. 2.2). Most paleontolo

gists regard the Plesiadapiformes, an extinct

(Cretaceous late Eocene) group of primarily

arboreal, vaguely rodent like mammals, as

stem group primates (that is, the extinct sister

of the crown group). However, plesiadapiforms

lack the primate cranial synapomorphies listed

previously, and share apomorphies of their own

that exclude them from the direct ancestry of the

crown group primates (Bloch et al., 2007). In

what follows, the term ‘‘primate’’ will be

restricted to members of the crown group.

For most practical purposes, primates can be

divided into a wastebasket ‘‘prosimian’’ group

(Prosimii) of so called ‘‘lower’’ primates com

prising early and persistently primitive forms,

Table 2.1 (Continued)

Family Cercopithecidae (Cercopithecus, Chlorocebus, Macaca, Papio, etc.)

Family Colobidae (Colobus, Presbytis, Trachypithecus, Nasalis, etc.)

Anthropoidea incertae sedis:

Families †Proteopithecidae, †Oligopithecidae, †Parapithecidae

HAPLORHINI INCERTAE SEDIS:

Family †Eosimiidae

PRIMATES INCERTAE SEDIS:

Families †Plesiopithecidae, †Amphipithecidae.

Extinct groups (including paraphyletic stem groups) are indicated by daggers.
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and a holophyletic clade of ‘‘higher’’ primates

(Anthropoidea) comprising monkeys, apes, and

humans. One prosimian group, the tarsiers

(Tarsiidae), is linked to the anthropoids by var

ious morphological synapomorphies (Fig. 2.1:

Cartmill & Kay, 1978; Kay et al., 1997, 2004)

and by molecular apomorphies including pat

terns of SINE insertion (Schmitz & Zischler,

2004). A subordinal cut between Haplorhini

(tarsiers plus anthropoids) and Strepsirrhini

(nontarsier prosimians), rather than a cut

between Prosimii and Anthropoidea, is adopted

here on cladistic grounds.

SUBORDER STREPSIRRHINI

Extant strepsirrhine primates can be described as

looking rather like monkeys with the heads of

dogs (Fig. 2.5). Most of the traits in which they

differ systematically from other primates are pri

mitive (plesiomorphic) states of various

characters of the central nervous system and the

visual and nasal apparatus. Strepsirrhine symple

siomorphies include the comma shaped nostrils

and wet dog like rhinarium that give the taxon its

name. However, the living strepsirrhines are

bound together as a clade by a few apparent

synapomorphies, the most obvious being the

modification of the lower incisors and canines

into a ‘‘toothcomb’’ (Fig. 2.6) used for grooming

the fur (and for specialized feeding activities in

some species). Strepsirrhines also differ from

other primates in having an epitheliochorial

rather than a hemochorial placenta. This is

counted as a synapomorphy by some and a sym

plesiomorphy by others (Wildman et al., 2006).

† Infraorder Adapiformes

This extinct groupof lemur like primates includes

most of the larger andmore herbivorous primates

knownas fossils fromtheEocene.Adapiforms lack

the toothcomb, and it is not certain that they are

Figure 2.3 Phylogenetic relationships of major clades of extant strepsirrhine primates (lorises and
lemurs), as inferred from molecular data. After Roos, C., Schmitz, J., & Zischler, H. (2004). Primate
jumping genes elucidate strepsirrhine phylogeny. Proceedings of the National Academy of Sciences, 101,
10650 10654, with compatible addenda fromHorvath, J., Weisrock, D., Embry, S., Fiorentino, I., Balhoff, J.,
Kappeler, P., et al. (2008). Development and application of a phylogenomic toolkit: Resolving the
evolutionary history of Madagascar’s lemurs. Genome Research, 18, 489 499.
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more closely related to lemurs than they are to

monkeys (Gebo, 2002; Rasmussen, 1986). If they

are not, then Strepsirrhini as defined here is a

wastebasket taxon.

Adapiforms constitute a single superfamily,

Adapoidea, divisible into three families. The

Adapidae comprise several genera of medium

sized, primarily folivorous primates, including

some heavily built, slow moving forms that may

have resembled sloths in their ecology.

Notharctidae were more active, lemur like, run

ning and leaping animals. The Sivaladapidae

were an Asian radiation of adapiforms that cul

minated in some largish (ca. 7 kg), deep jawed,

monkey convergent prosimians known from the

Miocene of Southeast Asia.

Figure 2.4 Phylogenetic relationships of major clades of extant haplorhine primates (tarsiers and
anthropoids), as inferred from molecular data. After Xing, J., Wang, H., Han, K., Ray, D., Huang, C.,
Chemnick, L., et al. (2005). A mobile element based phylogeny of Old World monkeys. Molecular
Phylogenics and Evolution, 37, 872 880, with compatible addenda from Goodman, M., Porter, C.,
Czelusniak, J., Pages, S., Schneider, H., Shoshani, J., et al. (1998). Toward a phylogenetic classification of
primates based on DNA evidence complemented by fossil evidence.Molecular Phylogenics and Evolution, 9,
585 598, and Tosi, A., Disotell, T., Morales, J., & Melnick, D. (2003). Cercopithecine Y chromosome data
provide a test of competing morphological evolutionary hypotheses. Molecular Phylogenics and Evolution,
27, 510 521.
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Infraorder Lemuriformes

This grouping comprises the toothcomb pri

mates, divided into the lemurs of Madagascar

(Lemuroidea) and the lorises and galagos or

bushbabies (Lorisoidea) of Africa and Asia.

The two groups differ systematically in a

number of anatomical details, particularly of

the cheek teeth and the middle ear. Lorisoids

are known from late Eocene deposits in the

Fayum Depression of Egypt (Seiffert et al.,

2003) and from the Miocene of Africa and

southern Asia. There is essentially no fossil

record of lemuroid evolution; the oldest

extinct lemuroids are Holocene species that

Figure 2.5 The face of a strepsirrhine primate (Varecia juvenile). From Cartmill, M., & Smith, F. H.
(2009). The human lineage. New York: Wiley Blackwell. Used with permission.

Figure 2.6 Dentition of the cheirogaleid lemuroid Cheirogaleus medius, showing the toothcomb (T).
From Cartmill, M., & Smith, F. H. (2009). The human lineage. New York: Wiley Blackwell, after
James, W. (1960). The jaws and teeth of primates. London: Pitman Medical Publishing. Used with
permission.
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overlapped in time with the early human

colonists of Madagascar.

Superfamily Lemuroidea

The Malagasy primates constitute a holophyletic

clade of considerable antiquity. Recent mole

cular clock estimates date the first divergence

within the lemuroids (between Daubentonia

and the others) to around the time of the K T

boundary (Horvath et al., 2008). The available

data point to a late Cretaceous or early Tertiary

colonization of Madagascar by a single ancestral

lemuroid species, presumably derived from the

same undocumented proto lemuriform radia

tion in Africa that gave rise to the ancestral

lorisoids (Yoder et al., 1996). Like other small,

isolated land masses, Madagascar has a taxono

mically impoverished fauna whose endemic

groups have radiated to fill ecological spaces

preempted by other taxa on the major conti

nents. Most of the extant lemuroids occupy

niches broadly similar to those filled by primates

in other tropical forests, but Daubentonia and

some of the large extinct lemurs developed unu

sual specializations.

Family Daubentoniidae The aye aye Dau

bentonia madagascariensis is the sole primate

representative of a foraging guild that has been

labeled ‘‘mammalian woodpeckers’’ (Beck,

2009) or ‘‘woodpecker avatars’’ (Cartmill,

1974). The extant members of this guild the

aye aye and the Australasian marsupials of the

genus Dactylopsila inhabit areas devoid of

birds that feed on wood boring insect larvae.

They have developed similar convergent adapta

tions for exploiting this resource, including

enlarged incisors for cutting into infested wood

and an elongated, clawed finger used for probing

exposed tunnels and snagging the grubs. The

aye aye’s complex foraging habits (Erickson,

1994) are probably related to the large size of

its brain, which is as big relative to body size as

those of some monkeys (Stephan, 1972;

Stephan & Andy, 1969). The aberrant morpho

logical specializations of the aye aye (including

inguinal nipples, claws on all digits except the

hallux, and permanently growing incisor teeth

like those of rodents) and the antiquity of its

estimated divergence from the other Malagasy

primates lead some systematists to assign it to a

separate infraorder of its own, Chiromyiformes.

Family Indriidae The indriid genera Indri,

Propithecus, and Avahi comprise several species

of lemurs specialized for a diet of leaves and a

‘‘vertical clinging and leaping’’ pattern of posi

tional behavior. They have long, powerful hin

dlimbs capable of propelling them from tree to

tree in 10 meter leaps, and their long hands and

feet have robust, widely divergent first digits

adapted to grasping large vertical supports. The

indriids include the largest extant strepsirrhine,

Propithecus diadema (>7 kg), as well as one of

the smallest folivorous primates, Avahi laniger

(�1 kg). Avahi is nocturnal in its activity, but

Propithecus and Indri are mainly diurnal ani

mals, and some species have strikingly patterned

and colored pelage, presumably correlated with

color vision.

Family Lepilemuridae Seven or more species

of Lepilemur are distinguished by taxonomists,

mainly on the basis of pelage variants. All are

small (500 to 1,000 g), long tailed, nocturnal,

arboreal folivores with a moderate degree of

specialization for leaping locomotion. Despite

its adaptive convergence with Avahi, Lepilemur

shows no special morphological similarity to the

indriids, and recent molecular data (Horvath

et al., 2008) position it as the phyletic sister of

the mouse and dwarf lemur family

Cheirogaleidae (Fig. 2.3).

Family Lemuridae Of the four genera of

extant lemurids, three (Lemur, Eulemur, and

Varecia) are rather similar looking medium

sized animals with long foxy muzzles, generally

fruit centered dietary preferences, and daily

activity cycles ranging from semi nocturnal

(Eulemur mongoz) to strictly diurnal (Lemur).

Lemur catta, the sole species in its genus, has a

more terrestrial activity pattern and larger group

sizes (up to 20þ animals) than other living

lemuroids. Its phyletic sister Hapalemur is

another small folivore (700 to 2,400 g), with a

suite of anatomical, behavioral, and biochemical

specializations for feeding on bamboo. Although

the Lemuridae as a whole lack obvious
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morphological synapomorphies, SINE inser

tions (Roos et al., 2004) identify them as a holo

phyletic clade and the sister group of the indriids

(Fig. 2.3).

Family Cheirogaleidae This family com

prises five genera of small nocturnal primates

ranging in size from �300 g (Mirza coquereli)

to 30 g (Microcebus myoxinus, the smallest living

primate). All feed on high energy foods fruit,

nectar, gums, and animal prey and some spe

cies of Microcebus and Cheirogaleus conserve

energy during lean seasons of the year by esti

vating or by metabolizing fat stored in the tail.

Many experts have pointed to Microcebus as a

plausible living model for the last common

ancestor of the crown group primates. Cheiro

galeids share certain potentially apomorphous

anatomical traits with galagos, including elonga

tion of the tarsal bones and peculiar specializa

tions of the carotid arterial circulation. Some

systematists have accordingly suggested that

they may be more closely related to the lorisoids

than to the other Malagasy lemurs (Cartmill,

1975; Schwartz, 1986; Szalay & Katz, 1973).

However, molecular data consign the

cheirogaleids to a deeply imbedded position

within the lemuroid clade (Fig. 2.3: Goodman

et al., 1998; Horvath et al., 2008; Roos et al.,

2004; Yoder et al., 1996). Any features they

share with galagos must therefore be conver

gences, or symplesiomorphies retained from

the lemuriform LCA.

Three families of large bodied lemuroids

became extinct around the time of the initial

human colonization of Madagascar some 2,000

years ago. Paleopropithecidae (Paleopropithecus,

Mesopropithecus, Babakotia) were suspensory

arboreal leaf eaters convergent in their ecology

and locomotor anatomy with the tree sloths of the

NewWorld. The largest of them, Archaeoindris, is

knownmainly froma single skull, whichwas as big

as thatof amalegorilla.This gigantic ‘‘sloth lemur’’

may have been a terrestrial form resembling a

ground sloth. Another huge extinct lemur,

Megaladapis (family Megaladapidae), appears to

have been a slow moving (but not suspensory),

great ape sized (40 to 80 kg) folivore. It is

sometimes likened to a giant koala. The

Archaeolemuridae (Archaeolemur,Hadropithecus)

include the most terrestrial offshoots of the

lemuroid radiation, convergent in various respects

with certain ground feeding OldWorldmonkeys.

Superfamily Lorisoidea

Although far less diverse than the primates of

Madagascar, the continental lemuriforms are

nevertheless divided into two sharply differen

tiated subgroups. Both molecular and fossil data

point to a late Eocene divergence of the two. The

family Lorisidae (lorises) comprises four genera

of African (Perodicticus, Arctocebus) and Asian

(Loris, Nycticebus) prosimians that range in

size from 1,200 g (N. coucang) to around 200 g

(A. aureus). All four lorisid genera share noc

turnal habits, diets featuring animal prey, and a

suite of striking apomorphies of locomotor

anatomy and behavior vestigial tails, vise like

hands and feet, and cautious, often weirdly slow

patterns of locomotion in which at least one hand

or foot remains in contact with the support at all

times, even during running (Schmitt et al., 2006).

The members of the other lorisoid family, the

Galagidae (Galago, Otolemur, Galagoides,

Euoticus), are also nocturnal animals with mixed

diets, but their locomotor specializations are just

the opposite: galagos are adapted to leaping and

have correspondingly long tails, long and

powerful hindlimbs, and elongated tarsal bones

that add leverage and speed at takeoff. Ranging in

size from Otolemur (�1,100 g) to the diminutive

Galagoides (�60 g), galagos are limited in distri

bution to Africa.

SUBORDER HAPLORHINI

Although tarsiers and anthropoids are united by

a substantial list of shared derived features of

morphology, many systematists continue to

resist their assimilation into a common suborder

Haplorhini (Shoshani et al., 1996.) There are

three main reasons for this resistance: (1) some

of the candidate haplorhine synapomorphies

(e.g., the hemochorial placenta) may in fact be

symplesiomorphies, (2) most of the candidate

synapomorphies are either unknown or lacking
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in the fossil prosimians often regarded as pos

sible tarsier relatives, and (3) some molecular

data suggest that tarsiers have closer ties to

lemurs and lorises than to anthropoids (Eizirik

et al., 2004). However, the bulk of the molecular

data, including SINE insertions, confirm the

monophyly of the extant Haplorhini

(Schmitz & Zischler, 2004).

Infraorder Tarsiiformes

The only animals universally admitted to this

infraorder are the five to eight species in the

extant genus Tarsius (tarsiers), which inhabit

several islands of the Malay Archipelago

including Sumatra, Borneo, Sulawesi, and the

Philippines. The affinities of tarsiers are

obscured by their grotesque specializations,

which collectively justify their German name of

‘‘goblin lemurs’’ (Koboldmaki). Visual predators

par excellence, these small animals (�100 g)

have enormous eyeballs each as large as the

brain, in some species. Their retinas lack cones

but have foveas (Wolin & Massopust, 1970),

suggesting descent from a diurnal ancestor with

smaller eyes. Tarsiers are the only exclusively

faunivorous primates, and their antemolar den

tition is uniquely specialized for seizing and

holding prey, with stabbing, dagger like incisors

supplementing the canines and a battery of

pointed premolars (Fig. 2.7). The tarsier post

cranium is highly specialized for vertical clinging

and leaping, with long hindlimbs; elongated

tarsal bones (which give tarsiers their name);

highly stabilized, hinge like hip and ankle

joints; and long stiff tails that serve as props in

clinging to vertical supports. Tarsiers’ bulging

eyes, elongated legs and feet, and long fingers

and toes tipped with expanded pads give them a

vaguely froggy appearance despite their long

tails and big, galago like ears.

Living tarsiers are here placed in a

Superfamily Tarsioidea of their own, distin

guished from a Superfamily †Omomyoidea

containing an array of extinct Paleogene prosi

mians often regarded as tarsiiforms. Omo

myoids comprise most of the nonadapoid

primates known from the Eocene. Most of

them are small animals known exclusively from

teeth and jaws, which evince a spectrum of

dietary adaptations ranging from insectivory to

frugivory. A few of the larger omomyoids may

Figure 2.7 Antemolar dentition of Tarsius. I, upper central incisor (I1); C, lower canine. From Cartmill,
M., & Smith, F. H. (2009). The human lineage. New York: Wiley Blackwell. Used with permission.
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have been folivores. Known skulls and postcra

nial remains variously resemble those of cheir

ogaleids and galagos, with varying degrees of

limb specializations for leaping and generally

large eye sockets that suggest nocturnal habits.

Several omomyoid genera exhibit apomorphies

peculiar to tarsiers among living primates, but

these are scattered in distribution and are not

hierarchically nested in a way that would imply

ordinated degrees of phyletic relationship to

Tarsius.

The first omomyoids known, from the early

Eocene, are very similar in molar morphology to

the earliest adapoids (Ni et al., 2004; Rose &

Bown, 1991), intimating that these fossils may

be sampling the initial stages in the divergence of

haplorhines from strepsirrhines. However, this

inference conflicts with molecular clock esti

mates that date the haplo strepsirrhine split to

some 80 Mya, well back in the Mesozoic

(Horvath et al., 2008; Martin, 1993). Some tiny

but strikingly tarsier like molars and a fragmen

tary maxilla from the middle Eocene of China

have been attributed to the genus Tarsius (Beard

et al., 1994; Rossie et al., 2006). If Tarsius itself

was already present in the Eocene, then most of

the isolated tarsier like features found among

omomyoids must be convergences or paralle

lisms. At present, the haplorhine affinities of

these extinct ‘‘tarsiiforms’’ remain uncertain

(Beard, 1988).

Infraorder Anthropoidea

Living anthropoids are distinguished from tar

siers and other prosimians by a host of synapo

morphies, including a complete postorbital

septum, fusion of the two halves of the lower

jaw, vertically implanted spatulate incisors, a

foveate retina with a cone rich area centralis,

enlargement of the brain and elaboration of the

visual centers, and numerous details of the cheek

teeth, ear region, and postcranium. Molecular

phylogenetic studies uniformly confirm the

holophyly of the anthropoid clade. The earliest

fossils universally acknowledged as anthropoids

come from Eocene deposits of the Egyptian

Fayum (Seiffert et al., 2005; Simons &

Rasmussen, 1994). The known specimens show

or imply that these stem group anthropoids

(Families †Oligopithecidae, †Proteopithecidae,

and †Parapithecidae) had distinctively anthro

poid teeth, ear regions, and orbits, but lacked

some of the synapomorphies of the crown group

(e.g., big brains and fused mandibular sym

physes). Other candidate Eocene anthropoids

include two groups from eastern Asia, the

†Amphipithecidae and †Eosimiidae, which are

dismissed by some authorities as anthropoid

convergent adapoids and omomyoids, respec

tively (Beard, 2002; Beard et al., 2005;

Ciochon & Gunnell, 2004; Ciochon et al., 2001;

Gunnell & Miller, 2001; Rasmussen, 2002).

Section Platyrrhini¼ Superfamily Ceboidea

Living anthropoids are divided into two groups:

the monkeys of the New World tropics

(Platyrrhini) and the monkeys, apes, and

humans of the Old World (Catarrhini). The

platyrrhines are almost wholly plesiomorphous

relative to the crown group catarrhines, lacking

such distinctive catarrhine synapomorphies as a

tubular extension of the bony ring (ectotym

panic) around the eardrum and the loss of the

anterior premolar. Nevertheless, there are a few

candidate synapomorphies of the New World

monkeys, mainly in details of the dentition,

and they consistently sort out as a clade in ana

lyses based on molecular data.

The origins of the New World monkeys are

mysterious. They first appear in Oligocene

deposits of South America, at a time when

South America was separated from other con

tinental landmasses by oceanic gaps of hundreds

of kilometers. Some systematists who think that

anthropoids originated in Asia postulate an

entrance into South America via Beringea and

North America, but the general consensus is that

they probably descend from some African basal

anthropoid that somehowmanaged to get across

the South Atlantic. Floating rafts of coastal vege

tation torn loose by a tropical storm are a pop

ular fantasy vehicle for this sea crossing

(Chiarelli & Ciochon, 1980). Origin by vicar

iance (continental rifting yielding a cladistic

split in the attached fauna) is unlikely,

because estimated molecular dates for the
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platyrrhine catarrhine divergence (32 36 Mya)

postdate the Cretaceous zoogeographic isolation

of South America from the other continents by

at least 30 million years (Bocxlaer et al., 2006;

Glazko & Nei, 2003).

Morphological and molecular data concur in

segregating the platyrrhines into five clusters (Fig.

2.4). The marmosets and tamarins (Family

Callitrichidae) are the smallest living anthropoids,

ranging in size from 500 g (Callimico) down to

�110 g (Cebuella). Their small size correlates with

a dietary preference for insects, plant gums, and

other high energy foods. All their digits except the

first toe are furnished with sharp claws, which

facilitate clinging to thick tree trunks in feeding

on exudates. The callitrichids’ small size is also

correlated with uniquely high reproductive rates

for anthropoids up to four offspring annually

per female. This highbirth rate ismadepossible by

consistent twinning andby a cooperative breeding

system in which males and juveniles carry and

tend infants, handing them over at intervals to

the group’s reproductive female to nurse.

Callimico, which lacks the twinning pattern and

the reduced dental formula seen in the rest of the

callitrichids, looks like it ought to represent a

primitive outgroup of the others but the mole

cular data belie this interpretation (Fig. 2.4).

At the opposite end of the platyrrhine size

spectrum, the Atelidae are a family of

medium sized (�5 to 10 kg) arboreal plant

eaters, including the New World’s only pri

marily folivorous monkey, Alouatta. The pla

tyrrhine stock has not given rise to a radiation

of arboreal leaf eaters like those that evolved

among the lemurs of Madagascar and the Old

World anthropoids, perhaps because that

niche was preempted in South America by

the tree sloths. All the atelids have prehensile

tails, and all but Alouatta spend a significant

amount of time hanging and swinging under

neath branches, suspended by their tails and

hands. As adaptations to this sort of arm

swinging locomotion, they have evolved some

convergently ape like apomorphies of the

limbs and trunk (Erikson, 1963). Some extinct

Pleistocene atelids (Caipora, Protopithecus)

approached the great apes in body size, with

weights of up to 25 kg.

Of special interest to neurobiologists, the

night or owl monkey Aotus is the only nocturnal

anthropoid. Its eyes are enlarged for purposes of

light gathering under scotopic conditions, and

its retinas are afoveate and devoid of cones. This

small monkey (�1 kg) is sometimes classed in

the family Cebidae, along with Cebus (capuchin

monkeys) and Saimiri (squirrel monkeys), but is

here assigned to its own family (Aotidae)

because of its markedly divergent specializa

tions. Aotus has an average sized brain for a

New World monkey, whereas Cebus and

Saimiri are the most highly encephalized of the

living platyrrhines. This may be a synapo

morphy linking the two. However, brain

growth follows different ontogenetic trajectories

in the two genera, occurring mainly before birth

in Saimiri and mainly after birth in Cebus

(Hartwig, 1999). The large brain of Cebus corre

lates with some ‘‘advanced’’ behavioral apomor

phies, including tool use in both captivity and

the wild (Fragaszy et al., 2004).

The remaining platyrrhine genera (Pithecia,

Chiropotes, Cacajao, Callicebus) constitute a fifth

family of New World anthropoids, the Pithe

cidae, distinguished by several synapomorphies

including specializations of the anterior teeth for

feeding on hard, unripe fruit. Some systematists

regard Aotus as part of the pithecid clade, but

this assignment is not supported by the mole

cular data (Fig. 2.4).

Section Catarrhini

The earliest fossil anthropoids from the Old

World are no more clearly related to modern

catarrhines than they are to platyrrhines. The

oldest taxon widely accepted as a catarrhine

stem group is the early Oligocene family

†Propliopithecidae from the Fayum.

Propliopithecids have the reduced dental for

mula characteristic of later Old World anthro

poids (2.1.2.3/2.1.2.3) and share some other

catarrhine dental synapomorphies (e.g., loss of

the paraconid cusp on the lower molars).

Otherwise, they appear to have been persistently

primitive anthropoids, with relatively small

brains, ring shaped ectoympanics, and general

ized arboreal quadruped postcranial anatomy.
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Modern catarrhines fall into two holophyletic

superfamilies: apes plus humans (Hominoidea)

and Old World monkeys (Cercopithecoidea),

distinguished from each other by conspicuous

synapomorphies peculiar to each group. The

oldest known cercopithecoids occur as fossils in

the early Miocene, whereas the first fossil apes

known to exhibit the distinctive shared peculia

rities of the living hominoids are Dryopithecus

and related genera (family †Dryopithecidae)

from the late Miocene of Europe. The remaining

Miocene catarrhines are sometimes described as

‘‘dental apes’’ because they had ape like denti

tions but monkey like limb and trunk skeletons,

adapted to quadrupedal locomotion rather than

arm swinging. They are assigned here to two

extinct superfamilies: the paraphyletic

†Proconsuloidea (which have a complete tub

ular ectotympanic) and the probably holophy

letic †Pliopithecoidea (which do not, and

presumably branched off at an earlier point

from a stem catarrhine resembling the proplio

pithecids). Both cercopithecoids and hominoids

probably originated from proconsuloid

ancestors.

From the Miocene onward, catarrhines have

exhibited two evolutionary tendencies not evi

dent in other primates: (1) a tendency to evolve

mating systems involving high levels of male

male competition and marked sexual

dimorphism and (2) a tendency to occupy ter

restrial niches. The two tendencies are probably

adaptively correlated with each other. Substantial

radiations of terrestrially adapted forms have

appeared in all three of the post Oligocene catar

rhine superfamilies in the large bodied, thick

enameled proconsuloids here classified as the

family †Sugrivapithecidae, in the cercopithecids

among the Cercopithecoidea, and in the homi

nids among the Hominoidea.

Superfamily Hominoidea

The living apes and humans are distinguished

by a suite of postcranial synapomorphies

thought to have originated as adaptations to

an arm swinging form of suspensory locomo

tion. Hominoids have long, limber forelimbs

with modifications of the joints that maximize

flexibility and permit the arm to be held over

the head with the elbow fully extended. The

thorax is transversely broadened and the cla

vicle elongated (Fig. 2.8), redirecting the gle

noid socket of the shoulder joint to face more

laterally and thereby facilitating swinging and

hanging from supports above and behind the

head. Because flexion and extension of the back

no longer contribute to locomotion as they do

in a galloping quadruped, the lumbar part of

the hominoid vertebral column is reduced in

length and its epaxial extensor muscles are

reduced in volume and cross sectional area,

resulting in characteristic changes in the mor

phology of the lumbar vertebrae.

Extant hominoids are here divided into

three families. The lesser apes or gibbons

(Hylobatidae) are medium sized (5 to 12 kg),

strictly arboreal inhabitants of tropical forests in

Southeast Asia and Indonesia. Hylobatids are

swift, ricochetal arm swingers that often hurl

themselves in acrobatic, arm propelled leaps

across gaps of several meters between trees. They

seldomdescend to the ground, andwalk bipedally

with their hands in the air on the rare occasions

when they do so.

The remaining apes are considerably larger

animals and correspondingly more cautious in

their arboreal locomotion. Orangutans

(Pongidae) are the largest strictly arboreal pri

mates, with body weights ranging from �36 kg

in females up to around 80 kg in big males.

Their evolutionary history is disputed. The

Miocene sugrivapithecid Sivapithecus had a

strikingly orangutan like facial skeleton, and

most authorities regard it as an early represen

tative of the Pongidae. However, known post

cranials of Sivapithecus seem to have been

generally monkey like, lacking key hominoid

apomorphies of the hand and shoulder

(Pilbeam, 2002). Either the orangutan like cra

nial features of Sivapithecus are convergences or

else most of the hominoid postcranial apomor

phies evolved separately three times in the

ancestors of gibbons, of orangutans, and of

the African apes and humans. The jury is still

out on this issue.

The final hominoid family, the Hominidae,

comprises humans (Homo) and their

Plio Pleistocene relatives (†Australopithecus),
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chimpanzees (Pan), and gorillas (Gorilla).

Chimpanzees and gorillas exhibit a so called

‘‘knuckle walking’’ pattern of quadrupedal loco

motion, in which the weight of the upper body is

borne on the backs of the middle phalanges, and

they share some functionally related weight

bearing specializations of the hand and wrist

not seen in humans. Despite these apparent

synapomorphies, molecular data strongly indi

cate that chimpanzees are more closely related to

humans than to gorillas, and all three genera are

now conventionally lumped into the human

family on cladistic grounds.

Superfamily Cercopithecoidea

Molecular clock studies suggest a date of 23 25

Mya for the divergence of Old World monkeys

from the ‘‘dental ape’’ ancestors of the

Hominoidea. Cercopithecoids first appear in the

late early Miocene of North and East Africa and

spread into Asia around the end of the Miocene.

The first cercopithecoids (†Victoriapithecidae)

are already distinguished from hominoids by sev

eral characteristic cercopithecoid synapomor

phies, including a ‘‘bilophodont’’ molar pattern

(in which the four main cusps of the molar teeth

are joined together by transverse crests) and var

ious postcranial traits that appear to be function

ally related to an increase in the amount of time

spent on the ground (Benefit & McCrossin, 2002;

McCrossin et al., 1998).

The extant cercopithecoids are divisible into

two differently adapted families. The Colobidae

or leaf monkeys are primarily folivores, with

correspondingly specialized teeth and saccu

lated, somewhat ruminant like stomachs. Most

extant colobids are largely or exclusively

arboreal. The Cercopithecidae are more

diversely adapted, omnivorous animals that

manifest a wider range of life habits and body

Figure 2.8 Cranial views of the thorax and right shoulder girdle of a cercopithecoid (Papio, A) and
hominoid (Homo, B), showing the elongated clavicle, transversely broad thorax, and reoriented shoulder
socket (arrows) characteristic of the crown group Hominoidea. From Cartmill, M., & Smith, F. H. (2009).
The human lineage. New York: Wiley Blackwell, after Schultz, A. (1969). The life of primates. London:
Weidenfeld and Nicholson. Used with permission.
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sizes, from the small arboreal form Miopithecus

(�1,200 g) up to the large bodied, mainly ter

restrial quadrupeds Papio and Mandrillus (over

30 kg in big males). Colobids find their greatest

diversity in Asia, with one genus (Colobus)

native to Africa; conversely, cercopithecids con

stitute a largely African radiation that has given

rise to a single cosmopolitan genus (Macaca)

extending beyond Africa eastward across

southern Asia into Indonesia. Perhaps the most

successful and speciose of living primate

families, the cercopithecids comprise a bewil

dering variety of variously adapted arboreal

and terrestrial forms, including some 20 recog

nized species in each of the genera Macaca and

Cercopithecus.
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CHAPTER 3

Primate Locomotor Evolution:

Biomechanical Studies of Primate Locomotion

and Their Implications for Understanding

Primate Neuroethology

Daniel Schmitt

Primate locomotor diversity is extraordinary

when compared to most other vertebrate

groups with at least three forms of locomotion

not seen among any other mammals alive today.

One of those unique forms of locomotion is our

own upright striding bipedal gait. The 65 mil

lion year story of how our lineage departed

from a tiny mammalian ancestor and evolved

the locomotor variation we see today involves a

series of profound shifts in the way primates use

their limbs. These dramatic changes in limb

function reflect major adaptive shifts and loco

motor innovations during primate and human

evolution. These changes in limb function may

also reflect profound differences in the neural

control of locomotion between primates and

almost all other animals.

In the past 50 years primate models have

played an important role in studies of brain

and spinal cord injury and pathology (i.e.,

Courtine et al., 2005a,b, and Xiang et al., 2007,

for some of the most recent work, and

Capitanio and Emborg, 2008, for a review of

the history of this research). Beginning with the

pioneering work of Harvard neurobiologist

Derek Denny Brown, studies of locomotor pat

terns in healthy primates and those with spinal

and brain lesions have led to significant insight

into the neural control of human locomotion

(see Gilman, 1982, and Vilensky et al., 1994a,

1996 for a review of this work). Primates are

critical models for human clinical research not

only because they are our closest relatives, but

also because primates (including humans)

show patterns of locomotion and locomotor

control that are different from all other mam

mals. For example, the important (albeit con

troversial) theory that primates as a group lack

central pattern generators and rely more on

supraspinal control of motion compared to

other mammals has stimulated research that

has led to a deeper understanding and treat

ment of spinal injury (see Duysens & van de

Crommert, 2007; Grillner and Wallen 1985;

Vilensky & Larson, 1989; Vilensky &

O’Connor, 1997, 1998).

In addition to the profound clinical and

basic science insights, biomechanical studies

that compare primates to other mammals

have allowed us to better understand and

reconstruct the evolution of locomotor beha

vior in our Order and the underlying

adaptive foundations of patterns of primate

gait. Table 3.1 provides a summary of biome

chanical studies of primate locomotion that

may be a resource for those neuroethologists

interested in the underlying differences

both within primates and across orders. This

chapter describes the extreme locomotor

diversity found within primates and describes
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Table 3.1 A Representative* List of Experimental Studies of Primate Locomotion

Source Taxa Data Movement(s)

Cartmill et al., 2002, 2007a,b All T TQ, AQ

Hildebrand, 1967 All T TQ

Larson, 1998; Larson et al. 1999, 2001 All K TQ, AQ

Lemelin & Schmitt, 1998 All K TQ, AQ

Reynolds, 1985 All T, FP TQ

Reynolds, 1987 All T, K TQ, TB

Vilensky, 1987, 1989; Vilensky & Gehlsen, 1984;

Vilensky & Larson, 1989

All T, K, EMG TQ

Aerts et al., 2000 Hom T TQ, TB

Chang et al., 1997, 2000; Bertram & Chang, 2001 Hom FP AS

D’Août et al., 2002 Hom T, K TQ, TB

Elftman, 1944; Elftman & Manter, 1935 Hom K, T TB

Jenkins, 1972 Hom K TB

Kimura, 1990, 1991, 1996 Hom T, En TQ

Larson & Stern, 1986, 1987 Hom EMG TQ, AQ, R

Larson et al., 1991 Hom EMG AS, TQ, R

Larson, 1988, 1989 Hom EMG AS

Okada & Kondo, 1982; Okada, 1985 Hom EMG TB

Prost, 1967, 1980 Hom K, T TQ, TB, VC

Shapiro et al., 1997 Hom EMG, T TQ

Stern & Larson, 2001 Hom EMG TQ, AS

Stern & Susman, 1981 Hom EMG TQ, TB, VC

Susman, 1983 Hom K TQ, TB

Swartz et al., 1989 Hom BS AS

Tardieu et al., 1993 Hom K TB

Tuttle & Basmajian, 1974a,b,c,

1977, 1978a,b; Tuttle et al., 1983, 1992

Hom EMG TQ, TB, AS

Vereecke et al., 2003, 2006 Hom FP TQ

Wunderlich & Jungers, 2009;

Wunderlich & Ford, 2000

Hom Pr TQ, AQ

Yamazaki & Ishida, 1984 Hom K, T TB, VC

Jenkins et al., 1978 NWM K, C, AS

Prost & Sussman, 1969 NWM K, T IQ

Schmitt, 2003a NWM FP, K, T AQ, TQ

Turnquist et al., 1999 NWM K AS

Vilensky & Patrick, 1985 NWM T, K TQ

Vilensky et al., 1994 NWM T, K IQ

Fleagle et al., 1981 NWM, Hom EMG, BS VC, TQ, TB

Ishida et al., 1985 NWM, Hom EMG TQ, TB

Jungers & Stern, 1980, 1981, 1984 NWM, Hom EMG AS

Stern et al., 1977, 1980 NWM, Hom EMG AQ, VC

Taylor & Rowntree, 1973 NWM, Hom En

Hirasaki et al., 1993, 1995, 2000 NWM, OWM T, K, FP, EMG VC

Prost, 1965, 1969 NWM, OWM T TQ

Kimura et al., 1979; Kimura, 1985, 1992 NWM, OWM, Hom FP TQ

Kimura et al., 1983 NWM, OWM, Hom T TQ, TB

Schmitt & Larson, 1995 NWM, OWM, Hom K TQ, AQ

Vangor & Wells, 1983 NWM, OWM, Hom EMG TQ, TB, VC

(continued)
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laboratory and field studies that have illumi

nated significant differences between primates

and other animals. These two aspects of pri

mate locomotion diversity and difference

are brought together to interpret the adaptive

significance of fundamental changes in the role

of the forelimb associated with the origin of

primates, the evolution of suspensory beha

vior, and the evolution of upright, striding

bipedalism.

Table 3.1 (Continued)

Source Taxa Data Movement(s)

Wunderlich & Schmitt, 2000 NWM, OWM, Hom K TQ, AQ

Demes et al., 1994 OWM BS TQ

Larson & Stern, 1989; 1992 OWM EMG TQ

Meldrum, 1991 OWM K, T AQ, TQ

Polk, 2002 OWM T, FP, K TQ

Rollinson & Martin, 1981 OWM T AQ, TQ

Schmitt et al., 1994 OWM EMG TQ

Shapiro & Raichlen, 2005 OWM K TQ

Wells & Wood, 1975 OWM K TQ, L

Schmitt, 1994, 1998, 1999, 2003b OWM K, FP TQ, AQ

Vilensky, 1980, 1983, 1988; Vilensky &

Gankiewicz, 1986, 1990, Vilensky et al., 1986,

1990, 1991

OWM K, T TQ

Whitehead & Larson, 1994 OWM K, C, EMG TQ

Alexander & Maloiy, 1984 OWM, Hom T TQ

Shapiro & Jungers, 1988, 1994 OWM, Hom EMG, T TQ, TB, VC

Anapol & Jungers, 1987 Pro EMG, T TQ, L

Carlson et al., 2005 Pro FP TQ, AQ

Demes et al., 1990 Pro T AQ

Demes et al., 1998, 2001 Pro FP L

Franz et al., 2005 Pro K, FP TQ, AQ

Gunther, 1991 Pro FP, EMG L

Ishida et al., 1990 Pro T, FP AQ

Jouffroy, 1983; Jouffroy & Gasc, 1974;

Jouffroy et al., 1974

Pro K, C AQ

Jouffroy & Petter, 1990 Pro T, K, AQ

Jouffroy & Stern, 1990 Pro EMG AQ

Jungers & Anapol, 1985 Pro T, EMG TQ

Schmidt & Fischer, 2000 Pro K, C AQ

Schmitt & Lemelin, 2002 Pro FP TQ, AQ

Shapiro et al., 2001 Pro K AQ

Stevens, 2001; Stevens et al. 2001 Pro K, T AQ, IAQ

Taxa: All, representative species from all of the taxa; Hom, hominoid; NWM, New World monkey; OWM, Old World
monkey; Pro, prosimian.
Data: BS, bone strain; C, cineradiography; EMG, electromyography; En, energetics; FP, force plate; K, kinematics;
Pr, pressure; T, temporal characters.
Movements: AQ, arboreal quadrupedalism; AS, arm swinging; IAQ, inclined quadrupedalism (pole); IQ, inclined
quadrupedalism (flat substrate); L, leaping; R, reaching; TB, terrestrial bipedalism; TQ, terrestrial quadrupedalism.

*This is not an exhaustive list of all studies on primate locomotion. I have included those studies that focus specifically on
primate locomotor mechanics primarily in a laboratory setting. I apologize to anyone who was excluded. A review of
many experimental studies can be found in Fleagle (1979), Jouffroy (1989), Churchill and Schmitt (2003), and Lemelin
and Schmitt (2007). The above table does not include studies by anthropologists that focus solely on human bipedalism
like those of Li and colleagues (1996), Schmitt and colleagues (1996, 1999), or Crompton and colleagues (1998).
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PRIMATE LOCOMOTOR
DIVERSITY

Classifying the locomotion of any animal is dif

ficult. Primates are especially difficult. Stern and

Oxnard (1973) argued that a system of classifi

cation must be an aid to thinking and commu

nication. But with primates this is an almost

impossible goal. There are many primates that

can effectively walk, run, leap, climb, and swing

through the trees.What name can we give to that

repertoire? What category would such an animal

fit into?

The Order Primates contains between 100

and 400 (see Chapter 2 for a review) recognized

species (Table 3.2). Figure 3.1 shows a small

sample of this diversity. Our Order includes

many primates that walk and run in a manner

that is superficially similar to dogs and cats. But

there are also many that leap large distances

between horizontal or vertical supports. There

are some primates that swing like pendulums

through the trees and others that walk on their

fingers, their fists, or even their knuckles. Finally,

a select group of primates walks on two legs

exclusively. This wide is made more complex

by the reality that many primate species can

use several of those different modes equally

adroitly. That flexibility was the key to the suc

cessful radiation of our Order.

At its core, the Order Primates is an arboreal

radiation. Although several species in Africa and

Asia spend most of their time on the ground

(Table 3.1), the vast majority of primates,

including all those in South America, restrict

their movements to the trees, and all primates

move into the tress to sleep and escape predators.

The physical characteristics that we use to

define primates grasping, prehensile hands

with nails instead of claws and forward facing

eyes (Figure 3.2) have long been associated

Table 3.2 List of Primates and Their Most Commonly Used Substrates and Locomotor Modes

Common Name Species Name

Substrate

Used Locomotor Mode

SUBORDER STREPSIRRHINI

INFRAORDER LEMURIFORMES

Superfamily Lemuroidea

Family Cheirogaleidae

Fat tailed dwarf lemur Cheirogaleus medius Arboreal Quadruped/leaper

Greater dwarf lemur Cheirogaleus major Arboreal Quadruped/leaper

Lesser mouse lemur Microcebus murinus Arboreal Quadruped/leaper

Coquerel’s mouse lemur Mirza coquereli Arboreal Quadruped/leaper

Hairy eared dwarf lemur Allocebus trichotis Arboreal Quadruped/leaper

Fork crowned lemur Phaner furcifer Arboreal Quadruped/clinger

Family Lemuridae

Ring tailed lemur Lemur catta Terrestrial/

arboreal

Quadruped/leaper

Black lemur Eulemur macaco Arboreal Quadruped/leaper

Brown lemur Eulemur fulvus Arboreal Quadruped/leaper

Mongoose lemur Eulemur mongoz Arboreal Quadruped/leaper

Crowned lemur Eulemur coronatus Arboreal Quadruped/leaper

Red bellied lemur Eulemur rubriventer Arboreal Quadruped/leaper

Gray gentle lemur Hapalemur griseus Arboreal Quadruped/leaper

Golden gentle lemur Hapalemur aureus Arboreal Quadruped/leaper

Broad nosed gentle lemur Hapalemur simus Arboreal Quadruped/leaper

Ruffed lemur Varecia variegata Arboreal Quadruped

(continued)
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Table 3.2 (Continued)

Common Name Species Name

Substrate

Used Locomotor Mode

Family Lepilemruidae

Weasel sportive lemur Lepilemur mustelinus Arboreal Vertical clinger & leaper

Family Indriidae

Indri Indri indri Arboreal Vertical clinger & leaper

Eastern woolly lemur Avahi laniger Arboreal Vertical clinger & leaper

Western woolly lemur Avahi occidentalis Arboreal Vertical clinger & leaper

Diademed sifaka Propithecus diadema Arboreal Vertical clinger & leaper

Verreaux’s sifaka Propithecus verreauxi Arboreal Vertical clinger & leaper

Family Daubentoniidae

Aye aye Daubentonia

madagascariensis

Arboreal Quadruped

Superfamily Lorisoidea

Family Loridae

Golden potto Arctocebus aureus Arboreal Quadruped

potto Perodicticus potto Arboreal Quadruped

Slender loris Loris tardigradus Arboreal Quadruped

Slow loris Nycticebus coucang Arboreal Quadruped

Lesser slow loris Nycticebus pygmaeus Arboreal Quadruped

Family Galagidae

Greater galago Otolemur crassicaudatus Arboreal Quadruped/leaper

Garnett’s galago Otolemur garnettii Arboreal Quadruped/leaper

Southern needle clawed

galago

Euoticus elegantulus Arboreal Quadruped/leaper

Lesser galago Galago senegalensis Arboreal Quadruped/leaper

Southern lesser galago Galago moholi Arboreal Quadruped/leaper

Allen’s galago Galago alleni Arboreal Quadruped/leaper

Demidoff’s galago Galago demidoff Arboreal Quadruped/leaper

SUBORDER HAPLORHINI

INFRAORDER TARSLLFORMES

Family Tarsiidae

Philippine tarsier Tarsius syrichta Arboreal Vertical clinger & leaper

Horsfield’s tarsier Tarsius bancanus Arboreal Vertical clinger & leaper

Spectral tarsier Tarsius spectrum Arboreal Vertical clinger & leaper

INFRAORDER PLATYRHINI

Superfamily Ceboidea

Family Cebidae

Dusky titi Callicebus moloch Arboreal Quadruped

Northern owl monkey Aotus trivirgatus Arboreal Quadruped

White faced saki Pithecia pithecia Arboreal Quadruped

Monk saki Pithecia monachus Arboreal Quadruped

White nosed saki Chiropotes albinasus Arboreal Quadruped

Black headed uakari Cacajao melanocephalus Arboreal Quadruped

Red uakari Cacajao calvus Arboreal Quadruped

White throated capuchin Cebus capucinus Arboreal Quadruped

White fronted capuchin Cebus albifrons Arboreal Quadruped

(continued)
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Table 3.2 (Continued)

Common Name Species Name

Substrate

Used Locomotor Mode

Weeper capuchin Cebus olivaceus Arboreal Quadruped

Black capped capuchin Cebus apella Arboreal Quadruped

Common squirrel monkey Saimiri sciureus Arboreal Quadruped/leaper

Family Atelidae Mantled

howler monkey

Alouatta palliata Arboreal Quadruped

Red howler monkey Alouatta seniculus Arboreal Quadruped

Brown howler monkey Alouatta fusca Arboreal Quadruped

Black howler monkey Alouatta caraya Arboreal Quadruped

Black spider monkey Ateles paniscus Arboreal Arm swinger/quadruped

Long haired spider monkey Ateles belzebuth Arboreal Arm swinger/quadruped

Brown headed spider

monkey

Ateles fusciceps Arboreal Arm swinger/quadruped

Black handed spider

monkey

Ateles geoffroyi Arboreal Arm swinger/quadruped

Woolly spider monkey Brachyteles arachnoides Arboreal Quadruped/arm swinger

Humboldt’s woolly monkey Lagothrix lagotricha Arboreal Quadruped/arm swinger

Yellow tailed woolly

monkey

Lagothrix flavicauda Arboreal Quadruped/arm swinger

Family Callitrichidae

Goeldi’s marmoset Callimico goeldii Arboreal Vertical clinger & leaper

Common marmoset Callithrix jacchus Arboreal Vertical clinger & leaper

Geoffroy’s tufted ear

marmoset

Callithrix geoffroyi Arboreal Vertical clinger & leaper

Buffy headed Marmoset Callithrix flaviceps Arboreal Vertical clinger & leaper

Silvery marmoset Callithrix argentata Arboreal Vertical clinger & leaper

Pygmy marmoset Cebuella pygmaea Arboreal Vertical clinger & leaper

Golden lion tamarin Leontopithecus rosalia Arboreal Vertical clinger & leaper

Golden headed lion tamarin Leontopithecus

chrysomelas

Arboreal Vertical clinger & leaper

Midas tamarin Saguinus midas Arboreal Vertical clinger & leaper

Black mantled tamarin Saguinus nigricollis Arboreal Vertical clinger & leaper

Saddle back tamarin Saguinus fuscicollis Arboreal Vertical clinger & leaper

Black chested moustached

tamarin

Saguinus mystax Arboreal Vertical clinger & leaper

Red bellied tamarin Saguinus labiatus Arboreal Vertical clinger & leaper

Emperor tamarin Saguinus imperator Arboreal Vertical clinger & leaper

Pied tamarin Saguinus bicolor Arboreal Vertical clinger & leaper

Cotton top tamarin Saguinus oedipus Arboreal Vertical clinger & leaper

INFRAORDER CATARRHINI

Superfamily Cercopithecoidea

Family Cercopithecidae

Subfamily

Cercopithecinae

Allen’s swamp monkey Allenopithecus

nigroviridis

Terrestrial Quadruped

Talapoin monkey Miopithecus talapoin Arboreal Quadruped

Patas monkey Erythrocebus patas Terrestrial Quadruped

(continued)

36



Table 3.2 (Continued)

Common Name Species Name

Substrate

Used Locomotor Mode

Vervet monkey Cercopithecus aethiops Terrestrial/

arboreal

Quadruped

Diana monkey Cercopithecus diana Arboreal Quadruped

Greater white nosed

monkey

Cercopithecus nictitans Arboreal Quadruped

Blue monkey Cercopithecus mitis Arboreal Quadruped

Mona monkey Cercopithecus mona Arboreal Quadruped

Campbell’s monkey Cercopithecus campbelli Arboreal Quadruped

Crowned guenon Cercopithecus pogonias Arboreal Quadruped

Wolf’s monkey Cercopithecus wolfi Arboreal Quadruped

Lesser white nosed monkey Cercopithecus petaurista Arboreal Quadruped

Redtail monkey Cercopithecus ascanius Arboreal Quadruped

L’hoest’s monkey Cercopithecus lhoesti Terrestrial/

arboreal

Quadruped

Preuss’s monkey Cercopithecus preussi Arboreal Quadruped

DeBrazza’s monkey Cercopithecus neglectus Terrestrial/

arboreal

Quadruped

Barbary macaque Macaca sylvanus Terrestrial Quadruped

Lion tailed macaque Macaca silenus Terrestrial/

arboreal

Quadruped

Pigtailed macaque Macaca nemestrina Terrestrial Quadruped

Tonkean macaque Macaca tonkeana Terrestrial Quadruped

Celebes macaque Macaca nigra Terrestrial Quadruped

Crab eating macaque Macaca fascicularis Arboreal Quadruped

Stumptailed macaque Macaca arctoides Terrestrial/

arboreal

Quadruped

Rhesus macaque Macaca mulatta Terrestrial/

arboreal

Quadruped

Japanese macaque Macaca fuscata Terrestrial/

arboreal

Quadruped

Bonnet macaque Macaca radiata Terrestrial/

arboreal

Quadruped

Gray cheeked mangabey Lophocebus albigena Arboreal Quadruped

Black mangabey Lophocebus aterrimus Arboreal Quadruped

Hamadryas baboon Papio hamadryas Terrestrial Quadruped

Guinea baboon Papio papio Terrestrial Quadruped

Olive baboon Papio anubis Terrestrial Quadruped

Yellow baboon Papio cynocephalus Terrestrial Quadruped

Chacma baboon Papio ursinus Terrestrial Quadruped

Gelada baboon Theropithecus gelada Terrestrial Quadruped

Sooty mangabey Cercocebus atys Terrestrial/

Arboreal

Quadruped

White collared mangabey Cercocebus torquatus Terrestrial/

Arboreal

Quadruped

Agile mangabey Cercocebus agilis Terrestrial/

Arboreal

Quadruped

Tana river mangabey Cercocebus galeritus Arboreal Quadruped
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Table 3.2 (Continued)

Common Name Species Name

Substrate

Used Locomotor Mode

Mandrill Mandrillus sphinx Arboreal/

Terrestrial

Quadruped

Drill Mandrillus leucophaeus Terrestrial/

arboreal

Quadruped

Subfamily Colobinae

Black colobus monkey Colobus satanas Arboreal Quadruped

Angolan black and white

colobus

Colobus angolensis Arboreal Quadruped

Western black and white

colobus

Colobus polykomos Arboreal Quadruped

Abyssinian black and white

colobus

Colobus guereza Arboreal Quadruped

Western red colobus

monkey

Procolobus badius Arboreal Quadruped

Olive colobus monkey Procolobus verus Arboreal Quadruped

Hanuman langur Semnopithecus entellus Terrestrial/

arboreal

Quadruped

Purple faced langur Trachypithecus vetulus Arboreal Quadruped

Silvered leaf monkey Trachypithecus cristatus Arboreal Quadruped

Tenasserim langur Trachypithecus barbei Arboreal Quadruped

Dusky leaf monkey Trachypithecus obscurus Arboreal Quadruped

Delacour’s langur Trachypithecus delacouri Arboreal Quadruped

Mitered leaf monkey Presbytis melalophos Arboreal Quadruped

Douc langur Pygathrix nemaeus Arboreal Quadruped

Snub nosed langur Pygathrix roxellana Arboreal Quadruped

Proboscis monkey Nasalis larvatus Arboreal Quadruped

Superfamily Hominoidea

Family Hylobatidae

White handed gibbon Hylobates lar Arboreal Brachiator

Siamang Hylobates syndactylus Arboreal Bbrachiator

Family Hominidae

Orangutan Pongo pygmaeus Arboreal Quadrumanous/

arm swinger

Gorilla Gorilla gorilla Terrestrial Knuckle walker

Pygmy chimpanzee

(bonobo)

Pan paniscus Arboreal/

terrestrial

Knuckle walker/

arm swinger

Common chimpanzee Pan troglodytes Terrestrial/

arboreal

Kknuckle walker/

arm swinger

Human Homo sapiens Terrestrial Biped

This list of primates is derived from a review of animals listed by Fleagle (1999), Szalay and Delson (1979), and
Rowe (1996). This is not meant as a definitive or inarguable phylogenetic arrangement of primates (see Cartmill,
this volume for a critical review of primate phylogeny). This list is serve as a basis for describing the variation in
locomotor behavior in an organized list. I have chosen to list a subset of the nearly 400 species that one might be
included in a comprehensive list. For example, the many identified species of night monkey are not listed because
their locomotion does not differ. The locomotor classification is based on Rose (1973), Oxnard et al. (1990), and
Fleagle (1999).
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with arboreal habits. Smith (1912) and Jones

(1916) were among the first to relate some of

the unique anatomical and behavioral character

istics of primates to living in the trees. They

suggested that grasping hands and stereoscopic

vision met the critical need to leap great distances

and land safely. Their views were further pro

moted in writings of LeGros Clark (1959) but

Figure 3.1 This painting (‘‘Darwin and Friends,’’ Stephen Nash, 1985) illustrates the remarkable locomotor
diversity in the order. A terrestrial quadrupedal lemur and monkey are shown on the ground to the left, the
knuckle walking apes are on the ground to the right, arboreal quadrupeds are on the middle and high branches,
an arm swinging monkey and ape are hanging in the center, and the vertical clingers and leapers are shown on
the primary trunk. Finally, our own bipedalism is represented on the right. Used with permission.

Figure 3.2 This figure
highlights two pieces of a larger
suite of features that define
primates. (A) Forward facing
eyes in the primate (right) allow
detailed stereoscopic vision and
depth perception. (B) Grasping
hands with nails in primates
(right) allow effective gripping of
branches as well as single
handed, prehensile capture and
manipulation of objects.
Modified from Cartmill, M.
(1992). New views on primate
origins. Evolution and
Anthropology, 1, 105 111. Used
with permission.
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later challenged and refined by Cartmill (1970,

1972, 1974a,b, 1992), who suggested that the for

ward facing eyes and grasping extremities of pri

mates should be interpreted not as adaptations

for leaping, but rather as adaptations to cautious,

nocturnal foraging for insect prey on thin, flexible

branches. Recent morphological and laboratory

based data support the latter argument (Cartmill

et al., 2002; Hamrick, 1998; Lemelin, 1999;

Schmitt, 1999; Schmitt & Lemelin, 2002).

Others have suggested that primates evolved

their unusual physical characteristics in associa

tion with foraging for fruits rather than insects

(Sussman, 1991). Exactly which aspects of arbore

ality influenced the development of primate

anatomy remains a subject of continued debate

(Cartmill, 1992; Cartmill et al. 2002, 2007a,b;

Lemelin & Schmitt, 2007; Raichlen & Shapiro,

2006; Schmitt & Lemelin, 2002; Sussman, 1991;

Szalay & Dagosto, 1988; Szalay et al., 1987). But

the fact remains that the challenges of moving

and foraging in a thin, flexible, terminal branch

milieu appear to be at the core of the anatomical,

behavioral, and neurological qualities that define

primates. As Jenkins (1974: 112) noted concisely,

‘‘The adaptive innovation of ancestral primates

was therefore not the invasion of the arboreal

habitat, but their successful restriction to it.’’ So

it is reansonable to begin this exercise of classi

fying primate locomotion by saying that the

underlying primate bauplan reflects a history of

arboreal quadrupedal locomotion on relatively

thin supports.

Another broad statement that can be made

is that most primates rely primarily on a quad

rupedal mode of locomotion (Fig. 3.3). Of the

149 living species of primates listed in Table 3.2,

at least 107 them rely heavily on quadrupedal

locomotion (Rose, 1973). However, as has been

recognized by many authors, the term ‘‘quad

ruped’’ masks a remarkable diversity(Rose

1973,Hunt et al.1996). Quadrupedal primates

can be broken down, as Fleagle and Mittermier

(1980) did, into ‘‘quadrupedal runners’’ and

‘‘quadrupedal leapers.’’ This difference is subtle

but has important implications for anatomy and

Figure 3.3 Quadrupedalism is the most common mode of locomotion among primates (Rose, 1973;
Table3.2). Quadrupedalism is found in strepsirrhines, New and Old World monkeys, and apes as is
illustrated here moving counter clockwise from left by this ring tailed lemur, yellow tailed woolly
monkey, diana monkey, and gorilla. Quadrupedalism is found in terrestrial and arboreal primates and in
primates as small as 50 grams and as large as 500 kg. Drawings by Stephen Nash; courtesy of Conservation
International.
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ecology. This was made clear in a seminal study

in which Fleagle (1977a,b) was able to show that

two closely related species of Asian colobines

that we readily classify as arboreal quadru

peds the dusky leaf monkey and the banded

leaf monkey use different amounts of leaping

between horizontal supports and show signifi

cant differences in the detailed anatomy of

muscle markings and joint shape in their lower

limb (Fig. 3.4).

The primates that we label as quadrupeds

show greater diversity than simple variation in

Figure 3.4 The banded leaf monkey (Presbytis melalophos) (left) and dusky leaf monkey (Trachypithecus
obscura) (right) are sympatric and closely related but they exhibit dramatic differences in the percentage of
time spent leaping relative to the amount of time spent walking quadrupedally (A). These differences in the
functional role of the hindlimbs are reflected in joint surface shape and area (B) as well as limb length and
back muscle weight (C). Modified from Fleagle, J. G. (1999). Primate adaptation and evolution. New York:
Academic. Used with permission.
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the amount of leaping. For example, Byron and

Covert (2004) have recently reported that,

despite having upper and lower limbs of nearly

equal length, the rare red shanked douc langur

(Fig. 3.5a) can swing by its arms as elegantly as

dedicated arm swingers like the spider monkey

of South America (Fig. 3.5a) and the gibbon of

Southeast Asia (Fig. 3.5b). Even the more pro

saic quadrupedal monkeys of the South

American and African rainforest show distinct

differences in which parts of the canopy they

occupy (Fleagle & Mittermeir, 1980; Gebo &

Chapman, 1995; McGraw, 1996, 1998a,b,c) and

anatomical differences associated with those

choices. Oxnard and colleagues (1990) and

Dagosto (1995) have shown great variation in

the nature of quadrupedalism in Madagascar

lemurs. To try to make sense out of all this,

Hunt and colleagues (1996) identified a wide

variety of locomotor modes among quadrupedal

monkeys. Though they have standardized the

descriptions of these categories, their lengthy

list of types of movement can be difficult to

penetrate. That fact alone reveals how complex

primate locomotion is.

There are of course some primates that are

dedicated to specialized locomotor modes. I will

simplify this down to four groups: (1) vertical

clinging and leaping (VCL), (2) arm swinging/

brachiation, (3) knuckle and fist walking,

and (4) bipedalism. The first two categories

represent opposites on the spectrum of fore

limb dominated versus hindlimb dominated

locomotion (Fig. 3.6). The second two categories

represent solutions to the problem of using fore

limbs highly modified for the demands of

arboreal movement during terrestrial locomo

tion (Fig. 3.7).

Vertical clinging and leaping behavior is

found among at least five living strepsirrhine

genera and in three living haplorhine genera

(the tarsier, marmosets, and tamarins). In this

remarkable locomotor mode, animals cling to a

vertical support and launch themselves

with powerful extension of the lower limb

(Fig. 3.6a). In the case of small leapers like

galagos, the leap is driven primarily by extension

at the ankle, whereas in larger leapers the exten

sion is primarily at the hip Demes and Gunther,

1995; (Jouffroy & Lessertisseur, 1979). Small

Figure 3.5 The douc langur (A) arm swinging through trees (from Byron, C. D. and Covert H. H.
(2004). Unexpected locomotor behaviour: brachiation by an Old World monkey (Pygathrix nemaeus)
from Vietnam. Journal of Zoology, 263, pp. 101 106) in a manner similar to that of gibbons or spider
monkeys (B) (from Turnquist, J. E., Schmitt, D., Rose, M.D., & Cant, J. G. [1999]. Pendular motion in
the brachiation of captive Lagothrix and Ateles. American Journal of Primatology, 48, 263 281). Used with
permission.
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leapers, in contrast, have extended tarsal bones,

whereas large leapers have exceptionally long

femora (Demes and Gunther, 1995; Jouffroy &

Lessertisseur, 1979). During the leap the animals

rotate and land on the next vertical support,

gripping it with their feet (Dunbar, 1988;

Napier & Walker, 1967).

In contrast, arm swinging locomotion is driven

entirely by hand over handmotion of the forelimb.

Though the distinction between arm swinging and

brachiation is imprecise, it is generally argued that

brachiation involves whole body rotation (Cant,

1987a,b; Larson, 1988). Arm swinging is seen

among South American primates like the spider

monkey (Fig. 3.5b) and wooly spider monkey, the

douc langur, and orangutans. Brachiation is seen in

gibbons and chimpanzees. Ricochetal brachiation,

inwhich there is a whole body aerial phase, is found

Figure 3.6 Primate locomotion exhibits extremes in a continuum of ‘‘hindlimb dominated’’ to
‘‘forelimb dominated’’ modes of locomotion. Sifaka (A) exhibit powerful leaps using long muscular legs.
Gibbons (B) exhibit acrobatic brachiation with their relative long forelimbs. Drawings by Stephen Nash;
courtesy of Conservation International.

Figure 3.7 Differences in digit form and hand posture during terrestrial locomotion in the baboon (A) and
the chimpanzee (B). The baboon has short, thick fingers and adopts a digitigrade posture. The chimpanzee
has long, curved fingers and adopts knuckle walking hand postures when walking quadrupedally (Images
modified from Fleagle, J. G. (1999). Primate adapation and evolution. New York: Academic). Used with
permission.
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in gibbons (Fig. 3.6b) and sometimes chimpanzees.

In all cases, the limbs are used in tension and are

generally long and gracile. When such highly spe

cialized animals walk on branches or the ground,

they bear very little weight on their forelimbs com

pared to their hindlimbs (Kimura et al., 1979;

Reynolds, 1985; Schmitt, 1994) or even none at all

in the case of the bipedal gibbon.

Digit morphology is one of the aspects of pri

mate anatomy most sensitive to locomotor

demands. The feet and hands are in direct contact

with the substrate and thus strongly reflect the

complex interaction between locomotor behavior

and the environment. The relationship between

forces produced by the animal and substrate reac

tion forces is strongly influenced by the position

and design of the hand. There is a strong need to

balance bone length, which increases leverage and

distance, against bone strength, which increases

safety but also mass and cost. Animals that swing

by their arms develop long and curved phalanges

(Richmond et al., 2002) that are relatively gracile.

Terrestrial quadrupeds like the baboon shorten

and thicken their finger bones and bear weight

directly at the base of the fingers and heads of

metacarpal bones (Fig. 3.7a). That option is una

vailable to arm swinging primates. When they

come to the ground or large supports, animals

like the orangutan ball up their fists and bear

weight on the outer edge of the metacarpals and

phalanges. In contrast, chimpanzees choose to

walk on the dorsal surface of the middle phalanx

(SeeRichmond et al. 2002 for a review) (Fig. 3.7b).

Finally, we have our own characteristic

form of locomotion: upright, striding biped

alism. Rather than bear weight on gracile

limbs, our earliest ancestors removed their

forelimbs completely from a weight bearing

role during locomotion and walked around

on two legs. The exact nature of bipedalism

in our early ancestors is a matter of serious

debate (see Latimer et al., 1987; Schmitt,

2003a,b; Stern, 2000; Susman et al., 1984;

and Ward, 2002 for a balanced set of argu

ments), but the fact that they did so and the

adaptive pathway that primates followed to

get there is really the key to understanding

the underlying neural mechanisms of loco

motion in primates.

DIFFERENCES BETWEEN
PRIMATE AND NONPRIMATE
LOCOMOTOR BEHAVIOR

The fact that we are unique among primates in

using a striding, bipedal form of locomotion

begs a number of critical questions, most of

which are debated in detail elsewhere (see

Schmitt, 2003c; Stern 2000; and Ward, 2002 for

a review), not directly relevant to neuroethology,

and well beyond the scope of this chapter. These

questions include the following: Which apes are

our immediate ancestors? In what environment

did bipedalism first evolve? Why did humans

become bipedal?

Embedded in these questions are additional

questions that this chapter will address: What

are the fundamental differences between the

locomotion of primates compared to other ani

mals? Did these differences, which probably

accrued early in the evolution of the primate

lineage, facilitate the evolution of this startling

array of specialized locomotor behaviors,

including our own, that we see today?

If we start with the model that the basic pri

mate bauplan is that of an arboreal quadruped,

we can ask what aspects of locomotion have

changed over time to yield vertical clingers and

leapers, brachiators, and bipeds. From this per

spective, it becomes clear that primate locomotor

evolution is characterized by dramatic changes in

the functional role of the forelimbs. Rather than

have a near equal division of labor between fore

limbs and hindlimbs as in almost all other legged

vertebrates, there has been a change such that we

might describe primates as ‘‘hindlimb domi

nated,’’ relying heavily on the hindlimbs to

power locomotion (Kimura et al., 1979; but see

Demes et al., 1994 for a revision of the concept of

‘‘hindlimb drive’’). The forelimbs of primates, in

contrast, may be described as ‘‘free’’ to provide

stability and guidance (‘‘steering’’) as well as

grasping and manipulation. This changed func

tional relationship between the forelimb and hin

dlimb is highlighted in the many ways in which

the walking gaits of primates differ from those of

other mammals. In every case described later this

division of labor between forelimbs and hin

dlimbs appears to relate to the biomechanical
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challenges of arboreal locomotion and reflects a

forelimb used less in compressive weight support

and more in complex movement of guidance and

manipulation.

Figure 3.8 illustrates the ways in which most

primates differ from most other mammalian

quadrupeds (see Demes et al. 1994; Larson,

1998; Lemelin Schmitt, 1999, 2003a,b,c; Schmitt

and Lemelin, 2002; Vilensky, 1989; and Vilensky

and Larson, 1989 for additional review). The

quadrupedal walking gaits of most primates can

be distinguished from most other mammals by

the presence of:

1. Diagonal sequence footfall patterns

2. High degrees of limb protraction

3. Relatively low peak forelimb forces

4. Relatively low forelimb spring stiffness

5. The lack of a running trot and the use of an

ambling gait instead

6. Reduced oscillations of the center of mass.

All of these aspects of primate gait have, at one

time or another, been argued to be part of a basal

adaptation to locomotion on thin flexible branches

(see Cartmill et al., 2002; Larson, 1998; Larson et

al., 1999; 2001; Lemelin et al., 2003; Rollinson &

Martin, 1981; Schmitt 1999, 2003a,b; Schmitt &

Lemelin, 2002). These unusual gait choices

appear to provide smooth movement, flex

ibility, and security for an animal with no

claws walking on relatively thin arboreal sub

strates. These ecological/behavioral factors

become critical targets for neural control

because of their presumed adaptive value. By

examining these one at a time, a picture

develops of the functional role of each unusual

aspect of primate locomotion.

Footfall Pattern

Diagonal sequence (DS)walks are symmetrical gaits

in which the contact of each hindfoot is followed by

that of the contralateral forefoot (Fig. 3.8a). During

a DS walk the right hindfoot (RH) contact is fol

lowed by that that of the left forefoot (LF) so that a

DS gait can be summarized as follows: RH, LF, LH,

RF in series. Most primates consistently use DS

walking gaits, although they can and do use lateral

sequence (LS = RH, RF, LH, LF) gaits on occasion.

Most other mammals exclusively use LS

Figure 3.8 Summary of the commonly accepted differences that are believed to distinguish the walking
gaits of most primates from those of most nonprimate mammals. Nonprimates generally use (A) lateral
sequence walking gaits, (B) have a humerus that at ground contact is retracted relative to a horizontal axis
passing through the shoulder, and (C) have greater peak vertical forces on their forelimbs than they do on
their hindlimbs. Primates show the opposite pattern. From Schmitt, D., & Lemelin, P. (2002). The origins of
primate locomotion: Gait mechanics of the woolly opossum.American Journal of Physical Anthropology, 118,
231 238. Used with permission.
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gaits (Cartmill et al., 2002, 2007a,b; De La Croix,

1936; Dunbar & Badam, 2000; Hildebrand, 1967;

Lemelin et al., 2003, 2008; Muybridge, 1887;

Schmitt & Lemelin, 2002; Vilensky & Larson,

1989; White, 1990). This pattern has been recog

nized since Muybridge (1887) first filmed locomo

tionof thebaboonanddescribedwhatMagnaDeLa

Croix (1936) would later call the ‘‘pithecoid gait.’’

Since then many arguments have been advanced to

explain the preference for DS gaits among primates

(Gray, 1959; Meldrum, 1991; Rollinson & Martin,

1981; Vilensky & Larson, 1989). The recent finding

by Schmitt and Lemelin (2002) and Lemelin and

colleagues (2003) that the woolly opossum

(Caluromys philander), a dedicated fine branch

arborealist, uses DS gaits almost exclusively sup

ports a link between fine branch arboreality and

footfall sequence. The closely related terrestrialmar

supial, the short tailed opossum (Monodelphis

domestica), exclusively uses LS gaits (Lemelin et al.,

2003). Based on these data on primates andmarsu

pials, Cartmill and colleagues (2002, 2004, 2007a,b)

articulated a model that suggested that DS walks

were adopted by primates to ensure that a grasping

hindfoot is placed on a tested support when the

contralateral forefoot touches down on an untested

support. Although there has been a small amount of

debate on this subject (Shapiro & Raichlen, 2005,

2007), the recent findings of DS gaits in a highly

arboreal carnivore (the kinkajou) and the increased

prevalence of DS gaits on arboreal supports in

capuchin monkeys (Wallace & Demes, 2008)

further supports the association of this footfall pat

tern with locomotion and foraging on thin

branches. Thus, the current explanation places a

‘‘testing’’ role for the forelimb and a ‘‘safety’’ role

for the hindlimb.

Vilensky and Larson (1989) have argued pre

viously that the presence of DS gaits reflects a

fundamental change in the neural control of loco

motion. They argued that other animals are

restricted by central pattern generators to adopt

only LS gaits. Primates, in contrast, are given

credit for greater supraspinal control, as evi

denced by the inability of decerebrate primates

to initiate stepping patterns (Vilensky & Larson,

1989; Vilensky & Oconnor, 1997, 1998). It is

argued that this greater control allows primates

to select both DS and LS gaits. In this model

primates choose to use DS gaits possibly for one

of the advantages described previously. Other

animals do not have that choice. This argument

is intuitively appealing and corresponds with

important well documented differences in pri

mate locomotor control that have implications

for treatment of spinal cord injuries. But the pre

sence of DS gaits in arboreal opossums (Lemelin

et al., 2003; Pridmore, 1994), kinkajous (Lemelin

et al., 2008;McClearn, 1992), and even, about half

the time, the Virginia opossum (White, 1990)

calls this model into question.

(2) Limb position at touchdown:

A second character believed to be typical of pri

mate gaits an arm (humerus) that is protracted

much further than 90 degrees relative to a hor

izontal axis at touchdown of the forelimb

(Fig. 3.8b) has also been related to arboreal

quadrupedalism (Larson, 1998; Larson et al.,

1999, 2001; Lemelin and Schmitt, 2007; Schmitt,

1998, 1999, 2003a,d). It has been argued that early

primates, having first evolved flattened nails,

required long limbs with large excursions to

reach above their head or around a trunk during

climbing and to use long smooth, strides that

would not oscillate thin branches (Demes et al.,

1990; Larson, 1998; Larson et al., 1999, 2001;

Schmitt, 1995, 1998, 1999). Lemelin and

Schmitt (2007) recently compared arm protrac

tion between Caluromys and Monodelphis. They

found that Monodelphis protracts its arm slightly

beyond 90 degrees relative to its body axis at

forelimb touchdown during quadrupedal

walking. Lemelin and Schmitt (2007) observed

significantly greater arm protraction at forelimb

touchdown in Caluromys, exceeding that of

Monodelphis by nearly 20 degrees. From these

data, it appears that opossums, like other mar

supials in general, are characterized by higher

degrees of arm protraction at forelimb touch

down than most nonprimate mammals (Larson

et al., 1999; Lemelin & Schmitt, 2007). The fact

that woolly opossums have much greater arm

protraction at forelimb touchdown under

scores its close link with arboreality,
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particularly locomotion on thin branches.

Once again, this difference reflects a changing

role of the forelimb as a primate reaches around

to grasp. This has been argued to also reflect

increased supraspinal control of locomotion in

primates in general (Vilensky & Larson, 1989),

but now we would have to argue the same for

the woolly opossum.

Weight Distribution

A third feature (Fig. 3.8c) thought to distinguish

primates from other mammals is the presence of

higher vertical peak (Vpk) substrate reaction

forces on the hindlimbs than on the forelimbs

(Demes et al., 1994; Kimura, 1985, 1992; Kimura

et al., 1979; Reynolds, 1985; Schmitt & Lemelin,

2002). There is variation in this feature, and not

all primates show statistically significant differ

ences between forelimb and hindlimb peak

forces (Ishida et al., 1990; Polk, 2000, 2001;

Schmitt & Hanna, 2004; Schmitt & Lemelin,

2002). However, most primates experience

lower forelimb peak forces. Moreover, this dis

parity between forelimb and hindlimb peak

forces is exaggerated on arboreal supports

(Schmitt & Hanna, 2004). This pattern is pro

found and separates most primates from most

other animals (Fig. 3.9).

The exceptions from this pattern of force

distribution are also informative. Schmitt and

Lemelin (2002) have shown that the woolly

opossum has relatively low peak vertical forces

on the forelimbs compared to the hindlimbs

(Fig. 3.9) and concluded this was adaptively

advantageous for locomotion and foraging on

thin, flexible branches. Conversely, Schmitt

(2003b) reported recently that the common

marmoset (Callithrix jacchus), a clawed primate

that spends much of its time clinging on large

tree trunks, predominantly uses LS gaits,

more retracted arm positions, and higher peak

vertical forces on the forelimbs relative to the

hindlimbs (Fig. 3.9).

These kinetic data support the widely held

assumption that the difference in weight distri

bution between primates and nonprimate

mammals represents a basal adaptation to

arboreal locomotion (Larney & Larson, 2004;

Larson, 1998; Schmitt, 1998, 1999, 2003a,b,c;

Schmitt & Lemelin, 2002). Furthermore, varia

tion in the ratio of forelimb to hindlimb Vpk

within primates supports this intuitive assump

tion. In general, primates that spend most of

their locomotor time in trees have the lowest

FL/HL Vpk ratios, whereas the most terrestrial

primates have a nearly equal distribution of

forelimb and hindlimb vertical peak forces

(Demes et al., 1994; Kimura, 1985, 1992;

Kimura et al., 1979; Reynolds, 1985; Schmitt

& Lemelin, 2002). Kimura (1985, 1992) recog

nized this pattern and argued strongly that the

degree to which forelimb forces are reduced is

directly related to substrate preference. It is easy

to see the benefits that this pattern would pro

vide. As early primates moved and foraged in

the trees, they would need to reach out and grab

food placed off of the path of locomotion and

they would have to reach out in order to effect

often abrupt changes of direction along

branches. In those cases a highly mobile fore

limb that was not responsible for bearing 60%

of the animal’s body weight would provide a

distinct advantage.

Limb Stiffness

It is tempting to argue that this shift in weight

bearing role reflects an anatomical redistribution

of weight, but there is no evidence to support

such a claim. Studies of center of mass position

show no differences across taxa (Vilensky &

Larson, 1989). Moreover, short tailed macaques

show the same pattern and apes, which have no

tails and huge forequarters, are among the most

extreme in showing relatively high hindlimb

forces. The difference between forelimb and

hindlimb peak vertical forces must be an

active shift of load posteriorly and must reflect

different patterns of limb use.

So the question remains as to what the actual

mechanism is. Reynolds (1985) argued that

activity in the hindlimb retractor muscles while

the hindlimb was highly protracted (reaching for

ward) actively shifted weight posteriorly. Schmitt

(1998, 1999) and Schmitt and Hanna (2004)
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agreed that ‘‘Reynolds’ mechanism’’ could also

play a substantial role in shiftingweight posteriorly

but in addition, changes in limb stiffness could also

play a role in reducing forelimb peak loads. This

notion that arboreal mammals such as primates

adjust their limb stiffness in order to moderate

loads on arboreal supports has become an increas

ingly frequent area of research and debate in

anthropology and has important and broad impli

cations for neural control of locomotion (Franz
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Figure 3.9 Bar graph of the ration of peak vertical forces on the forelimb divided by peak vertical forces on
the hindlimb in representative primates and nonprimate mammals. A ratio of 1.0 represents equal weight
distribution. Most primates (red) fall to the side that indicates increased peak vertical forces on the
hindlimb, whereas most nonprimate mammals (yellow) fall to the opposite side. The exceptions to this
pattern, the highly arboreal woolly opossum and the claw bearing common marmoset, are seen as
indicating the importance of arboreality in driving this functional differentiation. The figure is modified
from Demes, B., Larson, S. G., Stern, J.T., Jr., Jungers, W. L., Biknevicius, A. R., et al. (1994). The kinetics of
primate quadrupedalism: Hindlimb drive reconsidered. Journal of Human Evolution, 26, 353 374, to
include data on marsupials (Schmitt, D., & Lemelin, P. [2002]. The origins of primate locomotion: gait
mechanics of the woolly opossum. American Journal of Physical Anthropology, 118, 231 238; Lemelin, P., &
Schmitt, D. (2007). The orgins of grasping and locomotor adaptations in primates: Comparative and
experimental approaches using an opossum model. In: M. Dagosto & M. Ravosa (Eds.), Primate origins
(pp. 329 380). New York: Kluwer.) and the common marmoset (Schmitt, D. [2003b]. The relationship
between forelimb anatomy and mediolateral forces in primate quadrupeds: Implications for interpretation
of locomotor behavior in extinct primates. Journal of Human Evolution 44, 49 60).
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et al., 2005; Larney & Larson, 2004; Li et al., 1996;

Schmitt, 1995, 1998, 1999, 2003a,b; Schmitt &

Hanna, 2004; Schmitt & Lemelin, 2002; Schmitt

et al., 2007, 2008; Wallace & Demes, 2008). This is

not a new concept for biology in general. Twenty

years before physical anthropologists incorporated

this idea, limb stiffness was recognized as a critical

variable for understanding the relationship

between limb design and locomotor behavior in

a wide variety of animals (Ahn et al., 2004;

Alexander, 1992; Cavagna et al., 1977; Farley et

al., 1993; Full & Tu, 1990; Griffin et al., 2004;

McMahon, 1985; McMahon et al., 1987).

Under experimental conditions, Schmitt

(1998, 1999) showed that Old World monkeys

reduce forelimb stiffness by increasing forelimb

‘‘compliance’’ a term borrowed from general

animal biomechanics (Alexander, 1992;

McMahon, 1985; McMahon et al., 1987) when

walking on relatively thin poles compared to a

runway. In these studies, forelimb compliance

wasmeasured in terms of joint yield. By increasing

joint yield, it was argued that the forelimb operates

relatively more like a spring, which increases con

tact time and reduces peak vertical forces on the

limbs (Blickhan, 1989; Li et al., 1996; McMahon et

al., 1987; Schmitt, 1995, 1998, 1999). Schmitt and

Hanna (2004) found a similar but less pronounced

pattern for the hindlimb of primates.

Recently, Larney and Larson (2004) provided

an extensive dataset on forelimb and hindlimb

joint yield for a wide variety of mammals. They

confirmed the high values of forelimb compli

ance in most primates, but they also reported

that marsupials have forelimb compliance as

great, if not greater, than that of most primates.

Schmitt and colleagues (n.d.) recently confirmed

that woolly opossums, like primates, have high

values of elbow yield, while the short tailed

opossum does not.

Lack of a Running Trot and the Use of an

Amble

As most quadrupedal mammals increase speed,

they shift from a walking gait with no aerial

phase (Fig. 3.10a) to a running gait with a

whole body aerial phase (Fig. 3.10b) (Cartmill

et al., 2002; Gambaryan, 1974; Hildebrand, 1985;

Howell, 1944; Muybridge, 1957). At their fastest

Figure 3.10 A vervet monkey using two common gaits. At slow speeds most quadrupedal primates adopt
a walking gait (A) in which a forelimb contact is followed by a hindlimb contact and there is always at least
two limbs on the substrate at one time with no whole body aerial phase. At faster speeds most quadrupedal
primates adopt a gallop in which two hindlimb contacts are followed by two forelimb contacts and there is a
whole body aerial phase. Many primates use a canter, which is a slow gallop with no aerial phase. Modified
from Schmitt, D., Larson, S. G., & Stern, J. T., Jr. (1994) Serratus ventralis function in vervet monkeys: Are
primate quadrupeds unique? Journal of Zoology, 232, 215 230. Used with permission.
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speeds, quadrupedal mammals generally use a

running gait such as a gallop (Gambaryan, 1974;

Hildebrand, 1985; Howell, 1944; Muybridge,

1957). But at speeds between that of a walk and

a gallop, quadrupedal mammals often use sym

metrical running gaits that have an aerial phase

and in which the feet strike down in diagonal

pairs (trot) or unilateral pairs (pace) (Cartmill

et al., 2002; Gambaryan, 1974; Hildebrand, 1985;

Howell, 1944; Muybridge, 1887). These gaits are

faster than walking gaits but still provide rela

tively longer periods of support by both a fore

limb and a hindlimb than does galloping

(Cartmill et al., 2002).

Unlike other mammals, primates almost never

adopt a running trot or pace (Demes et al., 1994,

1994; Hildebrand, 1967; Preuschoft and Gunther,

1994; Rollinson & Martin, 1981; Schmitt, 1995;

Schmitt et al., 2006; Vilensky, 1989). Instead,

Schmitt and colleagues (2006) showed that pri

mates adopt a highly unusual running gait called

an ‘‘amble’’ (Fig. 3.11). These gaits are referred to

as ‘‘grounded running gaits’’ (Rubenson et al.,

2004) because they do not involve a whole body

aerial phase. Ambles are exhibited by almost all

primates (Schmitt et al., 2006) as well as certain

breeds of horses (Barrey, 2003; Biknevicus et al.,

2004; Muybridge, 1887) and elephants

(Gambaryan, 1974; Hutchinson et al., 2003).

Schmitt and colleagues (2006) argued that

ambling ensures continuous contact of the

body with the substrate while dramatically

reducing vertical oscillations of the center of

mass. This may explain why ambling appears

to be preferable to trotting for extremely large

terrestrial mammals such as elephants and for

arboreal mammals like primates that move on

unstable branches.

Reduced Oscillations of the Center of Mass

Both the changes in spring stiffness (#4) and

the use of ambles rather than trots (#5) appear

to have implications for the vertical oscilla

tions of primates as they walk. The movements

of the animal’s body, reflected in the move

ments of the animal’s center of mass (COM),

have implications for loading, stability, and

energy exchange. The latter represents an

important target of selection that helps explain

the postural and gait choices made by

primates.

Schmitt (2003) argued that forelimb compli

ance moderates vertical oscillations of the body

and peak vertical forces on the limbs. He and his

colleagues (Schmitt et al., 2006) argued that

moderating vertical oscillations of the center of

mass are a critical control target during primate

Figure 3.11 A primate adopting an amble, a gait in which a forelimb contact is followed by a hindlimb
contact and there is always at least two limbs on the substrate. Unlike a walk, however, there are alternating
aerial phases for the hindlimb (A) and forelimb (B) pairs. The amble is a rare gait adopted only by some
breeds of horses, elephants, kinkajous, and primates. This gait reduces vertical oscillations of the center of
mass and increases stability compared to a running trot. Schmitt, D., Cartmill, M., Hanna, J., Griffin, T., and
Lemelin, P. (2006). The adaptive value of ambling in primates. Journal of Experimental Biology 209,
2042 2049. Used with permission.
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locomotion at both normal and fast walking

gaits and at slow running gaits. However, the

movements of the COM discussed in these stu

dies were assumed and had not been quantified.

They were simply inferred from the limb stiff

ness itself, which in turn was inferred from joint

yield.

The movements of the COM have important

implications for understanding the targets of

locomotor control. Any animal must balance

needs of stability, speed, and energetic efficiency.

The control of COM influences all three factors

to varying degrees. The ways in which the COM

oscillates in nonprimate bipeds and quadrupeds

has been a critical variable both in defining gaits

as speed increases and in understanding the

adaptive tradeoffs between stability and effi

ciency of any gait (see Ahn et al., 2004;

Biewener, 2003; Cavagna et al., 1977; Griffin

et al., 2004). It appears that most animals

follow the same the basic underlying governing

principles for walking and running. Nonhuman

primates, however, may represent an exception

to this broadly conserved pattern (Schmitt,

2003).

Direct measures of COM movements in pri

mates are very limited. Wells and Wood (1975)

described the movements of the COM during

leaping in vervet monkeys. Using videorecords,

Vilensky (1979) provided data on the COM in

macaques at a wide range of speeds on a tread

mill. His data suggested that changes in limb

kinematics minimized the movements of the

COM at different speeds. Few studies, with the

exception of Cavagna and colleagues (1977) and

Kimura (1990, 1991, 1996), have used force plat

form data to infer the behavior of the center of

mass for either whole animal or individual limb

girdles.

In contrast to primate studies, the analysis of

COMmovements is a common method of ana

lysis in biomechanical studies of other animals

including cockroaches, crabs, frogs, lizards,

ostriches, penguins, sheep, horses, dogs, and

humans (Ahn et al., 2004; Alexander,

2003; Biewener, 2003; Bishop et al., n.d.;

Blickhan & Full, 1992; Cavagna et al., 1976,

1977; Farley & Ko, 1997; Farley et al., 1993;

Full, 1991; Full & Tu, 1990; Griffin, 2000,

2002; Manter, 1938). The data derived from

these studies allow researchers to explore

underlying mechanics of various mammalian

gaits and allow for comparison across a wide

variety of taxa. They have revealed that the

walking and running gaits of most animals,

regardless of phylogeny and morphological

design, operate with the same basic mechanical

principles and that gaits may be defined by

those principles.

To understand the implications of this

finding, it is worth reviewing gait definitions.

Classifications of gait and analyses of gait

choice have traditionally been based on visual

rather than biomechanical criteria. This is

useful and appropriate but also omits impor

tant information about the mechanical

costs and benefits of specific gaits and the

underlying principles that guide gait selection

in animals.

Under visual schemes of gait classification,

quadrupedal walking, trotting, and running

gaits have been defined in the following way.

A walk (Fig. 3.10a) is a symmetrical gait in

which hindlimb footfalls alternate with fore

limb footfalls and there are at least two feet on

the ground at all times. Thus, in a walk the

duty factor (contact time of any limb divided

by total stride time) is at least 0.5. Gaits with a

duty factor of less than 0.5 have an aerial

phase.

Some gaits, like an amble (Fig. 3.11), are

symmetrical gaits in which there is no whole

body aerial phase but there is an aerial phase in

either the forelimbs or the hindlimbs (Barrey,

2001; Gambarayan, 1974; Howell, 1944;

Hutchinson et al., 2003; Schmitt et al., 2006).

Thus, the body is always supported by at least

one limb.

A running trot is a symmetrical gait in which

diagonal limb pairs (right hindlimb and left

forelimb) swing and contact the ground simul

taneously and there is a whole body aerial

phase. Finally, galloping is an asymmetrical

gait with a whole body aerial phase
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(Fig. 3.10b). During galloping, forelimb and

hindlimb contacts do not alternate but rather

contacts of the hindlimbs are followed by con

tacts of the forelimb.

These definitions work very well for visual

distinction, but in reality gaits defined in this

fashion are part of a continuum (Cartmill et

al., 2002). Using the definitions given previously,

gaits with a duty factor (contact time of a limb

divided by total stride time) of 0.51 compared to

0.53 are both walks. However, if the duty factors

are 0.51 and 0.49, one animal is running while

the other is walking. It has been argued that gaits

should not be defined in this way, but rather

defined by discrete differences. It is possible,

however, to define walking (duty factor >0.5)

and running gaits (duty factor<0.5) in mechan

ical terms. Walking and running gaits show dis

crete differences in the behavior of the COM and

in the exchange of potential and kinetic energy.

This is most easily explained using a biped

model but defines the gaits of quadrupeds as

well (Fig. 3.12).

When modern humans walk, we vault over

relatively stiff lower limbs in such a way that

our center of mass is at its lowest point at

heel strike and rises to its highest point at

midstance (Fig. 3.12a,b) (Cavagna et al.,

1976; Lee & Farley, 1998). This type of

inverted pendulum gait is common to almost

h
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Figure 3.12 The inverted pendulum model of walking. The limb is modeled as a massless strut and
with the center of mass (red circle) concentrated at one end. In both (A) and (B) the center of mass
(COM) is at its low point at the beginning of the step (a). At the midpoint of the step (b) the center of
mass is at its highest point with a large amount of potential energy. The change in height (Dh) is
indicated in (B). In the second half of the step (c), as the body moves forward the center of mass drops
and potential energy (PE) is converted into kinetic energy (KE). If fluctuations in PE and KE are out of
phase and of the same amplitude (C), then there is a highly effective conversion of PE into KE. This
energy exchange (recovery) reduces the work that needs to be done by muscles to accelerate and
decelerate the center of mass. A high value of exchange of PE and KE (between 50% and 75%) is
found in the walking gaits of a diverse array of quadrupeds and bipeds and is seen as a potentially
important target of selection.
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all known quadrupeds and bipeds (Ahn et al.,

2004; Alexander, 1977, 2003; Biewener, 2003;

Blickhan & Full, 1992; Cavagna et al., 1976,

1977; Farley & Ko, 1997; Farley et al., 1993;

Full, 1991; Full & Tu, 1990; Gatesy &

Biewener, 1991; Griffin & Kram, 2000;

Heglund et al., 1982). In contrast, when

humans and other animals run, their limbs

operate more like they were part of a spring

mass system in which the limb is compressed

during support phase, and the center of mass

is at its lowest point during the middle of

stance.

Center of mass movements can be directly

calculated from force curves of all three com

ponents of the ground reaction forces exerted

by an animal. Forces reflect accelerations of the

body’s center of mass. Those accelerations can

be easily converted to velocities and displace

ments from which both kinetic energy and

potential energy can be calculated. The mathe

matics for calculating these movements are

detailed in textbooks (Biewener, 2003) and

recent publications (Ahn et al., 2004).

The relationship between the potential

energy (PE) and kinetic energy (KE) of the

COM provides information about the relative

efficiency of different gaits. If the fluctuations

of the PE and KE are mirror images of each

other (have the same amplitude, shape, and

opposite direction) (Fig. 3.12C), then PE

stored at midstance can be converted to KE

during the second half of stance. The recovered

PE converted into KE can be used to drive the

COM forward. If the leg is held stiff, as most

animals do, then the COM will also be driven

upward and regain PE than can be converted

into KE. This mechanism of energy recovery

reduces the amount of muscular work required

to accelerate and decelerate the COM and thus

may reduce the costs of locomotion. This

amount of exchange is referred to as the per

centage of recovery. This is a minimum esti

mate of the energy used by the system. In

walking, PE and KE are equal in amplitude

and shape but are largely out of phase. As a

result, as much as 70% of the energy needed to

move forward can be conserved through an

exchange of PE and KE (Cavagna et al.,

1977). During running, in contrast, KE and

PE are in phase and cannot exchange energy.

During running much of this energy is con

verted to elastic energy in spring elements of

the lower limb.

This exchange mechanism works when fluc

tuations in PE and KE are equal in magnitude.

Excessively large amounts of PE due to high

vertical oscillations would be wasted. Similarly,

excessively low amounts of PE due to a smooth,

nonoscillating gait would be insufficient for gen

eration of enough KE. These constraints may

explain the relatively stiff legged oscillating

gaits that are found in many legged mammals

and even explain the waddle of penguins (Griffin

et al., 2000).

Primates, however, are different. In the case

of ambling and compliant walking, previous

studies have suggested that primate gaits are

characterized by low oscillations of the COM.

Thus, it has been assumed that primates have

given up this energy saving mechanism in

exchange for security while running on

branches. This notion received support from

recent findings (Bishop et al., 2008) that cats

show low values of recovery when executing

stealthy, crouched gaits. It is expected that pri

mates would show the same pattern. However,

recent preliminary analysis of lemurs has shown

that the story is more complex (Schmitt et al.,

2008). Although it is true that lemurs show lower

values of recovery than dogs (highest average

value = 75%; mean recovery value = 60; Griffin

et al. (2004). and other quadrupeds (Cavagna et

al., 1977), the values are not always as low as

would have been expected. The ring tailed

lemur, a highly terrestrial strepsirrhine, shows

values of recovery near that of dogs with an

average recovery of 49% and maximum values

of 70%. Schmitt and colleagues (2008) argued

that by combining long limbs and deep compli

ance, these lemurs achieved relatively acceptable

levels of energy exchange. Had they not been

compliant, then their long limbs would have

caused a large amount of change in height of

the COM (Dh in Fig. 3.12b) and PE would have

been wasted. In contrast, the brown lemur, a

much more arboreal primate compared to the

ring tailed lemur, showed excessively low values
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of energy recovery with an average value of 36%

and no value greater than 50% recovery. These

latter data suggest that much of the serious dif

ferences between primate locomotion and that

of other animals are specifically related to

requirements of locomotion in an arboreal

environment.

PATHWAY OF PRIMATE
LOCOMOTOR EVOLUTION

It is overly simplistic to try to draw a straight line

from the origin of primates to the origin of

bipedalism by connecting the dots with each

new functional change in the forelimb. The

reality is that there have been many detours

and dead ends along the way. Nonetheless,

when these data on locomotion are taken

together, an intriguing picture emerges that

may explain why our mode of locomotion

evolved in our lineage only. The model I am

sketching here is one in which adaptations to

life in an arboreal environment, specifically on

thin, flexible branches, drove fundamental

changes in the functional role of the forelimb

and may have involved significant changes in

neural control. These changes allowed the

exploration of new, previously unavailable

locomotor niches. Although we now have

more details and more data, this scenario is

not new. It was first articulated by Jones

(1916) and tested and elaborated on by later

researchers (Clark, 1959; Jenkins, 1972;

Larson, 1998; Lemelin, 1999; Lemelin and

Schmitt, 2007; Schmitt, 1998, 1999, 2003a,c,d;

Schmitt & Lemelin, 2002; Stern, 1976). In this

scenario the earliest primates in the Paleocene

60 to 65 million years ago would have moved

and foraged frequently on thin, flexible, term

inal branches. Their locomotion would have

been characterized by changes in the relation

ship between the forelimb and the hindlimb in

order to promote smooth and secure locomo

tion. These early primates, unlike their nonpri

mate ancestors, would have relied on diagonal

sequence footfall patterns in order to ensure the

placement of the forelimb on a tested support.

These animals adopted highly protracted limbs

and deep elbow flexion to effect long strides and

smooth out their gait. This was also associated

with a reduction in forelimb compressive

weight bearing that facilitated mobility of the

forelimb. This posterior weight shift freed the

limbs to be used in tension (Stern, 1976; Stern

& Oxnard, 1973) and facilitated the evolution

of suspensory locomotion.

As presented, it would follow that our pre

bipedal ancestors simply descended to the

ground and, like gibbons, walked bipedally

because their limbs were too gracile to support

weight. This is a logical but untestable conclu

sion. But one question we can address is

whether the bipedal locomotion of our ances

tors was compliant like all nonhuman primates

or relatively stiff like our own. Since nonhuman

primates typically utilize compliant gaits when

they walk either quadrupedally or bipedally, it

seems plausible, then, that early bipedal homi

nins would have retained a compliant walking

style typical of other nonhuman primates.

Postcranial anatomy of early hominins suggests

that some of them walked with a deeply yielding

knee and hip (Stern & Susman, 1983). But

beyond being simply a primitive retention,

compliant walking in prehominins may have

had several advantages. Among quadrupedal

nonhuman primates, low peak forces and

reduced stride frequencies make their locomo

tion relatively smooth, which helps them avoid

shaking flexible branches, thus enhancing their

stability and helping them escape the notice of

predators (Demes et al., 1990; Schmitt, 1998,

1999). These features may have also allowed

early human ancestors to maintain mobile,

loosely stabilized forelimb joints. Kinematic,

force plate, and accelerometer studies on

human compliant bipedalism show that

humans who adopted a complaint gait achieved

longer stride lengths, faster maximum walking

speeds, lower peak vertical forces, and

improved impact shock attenuation between

shank and sacrum compared to normal walking

(Schmitt et al., 1996, 1999, 2003). These data

are consistent with findings of several other
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studies (Li et al., 1996; Yaguramaki, 1995) and

support claims by Stern and Susman (1983)

that compliant bipedalism may have been an

effective gait for a small biped with relatively

small and weakly stabilized joints, which had

not yet completely forsaken arboreal

locomotion.

In 1998, Susan Larson suggested, based on

electromyographic data (Larson, 1989; Larson

& Stern, 1987, 1989, 1992; Schmitt et al., 1994),

that primates were fundamentally different

from all other mammals. She argued that

while motor patterns were conserved across

broad orders of vertebrates, primates had

deviated from this pattern and had adopted

different patterns of muscle recruitment

(Larson, 1998). This was a profound conclusion

that suggested that basal primates had not just

slightly modified their locomotor behavior, but

had instead adopted a derived locomotor pat

tern in association with arboreal movement.

This conclusion was supported by data on foot

fall patterns (Cartmill et al., 2002), forelimb

kinematics (Larson et al., 1999, 2001), and

ground reaction forces (Demes et al., 1994;

Kimura et al., 1979; Reynolds, 1985; Schmitt

2003a; Schmitt & Lemelin, 2002). Now it

appears that even the fundamental underlying

mechanisms that characterize walking gaits of

most animals are not conserved by primates.

This lack of conservation of basic locomotor

behavior and control is not a trivial mathema

tical distinction, nor is it simply a difference of

degree. Instead, the way in which primates dif

ferent in their locomotor behavior from most

other mammals represents an abrupt beha

vioral shift that suggests major ecological, ana

tomical, and neurological changes in our

earliest ancestors that set the stage for own

evolution and present condition.
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D’Août, K. D., Aerts, P., De Clercq, D., De Meester,
K., & Van Elsacker, L. (2002). Segment and joint
angles of hind limb during bipedal and
quadrupedal walking of the bonobo (Pan
paniscus). American Journal of Physical
Anthropology, 119, 37 51

Demes, B., Jungers, W. L., & Nieschalk, U. (1990).
Size and speed related aspects of quadrupedal
walking in slender and slow lorises. In: F. K.
Jouffroy, M. H. Stack, & C. Niemitz (Eds.),
Gravity, posture and locomotion in primates
(pp. 175 198). Florence: Il Sedicesimo.

Demes, B., Larson, S. G., Stern, J. T. Jr., Jungers, W.
L., Biknevicius, A. R., & Schmitt, D. (1994). The
kinetics of primate quadrupedalism: hindlimb
drive reconsidered. Journal of Human.
Evolution, 26, 353 374.

Demes, A. B., Qin, Y., Stern, J. T. Jr., Larson, S. G.,
& Rubin, C. T. (2001). Patterns of strain in the
macaque tibia during functional activity.
American Journal of Physical Anthropology, 116,
257 265.

Demes, A. B., Stern, J. T. Jr., Hausman, M. R.,
Larson, S. G., McLeod, K. J., & Rubin, C. T.
(1998). Patterns of strain in the macaque ulna
during functional activity. American Journal of
Physical Anthropology, 106, 87 100.

Elftman, H. (1944). The bipedal walking of the
chimpanzee. Journal of Mammals, 25, 67 71.

Elftman, H., & Manter, J. (1935). Chimpanzee and
human feet in bipedal walking. American
Journal of Physical Anthropology, 20, 69 79.

Farley, C. T., Glasheen, J., & McMahon, T. A.
(1993). Running springs: Speed and animal
size. Journal of Experimental Biology, 185,
71 86.

Fleagle, J. G. (1977a). Locomotor behavior and
skeletal anatomy of sympatric Malaysian leaf
monkeys (Presbytis obscura and Presbytis
melalophos). Yearbook of Physical Anthropology,
20, 440 453.

Fleagle, J. G. (1977b). Locomotor behavior and
muscular anatomy of sympatric Malaysian
leaf monkeys (Presbytis obscura and Presbytis
melalophos). American Journal of Physical
Anthropology, 46, 297 308.

Fleagle, J. G. (1979). Primate positional behavior
and anatomy: Naturalistic and experimental
approaches. In: M. E. Morbeck, H. Preuschoft,
& N. Gomberg (Eds.), Environment, behavior,
and morphology: Dynamic interactions in
primates (pp. 313 326). New York: Wenner
Gren Foundation.

Fleagle, J. G. (1999). Primate adaptation and
evolution. New York: Academic.

Fleagle, J. G., Stern, J. T., Jr., Jungers, W. L.,
Susman, R. L., Vangor, A. K., & Wells, J. P.
(1981). Climbing: A biomechanical link

56 PRIMATE NEUROETHOLOGY



with brachiation and with bipedalism.
Symposium of the Zoological Society of
London, 48, 359 375.

Franz, T. M., Demes, B., & Carlson, K. J. (2005).
Gait mechanics of lemurid primates on
terrestrial and arboreal substrates. Journal of
Human Evolution, 48, 199 217.

Full, R. J., & Tu, M. S. (1990). Mechanics of six
legged runners. Journal of Experimental Biology,
148, 129 146.

Gambaryan, P. P. (1974). How mammals run. New
York: Wiley.

Gatesy, S. M., & Biewener, A. A. (1991). Bipedal
locomotion: Effects of speed, size, and limb
posture in birds and humans. Journal of
Zoology of London, 224, 127 147.

Griffin, T. M., & Kram, R. (2000) Penguin
waddling is not wasteful. Nature, 408, 929.

Griffin, T. M., Main, R. P., & Farley, C. T. (2004).
Biomechanics of quadrupedal walking: How do
four legged animals achieve inverted
pendulum like movements? Journal of
Experimental Biology, 207, 3545 3558.

Gunther, M. M. (1991). The jump as a fast mode of
locomotion in arboreal and terrestrial biotopes.
Zeitschrift fur Morphologie und Anthropologie,
78, 341 372.

Heglund, N. C., Cavagna, G. A., & Taylor, C. R.
(1982). Energetics and mechanics of terrestrial
locomotion. III. Energy changes of the center of
mass as a function of speed and body size in
birds and mammals. Journal of Experimental
Biology, 97, 41 56.

Hildebrand, M. (1967). Symmetrical gaits of
primates. American Journal of Physical
Anthropology, 26, 119 130.

Hildebrand, M. (1985). Walking and running. In:
M. Hildebrand, D. M. Bramble, K. F. Liem, &
D. B. Wake (Eds.), Functional vertebrate
morphology (pp. 38 57). Cambridge: Harvard
University Press.

Hirasaki, E., Kumakura, H., & Matano, S. (1993).
Kinesiological characteristics of vertical
climbing in Ateles geoffroyi and Macaca
fuscata. Folia Primatologica, 61, 148 156.

Hirasaki, E., Kumakura, H., & Matano, S. (1995).
Electromyography of 15 limb muscles in
Japanese macaques (Macaca fuscata) during
vertical climbing. Folia Primatologica, 64,
218 224.

Hirasaki, E., Kumakura, H., & Matano, S. (2000).
Biomechanical analysis of vertical climbing in

the spider monkey and the Japanese macaque.
American Journal of Physical Anthropology, 113,
455 472.

Howell, A. B. (1944). Speed in animals. Chicago:
University of Chicago Press.

Hutchinson, J. R., Famini, D., Lair, R. and Kram, R.
(2003). Are fastmoving elephants really
running? Nature 422, 493 494.

Ishida, H., Jouffroy, F. K., & Nakano, Y. (1990).
Comparative dynamics of pronograde and
upside down horizontal quadrupedalism in
the slow loris (Nycticebus coucang). In: F. K.
Jouffroy, M. H. Stack, & C. Niemitz (Eds.),
Gravity, posture and locomotion in primates
(pp. 209 220). Florence: Il Sedicesimo.

Ishida, H., Kumakura, H., & Kondo, S. (1985).
Primate bipedalism and quadrupedalism:
Comparative electromyography. In: S. Kondo,
H. Ishida, & T. Kimura (Eds.), Primate
morphophysiology, Locomotor analyses and
human bipedalism (pp. 59 80). Tokyo:
University of Tokyo Press.

Jenkins, F. A., Jr. (1972). Chimpanzee
bipedalism: Cineradiographic analysis and
implications for the evolution of gait.
Science, 178, 877 879.

Jenkins, F. A., Jr. (1974). Tree shrew locomotion
and the origins of primate arborealism. In:
F. A. Jenkins, Jr. (Ed.), Primate locomotion
(pp. 85 115). New York: Academic Press.

Jenkins, F. A., Jr., Dombrowski, P. J., & Gordon,
E. P. (1978). Analysis of the shoulder in
brachiating spider monkeys. American Journal
of Physical Anthropology, 48, 65 76.

Jones, F. W. (1916). Arboreal man. London:
Edward Arnold.

Jouffroy, F. K. (1983). Etude cineradiographique
des deplacements du membre anterieur du
Potto de Bosman (Perodicticus potto, P.L.S.
Muller, 1766) au cours de la marche
quadrupede sur une branche horizontale.
Annales des Sciences Naturelles, Zoologie, Paris,
5, 75 87.

Jouffroy, F. K. (1989). Quantitative and
experimental approaches to primate
locomotion: A review of recent advances. In:
P. Seth & S. Seth (Eds.), Perspective in primate
biology. (pp. 47 108). New Delhi: Today and
Tomorrow’s Printers and Publishers.

Jouffroy, F. K., & Gasc, J. P. (1974). A cine
radiographic analysis of leaping in an African
prosimian (Galago alleni). In: F. A. Jenkins

PRIMATE LOCOMOTOR EVOLUTION 57



(Ed.), Primate locomotion (pp. 117 142). New
York: Academic Press.

Jouffroy, F. K., Gasc, J. P., Decombas, M., & Oblin,
S. (1974). Biomechanics of vertical leaping from
the ground in Galago alleni: a cineradiographic
analysis. In: R. D. Martin, A. G. Doyle, & A. C.
Walker (Eds.), Prosimian biology. Liverpool:
Duckworth and Co. Ltd.

Jouffroy, F. K., & Petter, A. (1990). Gravity related
kinematic changes in lorisine horizontal
locomotion in relation to position of the body.
In: F. K. Jouffroy, M. H. Stack, & C. Niemitz
(Eds.), Gravity, posture and locomotion in
primates (pp. 199 207). Florence: Il Sedicesimo.

Jouffroy, F. K., & Stern, J. T., Jr. (1990).
Telemetered EMG study of the antigravity
versus propulsive actions of knee and elbow
muscles in the Slow loris (Nycticebus
coucang). In: F. K. Jouffroy, M. H. Stack, & C.
Niemitz (Eds.),Gravity, posture and locomotion
in primates (pp. 221 236). Florence: Il
Sedicesimo.

Jungers, W., & Anapol, F. (1985). Interlimb
coordination and gait in the Brown Lemur
(Lemur fulvus) and the Talapoin Monkey
(Miopithecus talapoin). American Journal of
Physical Anthropology, 67, 89 97.

Jungers, W., & Stern, J. (1980). Telemetered
electromyography of forelimb muscle chains in
gibbons. Science, 208, 617 619.

Jungers, W., & Stern, J. (1981). Preliminary
electromyography of brachiation in gibbons
and spider monkeys. International Journal of
Primatology, 2, 19 30.

Jungers, W. L., & Stern, J. T. (1984).
Kinesiological aspects of brachiation in lar
gibbons. In: H. Preuschoft, D. J. Chivers, W.
Y. Brockelman, & N. Creel (Eds.), The lesser
apes: Evolutionary and behavioural biology (pp.
119 134). Edinburgh: Edinburgh University
Press.

Kimura, T. (1985). Bipedal and quadrupedal
walking of primates, comparative dynamics.
In: S. Kondo, H. Ishida, & T. Kimura (Eds.),
Primate morphophysiology, Locomotor analyses
and human bipedalism (pp. 81 104). Tokyo:
University of Tokyo Press.

Kimura, T. (1990). Voluntary bipedal walking of
infant chimpanzees. In: F. K. Jouffroy, M. H.
Stack, & C. Niemitz (Eds.), Gravity, posture and
locomotion in primates (pp. 237 251). Florence:
Il Sedicesimo.

Kimura, T. (1991). Body center of gravity and
energy expenditure during bipedal locomotion
in humans, chimpanzees and macaques.
Primate Reports, 31, 19 20.

Kimura, T. (1992). Hindlimb dominance during
primate high speed locomotion. Primates, 33,
465 474.

Kimura, T. (1996). Center of gravity of the body
during the ontogeny of chimpanzee bipedal
walking. Folia Primatologica, 66, 126 136.

Kimura, T., Okada, M., & Ishida, H. (1979).
Kinesiological characteristics of primate
walking: Its significance in human walking.
In: M. Morbeck, H. Preuschoft, & N.
Gomberg (Eds.), Environment, behavior, and
morphology: Dynamic interactions in primates
(pp. 297 312). New York: Gustav Fischer.

Kimura, T, Okada, M., Yamazaki, N., & Ishida, H.
(1983). Speed of the bipedal gaits of man and
nonhuman primates. Annals of Scientific
National Zoology of Paris, 5, 145 158.

Larney, E., & Larson, S. G. (2004). Limb
compliance during walking: Comparisons of
elbow and knee yield across quadrupedal
primates and in other mammals. American
Journal of Physical Anthropology, 125, 42 50.

Larson, S. G. (1988). Subscapularis function in
gibbons and chimpanzees: Implications for
interpretation of humeral head torsion in
hominoids. American Journal of Physical
Anthropology, 76, 449 462.

Larson, S. G. (1989). Role of supraspinatus in
quadrupedal locomotion of vervets
(Cercopithecus aethiops): Implications for
interpretation of humeral morphology.
American Journal of Physical Anthropology, 79,
369 377.

Larson, S. G. (1998). Unique aspects of
quadrupedal locomotion in nonhuman
primates. In: E. Strasser, J. G. Fleagle, A. L.
Rosenberger, & H. M. McHenry (Eds.),
Primate locomotion: Recent advances (pp. 157
173). New York: Plenum.

Larson, S. G., & Stern, J. T., Jr. (1986). EMG of
scapulohumeral muscles in the chimpanzee
during reaching and ‘‘arboreal’’ locomotion.
American Journal of Anatomy, 176, 171 190.

Larson, S. G., & Stern, J. T., Jr. (1987). EMG of
chimpanzee shoulder muscles during knuckle
walking: problems of terrestrial locomotion in a
suspensory adapted primates. Journal of
Zoology, London, 212, 629 655.

58 PRIMATE NEUROETHOLOGY



Larson, S. G., & Stern, J. T. (1989). The role of

propulsive muscles of the shoulder during

quadrupedalism in vervet monkeys

(Cercopithecus aethiops): Implications for

neural control of locomotion in primates.

Journal of Motor Behavior, 21, 457 472.

Larson, S. G., & Stern, J. T., Jr. (1992). Further

evidence for the role of supraspinatus in

quadrupedal monkeys. American Journal of

Physical Anthropology, 87, 359 363.

chimpanzee: Scapular rotators revisited.

American Journal of Physical Anthropology,

85, 71 84.

Larson, S.G., Schmitt,D., Lemelin, P.,&Hamrick,M.

W. (1999). The uniqueness of primate forelimb
posture during quadrupedal locomotion.

American Journal of Physical Anthropology, 112,

87 101.

Larson, S. G., Schmitt, D., Lemelin, P., & Hamrick,

M. W. (2001). Limb excursion during

quadrupedal walking: How do primates

compare to other mammals. Journal of Zoology

of London, 255, 353 365.

Latimer, B., Ohman, J. C., & Lovejoy, C. O. (1987).

Talocrural joint in African hominoids:

Implications for Australopithecus afarensis.

American Journal of Physical Anthropology, 74,

155 175.

Lee, C. R., & Farley, C. T. (1998). Determinants of

the center of mass trajectory in human walking

and running. Journal of Experimental Biology,
201, 2935 2944.

Lemelin, P. (1999). Morphological correlates of

substrate use in didelphid marsupials:

implications for primate origins. Journal of

Zoology, London, 247, 165 175.

Lemelin, P., & Schmitt, D. (1998). Relation

between hand morphology and

quadrupedalism in primates. American Journal

of Physical Anthropology, 105, 185 197.

Lemelin, P., & Schmitt, D. (2007). The origins of

grasping and locomotor adaptations in

primates: Comparative and experimental

approaches using an opossum model. In: M.

Dagosto & M. Ravosa (Eds.), Primate origins

(pp. 329 380). New York: Kluwer.

Lemelin, P., Schmitt, D., & Cartmill, M. (2003).

Footfall patterns and interlimb coordination in
opossums: Evidence for the evolution of

diagonal sequence walking gaits in primates.

Journal of Zoology, 260, 423 429.

Lemelin, P., Schmitt, D., MacKenzie, A., George,

G., & Cartmill, M. (2008). The effects of

substrate type and size on the locomotion of

kinkajous. Integrated and Comprehensive

Biology, 47, Suppl. 1, e 71.

Li, Y., Crompton, R. H., Alexander, R. McN.,

Gunther, M. M., & Wang, W. J. (1996).

Characteristics of ground reaction forces in

normal and chimpanzee like bipedal

walking by humans. Folia Primatologica,

66, 137 159.

McClearn, D. (1992). Locomotion, posture,

and feeding behavior of kinkajous, coatis,

and raccoons. Journal of Mammals, 73,

245 261.
McMahon, T. A. (1985). The role of compliance in

mammalian running. Journal of Experimental

Biology, 115, 263 282.

McMahon, T. A., Valiant, G., & Frederick, E. C.

(1987). Groucho running. Journal of Applied

Physiology, 62, 2326 2337.

Meldrum, D. J. (1991). Kinematics of the

Cercopithecine foot on arboreal and terrestrial

substrates with implications for the

interpretation of hominid terrestrial adaptations.

American Journal of Physical Anthropology, 84,

273 290.

Muybridge, E. (1887). Animals in Motion [1957

reprint]. New York: Dover.

Okada, M. (1985). Primate bipedal walking:

Comparative Kinematics. In: S. Kondo, H.
Ishida, & T. Kimura (Eds.), Primate

morphophysiology, Locomotor analyses and

human bipedalism (pp. 47 58). Tokyo:

University of Tokyo Press.

Okada, M., & Kondo, S. (1982). Gait and EMGs

during bipedal walk of a gibbon (Hylobates

agilis) on flat surface. Journal of the

Anthropological Society of Nippon, 90,

325 330.

Polk, J. D. (2001). The influence of body size and

body proportions on primate quadrupedal

locomotion. PhD. Dissertation, State University

of New York at Stony Brook.

Polk, J. D. (2002). Adaptive and phylogenetic

influences on musculoskeletal design in

Cercopithecine primates. Journal of

Experimental Biology, 205, 3399 3412.
Pridmore, P. A. (1994). Locomotion in Dromiciops

australis (Marsupialia: Microbiotheriidae).

Australian Journal of Zoology, 42, 679 699.

PRIMATE LOCOMOTOR EVOLUTION 59



Prost, J. H. (1965). The methodology of gait

analysis and the gaits of monkeys. American

Journal of Physical Anthropology, 23,

215 240.

Prost, J. H. (1967). Bipedalism of man and Gibbon

compared using estimates of joint motion.

American Journal of Physical Anthropology, 26,

135 148.

Prost, J. H. (1969). Gaits of monkeys and horses:

A methodological critique. American Journal of

Physical Anthropology, 332, 121 128.

Prost, J. (1980). Origin of bipedalism. American

Journal of Physical Anthropology, 52, 175 189.

Prost, J. H., & Sussman, R. W. (1969). Monkey

locomotion on inclined surfaces. American
Journal of Physical Anthropology, 31, 53 58.

Raichlen, D., & Shapiro, L. (2007). The evolution of

mammalian biomechanics: Adaptations or

spandrels. Journal of Morphology, 268, 1122.

Reynolds, T. R. (1985). Stresses on the limbs of

quadrupedal primates. American Journal of

Physical Anthropology, 67, 351 362.

Reynolds, T. R. (1987). Stride length and its

determinants in humans, early hominids,

primates, and mammals. American Journal of

Physical Anthropology, 72, 101 115.

Richmond, B. G., Begun, D. R., & Strait, D. S.

(2002). Origin of human bipedalism: The

knuckle walking hypothesis revisited. Yearbook

of Physical Anthropology, Suppl. 33, 70 105

Rollinson, J., & Martin, R. D. (1981). Comparative
aspects of primate locomotion with special

reference to arboreal cercopithecines.

Symposium of the Zoological Society of London,

48, 377 427.
Rose, M. D. (1973). Quadrupedalism in primates.

Primates 14: 337 358.
Rowe, N. (1996) The pictorial guide to living

primates. New York: Pogonias Press.
Schmidt, M., & Fischer, M. S. (2000).

Cineradiographic study of forelimb movements

during quadrupedal walking in the brown lemur

(Eulemur fulvus, primates: Lemuridae).

American Journal of Physical Anthropology, 111,

245 262

Schmitt, D. (1994). Forelimbmechanics as a function

of substrate type during quadrupedalism in

two anthropoid primates. Journal of Human

Evolution, 26, 441 458.

Schmitt, D. (1998). Forelimb mechanics during

arboreal and terrestrial quadrupedalism in Old

World monkeys. In: E. Strasser, J. G. Fleagle, A.

L. Rosenberger, & H. M. McHenry (Eds.),

Primate locomotion: Recent advances (pp.

175 200). New York: Plenum Press.

Schmitt, D. (1999). Compliant walking in

primates. Journal of Zoology, 247, 149 160.

Schmitt, D. (2003a). Evolutionary implications of

the unusual walking mechanics of the common

marmoset (Callithrix jacchus). American

Journal of Physical Anthropology. 122, 28 37

Schmitt, D. (2003b). The relationship between

forelimb anatomy and mediolateral forces in

primate quadrupeds: Implications for

interpretation of locomotor behavior in

extinct primates. Journal of Human Evolution.
44, 49 60

Schmitt, D., & Larson, S. G. (1995). Heel contact as

a function of substrate type and speed in

primates. American Journal of Physical

Anthropology, 96, 39 50.

Schmitt, D., & Lemelin, P. (2002). The origins of

primate locomotion: gait mechanics of the

woolly opossum. American Journal of Physical

Anthropology, 118, 231 238.

Schmitt, D., Lemelin, P., & Trueblood, A. (1999).

Shock wave transmission through the human

body during normal and compliant walking.

American Journal of Physical Anthropology,

Suppl. 28, 243 244.

Schmitt, D., Stern, J. T., Jr., & Larson, S. G. (1996).

Compliant gait in humans: Implications for
substrate reaction forces during

australopithecine bipedalism. American

Journal of Physical Anthropology, Suppl. 22, 209.

Shapiro, L. J., Anapol, F. C., & Jungers, W. L.

(1997). Interlimb coordination, gait, and neural

control of quadrupedalism in chimpanzees.

American Journal of Physical Anthropology, 102,

177 186.

Shapiro, L. J., Demes, A. B., & Cooper, J. (2001).

Lateral bending of the lumbar spine during

quadrupedalism in strepsirhines. Journal of

Human Evolution, 40, 231 259.

Shapiro, L. J., & Jungers, W. L. (1988). Back muscle

function during bipedal walking in chimpanzee

and gibbon: Implications for the evolution of

human locomotion. American Journal of

Physical Anthropology, 77, 201 212.
Shapiro, L. J., & Jungers, W. L. (1994).

Electromyography of back muscles during

quadrupedal and bipedal walking in primates.

60 PRIMATE NEUROETHOLOGY



American Journal of Physical Anthropology, 93,

491 504.
Smith, G. E. (1912). The evolution of man.

Smithsonian Institution Annual Reports, 1912,
553 572.

Stern, J. T., Jr. (1976). Before bipedality. Yearbook
of Physical Anthropology, 20, 59 68.

Stern, J. T., Jr. (2000). Climbing to the top: a
personal memoir of Australopithecus afarensis.
Evolutionary Anthropology, 9, 113 133.

Stern, J. T., Jr., & Larson, S. G. (2001). Telemetered
electromyography of the supinators and
pronators of the forearm in gibbons and
chimpanzees: Implications for the funda
mental positional adaptation of hominoids.
American Journal of Physical Anthropology, 115,
253 268.

Stern, J. T., Jr., & Susman, R. L. (1981).
Electromyography of the gluteal muscles in
Hylobates, Pongo and Pan: Implications for
the evolution of hominid bipedality.
American Journal of Physical Anthropology, 55,
153 166.

Stern, J. T., Jr., Wells, J. P., Vangor, A. K., &
Fleagle, J. G. (1977). Electromyography of
some muscles of the upper limb in Ateles and
Lagothrix. Yearbook of Physical Anthropology,
20, 498 507.

Stern, J. T., Jr., Wells, J. P., Vangor, A. K., & Fleagle, J.
G. (1980). An electromyographic study of the
pectoralis major in atelines and Hylobates with
special reference to the evolution pars
clavicularis. American Journal of Physical
Anthropology, 52, 13 25.

Stevens, N. J. (2001). Effects of substrate
orientation on quadrupedal walking in Loris
tardigradus. Journal of Morphology, 248, 288.

Stevens, N. J., Demes, A. B., & Larson, S. G.
(2001). Effects of branch compliance on
quadrupedal walking in Loris tardigradus.
American Journal of Physical Anthropology,
113, Suppl. 32, 142.

Susman, R. L. (1983). Evolution of the human foot:
Evidence from Plio Pleistocene hominids. Foot
and Ankle, 3, 365 376.

Susman, R. J., Stern, J. T., Jr., & Jungers, W. L.
(1984). Arboreality and bipedality in the
Hadar hominids. Folia Primatologica, 43,
113 156.

Sussman, R. W. (1991). Primate origins and the
evolution of angiosperms. American Journal of
Primatology, 23, 209 223.

Swartz, S. M., Bertram, J. E., & Biewener, A. A.
(1989). Telemetered in vivo strain analysis of
locomotor mechanics of brachiating gibbons.
Nature, 342, 270 272.

Szalay, E. S., and E. Delson, E. (1979). Evolutionary
history of the primates. Academic Press,
New York.

Szalay, F. S., & Dagosto, M. (1988). Evolution of
hallucial grasping in the primates. Journal of
Human Evolution, 17, 1 33.

Szalay, F. S., Rosenberger, A. L., & Dagosto, M.
(1987). Diagnosis and differentiation of the
Order Primates. Yearbook of Physical
Anthropology, 30, 75 105.

Tardieu, C., Aurengo, A., & Tardieu, B. (1993).
New method of three dimensional analysis of
bipedal locomotion for the study of
displacements of the body and body parts
centers of mass in man and non human
primates: Evolutionary framework. American
Journal of Physical Anthropology, 90, 455 476.

Taylor, C. R., & Rowntree, V. (1973). Running on
two or four legs: Which consumes more energy.
Science, 179, 597 601.

Turnquist, J. E., Schmitt, D., Rose, M. D., & Cant,
J. G. (1999). Pendular motion in the brachiation
of captive Lagothrix and Ateles. American
Journal of Primatology, 48, 263 281.

Tuttle, R. H., & Basmajian, J. V. (1974a). Electro
myography of Pan gorilla: an experimental
approach to the problem of hominization.
Symposium of the 5th Congress of the
International Primate Society, 303 312.

Tuttle, R., & Basmajian, J. (1974b).
Electromyography of the brachial muscles in
Pan gorilla and hominoid evolution. American
Journal of Physical Anthropology, 41, 71 90.

Tuttle, R., & Basmajian, J. (1974c). Electro
myography of the forelimb musculature in
Gorillas and problems related to knuckle
walking. In: F. Jenkins (Ed.), Primate
locomotion (pp. 293 383). New York:
Academic.

Tuttle, R. H., & Basmajian, J. V. (1977).
Electromyography of pongid shoulder muscles
and hominoid evolution. I. Retractors of the
humerus and ‘‘rotators’’ of the scapula.
Yearbook of Physical Anthropology, 20, 491 497.

Tuttle, R. H., & Basmajian, J. V. (1978a).
Electromyography of pongid shoulder muscles.
III. Quadrupedal positional behavior. American
Journal of Physical Anthropology, 49, 57 70.

PRIMATE LOCOMOTOR EVOLUTION 61



Tuttle, R. H., & Basmajian, J. V. (1978b).
Electromyography of pongid shoulder muscles II.
deltoid, rhomboid and ‘‘rotator cuff’’. American
Journal of Physical Anthropology, 49, 47 56.

Tuttle, R. H., Hollowed, J. R., & Basmajian, J. V.
(1992). Electromyography of pronators and
supinators in Great Apes. American Journal of
Physical Anthropology, 87, 215 226.

Tuttle, R. H., Velte, M. J., & Basmajian, J. V. (1983).
Electromyography of brachial muscles in Pan
troglodytes and Pongo pygmaeus. American
Journal of Physical Anthropology, 61, 75 83.

Vangor, A. K., & Wells, J. P. (1983). Muscle
recruitment and the evolution of bipedality:
Evidence from telemetered electromyography of
spider, woolly and patas monkeys. Annales des
Sciences naturelles, zoologie, Paris, 5, 125 135.
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CHAPTER 4

Foraging Cognition in Nonhuman Primates

Klaus Zuberbühler and Karline Janmaat

FORESTS AS PRIMATE HABITATS:
COEVOLUTION OF PRIMATES
AND FRUIT

In terms of total biomass, primates are very

successful vertebrates in most undisturbed tro

pical forests (Chapman et al., 1999a; Fleagle &

Reed, 1996). Many primate species are forest

dwellers, and the forest habitat is likely to have

had amajor impact on primate evolution. This is

especially true for the great apes, whose changes

in diversity have followed climate related retrac

tions and expansions of wooded habitats since

the late Miocene (Potts, 2004). Most primates,

including typical leaf eaters, consume consider

able amounts of fruits as part of their daily diets

(e.g., Korstjens, 2001). Fleshy fruits and the

arthropods that associate with them are highly

nutritious, which provide arboreal animals, such

as primates, birds, and bats, with a stationary

and relatively reliable source of energy (Janmaat

et al., 2006a). Primates and fruiting trees have

shared a long evolutionary history, and the

arrival of angiosperm fruits and flowers may

have been of particular importance in primate

evolution (Soligo & Martin, 2006; Sussman,

1991, 2004). About 85 million years ago, a

trend toward increased fruit size can be found

(Eriksson et al., 2000), roughly coinciding with

the radiation of early ancestors of today’s pri

mates, about 82 million years ago (Tavaré et al.,

2002).

Compared to other groups of animals, pri

mates possess a number of adaptations that

make them particularly suited for arboreal fora

ging on fruit. Many primate species have

opposable thumbs and toes, allowing them to

grasp and reach fruit at the terminal tree

branches, which are inaccessible to many other

animals. Hindlimb dominance and grasping

ability enable many primates to leap between

trees in an energetically efficient way, in contrast

other arboreal mammals such as most tree squir

rels (Gebo, 2004; Sussman, 1991; Taylor et al.,

1972). Other adaptations concern forward

facing eyes and stereotypic vision, which facil

itates hand eye coordination and foraging at

high speed (Cartmill, 1972; Gebo, 2004).

Similarly, diurnal activity, high visual acuity,

and color vision enable spotting of fruit and

their nutritional value from large distances

(Barton, 2000; Polyak, 1957; Riba Hernández

et al., 2005; Sumner & Mollon, 2000). Diurnal

foraging is also beneficial because ripening rates

of fruits tend to be highest in the early afternoon

following high midday incident radiation and

ambient temperature (Diaz Perez et al., 2002;

Graham et al., 2003; Houle, 2004; Spayd et al.,

2002).

EVOLUTIONARY THEORIES OF
PRIMATE COGNITION

Primates, and especially humans, have relatively

larger brains than other groups of mammals

(Harvey & Krebs, 1990; Jerison, 1973). It has

also been noted that a variety of brain size vari

ables in primates correlate positively with mea

sures of social complexity, such as group size,

deceptive behaviour, or strength of social bonds

(Barton, 1996, 1999; Byrne & Corp, 2004;

64



Dunbar, 1998; Dunbar & Shultz, 2007). This has

been taken to suggest that large groups, and

social complexity that emerges from them,

have acted as a primary selection force favouring

the evolution of increased brain size. This is

because high social intelligence is likely to pro

vide individuals with a competitive and repro

ductive advantage over their less socially skilled

conspecifics.

As appealing as it is, the social intelligence

hypothesis has a number of problems. Large

promiscuous multimale/multifemale groups,

the presumed breeding grounds for high social

intelligence, are the exception in primate socie

ties (Smuts et al., 1986) and it is often not spe

cified how group size relates to social

complexity. Moreover, although food competi

tion is likely to increase with group size, larger

groups also benefit from increased search swath

and accumulated knowledge of individuals to

locate food sources, avoid predators, and deal

with neighboring groups (Garber & Boinski,

2000; Janson & Di Bitetti, 1997). Individuals

are especially likely to benefit from older and

more knowledgeable group members during

periods of food scarcity when long term experi

ence is more crucial (Byrne, 1995; Chauvin &

Thierry, 2005; van Roosmalen, 1988). The social

intelligence hypothesis also struggles to explain

how exactly primates were able to grow expen

sive large brains in the first place. Why did pri

mates benefit more than other social animals

from increased encephalization? The relation

ship between neocortex and group size is cer

tainly real, but the causal arrow could also point

the other way: Primates have evolved large

brains for nonsocial reasons, which enables

them to live in larger groups, form more com

plex social systems, and maintain more complex

social relations than other smaller brained spe

cies (Müller & Soligo, 2005).

A main contender of social intelligence is the

‘‘ecological intelligence’’ hypothesis developed

by Milton (1981). Large brains, according to

this idea, are the evolutionary products of exten

sive mental mapping requirements faced by fru

givorous species, a hypothesis that emerged

from empirical work comparing highly encepha

lized and frugivorous spider monkeys (Ateles

geoffroyi) with less encephalized folivorous

howler monkeys (Alouatta palliata). It is inter

esting that in diurnal frugivorous primates, rela

tive brain enlargements are primarily found

within the visual system, while in nocturnal spe

cies enlargements are in the olfactory structures

(Barton et al., 1995), suggesting that the brain

has directly responded to the demands of fora

ging. In addition, increases in the degree of

orbital convergence (associated with stereotypic

vision) correlate with expansion of visual brain

structures and, as a consequence, with overall

size of the brain (Barton, 2004).

Compared to other body tissues, brains are

metabolically expensive organs, requiring a

continuous and reliable flow of nutrients

(Armstrong, 1983; Mink et al., 1981). Accor

ding to recent analyses, relative brain size is

positively correlated with basal metabolic rate,

indicating that larger brains may be a reflection

of being able to sustain higher basal energy costs

(Isler & van Schaik, 2006a). Any increase in

relative brain size, therefore, may only be pos

sible in populations that have managed to either

improve their access to nutrition or decrease

other existing energy demands. Energy can be

saved, for example, by reducing an organism’s

locomotor costs (Isler & van Schaik, 2006b) or

reducing the metabolic requirements of other

expensive tissues, such as the digestive system

(Aiello & Wheeler, 1995). Higher quality foods,

such as fruit and animal matter, are easier to

digest than other material, allowing the

organism to reduce the size of its digestive

tract. This hypothesis is supported by the find

ings that frugivorous primates usually have rela

tively larger brains and smaller digestive systems

than folivorous primates (Barton, 2000;

Clutton Brock & Harvey, 1980; Hladik, 1967).

The various special adaptations for har

vesting the fruits discussed in the previous sec

tion enabled primates to monopolize one of the

most nutritious food sources in these forests.

This may have allowed primates, especially hap

lorhines (see Chapter 1) that live in areas with

relatively high fruit production, to afford larger

brains than other groups of animals

(Cunningham & Janson, 2007; Fish &

Lockwood, 2003). What benefits they gain
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from this relatively costly trait and what selec

tion pressures have favored its evolution is sub

ject of an ongoing debate.

In sum, a more complete understanding for

why primates have relatively bigger brains than

other groups of animals requires evidence at the

ultimate and proximate level (Tinbergen, 1963).

The current literature favors social explanations,

mainly because of what is available in terms of

empirical studies, but we have outlined a

number of reasons for caution. By contrast, we

discuss recent empirical progress on under

standing the impact of foraging problems on

cognition. The studies we review all have been

conducted with the intent to investigate the cog

nitive capacities employed by nonhuman pri

mates in relation to finding food in their

natural habitats, and we contend that some of

these findings are of direct relevance to the eco

logical intelligence hypothesis.

HOW DO FOREST PRIMATES
KNOW WHERE TO FIND FRUIT?

A large bodied monkey group’s home range

can contain as many as 100,000 trees (e.g.,

Lophocebus albigena johnstonii; Waser, 1974),

yet only a small fraction of these trees will carry

ripe fruit at any given time. Estimates for some

forests vary anywhere from 50 to 4,000 trees per

average home range (Janmaat et al., submitted).

Are primates able to find these trees, and how

efficient are they at doing so? A number of stu

dies found that wild primates were more effi

cient in finding food than predicted by random

search models, suggesting that individuals use

some mental heuristics to locate food (e.g.,

Cunningham, 2003; Garber & Hannon, 1993;

Janson, 2000; Milton, 2000; Valero & Byrne,

2007). In our own studies on gray cheeked and

sooty mangabeys (Lophocebus albigena john

stonii; Cercocebus atys atys), we found that mon

keys were more likely to approach and search for

fruit under or in trees that had produced fruits

than empty trees of the same species (Janmaat

et al., 2006b; Figs. 4.1 and 4.2).

We also found that target trees with fruit were

approached significantly faster and with sharper

angles than trees without fruit (Janmaat, 2006;

Janmaat et al., 2006b; Figs. 4.3 and 4.4). When

we measured the number of trees that were

encountered while following individual mon

keys, we found that they encountered or

approached significantly more fruit bearing

trees than during control transects (i.e., when

the observer walked a path parallel to the mon

key’s own route) (Janmaat, 2006; Janmaat et al.,

submitted).

It has been argued that the most efficient way

to optimize foraging success is to mentally repre

sent the location of all fruit trees in a home range

as well as their fruiting state and overall temporal

patterning, that is, to maintain a cognitive map

(Milton, 1981, 2000). According to most defini

tions, cognitive maps are mental representations

of the real world, as if viewed from above, a

Euclidian representation of landmarks with

vector distance and angular relationships between

them (O’Keefe & Nadel, 1978; Tolman, 1948).

Figure 4.1 A gray cheekedmangabey (Lophocebus
albigena johnstonii) feeding on purple flowers of
Milettia dura. Picture by Rebecca Chancellor.
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However, current evidence suggests that it is

not very likely that nonhuman primates, or even

humans, represent their home ranges in such a

way (Byrne, 1979; Janson & Byrne, 2007). One

crucial empirical test for the cognitive map

hypothesis concerns the responses of individuals

to obstacles on a foraging route (Bennett, 1996),

that is, whether they are capable of finding an

efficient detour. So far, wild primates have failed

this test. In one study, the behavior of wild

Chacma baboons (Papio ursinus) was studied

when encountering neighboring groups on

their habitual foraging routes. Individuals did

not take detours around such groups to get to

their foraging goal, but either waited for them to

pass by or simply abandoned their goal comple

tely (Noser & Byrne, 2007a). Some support for

something like a cognitive map comes from a

captive study with a young bonobo (Pan

paniscus) that was tested with an artificial lexi

gram system, but it is unclear to what degree

primates use this capacity in the wild (Menzel

et al., 2002).

SPATIO-TEMPORAL MENTAL
REPRESENTATIONS IN THE
NATURAL HABITAT

Apart from the general difficulties of providing

empirical evidence for a cognitive map, no one

seriously doubts that primates are able to men

tally represent space in some way, although in

many cases it is not clear what exactly these

representations consist of, especially in the

Figure 4.2 Terrestrial sooty
mangabeys (Cercocebus atys atys)
foraging for insects in dead wood.
Picture by Karline Janmaat.
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natural habitat. A major challenge in field studies

is to determine if primates reach a resource by

goal directed travel, an indicator of mental repre

sentations of space, or by chance. It is important

to consider that the shortest route is not always

the most efficient one, and that animals could

combine different goals in one single route, and

that they could monitor food without exploiting

it (Sigg & Stolba, 1981). Some researchers have

generated geometric or step models combined

with sophisticated statistics to determine the like

lihood of whether spatial representations are

involved in travel decisions (Bates, 2005;

Cunningham & Janson, 2007; Garber &

Hannon, 1993; Janson, 1998; Milton, 2000;

Noser & Byrne, 2007a; Valero & Byrne, 2007).

In one experiment with Argentinean capu

chin monkeys (Cebus apella nigritus), three

feeding sites were arranged in a triangle and

provisioned once per day. Once a monkey

group had chosen a site, its next choice was

between the two remaining sites, a close one

with less food and a far away one with more

food. The surprising finding was that capuchins

generally chose the closer feeding site, even when

the more distant site offered up to 12 times as

much food (Janson, 2007). Should we conclude

that the monkeys did not possess a mental

Route group 

Component 1 

Component 2 

T

T

Within 100/150 m.
Group out of sight  

Target tree 

Group into sight

Figure 4.3 Illustration of the method used to measure speed toward a target tree. The observer follows the
group while staying within a 5 m distance of the individual that is closest to the target tree. Following took
place in two components of direction, either along (a) component 1 (arrow) that is directed toward the tree
trunk or (b) component 2 (thick dotted line), which is directed along the imaginary circle around the tree
trunk. Speed was determined by counting steps per minute when walking in the direction of the
tree (component 1) only. The observer was updated on the direction of the tree trunk by the calling or
clicking sounds produced by a second observer, who was waiting under the tree trunk. The outer circle has a
radius of 100 or 150meters dependent on the species. The shaded area represents the area in which the group
comes into sight of the second observer waiting under the tree.
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representation of the locations and value of the

provided food? Alternatively, did they simply

weigh up travel distance and likelihood of

arriving at the food in time in the highly compe

titive situation of a rainforest? Further experi

ments will be required to determine what exactly

influenced the monkeys’ foraging decisions.

Similarly, a recent study on Chacma baboons

(Papio ursinus) showed that the sleeping cliff, a

presumably important goal, was not always

approached fast and in a straight line, because

the group was regularly foraging for seeds close

to the sleeping site (Noser & Byrne, 2007b).

Spider and woolly monkeys (Ateles belzebuth;

Lagothrix poeppigii) travel through their home

ranges along repeatedly used paths, which has

been taken as evidence that spatial mental repre

sentations are in the form of route based or

network maps (De Fiore & Suarez, 2007).

Nonrandom foraging patterns have also been

reported from tamarins (Saguinus mystax, S. fus

cicollis) in the Amazon of northeastern Peru

(Garber, 1989). For great apes, the empirical evi

dence for spatial cognition is surprisingly weak.

One study on tool transporting behavior in wild

chimpanzees (Pan troglodytis) concluded that

subjects remembered distances between different

nut cracking sites and different stone hammers,

as if using Euclidian space, but this interpretation

is controversial (Boesch & Boesch, 1984).

The Role of Secondary Cues

One problem with field studies is that it is often

difficult tomake reliable assumptions about how

far an individual can detect, using both visual

and olfactory sensory information, a target

resource. Moreover, travel decisions may be

influenced by other secondary cues, such as

food calls of other species. The availability of

visual cues is particularly difficult to assess in a

rainforest where fruit trees are sometimes visible

over considerable distances, even from the

ground. Humans are capable of spotting fruits

in emergent trees from a distance of 150m if the

view is unobstructed, suggesting that other pri

mates may possess comparable abilities (Golla

et al., 2004; Janmaat, unpublished data).

Only a small number of field studies have been

able to convincingly reject the use of such sensory

cues to find resources (Garber & Paciulli, 1997;

Janson, 1998; Janson & Di Bitetti, 1997; Sigg &

Stolba, 1981). For example, departure latency in

Chacma baboons was significantly shorter before

traveling to scarce mountain figs compared with

traveling to other more abundant fruit sources.

Because the fig trees were approximately 700m

from the sleeping site, visible to human observers

only from short distances, it was unlikely that the

monkeys were guided by any secondary cues

(Noser & Byrne, 2007b). In another study, the
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Figure 4.4 Speed of approach to trees with and without fruits. For both mangabey groups, bars represent
the median speeds, while the top and bottom of the boxes represent the percentiles. The highest and lowest
whiskers represent the highest and smallest values, which are not outliers. Circles and stars represent outliers
and extreme values.
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ranging behavior of sooty mangabeys was studied

in relation to Anthonota trees with empty crowns

(Janmaat et al., 2006a; Fig. 4.5). Monkeys

approaching within 150m of empty trees were

more likely to approach if the tree was sur

rounded by fruits that had fallen to the forest

floor than if the tree had not produced any fruit.

The authors were able to rule out the possibility

that the monkeys had seen any of the inconspic

uous fallen fruits in the leafy substrate, indicating

that the monkeys used spatial knowledge

acquired during previous feeding experiences to

relocate trees with fruit (Janmaat et al., 2006b).

In a similar way, gray cheeked mangabeys

that came within 100m of an empty Ficus sansi

barica tree were less likely to enter if the tree had

recently been depleted than if the tree had not

produced any fruits so far (Fig. 4.6). Since both

tree types had empty crowns, with no differences

in overall appearance, the visiting pattern was

best explained by memories of previous visits

(Janmaat et al., 2006b).

In sum, it seems safe to assume that navigation

of primates in their natural habitats involves some

kind of mental representations of space, but it is

often unclear how enduring and rich these mem

ories really are.Memories of spatial locations could

be relatively short lived (a few days), and there is

no good evidence for a geometric representation of

space (Byrne, 2000; Janson, 2000).

EVIDENCE FOR FRUIT
LOCALIZATION STRATEGIES

Another characteristic of forest fruits concerns

their ephemeral nature. Temporal patterns of

emergence can be complex, and fruits are often

present for short periods only (Chapman et al.,

1999b; 2004; Janmaat et al., submitted; Milton,

1981, 1988). Many fruit tree species rely on ani

mals for seed dispersal and have evolved features

that make their fruits appeal to a large number of

species, leading to high levels of inter and

intraspecies competition (e.g., Hauser &

Wrangham, 1990; Houle et al., 2006; McGraw

& Zuberbühler, 2007; Sterck, 1995). Early arrival

is therefore advantageous, and natural selection

is likely to favor any cognitive strategy that

makes this behavior possible. In the following

final section, we discuss a number of behavioral

strategies, and their potential underlying cogni

tive processes, that enable free ranging primates

to deal with these temporal constraints.

Monitoring Individual Trees

Gray cheeked mangabeys have been observed to

bypass about a third of all available fruit bearing

fig species (Janmaat et al., 2006b). The monkeys

were more likely to revisit trees in which they had

good feeding experiences before, compared to

trees in which they were less successful. Similar

Figure 4.5 A sooty mangabey eating Anthonota fragans fruit (left). Picture by Karline Janmaat. Ripe
Anthonota fragans fruits are harvested by the monkeys after they have fallen into the leaf litter underneath
the tree (right). Picture by Ralph Bergmuller. Used with permission.
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patterns have been reported from a study on wild

tamarins (Garber, 1989). For the mangabeys,

intriguingly, this was also the case for fig trees

with unripe fruits. Unripe figs are attractive to

these monkeys because some of them contain

weevil larvae or edible seeds. Monkeys have to

inspect each fig individually, an interesting fact

for the purpose of cognitive studies, because it

effectively rules out the possibility that the mon

keys responded to long distance visual or olfac

tory cues (Janmaat et al., 2006a). In addition, the

authors also found that the average speed with

which the group approached such trees was sig

nificantly correlated with their average prior

feeding experience in that tree (Fig. 4.7). Similar

results have been reported from free ranging sakis

(Pithecia pithecia) in Venezuela. These primates

bypassed a majority of fruit bearing trees without

feeding because they preferentially revisited spe

cific trees, which they already knew as highly

productive from prior visits (Cunningham &

Janson, 2007).

In sum, there is good evidence that primates are

able to distinguish between individual trees, which

they assess in terms of quality, and that they use

such memories in their daily foraging decisions.

Monitoring Meteorological Cues

Work on captive primates has shown that they

can readily learn to anticipate delayed food

rewards (Dufour et al., 2007; Ramseyer et al.,

2005) and that they can trade off reward

Figure 4.6 A gray cheeked mangabey inspecting the ripening state of Ficus sansibarica fruit (left),
F. sansibarica fruit (right). Pictures by Karline Janmaat. Used with permission.
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amount versus time delay (Stevens et al., 2005).

Similar suggestions for a rudimentary ability to

anticipate future events have also been made for

wild primates, but only a few good empirical

studies are available (Janmaat et al., 2006a;

Janson, 2007; Noser & Byrne, 2007b; Sigg &

Stolba, 1981; Wrangham, 1977).

Temperature and solar radiation influence

ripening rates of fruits as well as the maturation

of insect larvae inside them (e.g., Adams et al.,

2001; Diaz Pérez et al., 2002; Houle, 2004;

Mazzei et al., 1999; Morrison & Noble, 1990),

making the emergence of edible fruits somewhat

predictable. A recent study on free rangingman

gabeys investigated whether these primates were

able to take previous weather conditions into

account when deciding to revisit particular

fruit trees (Janmaat et al., 2006b). For this pur

pose, a study group was followed from dawn to

dusk for three continuous long observation per

iods totalling 210 days, yielding an almost com

plete record of all revisit decisions toward 80

preselected fruit trees (Fig. 4.8).

The results were consistent with the idea that

these monkeys made foraging decisions based on

episodic like memories of whether or not a tree

previously carried fruit, combined with a more

generalized understanding of the relationship

between temperature and solar radiation and

the maturation rate of fruit and insect larvae

(Fig. 4.9). How exactly the monkeys managed

to register the relatively subtle differences in

average temperature values was not addressed,

a topic for further research.

Monitoring Competitor Behavior

The presence of other fruit eating individuals may

also serve as a reliable indicator of the presence of

edible fruits, especially for tree species that do not

have predictable patterns of fruit emergence and

that do not offer conspicuous secondary cues of

edibility. In free ranging tamarins (Saguinus

imperator and S. fuscicollis), high ranking indivi

duals tended to monitor the activities of other

group members, rather than to initiate their own

food searches, providing evidence that these pri

mates were able to associate social cues with the

presence of foods (Bicca Marques & Garber,

2005). Similarly, Tonkean macaques,Macaca ton

keana, kept in a large outdoor enclosure used food

odor cues, acquired by smelling the mouths of

other group members, to guide their own search

for food (Chauvin & Thierry, 2005).

Primates also use auditory cues, such as

feeding calls of group members, to find fruit

Figure 4.8 Measuring revisiting Behavior. The diagram illustrates an example of part of the study group’s
daily route (arrows) among target trees, each surrounded by an imaginary 100 m radius circle (dotted line).
Once the group entered the circle, one observer rushed to the tree to determine the fruiting state and
whether the group came into sight and entered the tree. In this example, the group visited one tree with fruit
and bypassed one without fruit.
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(e.g., tamarins, Saguinus labiatus: Caine et al.,

1995; macaques, Macaca sinica: Dittus, 1984).

Red tailed monkeys (Cercopithecus ascanius),

blue monkeys (C. mitis), and gray cheeked man

gabeys have been suggested to recognize the

food arrival calls of sympatric frugivores

(Hauser & Wrangham, 1990).

In Kibale National Park, Uganda, fig trees that

carried fruit contained a significantly larger

number of noisy frugivorous animals, such as

chimpanzees or hornbills, than fig trees that

carried none, suggesting that primates could use

the sound of sympatric foragers as an indicator

for fruit availability (Janmaat, 2006). We thus

analyzed the behavior of our mangabey study

group on 10 different occasions when they dis

covered newly emerged or newly ripened fruits

(Janmaat, 2006). In 2 out of 10 encounters, the

tree was already occupied by a chimpanzee or

hornbills feeding inside the tree, and interestingly

in these cases the speed of approach was much

higher than in the other eight cases (Fig. 4.10).
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Figure 4.9 The influence of temperature on revisiting behavior. Average daily maximum temperature
determined for the intervening period between the time the group entered the 100 m radius circle and the
time the group last visited the same tree. Shaded boxes represent average temperature values for revisits;
white boxes represent bypasses. Different clusters refer to trees that (1) did not carry fruit at the previous
visit, (2) carried fruit at the previous visit, and (3) carried fruit at the previous visit but no longer offered any
sensory cues. Bars represent the median values of the average temperatures; top and bottom of the boxes
represent the 75 and 25 percentiles. Whiskers represent highest and lowest values; circles represent outliers.
Results showed that average daily maximum temperature was significantly higher for days preceding revisits
than bypasses. These effects were found only for trees that carried fruit at the previous visit but not for trees
that had carried none, providing empirical evidence that these primates were capable of taking into account
past weather conditions when searching for food.
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Olupot and colleagues (1998) found that

mangabeys were more likely to travel in the

direction of areas from which hornbills

(Bycanistes subcylindricus) were calling earlier

in the day compared to other areas. Of course,

it is possible that the monkeys already knew that

the targeted area contained fruit from previous

visits, regardless of the hornbills’ behavior. Apart

from these and other anecdotes (e.g., Kinnaird &

O’Brien, 2000), little systematic experimental

research on the use of auditory cues in fruit

finding has been conducted.

To address the issue, we conducted a series of

playback experiments in which we played dif

ferent animals’ sounds from fig trees that either

carried no fruit or only unripe, inedible fruits.

We used calls produced by hornbills or chim

panzees, which were recorded while individuals

were feeding inside fig trees (Fig. 4.11). As a

control, we used the territorial calls of a local

bird species, the yellow rumped tinkerbird

(Pogoniulus bilineatus). KJ carried out all experi

ments with the help of field assistants. For each

trial the speaker was positioned at an elevation of

at least 12 m within a fig tree.

Our observations suggested that the presence

of chimpanzees did not stop the mangabeys

from approaching fruit trees, despite the fact

that chimpanzees are notorious monkey preda

tors. During continuous observation periods

totaling 210 days, we observed seven times that

the study group was feeding in a fig tree when

chimpanzees arrived. Three times the manga

beys left the tree after being chased by male

chimpanzees, which were in groups of more

than four. Four out of seven times, however,

the monkeys continued feeding together with

the chimpanzees, but these were usually single

individuals or small groups. Twice, one of the

mangabey males even chased a female chim

panzee out of the tree. On a further six occa

sions, the mangabeys encountered chimpanzees

that were already feeding inside a fig tree. In all

cases, the study group eventually entered the

tree, five times within 100 minutes after waiting

at the same spot, and one time only after 6 hours,

after some additional traveling.

To investigate systematically whether these

monkeys took the presence of other frugivorous

species into account when trying to locate food
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Figure 4.10 Speed of approach at discoveries of new edible figs. Closed circles represent the speed with
which a mangabey group approached a fig tree in which the group was thought to discover newly emerged
edible fruits. Open circles represent the speed with which the group approached the same tree at the
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but did not eat; (b) a feeding visit in which the tree had grown new fruits during the observation period
(50, 60, or 100 days); (c) a feeding visit in which the tree had grown new fruits during the observation
period and that succeeds a visit in which the group entered but did not eat; and (d) the first time that
feeding was observed in a tree after a period of at least 40 days in which the group did not come within
100m of the same tree.
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trees, we conducted two playback experiments.

The first consisted of a small number of calls

(hornbill and chimpanzee), played from inside

fig trees, with variable fruiting states, at a dis

tance of 50 m to 200 m from five different

mangabey groups. The second type consisted of

a large number of hornbill or tinkerbird calls,

played from inside fig trees, regardless of

whether we knew of the presence of any mon

keys nearby.

After playing back hornbill vocalizations, the

experimental tree was reliably approached by

other hornbills, suggesting that the playback sti

muli were effective. However, we never managed

to attract anymangabeys in response to playback

of chimpanyee or hornbill calls compared to

tinkerbird control calls. When comparing

latency and duration of looking towards the

speaker, we did not find any differences between

the hornbill calls and tinkerbird control calls.

We also failed to detect any differences in these

measures when comparing playbacks of

chimpanzee feeding grunts, played from within

a fig tree, with chimpanzee pant hoot vocaliza

tions, played from the forest floor. Finally, the

monkeys did not respond differently to chim

panzee feeding grunts played from empty trees

or trees with potentially ripe fruits (Janmaat

2006). An alternative explanation is that the

mangabeys had previously visited the experi

mental trees and already knew that the tree did

not carry any edible fruits.

Monitoring Synchronicity

Most rainforest trees produce fruits synchro

nously with fruit production peaking some

time of the year (Chapman et al., 1999b; van

Schaik et al., 1993). In these species, finding

fruit in one tree can be a reliable indicator for

the presence of fruit in other trees of the same

species, potentially allowing primates to make

predictions about where to find fruit without

having to remember the fruiting states of indi

vidual trees. Japanese macaques (Macaca

Figure 4.11 Chimpanzees often
produce pant hoot and rough
grunts before feeding on Ficus
capensis fruits. Picture by Karline
Janmaat. Used with permission.
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fuscata), artificially provisioned with fruits of the

Akebia trifoliate vines prior to fruiting season,

were more likely to inspect otherAkebia trifoliate

vines than if they were provided with other food

items (Menzel, 1991). Intriguingly, the monkeys

manipulated both Akebia trifoliata and Akebia

quinatavines, although the leaves and fruits of

this vine species look very different. Both Akebia

species fruit simultaneously, suggesting that the

monkeys were not simply searching for the ori

ginal source of the presented fruit, but used the

discovery of a fruit as an indicator for the pre

sence of fruit in vines of the same or other

simultaneous fruiting vine species.

Compared to temperate zones of the Japanese

woodlands, seasonality is much less pronounced

in African rainforests (Walter, 1984; Worman &

Chapman, 2005). In Kibale forest, Uganda, a

majority of tree species fruit synchronously

(64%), but the percentage of trees that carry

fruit during fruiting peaks differs substantially

between species, and within species between

years and areas (Chapman et al., 1999b;

Janmaat et al., submitted). For example,

Strombosia scheffleri produced fruits only four

times within 12 years (Chapman et al., 2004),

with variable peaks from 5% to 50%. In May

1996, 60% of theUvariopsis congensis population

at the Kanyawara research site carried fruit,

while none did at three other research sites, all

within a 12 km distance (Chapman et al., 2004).

In a recent study, Janmaat and colleagues

(submitted) investigated the foraging behavior

of gray cheeked mangabeys in relation to dif

ferent levels of synchronicity in rainforest fruit

species. Results showed that active searching was

only triggered if the monkeys encountered high

frequencies of trees with ripe fruits in the same

area. Thresholds for switching to an ‘‘inspect

all’’ strategy appear to vary between different

tree species, perhaps influenced by the nutrition

value and productivity of the trees. Such a

strategy is likely to be adaptive for the monkeys,

because it allows them to flexibly respond to

frequent and irregular fluctuations in fruit pro

duction and differences in nutritional value

between species (Chapman et al., 1999b, 2003,

2004; Janson et al., 1986; Worman & Chapman,

2005). The results were also consistent with the

findings that primates generally forage on a rela

tively small number of commonly distributed

species per time period (Eckardt &

Zuberbühler, 2004; Janson et al., 1986) and

‘‘trap line’’ trees of species that have a high den

sity and high fruit production (Janson et al.,

1986; Milton, 2000; Terborgh & Stern, 1987).

At a proximate level, it is possible that monkeys

develop a ‘‘search image,’’ originally proposed to

explain the behavior of predators (Tinbergen,

1960). Identifying trees by their visual features

is not a trivial task, as trees of different fruit

species can resemble each other to a high

degree (Janmaat, 2006; Fig. 4.12). During the

entire study period the mangabeys fed on 28

different fruit tree species, suggesting that the

monkeys must be able to retain a long term

memory of the specific visual characteristics of

a large number of fruit tree species, which could

require substantial processing power (Barton,

2000; Fagot & Cook, 2006).

CONCLUSIONS

Several decades ago, Eisenberg (1973) and Napier

(1970) described what sets primate societies apart

from those of other long lived animals. The sug

gestion was that primates were equipped with

brains able to store and retrieve a great deal of

independently acquired information about the

environment and able to apply considerable

degrees of behavioral plasticity in responding to

specific situations. In searching for food, primates

could bemore skilled than other groups of animals

in their abilities to combine and integrate different

types of information. For example, in order to use

synchronicity in fruit emergence, monkeys need to

keep track of the local density of several fruit

species, recognize the visual characteristics of

fruits and trees that show local abundance, and/

or remember the location of the trees or patches of

trees that have started fruiting (Janmaat et al.,

submitted). There is currently no strong evidence

that primates use olfactory cues or the sounds

made by other animal species to locate fruit trees,

but it is likely that such cues are integrated with

spatial knowledge of likely food sources (Janmaat,

2006). Before revisiting particular trees, primates

appear to combine weather conditions with
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memories of previous fruiting states of trees, and

they may even have some rudimentary under

standing that high temperature and radiation

accelerates fruit ripening (Janmaat et al., 2006b).

One emerging point from the studies reviewed is

that successful foraging depends on various cogni

tive skills, much beyond simply remembering the

spatial location of a number of food trees

throughout a home range. The degree to which

nonprimate species possess comparable abilities is

an important question, but unfortunately the

answer is largely unknown.

How are these foraging abilities relevant to the

more general question of why primates have rela

tively larger brains than other animals? Fieldwork

in different parts of the world has shown that

primates have been exceptionally successfully in

monopolizing the arboreal space of most tropical

forests, much more so than other groups of ani

mals. Moreover, primates possess a number of

morphological adaptations that make them espe

cially well suited for arboreal foraging. The brain

is an expensive organ, and primates’ reliable

access to the highest quality nutrition available

Trunks of
U. congensis vs T. nobilis

T. nobilis

U. congensis

Figure 4.12 Illustration of the similarity in appearance of U. congensis and T. nobilis trees. Leaf
shape, color, and configuration of U. congensis (top left) and T. nobilis (top right) and a close up
of the (yellow marked) trunks of both tree species (bottom). Despite the similarity, mangabeys did
not enter more T. nobilis trees in U. congensis season than out of season, or in areas with higher
ripe U. congensis fruit densities, suggesting that the monkeys use a memory of the visual
characteristics of the trees or the locations of the tree patches of each species when searching for
fruit (Janmaat 2006). Used with permission.
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in this habitat may have enabled them to afford

unusually large brains.

Fruit eating bats and birds also feed on

arboreal fruit, but these competitors are perhaps

more constrained by their specialized locomotor

apparatus, which also prevents them from

manipulating and harvesting difficult to open

fruits (Isler & van Schaik 2007b; Ross, 1996).

Parrots, often noted for their exceptional cogni

tive abilities, are somewhat of an exception as

their tongue, feet, and toes are highly mobile,

allowing them to manipulate and discard lower

quality portions of food items (Milton 2001).

Isler and van Schaik (2007b) report a negative

relationship between brain size and the relative

mass of pectoral muscle in birds, which are cru

cial for taking in air. It is interesting that some

forest birds appear to minimize these costs by

climbing up trees with their hooked claws

(Hoatzin bird; Opisthocomus hoazin). Primates

are less constrained in these ways, which may

have allowed them to evolve larger bodies and

brains while accessing the most nutritious foods,

including young leaves, fleshy fruits, and the

arthropods associated with them (Kay, 1984;

Martin, 1990). As a result, primates have been

able to evolve more complex behavioral strate

gies and mental capacities when dealing with

both environmental and social problems.

Various studies reviewed in this chapter indicate

that primates engage in a number of complex

cognitive foraging strategies, which gives them

an advantage in competing over food with other

species, reinforcing their chosen strategy to

invest in brain size. Although not very popular

at the moment, the ecological intelligence

hypothesis appears to be more parsimonious

than its rivals in the evolutionary scenario it

presupposes: Overall, primates have been more

successful in exploiting sustained high quality

nutrition from their habitats compared to

their competitors, which has allowed them to

evolve an unusually large brain. The sophistica

tion seen in primates’ social behavior as well as

other aspects of their cognitive sophistication

may be a by product of their highly encephalized

neural system, afforded by their special adapta

tions to the ecological conditions of the forest

habitat.
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CHAPTER 5

Primate Vocal Communication

Robert M. Seyfarth and Dorothy L. Cheney

In 1871, Charles Darwin drew attention to a

dichotomy in the vocal communication of ani

mals that had perplexed philosophers and nat

uralists for at least 2,000 years. In marked

contrast to human language, he wrote, animal

vocalizations appeared to be involuntary expres

sions of emotion and movement: ‘‘When the

sensorium is strongly excited, the muscles of

the body are generally thrown into violent

action; and as a consequence, loud sounds are

uttered, . . . although the sounds may be of no

use’’ (1871/1981, p. 83). However, two pages

later Darwin wrote: ‘‘That which distinguishes

man from the lower animals is not the under

standing of articulate sounds, for, as every one

knows, dogs understand many words and

sentences. . . .Nor is it the mere capacity of con

necting definite sounds with definite ideas; for it

is certain that some parrots, which have been

taught to speak, connect unerringly words with

things, and persons with events’’ (1871/1981,

p. 85).

The vocal communication of monkeys and

apes appears to be no different from that of other

animals. Production is highly constrained.

Nonhuman primates have a relatively small

repertoire of calls, each of which is closely

linked to particular social circumstances and

shows little modification during development

(see Hammerschmidt & Fischer, 2008, for a

review). Perception, by contrast, is more flexible,

open ended, and modifiable as a result of experi

ence. The difference between production and

perception is puzzling because producers are

also perceivers: Why should an individual who

can deduce an almost limitless number of mean

ings from the calls of others be able to produce

only a limited number of calls of his or her own?

The difference between production and percep

tion is also puzzling because it constitutes a

crucial distinction between human and non

human primates. Why should monkeys and

apes so similar to humans in so many other

respects be so different when it comes to vocal

production?

The contrast between vocal production and

perception constitutes the starting point for this

chapter. We wish to make three points. First, it is

important to be clear exactly what we mean

when we say that primate vocal production is

‘‘sharply constrained.’’ Many scientists have

taken this to mean that primate call production

is fixed, uncontrollable, and involuntary. This

conclusion is too extreme. In fact, both field

and laboratory studies paint a more complex

picture. Monkeys and apes can call or remain

silent, modify the timing and duration of calling,

and make subtle acoustic modifications to the

calls they give in specific social contexts.

However, although they can modify call produc

tion in many ways, they rarely create entirely

new calls or call combinations, or sever the link

between a particular call type and the circum

stances in which it is normally given.

Second, the dichotomy between production

and perception has important theoretical impli

cations, because it draws our attention to the

very different mechanisms that underlie the

behavior of speakers and listeners, even when

these individuals are involved in the same
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communicative event. Nonhuman primates pre

sent us with a communicative system in which a

small repertoire of relatively fixed, inflexible

calls, each linked to a particular social context,

nonetheless gives rise to an open ended, highly

modifiable, and cognitively rich set of meanings.

Third, the contrast between production and

perception in primates andmany othermammals

cries out for an evolutionary explanation. What

selective pressures caused our human ancestors

and they alone among the primates to develop

flexible vocal production? Unconstrained by any

definitive data that might help resolve the issue,

we offer some speculations.

VOCAL PERCEPTION

As Darwin noted, primates like other mam

mals produce a small repertoire of acoustically

fixed, species specific calls that are closely tied to

particular contexts and show little modification

during development. By contrast, when it comes

to perception and comprehension, primates and

other animals display an almost open ended

ability to learn new sound meaning pairs. They

also appear to ascribe intentions and motives to

signalers when assessing whether or not to

respond to a given individual’s calls. Consider

baboons, for example.

Baboons are Old World monkeys that shared

a common ancestor with humans roughly 30

million years ago (Steiper et al., 2004). They

live throughout the savannah woodlands of

Africa in groups of 50 to 150 individuals.

Although most males emigrate to other groups

as young adults, females remain in their natal

groups throughout their lives, maintaining close

social bonds with their matrilineal kin (Silk

et al., 1999, 2006a,b). Females can be ranked in

a stable, linear dominance hierarchy that

determines priority of access to resources, and

daughters acquire ranks similar to those of their

mothers. Baboon social structure can therefore

be described as a hierarchy of matrilines, in

which all members of one matriline (e.g.,

matriline B) outrank or are outranked by all

members of another (e.g., matrilines C and A,

respectively). Ranks within matrilines are

as stable as those between matrilines (e.g.,

A1>A2>A3>B1>B2>C1, etc.) (Cheney &

Seyfarth, 2007).

Listeners Extract Rich ‘‘Narratives’’ from

Simple Call Sequences

Baboon vocalizations, like those of many other

primates, are individually distinctive (e.g.,

Owren et al., 1997; Rendall, 2003), and listeners

recognize the voices of others (reviewed in

Cheney & Seyfarth, 2007). Baboons’ vocal reper

toire contains a number of acoustically graded

signals, each of which is relatively context spe

cific. The alarm ‘‘wahoos’’ given by adult males

to predators, for example, are acoustically

similar to the wahoos that males give during

aggressive contests (Fischer et al., 2002).

Nonetheless, listeners respond to the two call

types as if they convey qualitatively different

information (Kitchen et al., 2003).

Grunts, the most common call given by

baboons, are given in a variety of social interac

tions and also differ acoustically according to

context. Move grunts are given in bouts of one

or two calls while the group is on a move or

when one or more individuals attempt to initiate

a group move, and they often elicit answering

grunts from nearby listeners. Slightly acousti

cally different infant grunts are given in a variety

of affiliative contexts and function to facilitate

social interactions (Cheney et al., 1995; Rendall

et al., 1999). If a high ranking female grunts as

she approaches a lower ranking female, the

lower ranking female is less likely to move

away than if the approaching female remains

silent. Grunts also function to reconcile oppo

nents after a dispute, increasing the likelihood

that former opponents will tolerate each other’s

close proximity and reducing the probability of

renewed aggression (Cheney & Seyfarth, 1997;

Cheney et al., 1995).

Because calls are individually distinctive and

each call type is predictably linked to a

particular social context, baboon listeners can

potentially acquire quite specific information

from the calls that they hear. This applies not

only to calls of a single type, like predator alarm

calls (Fischer et al., 2000, 2001a,b), but also to

the sequences of different call types that arise
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when two or more individuals are interacting

with each other.

Throughout the day, baboons hear other

group members giving vocalizations to each

other. Some interactions involve aggressive

competition, for example, when a higher

ranking animal gives a series of threat grunts to

a lower ranking animal and the latter screams.

Threat grunts are aggressive vocalizations given

by higher ranking to lower ranking individuals,

whereas screams are submissive signals, given

primarily by lower to higher ranking indivi

duals. A threat grunt scream sequence, there

fore, provides information not only about the

identities of the opponents involved but also

about who is threatening whom. Baboons are

very sensitive to both types of information. In

playback experiments, listeners respond with

apparent surprise to sequences of calls that

appear to violate the existing dominance

hierarchy. Whereas they show little response

upon hearing the sequence ‘‘B2 threat grunts

and C3 screams,’’ they respond strongly by

looking toward the source of the call when

they hear ‘‘C3 threat grunts and B2 screams.’’

Between family rank reversals (C3 threat grunts

and B2 screams) elicit a stronger violation of

expectation response than do within family

rank reversals (C3 threat grunts and C1

screams) (Bergman et al., 2003).

A baboon who ignores the sequence ‘‘B2

threat grunts and C3 screams’’ but responds

strongly when she hears ‘‘C3 threat grunts and

B2 screams’’ reveals, by his or her responses, that

he or she recognizes the identities of both parti

cipants, their relative ranks, and their family

membership. He or she also acts as if he or she

assumes that the threat grunt and scream have

occurred together not by chance, but because

one vocalization caused the other to occur.

Without this assumption of causality there

would be no violation of expectation when B2’s

scream and C3’s threat grunt occurred together.

Baboons’ ability to deduce a social narrative

from a sequence of sounds reveals a rich cogni

tive system in which listeners extract a large

number of complex, nuanced messages from a

relatively small, finite number of signals.

A baboon who understands that ‘‘B2 threat

grunts and C3 screams’’ is different from ‘‘C3

threat grunts and B2 screams’’ can make the

same judgment for all possible pairs of group

members as well as any new individuals who

may join (Cheney & Seyfarth, 2007, Chapters

10 and 11).

Underlying the baboons’ sophisticated social

cognition is an almost open ended ability to

learn new sound meaning pairs. This open

ended learning is found in many nonhuman

primates, as well as other animals. Baboons and

other primates learn to recognize the voices of

new individuals as they are born or join the

group from elsewhere, just as they learn to

distinguish their own species’ alarm calls

(Fischer et al., 2000; Seyfarth & Cheney, 1986;

Zuberbühler, 2000) and the different alarm calls

of sympatric birds and mammals (Hauser, 1988;

Hauser & Wrangham, 1990; Seyfarth & Cheney,

1990; Zuberbühler, 2001). Primates in labora

tories readily learn to recognize the voices of

their different caretakers and to associate dif

ferent sounds, like the rattling of keys or the

beep of a card swipe, with impending events

that may be good (feeding) or bad (the visit of

a veterinarian). In cross fostering experiments,

infant rhesus (Macaca mulatta) and Japanese

macaques (M. fuscata) raised among the mem

bers of another species learned to recognize their

foster mothers’ calls and the foster mothers

learned to recognize theirs even in contexts in

which the two species used acoustically different

vocalizations (Seyfarth & Cheney, 1997). Taken

together, these results suggest that nonhuman

primates are both innately predisposed to

ascribe meaning to different sounds and always

ready to learn new information from novel audi

tory stimuli.

These generalizations apply with equal force

to other mammals. Consider Rico, for example,

a border collie who learned the names of more

than 200 different toys (Kaminski et al., 2004).

Rico was able to learn and remember the names

of new toys by process of exclusion, or ‘‘fast

mapping,’’ and like small children used

gaze and attention to guide word learning. But

of course Rico never learned to say any of the

words he learned. In this respect, his vocal

perception and production were similar to
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those of language trained apes (Savage

Rumbaugh, 1986; Terrace, 1979), sea lions

(Schusterman et al., 2002), and dolphins

(Herman et al., 1993).

Listeners Ascribe Intentions to Signalers

In addition to making judgments based on social

causation, baboons appear to recognize other

individuals’ intentions and motives. Baboon

groups are noisy, tumultuous societies, and

baboons would not be able to feed, rest, or

engage in social interactions if they responded

to every call as if it were directed at them. In fact,

baboons appear to use a variety of behavioral

cues, including gaze direction, learned contin

gencies, and the memory of recent interactions

with specific individuals when making infer

ences about the target of a vocalization. For

example, when a female hears a recent oppo

nent’s threat grunts soon after fighting with

her, she responds as if she assumes that the

threat grunt is directed at her, and she avoids

the signaler. However, when she hears the same

female’s threat grunts soon after grooming with

her, she ignores the calls and acts as if the calls

are directed at someone else (Engh et al., 2006).

Conversely, when a female hears her opponent’s

friendly infant grunt soon after a fight, she acts as

if she assumes that the call is directed at her and

is intended as a reconciliatory gesture. She

approaches her recent opponent and tolerates

her opponent’s approaches at a rate that is even

higher than baseline rates (Cheney & Seyfarth,

1997). In contrast, hearing the grunt of an unin

volved dominant female unrelated to her oppo

nent has no effect on the female’s behavior. In

this latter case, she acts as if she is not the

intended target of the call and treats the call as

irrelevant.

In some cases, inferences about the intended

target of a call seem to involve rather complex

and indirect causal reasoning about, among

other things, the kinship bonds that exist

among others. Playback experiments, for

example, have shown that baboons will accept

the ‘‘reconciliatory’’ grunt by a close relative of a

recent opponent as a proxy for direct reconcilia

tion by the opponent herself (Wittig et al., 2007).

To do so, the listeners must be able to recognize

that a grunt from a particular female is causally

related to a previous fight even though she has

not interacted recently with the signaler, but

with the signaler’s relative.

There are intriguing parallels between these

results and recent neurophysiological research.

In primates, faces and vocalizations are the

primary means of transmitting social signals,

and monkeys recognize the correspondence

between facial and vocal expressions

(Ghazanfar & Logothetis, 2003). When rhesus

macaques hear another monkey’s calls, they

exhibit neural activity not only in areas asso

ciated with auditory processing but also in

higher order visual areas (Gil da Costa et al.,

2004). Ghazanfar and colleagues explored the

neural basis of sensory integration using

the coos and grunts of rhesus macaques and

found that cells in the auditory cortex were

more responsive to bimodal (visual and audi

tory) presentation of these calls than to unim

odal presentation (Ghazanfar et al., 2005; see

Romanski & Ghazanfar, this volume).

Intriguingly, the effect of cross modal presenta

tion was greater with grunts than with coos. The

authors speculate that this may have occurred

because grunts are usually directed toward a

specific individual, whereas coos are more

often broadcast to the group at large. The greater

cross modal integration in the processing of

grunts may arise because, in contrast to a coo,

listeners who hear a grunt must immediately

determine whether or not the call is directed

at them.

PRIMATE VOCAL PRODUCTION

Monkeys and apes have a relatively small reper

toire of context specific calls that show relatively

little modification in their acoustic properties

during development (Janik & Slater, 1997;

McComb & Semple, 2005; Seyfarth & Cheney,

1997). Cross fostering experiments with maca

ques suggest that the link between particular call

types and the contexts in which they are given is

difficult to break. For example, normally raised

rhesus and Japanese macaques differ in their use

of calls in several social contexts: Rhesus
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macaques use a mixture of coos and grunts,

whereas Japanese macaques use coos almost

exclusively. In a 2 year experiment involving

four individuals who were raised in groups of

the other species, infant rhesus and Japanese

macaques adhered to their species typical

pattern of calling even though, in every other

respect, they were fully integrated into their

adopted social groups (Owren et al., 1993).

There is also little evidence that nonhuman

primates adapt calls to different contexts or

create new calls to deal with novel situations.

And although they routinely hear different

call combinations combinations, like those

described previously, whose meaning is more

than the sum of their constituent elements

these combinations are created when two

baboons are vocalizing to each other. With a

few possible exceptions (see later), signalers

never combine different vocalizations to create

new messages. Thus, primate vocal repertoires

are far from open ended. Production is very

different from perception.

PRIMATES ARE TYPICAL OF MOST
MAMMALS

In their highly constrained vocal production

combined with flexible perception and cogni

tion, nonhuman primates are typical of most

mammals. Indeed, the ability to modify the

acoustic features of calls depending on experi

ence seems comparatively rare in the animal

kingdom. As of 1997, when Janik and Slater

published their review of the topic, vocal

learning had been documented in only three

orders of birds, cetaceans, harbor seals, and

humans. True, we know much more about

vocal communication in monkeys than in non

primate mammals or even the great apes, and we

may yet be surprised by novel evidence of vocal

imitation (e.g., Poole et al., 2005) or creative call

combinations (Arnold & Zuberbühler, 2006;

Crockford & Boesch, 2003; Zuberbühler, 2002).

For the moment, however, there is no reason to

believe that mammals in general including

apes differ from the baboons and other

primates described previously. The question for

primatologists then becomes: What selective

forces gave rise to learned, flexible vocal produc

tion in our hominid ancestors? Below we offer a

speculative answer to this question, but first we

consider more closely the ‘‘fixed’’ nature of

primate vocal production and explore the

theoretical implications of communication

between relatively constrained vocal producers

and flexible, open ended receivers.

VOCAL PRODUCTION, THOUGH
CONSTRAINED, IS NOT FIXED
AND INVOLUNTARY

Compared to the large, learned repertoires of

many songbirds and the imitative skills of ceta

ceans and pinnipeds, the vocal repertoires of

nonhuman primates are small (McComb &

Semple, 20051). Nonhuman primates also use

their vocalizations in highly predictable social

circumstances. These two observations, together

with early neurophysiological studies showing

that seemingly normal calls could be elicited by

electrical stimulation of subcortical areas in the

brain (e.g., Jurgens & Ploog, 1970; Ploog, 1981),

have led many anthropologists (Washburn,

1982; Gardenfors, 2003), ethologists (Goodall,

1986), linguists (Bickerton, 1990), psychologists

(Terrace, 1983), and neuroscientists (Arbib,

2005) to conclude that primate vocalizations

are reflexive, involuntary signals or, in

Bickerton’s words, ‘‘quite automatic and impos

sible to suppress’’ (1990:142). This characteriza

tion is misleading.

In both the field and the laboratory, non

human primates appear to be able to control

whether they produce a vocalization or remain

silent. Baboons, as already noted, may follow an

aggressive interaction with a reconciliatory

grunt or they may not, and like other primates

they vocalize more to some individuals than to

others (e.g., Smith et al., 1982). Even in highly

emotional circumstances like encounters with

predators, some individuals call at high rates,

others call less often, and still others remain

silent (Cheney & Seyfarth, 1990).

The ‘‘decision’’ to call or remain silent can

have significant behavioral consequences. In

experiments conducted on wild capuchin

monkeys (Cebus capucinus) in Costa Rica,
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Gros Louis (2004) found that individuals who

discovered food were more likely to give ‘‘food’’

calls when other group members were nearby

than when they were alone. Furthermore, they

were more likely to call if a higher ranking, as

opposed to a lower ranking, bystander was

nearby. Individuals who called when approached

by a high ranking animal were less likely to

receive aggression than those who remained

silent. Gros Louis (2004) concluded that capu

chin food calls function to announce both

ownership and the signaler’s willingness to

defend his or her possession. As a result, unless

they were strongly motivated to take the food,

listeners refrained from harassing the signaler.

In more controlled laboratory settings, the

timing, duration, and rate of calling by monkeys

can be brought under operant control (Pierce,

1985). In a recent series of experiments,

Egnor et al. (2007) exposed cotton top tamarins

(Saguinus oedipus) to intermittent bursts of

white noise and found that subjects quickly

learned to restrict their calling to the silent

intervals. Clearly, then, primates can control

whether they vocalize or not depending on

variations in the ecological, social, and acoustic

environments.

Within a given context, nonhuman primates

can also make subtle modifications in the

acoustic structure of their calls (reviewed by

Hammerschmidt & Fischer, 2008). Wild chim

panzees (Pan troglodytes) in Uganda, for

example, give long, elaborate pant hoots either

alone or in ‘‘choruses’’ with others. When two

individuals have called together several times,

the acoustic features of their pant hoots begin

to converge (Mitani & Brandt, 1994; Mitani &

Gros Louis, 1998). Apparently, they modify the

acoustic structure of their calls depending on

auditory experience. Crockford et al. (2004)

tested this hypothesis on four communities of

chimpanzees in the Tai Forest, Ivory Coast. They

found that males in three contiguous commu

nities had developed distinctive, community

specific pant hoots, whereas males in a fourth

community 70 km away showed only minor

acoustic differences from males in the other

three communities. By comparing the genetic

relatedness between pairs of males with the

acoustic similarity of their calls, Crockford and

colleagues could rule out an explanation of call

convergence based on shared genes. Instead,

they propose that ‘‘chimpanzees may actively

modify pant hoots to be different from their

neighbors’’ (2004, p. 221). Such differences

have functional consequences: Playback

experiments conducted by Herbinger (2003) on

individuals in the same West African

community found that chimpanzees recognize

the pant hoots of other individuals, associate

them with particular areas, and distinguish the

calls of neighbors from strangers.

Like rhesus macaques (Gouzoules et al., 1984),

wild chimpanzees who are receiving aggression

produce acoustically different screams depending

on the severity of the attack (Slocombe &

Zuberbühler, 2005). Intriguingly, Slocombe and

Zuberbühler (2007) also found that chimpanzee

victims produced screams that appeared to exag

gerate the severity of the attack, but they did so

only when there was at least one individual

nearby whose dominance rank was equal to or

higher than that of the aggressor. These results

suggest that chimpanzees both have a limited

ability to modify the acoustic structure of their

vocalizations and can recognize the dominance

relations that exist among others.

Laboratory experiments confirm that pri

mates can make subtle modifications to the

acoustic features of their calls depending on

experience. Elowson and Snowdon (1994) docu

mented acoustic differences between the calls of

pygmy marmosets (Cebuella pygmaea) housed

in Washington, DC, and Madison, Wisconsin.

When a group of marmosets was moved from

Washington to Madison, the calls of the trans

planted individuals changed to become more

like their hosts’. In another experiment, Egnor

et al. (2007) exposed cotton top tamarins to

bursts of white noise just as they produced

their ‘‘contact loud call.’’ The tamarins

responded by producing calls that were shorter,

with fewer pulses. Calls given immediately

before or after white noise were also louder and

had longer interpulse intervals. Egnor and

Hauser (2004) review several other cases in

which nonhuman primates make subtle modifi

cations in the acoustic structure of their calls.
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In sum, it is misleading and overly simplistic

to describe primate vocal production as ‘‘fixed’’

and ‘‘involuntary.’’ A more accurate conclusion

is that the basic structure of nonhuman primate

vocal signals appears to be innately determined,

whereas the fine spectrotemporal features can

be modified based on auditory experience

and social context (Egnor & Hauser, 2004;

Hammerschmidt & Fischer, 2008). The distinc

tion between relatively innate and more modifi

able components of phonation is important,

because it has significant implications for

future research on the neurobiology of primate

communication (see Egnor & Hauser, 2004;

Hammerschmidt & Fischer, 2008). For example,

what brain areas are responsible for the innate

and the modifiable components of primate call

production, and how are these two aspects

integrated at the neural level? Second, what

contextual factors are most important in

modifying primate vocal production: Age?

Caller identity? The history of interaction

between participants? And what neural path

ways are responsible for this modulation? One

recent study found differences between the

neural mechanisms involved in spontaneous

vocalizations and those involved in the produc

tion of calls that were elicited by calls from

another individual (Gemba et al., 1999). Given

the flexibility of human phonation, those inter

ested in the evolution of language will be curious

to know which social situations and areas of the

brain are responsible for the limited flexibility

that occurs in the phonation of monkeys’ and

apes’ calls.

‘‘AFFECTIVE’’ AND ‘‘SYMBOLIC’’
SIGNALS: A FALSE DICHOTOMY

Nonhuman primates present us with a commu

nicative system in which a small repertoire of

relatively fixed and inflexible calls, each linked to

a particular social context, nonetheless gives rise

to an open ended, highly modifiable, and

cognitively rich set of meanings. Listeners

extract rich, semantic, and even propositional

information from signalers who did not, in the

human sense, intend to provide it (Cheney &

Seyfarth, 1998).

The sharp distinction between signaler and

recipient helps to clarify a theoretical issue that

has deviled studies of primates’ and other

animals’ vocalizations since Darwin first dis

cussed them in The Expression of the Emotions in

Animal and Man. Following Darwin, modern

ethologists have typically assumed that vocal

communication in animals differs from human

language largely because the former is an ‘‘affec

tive’’ system based on emotion, whereas the

latter is a ‘‘referential’’ system based on the rela

tion between words and the objects or events

they represent (see, for example, Hauser, 1996;

Marler et al., 1992; Owings & Morton, 1998;

Owren & Rendall, 1997; Seyfarth et al., 1980).

But this dichotomy is logically false.

A call’s potential to serve as a referential

signal depends on how tightly linked the call is

to a particular social or ecological context. The

mechanisms that underlie this specificity are

irrelevant. A tone that informs a rat about the

imminence of a shock, an alarm call that informs

a vervet monkey about the presence of a leopard,

or a sequence of threat grunts and screams that

informs a baboon that B3 and D2 are involved in

a fight all have the potential to provide a listener

with precise information because of their pre

dictable association with a narrow range of

events. The widely different mechanisms that

lead to this association have no effect on the

signal’s potential to inform (Seyfarth &

Cheney, 2003). Put slightly differently, there is

no obligatory relation between ‘‘referential’’ and

‘‘affective’’ signaling. Knowing that a call is

referential (i.e., has the potential to convey

highly specific information) tells us nothing

about whether its underlying cause is affective

or not. Conversely, knowing that a call’s produc

tion is due entirely to the caller’s affect tells us

nothing about the call’s potential to serve as a

referential signal.

It is therefore wrong, on theoretical grounds,

to treat animal signals as either referential or

affective, because the two properties of a com

municative event are distinct and independent

dimensions. Highly referential signals could, in

principle, be caused entirely by a signaler’s

emotions, or their production could be relatively

independent of measures of arousal. Highly
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affective signals could be elicited by very specific

stimuli and thus function as referential calls, or

they could be elicited by so many different

stimuli that they provide listeners with only

general information. In principle, any combina

tion of results is possible. The affective and refer

ential properties of signals are also logically

distinct, at least in animal communication,

because the former depends on mechanisms of

call production in the signaler, whereas the latter

depends on the listener’s ability to extract

information from events in its environment.

Signalers and recipients, though linked in a com

municative event, are nonetheless separate and

distinct, because the mechanisms that cause a

signaler to vocalize do not in any way constrain

a listener’s ability to extract information from

the call.

Baboon grunts offer a good example. Rendall

(2003) used behavioral data to code a social

interaction involving move or infant grunts as

having high or low arousal. He then examined

calls given in these two circumstances and found

that in each context certain acoustic features or

modes of delivery were correlated with apparent

arousal. Bouts of grunting given when arousal

was apparently high had more calls, a higher rate

of calling, and calls with a higher fundamental

frequency than bouts given when arousal was

apparently low. Further analysis revealed signif

icant variation between contexts in the same

three acoustic features that varied within con

text. By all three measures (call number, call rate,

and fundamental frequency), infant grunts were

correlated with higher arousal than were move

grunts. Infant grunts also exhibited greater pitch

modulation and more vocal ‘‘jitter,’’ a measure

of vocal instability (Rendall, 2003). In human

speech, variations in pitch, tempo, vocal

modulation, and jitter are known to provide

listeners with cues about the speaker’s affect or

arousal (e.g., Bachorowski & Owren, 1995;

Scherer, 1989).

It is, of course, difficult to obtain indepen

dent measures of a caller’s arousal in the field.

However, similarities between human and

nonhuman primates in the mechanisms of

phonation (Fitch & Hauser, 1995; Fitch et al.,

2002; Schön Ybarra, 1995) support Rendall’s

(2003) conclusion that different levels of arousal

play an important role in causing baboons to

give acoustically different grunts in the infant

and move contexts. This conclusion, however,

tells us nothing about the grunts’ potential to act

as referential signals that inform nearby listeners

about social or ecological events taking place at

the time. As already noted,move grunts are given

in a restricted set of circumstances, when the

group is about to initiate, or has already

initiated, a move. As a result, they have the

potential to convey quite specific information

to listeners. When one baboon hears another

give a move grunt, he or she learns with some

accuracy what is happening at that moment. By

comparison, infant grunts are not as tightly

linked to a particular type of social interaction.

They may be given as the caller approaches a

mother with infant, in answer to another

animal’s grunt, or as a reconciliatory signal fol

lowing aggression. As a result, their meaning is

less precise. When one baboon hears another’s

infant grunt, he or she learns only that the caller

is involved in some sort of friendly interaction,

but the precise nature of the interaction is

unknown.

In sum, far from being a communicative

system that is either affective or symbolic, vocal

communication in nonhuman primates (and

many other animals) contains elements of

both. In their production, monkeys and apes

use a small repertoire of relatively stereotyped

calls, each closely linked to a particular context.

This predictable association between call and

context creates, for listeners, a world in which

there are statistical regularities regularities that

allow them to ascribe meaning to vocalizations

and to organize their knowledge into a rich

conceptual structure (Cheney & Seyfarth, 2007,

Chapters 10 and 11).

THE EVOLUTION OF FLEXIBLE
VOCAL PRODUCTION

At some point in our evolutionary history

probably after the divergence of the evolutionary

lines leading to chimpanzees and bonobos on

the one hand and humans on the other (Enard

et al., 2002) our ancestors developed much
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greater control over the physiology of vocal

production. As a result, vocal output became

both more flexible and considerably more

dependent on auditory experience and imitation

(Fitch, 2007; Lieberman, 1991). What selective

pressures might have given rise to these

physiological changes?

Vocal communication in nonhuman pri

mates lacks three features that are abundantly

present in human language: the ability to gen

erate new words, lexical syntax, and a theory of

mind. By the latter we mean the ability of both

speakers and listeners to make attributions

about each other’s beliefs, knowledge, and

other mental states (Grice, 1957). These are the

simplest, most basic features that distinguish

human and nonhuman primate vocal produc

tion, and it is with these traits that speculations

about the evolution of language must start. At

the earliest stages of language evolution we need

not worry about the more complex properties of

language that probably came later properties

like case, tense, subject verb agreement, open

and closed class items, recursion, long distance

dependency, subordinate clauses, and so on.

How might the ability to generate new

words, lexical syntax, and a theory of mind

have evolved: simultaneously, in response to

the same selective pressures, or more serially,

in some particular order? We propose that the

evolution of a theory of mind preceded lan

guage, creating the selective pressures that gave

rise to the ability to generate new words and

lexical syntax, and to the flexibility in vocal

production that these two traits would have

required (Cheney & Seyfarth, 2005, 2007). We

make this argument on both empirical and

theoretical grounds.

Empirically, there is no evidence in non

human primates for anything close to the large

vocal repertoire we find even in very young

children. Similarly, nonhuman primates provide

few examples of lexical syntax. Recent work by

Zuberbühler and colleagues on the alarm calls of

forest monkeys provides intriguing evidence

that the presence of one call type can ‘‘modify’’

the meaning of another (Arnold & Zuberbühler,

2006; Zuberbühler, 2002), and a study by

Crockford and Boesch (2003) suggests that a

call combination in chimpanzees may carry

new meaning that goes beyond the meaning of

the individual calls themselves, but these rare

exceptions meet few of the definitions of

human syntax. By contrast, there is growing

evidence that both Old World monkeys

(Cheney & Seyfarth, 2007; Engh et al., 2006;

Flombaum & Santos, 2005) and apes

(Buttelmann et al., 2007; Hare et al., 2001;

Tomasello et al., 2005) may possess rudimentary

abilities to attribute motives or knowledge to

others, and engage in simple forms of shared

attention and social referencing.

More theoretically, we suggest that the

evolution of a theory of mind acted as a prime

mover in the evolution of language because,

while it is easy to imagine a scenario in which a

rudimentary theory of mind came first and

provided the impetus for the evolution of large

vocabularies and syntax, any alternative

sequence of events seems less likely.

Consider, for example, the course of word

learning in children. Beginning as early as 9 to

12 months, children exhibit a nascent under

standing of other individuals’ motives, beliefs,

and desires, and this skill forms the basis of a

shared attention system that is integral to early

word learning (Bloom & Markson, 1998;

Tomasello, 2003). One year old children seem

to understand that words can be mapped onto

objects and actions. Crucially, this understanding

is accompanied by a kind of ‘‘social referencing’’

in which the child uses other people’s direction of

gaze, gestures, and emotions to assign labels to

objects (Baldwin, 1991; reviewed in Fisher &

Gleitman, 2002; Pinker, 1994). Gaze and atten

tion also facilitate word learning in dogs and

other animals. Children, however, rapidly surpass

the simpler forms of shared attention and word

learning demonstrated by animals. Long before

they begin to speak in sentences, young children

develop implicit notions of objects and events,

actors, actions, and those that are acted upon.

As Fisher and Gleitman (2002:462) argue, these

‘‘conceptual primitives’’ provide children with a

kind ‘‘conceptual vocabulary onto which the

basic linguistic elements (words and structures)

are mapped.’’ Moreover, in contrast to monkeys,

apes, and other animals, 1 year old children
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attempt to share what they know with others

(Tomasello & Carpenter, 2007). While animals

are concerned with their own goals and knowl

edge, young children are motivated to make their

thoughts and knowledge publically available.

The acquisition of a theory of mind thus

creates a cognitive environment that drives the

acquisition of new words and new grammatical

skills. Indeed, the data on children’s acquisition

of language suggest that they could not increase

their vocabularies or learn grammar as rapidly as

they do if they did not have some prior notion of

other individuals’ mental states (Fisher &

Gleitman, 2002; Pinker, 1994; Tomasello, 2003).

By contrast, it is much more difficult to

imagine how our ancestors could have learned

new words or grammatical rules if they were

unable to attribute mental states to others. The

lack of syntax in nonhuman primate vocaliza

tions cannot be traced to an inability to recog

nize argument structure to understand that an

event can be described as a sequence in which an

agent performs some action on an object.

Baboons, for example, clearly distinguish

between a sequence of calls indicating that

Sylvia is threatening Hannah, as opposed to

Hannah is threatening Sylvia. Nor does the lack

of syntax arise because of an inability to mentally

represent descriptive verbs, modifiers, or prepo

sitions. In captivity, a variety of animals,

including dolphins (Herman et al., 1993), sea

lions (Schusterman & Krieger, 1986), and

African gray parrots (Pepperberg, 1992), can be

taught to understand and in some cases even to

produce verbs, modifiers, and prepositions.

Even in their natural behavior, nonhuman pri

mates and other animals certainly seem capable

of thinking in simple sentences, but the ability to

think in sentences does not motivate them to

speak in sentences. Their knowledge remains

largely private.

This may occur in large part because primates

and other animals cannot distinguish between

what they know and others know and cannot

recognize, for example, that an ignorant indivi

dual might need to have an event explained to

them. As a result, although they may mentally

tag events as argument structures, they fail to

map these tags into a communicative system in

any stable or predictable way. Because they

cannot attribute mental states like ignorance to

others, and are unaware of the causal relation

between behavior and beliefs, monkeys and apes

do not actively seek to explain or elaborate upon

their thoughts. As a result, they are largely incap

able of inventing new words or of recognizing

when thoughts should be made explicit.

We suggest, then, that long before our

ancestors spoke in sentences, they had a lan

guage of thought in which they represented the

world and the meaning of call sequences in

terms of actors, actions, and those who are acted

upon. The linguistic revolution occurred when

our ancestors began to express this tacit knowl

edge and to use their cognitive skills in speaking

as well as listening. The prime mover behind this

revolution was a theory of mind that had evolved

to the point where its possessors did not just

recognize other individuals’ goals, intentions,

and even knowledge as monkeys and apes

already do but were also motivated to share

their own goals, intentions, and knowledge

with others. Whatever the selective pressures

that prompted this change, it led to a mind

that was motivated to make public thoughts

and knowledge that had previously remained

private. The evolution of a theory of mind

spurred the evolution of words and grammar.

It also provided the selective pressure for the

evolution of the physiology adaptations that

enabled vocal modifiability.

NOTE

1. One should, however, treat estimates of the size
of a species’ vocal repertoire with caution. Often
the best predictors of repertoire size are the
length, creativity, and ingenuity with which a
species has been studied.
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CHAPTER 6

Rational Decision Making in Primates: The Bounded

and the Ecological

Jeffrey R. Stevens

A young female rhesus macaque steals furtive

glances at the male off to her right. He just

arrived to the territory and therefore immedi

ately piques her interest. The alpha male, how

ever, sits a few meters off, basking in the sun.

Being in estrus, the young female faces a choice:

solicit a mating from the alpha male or follow

the unfamiliar male into the brush to sneak a

mating with him. Mating with the alpha male

almost guarantees ‘‘good genes’’ for her off

spring. But something pushes her toward the

unfamiliar male. Mating with him reduces the

probability of inbreeding and adds a bit of

genetic diversity to her offspring. Additionally,

mating with the new male could act as an invest

ment in the future: The current alpha male is

getting old, and befriending a prospective alpha

male could yield future benefits. In addition,

spreading the possibility of paternity may

secure protection for the offspring. Yet, this

mating also involves risks. Males often vocalize

while mating, which attracts the attention of

other males. If the unfamiliar male vocalizes,

the alpha male may attack the female. Should

she take the safe option or risk punishment for

possible future payoffs?

Primates constantly face decisions that influ

ence their survival and reproduction. Continue

foraging in this tree or move on to another?

Expose oneself to a hidden predator by straying

from the group or enjoy the safety of having

other potential victims nearby? Defend one’s

territory from invaders or abandon it and seek

a new home? In all of these cases, primates must

trade off the costs and benefits associated with

uncertain and delayed decision outcomes. The

outcomes of these choices influence survival and

reproduction, and natural selection should favor

those individuals whose choices lead to the pro

pagation of their genes.

The vast majority of economic analyses of

decision making define good or ‘‘rational’’ deci

sions as those consistent with a set of mathema

tical principles. Yet, this ignores the evolutionary

pressures on decision making for the sake of

mathematical elegance (Kacelnik, 2006; Stevens,

2008). Meanwhile, the standard psychological

view of decision making seeks to empirically

undermine the economic theory but cannot

offer an alternative explanatory theory. Here, I

emphasize an evolutionarily informed framework

for studying decision making: the bounded and

ecological rationality approaches (Gigerenzer

et al., 1999). Though these approaches have tra

ditionally focused on human decision making,

they are just as relevant for other species,

including other primates. To illustrate the rele

vance of bounded and ecological rationality to the

study of primate decision making, I begin by

introducing various visions of rationality found

in the economic and psychological study of deci

sion making. I then explore how primate studies

inform three aspects of decision making: utility,

uncertainty, and time. Together, these aspects will

guide our understanding of the evolutionary ori

gins of primate and human rationality.
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VISIONS OF RATIONALITY

Rationality means different things to different

people. Kacelnik (2006) proposed that ration

ality refers to decisions that are either (1) con

sistent with expected utility maximization for

economists and psychologists, (2) consistent

within the self for philosophers, and (3) consis

tent with fitness enhancement for biologists. Of

particular relevance here are the economic, psy

chological, and biological views. A review of

these visions of rationality will frame the ques

tion, ‘‘Are primates rational decision makers?’’

Rational Choice

Which would you prefer: receiving two bananas

with certainty or receiving either one or three

bananas with equal probability? Depending on

whether you like bananas and your level of

hunger, this may be tricky to answer. These

questions of decisions under risk mirror funda

mental choices that we and other animals fre

quently face. Very little in life is certain, so all

organisms choose between options without

knowing the exact consequences.

Economists have approached the question of

uncertainty by developing expected utility theory

(reviewed in Wu et al., 2004). In expected utility

theory, three features characterize all options:

magnitude, utility, and probability. Magnitude

(x) refers to the amount of the benefit (or cost)

associated with the option. Utility (u) is the

mapping of magnitude onto some measure of

satisfaction or ‘‘goodness.’’1 Finally, probability

(p) is the chance that the outcome occurs. Thus,

if one faces risky options, the expected utility is

EU = p � u(x), where utility is some function of

magnitude. Von Neumann and Morgenstern

(1947) formalized expected utility theory to

show that following specific mathematical prin

ciples maximizes expected utility. Therefore,

expected utility acts as a normative standard

for what decision makers should maximize

when making risky choices.

Expected utility maximization assumes con

sistent choice, which requires a number of prin

ciples to hold (reviewed in Luce & Raiffa, 1957;

Rieskamp et al., 2006b). First, choices must be

transitive, meaning that a fixed order of

preference exists. If an individual prefers

bananas over apples and apples over oranges,

then he or she must prefer bananas over oranges

tomaintain transitivity. Second, when transitive,

choices are also independent from irrelevant

alternatives, meaning the relative preference

between options should not be affected by the

presence or absence of other options. If bananas

are preferred to apples, the addition of water

melons to the choice set should not affect the

banana/apple preference. Finally, choices must

be invariant, meaning that option A is preferred

to B regardless of presentation format. If

endowed with a banana and an apple and asked

to give up one, preferences should be the same as

if asked to choose freely between a banana and

apple. Given these and a few other principles,

one can show that preferences follow expected

utility calculations.

Irrational Choice?

Not long after von Neumann and Morgenstern

(1947) published the principles of expected uti

lity theory, cracks began appearing in the math

ematically elegant framework when data showed

violations of expected utility predictions

(Allais, 1953; Ellsberg, 1961). Soon afterward,

Kahneman and Tversky started a cottage

industry of demonstrating violations of the the

oretical predictions (Kahneman & Tversky,

2000; Kahneman et al., 1982; Tversky &

Kahneman, 1981). In both experimental settings

and in real world decisions, laypeople and

experts made ‘‘irrational’’ choices.2 Subjects

showed intransitivity, irrelevant alternatives

changed preferences, and the framing of deci

sion questions greatly influenced preferences.

Economists minimized the problem by calling

these findings ‘‘anomalies,’’ whereas psycholo

gists emphasized their robustness and labeled

them ‘‘biases.’’ To psychologists, expected utility

theory was deeply flawed because it rested purely

on mathematically derived principles and not

what we know about human behavior.

Kahneman and Tversky (1979) injected a bit

of psychological realism into decision theory

when they proposed prospect theory. Instead of

using a utility function characterized over total
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wealth, prospect theory uses a value function

v(x) relative to a reference point. So with 100

bananas in the bank, a decision maker would

view a choice between gaining one and losing

three bananas as a choice between 101 and 97

bananas from the expected utility perspective

but a choice between gaining one and losing

three from the prospect theory account. In addi

tion to altering the reference point of the value

function, prospect theory integrated data about

probability perception into the equation by

adding a decision weight function to the prob

ability. Thus, instead of having a linear relation

ship between the objective probability and the

perceived probability, prospect theory assumes

that people tend to overestimate low probabil

ities and underestimate high probabilities. The

probability, then, is weighted by the function

p(p). Thus, prospect theory predicts that prefer
ences depend on which option has the highest

value V = p(p) � v(x). As a descriptive theory, it
nicely fits people’s preferences (Kahneman &

Tversky, 2000; Wu et al., 2004). However, it

does not explain why we have reference points

or nonlinear value functions it takes these as

givens and describes how they influence

decisions.

Bounded and Ecological Rationality

Expected utility theory is mathematically elegant

but fails to account for many of the data.

Prospect theory fairs much better descriptively

but lacks explanatory power. Parameters in the

models are fit to the data, with no a priori pre

dictions about parameter values. Prospect

theory therefore offers a slight modification of

expected utility theory by patching a few of the

holes that data have poked into the theory. But

both theories face a more fundamental problem.

Namely, neither of these theories adequately

addresses two crucial components of decision

making: the structure of the mind and the struc

ture of the decision making environment.

Early in the study of decision making, Simon

(1955, 1956) highlighted not only the study of

the mind but also the fit between the mind and

the environment. He criticized the unrealistic

assumption that decision makers have infinite

time to decide, full knowledge of the problem,

and unlimited computational resources to find

an optimal solution to a decision problem. This

vision of unbounded rationality contrasts

sharply with what we know about human cogni

tion and decision making, so Simon proposed

the study of bounded rationality the explora

tion of decision making given realistic assump

tions about cognitive abilities. Real world

decision makers lack knowledge and cannot use

optimization processes to make decisions. Thus,

much previous research has ignored cognitive

processes at work in decision making (but see

Payne et al., 1993). The bounded rationality

approach calls for realistic models of the deci

sion process based on what we know about cog

nition rather than on a set of mathematical

principles. Knowing the underlying process can

help us better understand the decisions. Yet,

Simon emphasized that studying only the mind

gives you but half of the picture.

To fully understand decision making, we

must embed the mind in the environment.

Gigerenzer and colleagues (1999) have termed

this ecological rationality the match between a

decision mechanism and the environment. The

unbounded rationality approach assumes that

expected utility works in all decision making

situations it applies universally. Ecological

rationality, however, appeals to the evolutionary

idea that adaptations match the environment in

which they evolved. Therefore, decision

mechanisms should not be universal and

domain general but specifically tailored to the

environment in which they operate (Barkow

et al., 1992). In fact, ecological rationality sug

gests that we do not possess a single, complex

decision making mechanism used in all con

texts. Rather, we have an ‘‘adaptive toolbox’’ of

mechanisms (including simple heuristics or

rules of thumb) that, when used in the appro

priate environment, perform quite well

(Gigerenzer et al., 1999). This perspective, then,

offers an explanation for the anomalies and

biases seen by the experimental economists and

psychologists. Rather than being evidence for

flawed thinking and irrationality, we are simply

putting these decision mechanisms in an

unfamiliar and artificial environment the
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experimental laboratory. In general, however,

our decision mechanisms serve us quite well by

exploiting critical aspects of the environment.

Both bounded and ecological rationality

offer appealing alternatives to the standard

unbounded approach because they rest on rea

listic evolutionary principles instead of mathe

matical formalizations. Comparative analyses

provide a unique method for testing questions

of bounded and ecological rationality because

we have great variability across species in their

ecological environments. Primates offer an

ideal group of species for these investigations

because their phylogenetic proximity allows us

to test interesting hypotheses about the evolu

tion of human decision making. With this fra

mework in hand, we can now review the

bounded and ecological rationality of primate

decisions. Note that here I focus on what has

traditionally been termed ‘‘individual decision

making.’’ Though it is likely impossible to com

pletely extract an individual from the social

environment (Stevens & King, in press), for

the purposes of this review I will put aside the

exciting and complicated world of social decision

making in primates and refer the reader to

Maestripieri (Chapter 19) or Rosati, Santos, and

Hare (Chapter 7). Instead, I will focus on three

important components of individual decision

making3: utility, uncertainty, and time.

UTILITY AND PREFERENCE

Utility refers to the mapping of the magnitude of

a benefit or cost onto some measure of ‘‘good

ness’’ or goal achievement (Baron, 2000), and a

utility function describes this mapping. Utility

itself is difficult to assess, so typically wemeasure

choices to infer preferences. For expected utility

theory to work, preferences must follow the

principles mentioned previously: transitivity,

independence of irrelevant alternatives, and

invariance. It is well established that humans

violate these principles, deviating from the nor

mative standard (Kahneman & Tversky, 2000).

The question remains, ‘‘Is this the appropriate

standard?’’ Examining choices in other species

can address this question, because if other spe

cies also show the biases, then we likely are using

the wrong standard. Do other primates violate

these standards, suggesting deep evolutionary

roots, or do only humans show these violations?

Transitive preferences4 are not well studied in

primates. Though other species seem to show

intransitivity (Shafir, 1994; Waite, 2001b), few

data exist for primates, so we will not consider

transitivity here.5

The principle of independence of irrelevant

alternatives implies that previously available

options should not influence the current prefer

ences (Simonson & Tversky, 1992). Waite

(2001a), however, found that the background

context does matter for gray jays (Perisoreus

canadensis). When required to pay a lower rela

tive cost for food in previous choices, the birds

reduced their preference for that option later

when required to pay a higher relative cost.

Tinklepaugh (1928) found a similar result in

rhesus macaques (Macaca mulatta) and long

tailed macaques (Macaca fascicularis). These

monkeys observed an experimenter place a

banana under one of two cups. The monkeys

then immediately chose the correct cup and

received the banana. However, in some trials,

the experimenter substituted a piece of lettuce

under the cup, unbeknownst to the monkeys.

When the monkeys lifted the cups and found

the lettuce, they rejected the less preferred food

item. Though outside of this context the mon

keys readily consumed lettuce, they refused to

eat it when expecting a banana. Thus, prefer

ences are not fixed but depend on previous

options.

Tinklepaugh’s data suggest that the monkeys

do not have absolute preferences. If they did,

they would always consume the lettuce because

it is always better than nothing. However, the

preference for consuming lettuce is relative to

the previous availability of the highly preferred

banana. The preference is relative to an expecta

tion of other options. There are good, adaptive

reasons for avoiding absolute preferences. For

instance, it is well known in foraging theory

that optimal choices depend on the background

environment. If the environment is rich, animals

should ‘‘skim the cream’’ and choose to invest

little time in extracting food from patches; if,

however, the environment is poor, they should
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more thoroughly exploit the patches (Stephens

& Krebs, 1986). Houston (1997) argued that

since the current choice is incorporated into

the estimate of the background environment

for the next choice point, preferences can

change for the same set of options depending

on the previous background environment. Thus,

relative preferences can result from an ecologi

cally rational mechanism of adaptive decision

making.

The classical economic approach to ration

ality also assumes that decision makers have

strictly ordered preferences that are invariant

to extraneous characteristics of the choice situa

tion. If an agent prefers A to B, it should always

prefer A, regardless of whether one is buying or

selling A, or whether other choices are made

before the A/B choice, etc. A common violation

of invariance found in behavioral economics is

the endowment effect. This phenomenon

occurs when decision makers have a higher

preference for an object when they own it

(Kahneman et al., 1990). In humans, this is

typically demonstrated by showing that subjects

require a higher price to sell an object they

possess than to buy the same object. Brosnan

and colleagues (2007) tested similar effects in

chimpanzees (Pan troglodytes) by offering them

a choice between two different food items and

recording their preferences. The experimenters

then endowed the chimpanzees with one of the

items and measured their willingness to trade

for the other item. The choice preferences and

trading preferences did not match, suggesting

an endowment effect. Similar results have

been found for brown capuchin monkeys

(Cebus apella Lakshminaryanan et al., 2008).

Though anomalous to economists, an evolu

tionary perspective provides an explanation for

the endowment effect. The question of why

owners fight harder than intruders to maintain

a resource has a long history in behavioral

ecology (Hammerstein, 1981; Krebs & Davies,

1993; Maynard Smith & Parker, 1976).

Ownership has its privileges, including addi

tional knowledge about a resource. Even

without direct benefits, as an arbitrary rule,

respecting ownership can avoid costly conflicts.

Thus, owning a resource can increase its value.

Utility Building Blocks

Simon’s (1955, 1956) vision of bounded ration

ality emphasized realistic assumptions about the

cognitive abilities of decision makers. Applying

this perspective suggests that we need to con

sider both the cognitive building blocks or

evolved capacities needed for exhibiting prefer

ences and the limits placed on these capacities.

Magnitude Perception

A critical component of exhibiting preferences is

the ability to perceive differences in magnitude

between options. Preferring two bananas to one

requires discriminating between the amounts

two and one. There are many mechanisms used

to quantify objects in the world, and many stu

dies have explored these mechanisms in pri

mates (reviewed in Brannon, 2005a,b; Hauser

& Spelke, 2004). Brannon et al. (Chapter 8)

provide a useful overview of primate quantifica

tion in this volume, but it is worthwhile to

briefly describe two of these mechanisms. The

first mechanism discriminates between quanti

ties only approximately via the analog magni

tude system. Importantly, the discriminations

follow Weber’s law: Variance in the representa

tion increases with magnitude (Gallistel, 1990).

This results in the ratio between quantities

rather than the absolute magnitude driving the

discrimination. The approximate number

system yields a limit to the precision with

which individuals can discriminate magnitudes,

with larger magnitudes being more difficult than

smaller ones (Fig. 6.1). In addition to the

approximate system, both humans and other

primates seem to have a precise system that

tracks individual objects. With this system, indi

viduals can enumerate discrete quantities but

only up to a maximum of three or four objects

(Hauser et al., 2000). Therefore, the precision

that primates can exhibit in their preferences

depends on the magnitude of the amount:

They can precisely choose between small

amounts and approximately choose between

larger amounts.

The standard rationality approach would

assume that if an organism has the more precise

system, it should use it when making quantity
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judgments. However, Stevens and colleagues

(2007) showed that cotton top tamarins

(Saguinus oedipus) used the approximate

system in a foraging task, even though this spe

cies can use the precise system (Hauser et al.,

2003; Uller et al., 2001). The tamarins used the

simpler, approximate system as a default

mechanism unless the task demanded the more

precise system. Thus, different aspects of the

decision environment trigger different mechan

isms of discrimination.

Valuation

Options differ not only in quantity but also in

quality. In many cases, decision makers face

choices between qualitatively different reward

types, both within and between reward domains.

To choose between different types of food or

even between different types of reward (food,

water, sex, social contact), animals must have a

mechanism to evaluate the utility of these

reward types; that is, they must have a valuation

mechanism that converts different reward types

into a common currency. Padoa Schioppa and

colleagues (2006) explored how capuchin mon

keys traded off different amounts of various food

types to generate a valuation function (e.g., one

piece of apple may be worth three pieces of

carrot). Deaner and colleagues (2005) pitted

juice rewards against social information in

rhesus macaques. Male monkeys chose between

receiving juice and viewing images of either

higher ranking males’ faces, lower ranking

males’ faces, or female perinea (sexual areas).

Interestingly, the valuation functions showed

that the monkeys would forego juice to view

high ranking males and female perinea but had

to be ‘‘paid’’ in juice to view low ranking males.

Comparing these kinds of qualitatively different

rewards is a critical capacity for decisionmaking,

although we do not have good cognitive models

for how these tradeoffs occur.

Inhibitory Control

Organisms must not only discriminate the mag

nitudes of benefits to establish a preference but

also must favor the larger (positive) outcome.

When motivated, this is not a problem for pri

mates (except for very large rewards; see

Silberberg et al., 1998). In fact, primates have a

very difficult time going against this preference.

In a task in which chimpanzees had to point to

the smaller of two rewards to receive the larger

reward, they failed miserably (Boysen &

Berntson, 1995). In addition to the chimpanzees,

bonobos (Pan paniscus), gorillas (Gorilla gor

illa), orangutans (Pongo pygmaeus), rhesus and

Japanese macaques (Macaca fuscata), squirrel

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Figure 6.1 Weber’s law states that the variance around estimates of quantity increases with magnitude.
Smaller quantities therefore are easier to discriminate than larger quantities. For instance, there may be little
variance for estimations of three and five objects, so discriminating between them is easy. However, the
variance dramatically increases for 11 and 13 objects, and estimates greatly overlap for these durations,
making them difficult to distinguish.

RATIONAL DECISION MAKING IN PRIMATES 103



monkeys (Saimiri sciureus), tamarins, and

lemurs (Eulemur fulvus and E. macaco) all fail,

at least initially, on this task (Anderson et al.,

2000; Genty et al., 2004; Kralik et al., 2002;

Murray et al., 2005; Silberberg & Fujita, 1996;

Vlamings et al., 2006). Clearly, an unboundedly

rational agent would adapt quickly to the con

tingencies of this task, but the preference for a

large reward is so powerful that primates cannot

inhibit their propensity to choose this. Of

course, evolutionarily, it makes sense to

employ the simple heuristic ‘‘choose the

larger.’’ When in an organism’s ecology would

they opt for a small reward when a larger is

present? This must occur only rarely.

UNCERTAINTY AND RISK

In a letter to Jean Baptiste Leroy, Benjamin

Franklin stated that ‘‘in this world nothing can

be said to be certain, except death and taxes’’ (13

November 1789). That leaves a lot of uncertainty

in the world. As agents navigating in this world,

wemust deal with this uncertainty in an adaptive

manner. Knight (1921) posited a useful distinc

tion between uncertainty (not knowing the dis

tribution of possible payoffs) and risk (knowing

the distribution of payoffs but not knowing

which payoff will be realized). Though we and

other animals frequently face uncertainty, this is

difficult to study in the laboratory, so we will

focus on risk.

Risky Gambles

Much of the work undermining classical

expected utility theory involved asking human

subjects about their preferences in risky gambles.

Rather than the banana examples suggested pre

viously, subjects chose between risky reward

amounts. Would you prefer a 50% chance of

receiving $100 (and a 50% chance of receiving

nothing) or a 100% chance of receiving $50?

Though these two options have equal expected

values, most people have a strong preference for

the sure thing they avoid risk. Risk averse pre

ferences arise with nonlinear utility functions,

specifically when utility increases at a slower

rate than the magnitude of the benefit

(Fig. 6.2). In general, this seems to be the case

for human risk preferences for intermediate to

large gains (Tversky & Kahneman, 1992).

Interestingly, nonhuman animals seem to

show a similar pattern. Animals typically are

tested by repeatedly experiencing choices similar

to the banana examples mentioned previously.

U
til

ity

Magnitude

Figure 6.2 If utility is a linear function of magnitude (red line), then decision makers should be neutral to
risk; they should be indifferent between a guaranteed banana and a 50/50 chance of no bananas or two
bananas. If utility increases at a decelerating rate with magnitude (blue line), increments of utility are less
valuable at larger magnitudes than they are at smaller magnitudes. Satiation offers an important biological
example of diminishing utility because limited gut capacity constrains the utility of excess amounts of food.
The additional utility of receiving three over two bananas is high, but the additional utility of receiving 103
over 102 is not as great, primarily because no one can consume 102 bananas. Diminishing utility implies risk
aversion because the additional gain of the risky option is valued less than the loss.
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In a review of risk sensitivity in over 25 species,

Kacelnik and Bateson (1996) found that most

species were either risk averse or risk neutral.

Work on primates, however, has provided a

more mixed result. Early tests of risk sensitivity

in rhesus monkeys showed risk aversion (Behar,

1961). Yet, more recent studies have shown a

preference for risky rewards in these macaques

(Hayden & Platt, 2007; McCoy & Platt, 2005).

Meanwhile, cotton top tamarins and bonobos

(Pan paniscus) seem to avoid risk, while

common marmosets (Callithrix jacchus) ignore

risk and chimpanzees prefer risk (Heilbronner

et al., 2008, unpublished data). Why does such

variation exist?

Variation in Risk Preferences

One of the first hypotheses proposed to account

for differences in risk sensitivity was the ‘‘energy

budget rule’’ (Caraco et al., 1980; Stephens,

1981). This rule suggests that hungry individuals

should prefer risks because the safe option will

not allow them to survive. Though this seems to

work in some situations, there is no evidence for

this rule in primates. Hayden and Platt (2007)

tested an alternative idea proposed by Rachlin

and colleagues (1986). Instead of preferring

risky options because of hunger, animals may

prefer risky options when they require low

costs specifically, when another choice will

arise soon. Repeatedly choosing the risky option

guarantees receiving the large payoff at some

point. With short time delays between choices,

waiting a few more seconds for this jackpot is not

that costly. Rhesus macaques seem to follow this

rule. The macaques preferred the risky option

more when facing shorter delays between choices

than with larger delays (Hayden & Platt, 2007).

The ecological rationality approach may also

account for some of the patterns of risk prefer

ences seen in primates. In particular, when spe

cies experience risk in their natural ecology, they

may have decision rules that bias them toward

risky options. With this hypothesis in mind,

Heilbronner and colleagues (2008) predicted a

species difference in risk preferences between

chimpanzees and bonobos. Although their diets

overlap quite a bit in their natural habitat,

bonobos feed primarily on terrestrial herbaceous

vegetation, an abundant and reliable food

source, and chimpanzees rely more on fruit, a

more temporally and spatially variable food

source (Wrangham & Peterson, 1996).

Moreover, chimpanzees face risks when they

hunt monkeys and other small mammals;

bonobos rarely hunt. Interestingly, wild chim

panzees engage in this risky activity more often

when fruit is abundant rather than scarce, a

direct contrast to the energy budget hypothesis

for risk seeking behavior (Gilby & Wrangham,

2007). Given the generally higher level of risky

choice in chimpanzees, Heilbronner and collea

gues predicted that this would select for risk

taking decision mechanisms. As predicted,

chimpanzees preferred the risky choice in a

laboratory experiment, whereas bonobos pre

ferred the safe option. Therefore, to exploit

risky options in their natural environment, nat

ural selection has likely endowed chimpanzees

with ecologically rational decision mechanisms,

yielding preferences for risky outcomes even in

captive laboratory situations.

The Framing of Risk

Though risk aversion and risk seeking prefer

ences do not pose a great challenge to expected

utility theory, framing effects do challenge the

theory. Prospect theory highlights two types of

framing effects: reference dependence and

loss aversion (Tversky & Kahneman, 1991).

Reference dependence refers to viewing choices

as gains or losses relative to a reference point

rather than as absolute increases or decreases in

utility. Thus, a set of outcomes could result in

the exact same levels of wealth but be framed as

a gain or loss. In the classic Asian disease pro

blem, a medical treatment has a particular

effectiveness in combating a disease (Tversky

& Kahneman, 1981). However, when the out

come of a treatment is framed as number of

people saved (a gain), subjects prefer the risky

option more than when framed as number of

people that die (a loss). Thus, framing the exact

same outcome as either saving or losing lives

greatly influences risk preferences. Yet, this

reference dependence is not symmetric. People

will try to avoid losses more than they will try to

obtain gains a phenomenon termed loss
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aversion (Tversky & Kahneman, 1981). We

have already shown that, in risky gambles,

people typically avoid risk over gains. When

experiencing a loss (a sure loss of $50 or a

50% chance of losing $100), however, people

prefer risks to avoid the guaranteed loss.

Hundreds of studies have documented the

effects of reference dependence and loss aversion

in humans (Kahneman & Tversky, 2000). If this

is truly a bias, then we might expect to find it

only in humans. But if framing effects offer an

adaptive, ecologically rational advantage, other

animal species may exhibit them. Though first

demonstrated in European starlings (Marsh &

Kacelnik, 2002), Chen and colleagues (2006)

explored reference dependence and loss aversion

in capuchin monkeys. To test reference depen

dence, the monkeys chose between two risky

options. In one option, subjects saw one food

reward and either received one or two rewards

with equal probability. In the other option, they

saw two rewards and received either one or two

rewards with equal probability. Though iden

tical in outcome, the reference point (number

of initial rewards) varied, resulting in a perceived

gain or loss. In this condition, subjects strongly

preferred the gain option, showing clear refer

ence dependence. Another experiment tested

loss aversion. Here, one option consisted of

seeing and then receiving a single reward, and

the other option consisted of seeing two rewards

but always receiving one. Again, the monkeys

faced identical outcomes a guaranteed one

reward but receiving that one reward could

have been neutral or perceived as a loss. Again,

the monkeys avoided the loss option, revealing

the precursors to loss aversion in nonhuman

primates. Thus, we share framing effects with

other primates, suggesting deep evolutionary

roots for this phenomenon.

Uncertainty Building Blocks

Which evolved capacities does an organism

need to cope with uncertainty and risk? When

given a choice between risky gambles, a deci

sion maker must compare the probabilities of

each outcome. In the human risk literature,

subjects typically choose based on written

descriptions of probabilities (e.g., a 50%

chance) and/or on visual displays (e.g., a pie

chart with half of the circle colored in). These

techniques allow fairly accurate discrimina

tions between probabilities. In the animal risk

literature (and in some human experiments; see

Hertwig et al., 2004), the subjects repeatedly

experience the outcomes to gauge the level of

risk. Therefore, to choose between gambles,

animals must discriminate probabilities based

on experienced outcomes. Though few studies

have explicitly tested this, Weber’s law may

describe probability discrimination. Both

Herrnstein and Loveland (1975) and Bailey

andMazur (1990) showed that pigeons’ choices

for the less risky option increased as the ratio

between the small to large probability decreased

(probabilities became less similar). In addition,

Bailey and Mazur and Krebs et al. (1978)

showed that pigeons and starlings (respec

tively) took more time to stabilize their prefer

ences when the ratio between probabilities

increased, further suggesting difficulty in dis

criminating similar probabilities. Thus, like

numerical magnitude, probability discrimina

tion likely follows Weber’s law: Individuals can

discriminate a 10% from a 20% chance better

than an 80% from a 90% chance. This has

important implications for how animals deal

with risk. When facing unlikely events, animals

may discriminate probabilities well and there

fore respond appropriately to risk. For more

likely events, however, animals may ignore the

probabilities and simply focus on the payoffs to

determine choice.

TIME

All decisions have a temporal component, from

choosing to search for predators instead of

searching for prey to delaying reproduction

until the next breeding season. Delayed payoffs

often have both benefits and costs (Stevens &

Stephens, 2009). They may be beneficial when

investing time in obtaining resources allows for

the extraction of more resources. For instance,

the more time chimpanzees spend fishing for

termites, the more termites they will extract.

Yet, delayed rewards often come with a cost.
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Temporal Discounting

When facing options with smaller, sooner payoffs

and larger, later payoffs, animals must make an

intertemporal choice; that is, they must trade off

the magnitude of rewards with the delay to

receiving them (reviewed in Read, 2004). In

some cases, ignoring the temporal component

and choosing based on magnitude is best, but in

other cases, a long delay may prove too costly.

How should animals deal with this tradeoff? They

may discount or devalue delayed rewards because

the future is uncertain. The risk of not collecting a

reward grows with delay because some event may

interrupt its collection. For instance, a predator

may interrupt an extended courtship or a bank

may collapse before an investment matures.

Economists have modified the expected utility

models to create a discounted utility model of

delayed benefits (Samuelson, 1937). This model

replaces p from the expected utility model with a

discounting function that includes a constant rate

of interruption l per unit time. Thus, for a

reward amount A delayed for t time units,

DU = e-lt � u(A). Again, utility is difficult to

assess, so most versions of this model drop utility

and just discount the absolute reward amount:

V = A � e-lt. Because the value of a reward decays

exponentially with time, this is called the expo

nential model of discounting (Fig. 6.3).

Though intuitively appealing, the data do not

support the exponential model. Humans,

pigeons, and rats violate predictions of this

model in self control experiments (Fig. 6.4) by

choosing between a smaller, immediate reward

and a larger, delayed reward (Ainslie &

Herrnstein, 1981; Frederick et al., 2002; Mazur,

1987; Richards et al., 1997). In fact, when

choosing between immediately receiving two

pieces of food and waiting for six, rats and

pigeons only wait a few seconds for three times

as much food. Animals would have to face extra

ordinarily (and unrealistically) high interrup

tion rates for discounting by interruptions to

account for this level of impulsivity.

Psychologists proposed an alternative model

that captures the data much better: the hyperbolic

discounting model (Ainslie, 1975; Mazur, 1987).

In the hyperbolic model,6 V = A / (1 + kt),

where k represents a fitted parameter that

describes the steepness of discounting. Rather

than predict a constant rate of discounting over

time, this model predicts a decelerating rate over

Rate maximization

Exponential

Hyperbolic

Time delay

R
ew

ar
d 

va
lu

e

Figure 6.3 Models of intertemporal choice differ in their predictions about how the value of a reward
decreases with the time delay to receiving the reward. Exponential discounting (red line) predicts a constant
rate of decrease over time. Hyperbolic discounting (green line) predicts a decreasing rate of decrease over
time, such that decision makers exhibit high discount rates at short term delays but lower discount rates at
longer delays. Rate maximization (blue line) predicts similar patterns as hyperbolic, albeit with strange
behavior at very small time delays. The advantages of rate maximization models are that they include
repeated choices and have biologically relevant parameters.

RATIONAL DECISION MAKING IN PRIMATES 107



time decision makers steeply discount at short

time delays, and the rate of discounting declines

at longer delays (Fig. 6.3). This model nicely

matches the data in humans, rats, and pigeons

(Bickel & Johnson, 2003; Green et al., 2004).

A number of studies have tested intertemporal

choice in primate species, including cotton top

tamarins, common marmosets, brown capu

chins, long tailed and rhesus macaques,

chimpanzees, and bonobos (Dufour et al., 2007;

Ramseyer et al., 2006; Rosati et al., 2007; Stevens

et al., 2005; Szalda Petree et al., 2004; Tobin et al.,

1996). Unfortunately, we have too few quantita

tive data on primates to distinguish between these

twomodels. Nevertheless, in cotton top tamarins

and common marmosets, the rate of discounting

slows with time, contradicting predictions of the

exponential model (Hallinan et al., unpublished

manuscript).

Though the hyperbolic model has achieved

great empirical success, it suffers from a critical

disadvantage: Like prospect theory, it is a purely

descriptive model. It cannot make a priori predic

tions about intertemporal choices and thus lacks

explanatory power (Stevens & Stephens, 2009). In

addition, both exponential and hyperbolic models

of discounting rest on the assumption of one shot

choice. In self control experiments, however, ani

mals face repeated choices between the same

options, and the repeated nature of these experi

ments has important implications for models of

intertemporal choice (Kacelnik, 2003; Stevens &

Stephens, 2009).

Rate

The evolutionary approach to optimal foraging

theory takes as its major assumption the fact that

animals maximize their intake rate, that is, the

amount of food gained per unit time (Stephens

& Krebs, 1986). In the classic patch choice sce

nario, an animal travels among themany patches

of food in his or her environment and extracts

resources from each patch. The question is: At

what point should the animal stop extracting

resources from the current patch and move on

to search for a new patch? This scenario sounds

quite similar to the self control situation tested

in the laboratory. Animals must choose between

staying in a patch for a short time to extract a

small gain and staying for a longer time to

extract a larger gain. Optimal foraging theory

makes predictions about how long to stay in a

patch: stay until the intake rate drops below the

background intake rate in the environment

(Stephens & Krebs, 1986).

The rate based approach to intertemporal

choice has two key advantages over the standard

hyperbolic approach. First, it is by definition a

model of repeated choice. Each decision faced by

animals is embedded in a series of decisions.

Thus, the rate based approach models choices

in situations very similar to the self control

experiments. Second, rate models provide an

explanation of the pattern of temporal prefer

ences seen in animals rather than just a descrip

tion. Animals that maximize their intake rates

should survive and reproduce better than their

counterparts that do not rate models are built

on a foundation of evolutionary fitness.

We have sound theoretical reasons to favor

rate models, but how do they fare empirically?

Actually, quite well. The short term rate model

makes similar predictions as the hyperbolic

model (Fig. 6.3). Bateson and Kacelnik (1996)

first demonstrated the effectiveness of the short

term rate model in describing choices by

European starlings in a self control experiment.7

ts

tL

Intertrial interval

As

AL

Figure 6.4 In self control experiments, animals face
a choice between a small reward (AS) after a short
delay (tS) and a large reward (AL) after a long delay
(tL). The animals wait for an intertrial interval, choose
one option, wait the specified delay, consume their
food, and then begin another intertrial interval.
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Stevens and colleagues (2005) then tested a var

iant of this model: A / (t + h), where h represents

the time required to handle the food, an impor

tant component of the foraging timeline (Rosati

et al., 2006). Cotton top tamarins chose the

option that maximized this intake rate. Like

rats and pigeons, the tamarins waited only 6 to

10 seconds for three times as much food.

However, the results do not appear so ‘‘impul

sive’’ because we have an explanation for waiting

such short delays that does not require unrea

listic rates of interruption (Stevens & Stephens,

2009).

Data on bonobos also agree with rate max

imization predictions, but this time long term

rather than short term rate predictions (Rosati

et al., 2007). The long term rate A / (� + t + h)

includes � , the time between trials (or between

patches in the natural scenario). The long term

rate includes all of the relevant time intervals,

and therefore this is the standard model used in

optimal foraging theory. Why would some spe

cies ignore the intertrial interval while other

species include it? An ecological rationality

approach may help answer this question.

Ecological Rationality of Intertemporal

Choice

Tamarins and bonobos match predictions of

rate based models of intertemporal choice. Yet,

bonobos wait over a minute for three times as

much food, whereas tamarins wait less than 10

seconds.Whymight the tamarins may use short

term rates when making these types of choices?

An answer lies at the heart of ecological ration

ality. Namely, the natural decision environment

strongly shapes the decision mechanisms.

Though the self control experiments appear

similar to natural patch foraging scenarios, a

key difference arises: Animals rarely face simul

taneous choices in nature but often face sequen

tial choices in patch situations. Rather than

facing two binary options, animals regularly

choose to stay or leave a patch. Stephens and

Anderson (2001) argued that this represents the

natural foraging decision that animals typically

confront, and therefore this should be the situa

tion for which decision mechanisms evolved.

Interestingly, a decision rule that assesses short

term intake rates in a patch situation will auto

matically result in long term rate maximization

because they are logically equivalent (Stephens &

Anderson, 2001).

If short and long term rules are logically

equivalent, this then may explain why bonobos

differ from the tamarins and marmosets. Both

represent ‘‘adaptive peaks,’’ so it does not matter

on which peak a particular species rests. Each

rule, however, has advantages and disadvan

tages. The short term rule has the advantage of

simplicity and possibly higher accuracy. It is

simpler because it ignores information, namely,

the intertrial interval. This may also increase

accuracy because, by ignoring this time interval,

animals can estimate much smaller intervals,

which results in more accurate estimates

(Stephens et al., 2004). Despite the benefits of

the short term rule, using the long term rule

provides advantages as well, primarily because

it applies broadly and should result in the ‘‘cor

rect’’ outcome in most cases. Unfortunately, this

is not true for the short term rule. Though the

short term rule works well in patch situations,

this does not directly carry over to the self con

trol situation (Stephens & Anderson, 2001). In

fact, as shown by the tamarins, the short term

rule results in ‘‘impulsive’’ choice in self control

situations, so the animals do not achieve the

optimal long term rate of gain. Thus, tamarins

may use the short term rule because it works

well in a natural foraging task patch exploita

tion. When placed in an artificial situation, the

rule ‘‘misfires.’’ Bonobos, in contrast, may pos

sess more acute estimation abilities and there

fore use the more powerful long term rule.

Specialized diets also raise interesting ques

tions about ecologically rational intertemporal

choice. Common marmosets offer an intriguing

case because they specialize on a rather unique

food source: tree exudates. Marmosets have spe

cialized teeth, as well as digestive morphology

and physiology, adapted to gouging holes in tree

bark and eating the sap and gum that exude from

the holes (Rylands & de Faria, 1993; Stevenson &

Rylands, 1988). Because this foraging strategy

requires waiting for the sap to exude, Stevens

and colleagues (2005) proposed an ecologically

RATIONAL DECISION MAKING IN PRIMATES 109



rational response to this type of foraging

strategy: A decision mechanism that is biased

toward waiting for longer delays. Compared to

the more insectivorous tamarins, marmosets

should show stronger preferences for delayed

rewards. As predicted, the marmosets waited

longer than tamarins in a self control situation,

suggesting that the natural foraging ecology

shapes the decision mechanisms (Stevens

et al., 2005).

Intertemporal Building Blocks

Time poses unique cognitive challenges for

organisms. Intertemporal choice combines estab

lishing preferences over rewards with tracking

these payoffs over time. Now, we explore what

kind of cognitive building blocks might be

required to make intertemporal choices.

Time Perception

To cope with delayed rewards, an organismmust

perceive the delay. Unfortunately, we know little

about primate time perception.We do, however,

know a lot about time perception in rats, which

likely applies to primates. Like magnitude judg

ments, time interval judgments seem to follow

Weber’s law. In fact, Gibbon (1977) showed that

variance scaled with magnitude in time percep

tion before applying it to quantification. Given

that both primate numerical judgments (see

Chapter 8) and human time perception (Allan,

1998) follow Weber’s law, likely nonhuman pri

mate time perception does as well. This has

important implications for the study of inter

temporal choice. First, logarithmic time percep

tion (resulting from Weber’s law) may result in

the hyperbolic pattern of intertemporal choice

typically seen in both humans and other animals

(Takahashi, 2005; Takahashi et al., 2008). This

finding could rescue the exponential model of

discounting by overlaying a subjective time per

ception function. Second, as we have already

seen, long time delays make discriminating the

delays difficult. If time delays are viewed as

equivalent, decision makers should opt for the

larger (and therefore later) reward, resulting in

more patient choice.

Delayed Gratification

In addition to perceiving time, delayed rewards

require a motivational ability to wait decision

makers must delay gratification. Mischel and

colleagues pioneered the study of delayed grati

fication by measuring how long children would

wait for delayed rewards (Mischel & Ebbesen,

1970; Mischel et al., 1989). They recorded the

ability to wait at different ages and showed

that delayed gratification at a young age

strongly predicted intelligence, academic suc

cess, standardized test scores, and drug use

much later in life.

Beran and colleagues have tested primates in

a similar paradigm by offering chimpanzees and

rhesus macaques a stream of food rewards

(Beran et al., 1999; Evans & Beran, 2007b). The

experimenter placed rewards in front of the sub

jects one by one at a particular rate, say one every

10 seconds. If the subject began consuming the

food, however, the experimenter stopped the

flow of food. Chimpanzees performed quite

well on this task and some waited for over 10

minutes for the stream of food to be completed

(Beran & Evans, 2006). This corroborates find

ings in the self control task in which chimpan

zees wait longer than any other species tested so

far, including bonobos (Dufour et al., 2007;

Rosati et al., 2007). Interestingly, this ability

can be influenced by attentional factors. Evans

and Beran (2007a) found that offering chimpan

zees a distraction during the waiting period

could significantly increase their abilities to

delay gratification. Thus, delayed gratification

could provide a key building block required for

patient choice, but it too is mediated by other

factors such as attention.

CONCLUSION

Bounded rationality and ecological rationality

are both firmly grounded in an evolutionary

perspective on decision making. Natural selec

tion places limitations on cognitive capacities

and tailors cognitive mechanisms to the envir

onment in which they are used (Barkow et al.,

1992; Stevens, 2008). Darwin (1871, 1872)

emphasized a continuity between the ‘‘mental
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powers’’ of humans and other animals, and the

analysis provided here confirms a similar con

tinuity for decision making. Nonhuman pri

mates show many of the so called biases or

anomalies demonstrated by human decision

makers. The human decision making literature

has highlighted these results as failures to

achieve a normative outcome. The evolutionary

approach suggests that the bias lies not in the

behavior but in the normative criteria used.

Organisms did not evolve to follow a mathema

tically tractable set of principles rather, natural

selection favored decision strategies that resulted

in greater survival and reproduction. In some

cases, the evolutionary and normative perspec

tives may overlap. However, the normative per

spective often fails to properly account for the

role of the environment in decision making,

whereas this is a critical part of the evolutionary

view. Natural selection shapes decision strategies

to match the environment.

This lesson about the limitations of the nor

mative approach is an important one because

many fields, especially neuroscience, use tools

borrowed from economics to greatly expand

the study of decision making. Though this

could prove a fruitful enterprise, the data on

decision making in other animals caution

against relying exclusively on the normative

models of decision making. As a biological

science, neuroscience should heed the warning

of Dobzhansky (1964): ‘‘nothing makes sense in

biology except in light of evolution’’ (p. 449). Of

course, the emphasis on evolutionarily plausible

models is nothing new to the field of neu

roethology, and this tradition should continue

in the study of decision making. Rather than

looking for expected or discounted utility in

the brain, perhaps we should test hypotheses

about the bounded and ecological rationality of

decision making. The bounded rationality

approach makes clear predictions about what

cognitive building blocks might be recruited,

and neuroscience can help test this. In addition,

neuroscience can allow us to explore what

aspects of the environment are relevant

for triggering specific decision rules. The neu

roethological approach offers an ideal interface

between the evolutionary and mechanistic

approaches to decision making.

The study of primate decision making has

much to offer the larger field of decision

making, and prospects are bright for future

contributions. To advance the field, we must

begin exploring primate decisions in the wild or

at least in more naturalistic situations.

Currently, most studies of primate decisions

(and animal decisions more broadly) occur in

the laboratory with rather artificial scenarios.

Though these studies provide valuable infor

mation on primate decision making, they may

also lead us astray. If natural selection tailors

decision mechanisms to the environment in

which they are adapted, then the artificial

nature of the laboratory might not trigger the

appropriate mechanism. In this case, behavior

seen in both humans and other animals may

simply be spurious results elicited by an unna

tural environment (Houston et al., 2007b;

Stevens & Stephens, 2009). Thus, exploring nat

ural behaviors in natural environments under

lies our understanding of primate decisions.

Another important advance that primate

researchers may offer is the development and

testing of process models of decision making.

David Marr (1982) introduced the idea of three

levels of information processing. The computa

tional level emphasizes the goal of the system,

the algorithmic level emphasizes the processes

used, and the implementational level empha

sizes the neural circuitry required to process

information. Most models of decision making

in animals act at the computational level that

is, level of evolutionary function in the field

of behavioral ecology or the implementational

level in the field of neurobiology. The algo

rithmic level has been greatly neglected as a

relevant level of analysis. Yet, adding an analysis

of the relevant cognitive processes and algo

rithms could constrain and improve evolu

tionary models of decision making. Only an

integrative approach across these levels of ana

lysis from the evolutionary to the psycholo

gical to the neurobiological will yield

satisfying answers to questions of the nature of

decision making.
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NOTES

1. Utility does not necessarily increase linearly
with magnitude. The difference between
consuming one and three bananas is not the
same as the difference between consuming 11
and 13 bananas. A difference of two bananas is
much more relevant when there are fewer to
begin with.

2. Kahneman and Tversky do not use the term
‘‘irrational.’’ They describe deviations from the
normative theory as ‘‘biases,’’ ‘‘fallacies,’’ or
‘‘cognitive illusions.’’ Nevertheless, the
emphasis on putative errors highlights the
irrational nature of human decision making
(Rieskamp et al., 2006a).

3. Most work on decision making in animals,
including primates, involves food as the
reward, though there are important exceptions
(Deaner et al., 2005). Therefore, in this review, I
will also focus on food as the reward domain.
Nevertheless, many of the principles mentioned
here apply to other reward domains, and the
study of animal decision making needs more
in depth exploration of other reward types.

4. Though we have few data on transitive
preference, transitive inference is well studied in
primates. Transitive preference refers to an
ordered preference over choices. Transitive
inference refers to the ability to infer a
transitive relation between objects
(Vasconcelos, 2008). For instance, if individual
A is dominant to B and B is dominant to C, can
an individual infer that A is dominant to C
without actually seeing A and C interact?
Primates are quite good at these tasks, both
with arbitrary objects in artificial laboratory
tasks (reviewed in Tomasello & Call, 1997) and
with social agents in the more naturalistic social
inferences (Cheney & Seyfarth, 1990).

5. Despite the sparse data on animal intransitivity,
Houston and colleagues (Houston, 1997;
Houston et al., 2007a) have developed a series
of models demonstrating that intransitivity
might be a perfectly adaptive strategy when a
decision maker is either updating his or her
assessment of the environment or betting on a
changing environment. Schuck Paim and
Kacelnik (2004) also assert that intransitive
choices (particularly when food is the reward)
can be perfectly biologically rational (Kacelnik,
2006) when the internal state changes (i.e.,
decision makers become satiated).

6. Though V = A/(1 + kt) is called the hyperbolic
model, it represents only a single instance from a
class of hyperbolic models. In fact, most
nonexponential models (including the rate
models) are hyperbolic. Nevertheless, the term
‘‘hyperbolic discounting’’ typically refers to
Mazur’s (1987) version.

7. The key difference between the short term and
long term rate models is that the short term
model ignores the travel time or intertrial
interval. Thus, animals using the short term
rate only focus on the times between choice
presentation and reward consumption.
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CHAPTER 7

Primate Social Cognition: Thirty Years After

Premack and Woodruff

Alexandra G. Rosati, Laurie R. Santos and Brian Hare

In 1871, Darwin wrote, ‘‘The greatest difficulty

which presents itself, when we are driven to the

above conclusion on the origin of man (evolu

tion through natural selection), is the high stan

dard of intellectual power and moral disposition

which he has attained.’’ Since Darwin declared

the mind as the province of biology as well as

psychology, the human intellect has been a

major challenge for evolutionary biologists,

with some researchers emphasizing the conti

nuity between humans and other animals and

others emphasizing seemingly unique aspects of

our psychological makeup. Increasing observa

tions of nonhuman primate (hereafter, primate)

behavior in both the wild and in captivity in the

mid twentieth century led to a number of pro

posals addressing the question of why primates

seem to be so ‘‘smart.’’ These proposals, and the

comparative research they have sparked, have

far reaching implications for how we place

human cognition in a broader evolutionary con

text both in terms of how or to what degree

humans are different from our closest relatives as

well as whether broad taxonomic level evolu

tionary changes in the primate lineage were

necessary precursors to human evolution.

The most well received proposal for the origin

of primate intelligence argues that the social lives

of primates is sufficiently complex or predic

tably unpredictable to have acted as a driving

force in primate cognitive evolution. Alison Jolly

(1966) set forth one of the earliest such proposals,

musing on the ‘‘social use of intelligence’’

following her observations of wild lemurs and

sifakas in Madagascar. A decade later, Nicholas

Humphrey (1976) drew many of the same con

clusions from watching captive rhesus monkey

colonies, noting that it was navigation of the

social world, rather than the physical world,

that seemed to require the most complex skills.

This basic thesis that the sophisticated cogni

tive abilities of primates have evolved for a

social function has since taken several

forms. For example, some researchers have

emphasized the political maneuvering (de

Waal, 1982) or ‘‘Machiavellian intelligence’’

(Byrne, 1988) that primates must use to succeed

in their societies, while others have focused on

the evolutionary arms race between intelligence

and increasing social complexity (Dunbar, 2003)

(for a different perspective on these issues, see

Chapter 28).

The social world has therefore long been

thought to be a major force shaping primate

cognition but, paradoxically, very little was

known about the cognitive abilities primates

actually use when interacting with other social

agents. Most early proposals of the social intelli

gence hypothesis stemmed from observations of

complex social behaviors across the primate

taxon, but the psychological mechanisms under

lying these behaviors were not well understood.

For example, although human social behavior is

supported by a rich belief desire psychology

through which we can represent and reason

about others’ subjective psychological states, it
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was unknown if primates possessed any similar

representational capacities. In fact, when

Premack and Woodruff (Premack, 1978) first

asked their big question, ‘‘Does the chimpanzee

have a theory of mind?’’ they argued that their

single test subject had shown the ability to

assess the intentions of another. However,

after two decades of research following this

pioneering paper, several major syntheses of

primate cognition weighed the evidence and

concluded that although primates can use

observable phenomena to make predictions

about the future behaviors of others, there was

no convincing evidence that any nonhuman

primates represent the underlying, unobser

vable psychological states of others’ minds

(Cheney & Seyfarth, 1990; Heyes, 1998;

Tomasello & Call, 1997). Research over the

past 10 years, however, has drawn this initial

sweeping conclusion into question, revealing

that at least some primates have some capability

to assess the psychological states of others

while simultaneously showing striking differ

ences between the social cognitive capacities of

humans and other primates (Call & Tomasello,

2008; Tomasello et al., 2003).

Here we address two aspects of primate

social cognition understanding of intentional,

goal directed action and understanding percep

tions, knowledge, and beliefs focusing on the

newest comparative research since the last

major reviews were written on the topic over

a decade ago. We first review evidence sug

gesting that diverse species of primates under

stand the actions of others in terms of goals

and intentions, and furthermore can reason

about some, but probably not all, kinds of

psychological states. We then examine the

hypothesis that primates show their most com

plex social skills in competitive contexts, and

suggest that inquiry into other aspects of pri

mate social life, such as during cooperative

interactions, may prove to be the next impor

tant step for experimental inquiries into pri

mate social cognitive skills. Finally, we examine

primate social cognition in a broader evolu

tionary context that may allow us to better

understand both primate and human cognitive

skills.

REASONING ABOUT
PSYCHOLOGICAL STATES

While studies of primate social cognition have

until recently made it difficult to characterize

the social skills of primates with confidence,

studies of human infants and toddlers have

mapped out with ever increasing resolution

the fundamental changes that occur in the way

young children come to think about others.

This research has pointed to the importance

of social cognitive skills for the development

of normal functioning adult behavior. For

example, without the normal development of

social cognitive skills, children cannot partici

pate in all forms of cultural endeavors

including language (Tomasello, 1999). Starting

in the first year of life, children begin to treat

other people as intentional agents and come to

organize other people’s actions in terms of

goals and desires (Behne et al., 2005;

Carpenter et al., 1998; Gergely et al., 1995,

2002; Meltzoff, 1995; Repacholi & Gopnik,

1997; Woodward, 1998; Woodward et al.,

2001). Secondly, children also come to realize

that other agents will behave according to their

perceptions and knowledge (Brooks & Meltzoff,

2002; Flavell, 1992; Moll & Tomasello, 2004;

Phillips, 2002). By the time they are around

4 years of age, children begin to expect that

another person will also act in accord with

their beliefs, even when such beliefs conflict

with the current state of the world (Wellman,

1990; Wimmer & Perner, 1983) (see also

(Onishi & Baillargeon, 2005; Southgate et al.,

2007; and Surian et al., 2007 for possible

evidence at an even earlier age).

To what extent do primates share these

human developmental achievements? Do they

come to reason about others’ behavior in terms

of internal, unobservable psychological states?

Many of the abilities that are of interest to devel

opmental psychologists have been the topic of

extensive research in nonhuman primates, and

often the same paradigms used with children

have been directly translated into primate stu

dies (Tables 7.1 through 7.4). Here we first

review evidence addressing what various pri

mate species understand about intentional
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action, and then examine what primates under

stand about perceptions, knowledge, and beliefs.

Goal-directed Behavior and Intentional

Action

Evidence that at least some primates treat the

actions of others in terms of their underlying

goals and intentions comes from several different

sources (Table 7.1). Some of the earliest evidence

that primates understand the goals of others

emerged through studies of social learning.1

Such research has revealed that apes may repre

sent the actions of another individual specifically

in terms of that person’s goal. That is, when

confronted with an individual engaging in a

novel action, apes rarely engage in exact copying

of that action, but rather aremore likely to engage

in behavior toward the same goal that the actor

was pursuing, a process referred to as goal emula

tion (Tomasello, 1990; Tomasello et al., 1987).

Chimpanzees (Pan troglodytes) also seem to

react differentially depending on whether a

human demonstrator’s actions are relevant to

his or her goal. For example, when confronted

with a human demonstrator performing various

actions to obtain food from a causally confusing

opaque puzzle box, chimpanzees faithfully imi

tate the actor’s complete sequence of actions. In

contrast, when the box is transparent and thus the

causal nature of the box and the actor’s goal are

clear, chimpanzees engage in goal emulation,

excluding actions that were irrelevant to the goal

(Horner & Whiten, 2005).2 In addition to imi

tating only goal relevant actions, other evidence

suggests that apes aremore likely to exactly copy a

human demonstrator’s behavior when that

demonstrator successfully completes his or her

goal than when he or she fails (Call et al., 2005;

Myowa Yamakoshi & Matsuzawa, 2000). Taken

together, this work suggests that apes seem to

naturally parse the behavior of others in terms

of goals, and will only copy the superficial beha

vior when the link between the actions and goal at

hand is not readily apparent, and no other

Table 7.1 Studies of Goal and Intention Understanding Across Nonhuman Primate Species

Inferring Goals

Distinguishing

Intentions Ontogeny

Hominoids Chimpanzees Buttleman et al., 2007; Call et al.,

2005; Horner & Whiten, 2005;

Myowa Yamakoshi & Matsuzawa,

2000; Tomasello & Carpenter,

2005; Tomasello et al., 1987; Uller,

2004; Uller & Nichols, 2000;

Warneken & Tomasello, 2006;

Warneken et al., 2007*;

Call & Tomasello, 1998;

Call et al., 2004;

Povinelli et al., 1998;

Tomasello & Carpenter,

2005

Tomasello &

Carpenter,

2005; Uller,

2004

Other great

apes

Orangutans: Call &

Tomasello, 1998

Lesser apes

Old World

monkeys

Macaques Rhesus

Baboons

Other

New World

monkeys

Capuchins Brown: Kuroshima et al., 2008 Brown: Lyons & Santos,

submitted; Phillips et al.,

2009

Callitrichids Cotton top tamarins

Other

Strepsirrhines Lemurs

* Indicates that the study involved both human and conspecific social partners.
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appropriate means is available. To our knowl

edge, there is only limited work testing more

distantly related species on similar goal emulation

tasks, with mixed results (e.g., Kuroshima et al.,

2008).

A second line of evidence suggesting that pri

mates have some understanding of others’ inten

tional action comes from studies in which similar

or identical actions are performed, but the inten

tion underlying these actions vary. Orangutans

(Pongo pygmaeus) and chimpanzees can tell

whether an action is intentional versus accidental

(Call & Tomasello, 1998). Importantly, this capa

city is likely not limited to apes capuchins

(Cebus apella) show similar abilities (Lyons &

Santos, submitted). Moreover, Chimpanzees and

capuchins seem to differentiate between different

types of underlying intentions. When chimpan

zees are confrontedwith a humanwho fails to give

them food, they are more likely to produce beg

ging and other relevant behaviors (and are less

likely to leave the room) when the human is

unable to give them the food (e.g., because he or

she dropped it) than when the human is unwilling

to give the food (e.g., because he or she is teasing).

That is, the chimpanzees did not react only to the

superficial result of the human’s behavior not

getting any food but also to the reason the

human failed to give the food (Call et al., 2004).

Capuchin monkeys also seem to discriminate

between actors that are either unwilling or

unable, remaining for a longer period in the

testing area when a human is unable to give

them food (because a second human keeps

stealing it) than when a human teases them with

food. Furthermore, capuchinsmake these distinc

tions specifically when the relevant actor is an

agent (i.e., a human hand), but not when an

inanimate object (e.g., a stick) enacts the same

behavior (Phillips et al., 2009).

Understanding Intentional

Communicative Cues

Although these findings support the idea that at

least chimpanzees and capuchins perceive others’

behaviors in terms of goals and intentions, such

studies have been conducted with very few spe

cies; this limitation makes it difficult to assess

whether these abilities represent convergent cog

nitive evolution between apes and capuchins, a

distantly related New World monkey, or are

rather a set of abilities that are widely shared

across primates. A more widely used assessment

of intention understanding in primates is a

method referred to as the ‘‘‘object choice’’ para

digm, in which animals are presented with inten

tional communicative cues (Table 7.2). The goal

of such studies is to examine whether primates

can successfully use communicative gestures to

locate hidden objects, typically desirable food

items. In a typical version of this type of task, a

human experimentermightpoint at one of several

cups that contains a piece of food, and then allow

the subject to choose between the cups (the sub

ject only knows something is hidden but does not

know where).

Many studies utilizing this sort of object

choice paradigm suggest that while apes are

able to spontaneously use such gestures to find

food, their performance is fragile and often only

successful at the group level (see reviews of this

object choice work in Hare & Tomasello, 2005;

Call & Tomasello, 2008). However, other evi

dence suggests that the fragility of the apes’ per

formance may be less because apes cannot use

gestures to find food and more due to the diffi

culty in understanding the cooperative commu

nicative intentions underlying these gestures.

For example, chimpanzees are more successful

when a human competitor reaches for a food

cup that they also want than when a human

simply points to a cup in a cooperative fashion

(Hare & Tomasello, 2004). Similarly, apes are

more successful using prohibitive hand gestures

(‘‘Don’t touch that one!’’) to find food then they

are using a standard cooperative pointing cue

(Herrmann & Tomasello, 2006). This is sur

prising given that both the reaching and prohi

bitive gestures have nearly identical surface

features to the pointing gesture. One interpreta

tion of this pattern of performance is that pri

mates are more successful at using these reaching

and prohibitive types of cues because apes more

often compete with others over food rather than

cooperatively share information about its loca

tion with others. These competitive cues may

therefore be more ecologically valid, and
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Table 7.2 Studies of Social Cue Use Across Nonhuman Primate Species

Gaze Points and Other Gestures

Touch, Body Position, and

Physical Markers Ontogeny

Hominoids Chimpanzees Barth et al., 2005; Braeuer et al.,

2006; Call et al., 1998, 2000;

Herrmann et al., 2007; Itakura

et al., 1999; Okamoto Barth

et al., 2008; Povinelli et al.,

1999*

Barth et al., 2005; Braeuer et al.,

2006; Hare & Tomasello, 2004,*

2006; Herrmann et al., 2007;

Itakura et al., 1999*;

Okamoto Barth et al., 2008;

Povinelli et al., 1990, 1997,

1999; Wood et al., 2007

Barth et al., 2005; Call et al.,

2000; Herrmann et al., 2006,

2007; Itakura et al., 1999*;

Okamoto Barth et al., 2008

Herrmann et al., 2007;

Okamoto et al., 2002;

Okamoto Barth et al., 2008;

Tomasello & Carpenter, 2005;

Tomonage et al., 2004

Other

great apes

Bonobos:

Braeuer et al., 2006

Orangutans: Herrmann et al.,

2007

Bonobos: Braeuer et al., 2006;

Herrmann & Tomasello, 2006;

Orangutans: Herrmann et al.,

2007

Bonobos: Herrmann et al., 2006

Gorillas: Herrmann et al., 2006

Orangutans: Herrmann et al.,

2006, 2007

Orangutans:

Herrmann et al., 2007

Lesser apes White handed gibbons:

Inoue et al., 2004

White handed gibbons:

Inoue et al., 2004

Old World

monkeys

Macaques Rhesus: Anderson et al., 1996;

Hauser et al., 2007

Rhesus: Anderson et al., 1996;

Hauser et al., 2007; Wood et al.,

2007

Baboons Olive: Vick & Anderson, 2003;

Vick et al., 2001

Other

New World

monkeys

Capuchins Brown: Anderson et al., 1995;

Vick & Anderson, 2000

Brown: Anderson et al., 1995;

Vick & Anderson, 2000

Brown: Vick & Anderson, 2000

Callitrichids Cotton top tamarins: Neiworth

et al., 2002

Common marmosets: Burkhart

& Heschl, 2006

Cotton top tamarins: Neiworth

et al., 2002; Wood et al., 2007

Common marmosets: Burkhart

& Heschl, 2006

Cotton top tamarins: Neiworth

et al., 2002

Common marmosets: Burkhart

& Heschl, 2006

Other

Strepsirrhines Lemurs

* Indicates that the study involved both human and conspecific social partners.
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potentially more motivating for some apes (as

reviewed in Hare, 2001; Lyons & Santos, 2006;

Santos et al., 2007a). In the context of intention

understanding, interpreting others’ behaviors in

terms of competitive goals (‘‘I want the food

too!’’) in these social cuing paradigms may be

more transparent than interpreting their beha

vior in terms of cooperative goals (‘‘I want to tell

you where the food is for your benefit.’’).

In contrast to the studies with apes, however,

many monkey species fail to use communicative

cues in similar kinds of studies, at least in the

absence of extensive training. For example, capu

chins can learn to use a pointing cue to find food,

but only following several dozens or even hun

dreds of trials (Anderson et al., 1995; Vick &

Anderson, 2000). Rhesus macaques (Macaca

mulatta; Anderson et al., 1996) and cotton top

tamarins (Saguinus oedipus; Neiworth et al., 2002)

also perform poorly on these tasks. However,

more recent evidence complicates this picture.

For example, common marmosets (Callithix jac

chus) are more successful using a pointing cue on

amodified version of the task (Burkhart&Heschl,

2006), while rhesus monkeys tested with a more

species specific looking gesture are better able to

determine the location of hidden food (Hauser

et al., 2007). Wood and colleagues (2007) further

argue that cotton top tamarins, rhesus, and chim

panzees are sensitive to hand gestures when such

handgestures are indicative of an intentional com

ponent of a goal directed action plan. As it is

unclear why this result is discrepant with results

from past studies involving chimpanzees, further

investigations would profit from parsing out why

primates may demonstrate understanding of

intentions in some contexts but not others.

Taken together, then, studies of communicative

gesture use suggest that primates’ performance

may be fragile and context dependent, but pri

mates do seem to readily use information

regarding another individual’s intentions and

goals in more competitive paradigms.

Gaze Following and the Roots of Mind

Reading

Early studies exploring what primates know

about others’ visual attention suggested that

primates lack even a very gross understanding of

the nature of visual perceptions. For example,

inspired by Premack (1988), Povinelli and Eddy

(1996c) taught young chimpanzees to use a visual

begging gesture to obtain food from a human

experimenter. The researchers then presented

the chimpanzees with a situation in which they

could choose one of two experimenters from

whom to beg. The trick was that the two experi

menters differed in their perceptual access to the

chimpanzees: One experimenter could see the

chimpanzees, whereas the other could not for a

variety of reasons. Although the chimpanzees

spontaneously chose the human with visual

access to their gestures in the condition involving

the most contrast between the two humans (e.g.,

preferring to beg from a human facing them than

with her back turned), they failed to discriminate

between the two humans in a variety of other,

more subtle situations (such as a person with her

face turned away versus one oriented toward the

subject or one with a blindfold over her eyes

versus another with a blindfold over her

mouth). Early experiments such as these seemed

to provide strong evidence that primates do not

understand what others can and cannot see.

However, converging evidence from many

different paradigms and species now appears to

refute this early view of primates’ understanding

of others’ perspective: Many primates are at least

behaviorally responsive to the direction of

others’ gaze and attention, and there is a subset

of these species that appears to have a flexible

understanding of what others perceive. At the

most basic level, diverse species of primates

spontaneously follow the gaze of human experi

menters or conspecifics. Gaze following beha

viors allow individuals to apprehend important

objects and events that others have detected in

the environment, including food sources, preda

tors, and conspecifics. Thus, gaze following

allows individuals to exploit the information

that others have acquired about the world.

Species including chimpanzees (Povinelli &

Eddy, 1996a; Tomasello et al., 1998) and the

other great apes (Braeuer et al., 2005; Okamoto

Barth et al., 2007); Old World monkeys such as

various macaques (rhesus: Macaca mulatta;

stumptail: M. arctoides; pigtail: M. memstrina;
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Emery et al., 1997; Tomasello et al., 1998), man

gabeys (Cercocebus atys torquats; Tomasello et al.,

1998) and olive baboons: mangalys (Cercocebus

atys torquats; Tomasello et al., 1998), NewWorld

monkeys including capuchins (Vick & Anderson,

2000), cotton top tamarins (Neiworth et al.,

2002), and common marmosets (Callithrix jac

chus; Burkhart & Heschl, 2006); and even some

lemur species (ring tailed: Lemur catta; brown

lemurs: Eulemur fulvus; black lemurs: Eulemur

macaco; Shepherd & Platt, 2008; Ruiz et al.,

2009) all follow gaze, at least in some contexts.

Although there is variation in the degree to

which various species can successfully follow

eye position alone (e.g., apes: Tomasello et al.,

2007; olive baboons (e.g., apes: Tomasello et al.,

2007) or rather can only follow shifts in the

position of the face, head, or even entire body

(e.g. capuchins: Vick & Anderson, 2000; cotton

top tamarins: Neiworth et al., 2002; ring tailed

lemurs: Shepherd & Platt, 2008), this variation

may be due to variation in the amount of

information that the eye carries due to differ

ences in morphology across different taxa

(Kobayashi & Kohshima, 1997, 2001).

Although gaze following behaviors are

widely shared across the primate order, the psy

chological basis of these co orienting behaviors

seems to vary widely. For example, the nature of

gaze following in chimpanzees and other great

apes suggests that individuals of these species

follow gaze because they understand something

about the nature of ‘‘seeing.’’ Apes not only

direct their own gaze in the direction of others

but also follow gaze around barriers and past

distracting objects that are not the target of

another’s gaze, sometimes by physically reor

ienting their own bodies (Povinelli & Eddy,

1996a; Tomasello et al., 1999). They may also

‘‘check back’’ with the actor in an attempt to

verify the direction of the other’s gaze or quickly

stop following the gaze cues when they cannot

locate the target of the other’s gaze (Braeuer

et al., 2005; Call et al., 1998; Tomasello et al.,

2001). These flexible shifts in behavior across

contexts suggest that apes follow the gaze of

others because they expect there to be something

interesting to see. Interestingly, those species

most closely related to humans chimpanzees

and bonobos appear to be especially sophisti

cated in these contexts even compared to other

great apes (Okamoto Barth et al., 2007).

The evidence for such behavior in more dis

tantly related primate species is less complete,

mostly because few studies have been conducted

(Table 7.3). Macaques, like apes, habituate to

repeated gaze cues when they repeatedly cannot

locate the target of another’s gaze (Goossens et al.,

2008; Tomasello et al., 2001). However, studies of

NewWorld monkeys and lemurs suggest that the

co orienting behaviors in some of these species

are more reflexive. For example, cotton top

tamarins will co orient with conspecifics at high

rates during natural interactions (although the

cause of this co orienting is unclear), but fail to

follow the explicit gaze cues provided in con

trolled experimental settings (Neiworth et al.,

2002). Similarly, some lemur species co orient

with conspecifics during their natural behaviors

(Shepherd & Platt, 2008), but seem less able to

follow gaze in experimental contexts (Anderson

& Mitchell, 1999; but see Ruiz et al., 2009

for an experimental study using Conspecific

Photographs). Thus, although behavioral co

orienting may be common to all primates, not

all primates necessarily follow gaze because they

understand that others see things.

Using Information About Gaze and

Attention

Further evidence supporting the potential dis

tinction between apes and other species comes

from social cuing (or object choice) studies.

This paradigm is similar to those involving

pointing gestures, although here the experimen

ter’s cue involves looking at the correct option

(Table 7.2). Overall, evidence suggests that apes

are generally successful at spontaneously using

gaze cues to find the food, although, like with

gesture cues, the effects are often small (e.g. Call

et al., 1998; Itakura et al., 1999). Notably, apes’

performance may change dramatically

depending on the specific paradigm utilized.

For example, chimpanzees are much more suc

cessful using gaze cues when the experimenter

looks into an object whose contents he or she

alone can see (such as a tube) than when the
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Table 7.3 Studies of Gaze Following Across Nonhuman Primate Species

Follow Head

Orientation

Follow Eye

Orientation

Alone

Follow Gaze Around

Barriers

Check Back with

Actor; Habituate

in Absence of

Target Ontogeny

Hominoids Chimpanzees Braeuer et al., 2005; Call

et al., 1998; Herrmann et al.,

2007; Itakura, 1991;

Okamoto Barth et al., 2007;

Povinelli & Eddy, 1996a;

Tomasello et al., 1998*,

2001, 2007

Herrmann et al.,

2007; Povinelli &

Eddy, 1996a;

Tomasello et al.,

2007

Barth et al., 2005; Braeuer

et al., 2005; Okamoto

Barth et al., 2007;

Povinelli & Eddy, 1996a;

Tomasello et al., 1999

Braeuer et al., 2005;

Call et al., 1998;

Okamoto Barth

et al., 2007;

Tomasello et al.,

2001

Barth et al., 2005; Braeuer et al.,

2005; Herrmann et al., 2007;

Tomasello & Carpenter, 2005;

Tomasello et al., 2001;

Tomonage et al., 2004

Other great

apes

Bonobos:

Braeuer et al., 2005;

Okamoto Barth et al., 2007;

Tomasello et al., 2007

Gorillas:

Braeuer et al., 2005;

Okamoto Barth et al., 2007;

Tomasello et al., 2007

Orangutans: Braeuer et al.,

2005; Herrmann et al., 2007;

Okamoto Barth et al., 2007;

Tomasello et al., 2007

Bonobos:

Tomasello et al.,

2007

Gorillas:

Tomasello et al.,

2007

Orangutans:

Herrmann et al.,

2007; Tomasello

et al., 2007

Bonobos:

Braeuer et al., 2005;

Okamoto Barth et al.,

2007

Gorillas:

Braeuer et al., 2005;

Okamoto Barth et al.,

2007

Orangutans: Braeuer

et al., 2005; Okamoto

Barth et al., 2007

Bonobos:

Braeuer et al., 2005;

Okamoto Barth

et al., 2007

Gorillas:

Braeuer et al., 2005;

Okamoto Barth

et al., 2007

Orangutans:

Braeuer et al., 2005;

Okamoto Barth

et al., 2007

Bonobos:

Braeuer et al., 2005

Gorillas:

Braeuer et al., 2005

Orangutans: Braeuer et al.,

2005; Herrmann et al., 2007

Lesser apes Pileated gibbons: Horton &

Caldwell, 2006†

)
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Old World

monkeys

Macaques Rhesus: Emery et al., 1997*;

Itakura, 1996; Tomasello

et al., 1998,* 2001

Stumptail: Anderson &

Mitchell, 1999; Itakura,

1996; Tomasello et al., 1998*

Pigtail: Itakura, 1996;

Tomasello et al., 1998*

Long tail: Goossens et al., 2008

Tonkean: Itakura, 1996

Rhesus: Tomasello

et al., 2001

Long tailed:

Goossens et al.,

2008

Rhesus: Tomasello et al., 2001

Baboons Olive: Vick et al., 2001 Olive: Vick et al., 2001

Other Sooty mangabey: Tomasello

et al., 1998*

New World

monkeys

Capuchins Brown: Itakura, 1996; Vick

& Anderson, 2000

White faced: Itakura, 1996

Brown: Vick &

Anderson, 2000

Callitrichids Cotton top tamarins:

Neiworth et al., 2002†

Common marmosets:

Burkhart & Heschl, 2006

Cotton top

tamarins:

Neiworth et al., 2002

Other Squirrel monkey: Itakura, 1996

Strepsirrhines Lemurs Ring tailed:

Shepherd & Platt, 2008*

Black: Anderson

& Mitchell, 1999;

Itakura, 1996;

Ruiz et al., 2009*

Brown: Itakura,

1996; Ruiz et al., 2009*

* Indicates that the study involved conspecific social partners; unless noted, the study involved human experimenters as actors.
† Indicates that the study involved both human and conspecific social partners.
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experimenter just looks at the external surface of a

cup, an act that is divorced from actually seeing

something (Call et al., 1998). In contrast to the

results with apes, studies with monkeys suggest

that whereas monkeys will often follow gaze, they

tend not to use gaze as a social cuewhen searching

for food in experiments. In many experiments,

bothOld andNewWorldmonkeys require exten

sive training with cues or fail to use gaze cues at all

(e.g., olive baboons: Vick et al., 2001; rhesus

macaques: Anderson et al., 1996; capuchins:

Anderson et al., 1995; cotton top tamarins:

Neiworth et al., 2002; but see Hauser et al.,

2007, for successful use of gaze cues in rhesus

monkeys). This trend of failures suggests that, in

contrast to apes, somemonkey speciesmay follow

gaze without actually understanding anything

about the nature of attention and visual percep

tions. However, as mentioned previously, there is

some evidence that modification of the standard

two option object choice paradigmmay improve

the performance of some species (e.g., common

marmosets: Burkhart & Heschl, 2006), so future

research is warranted with a wider range of spe

cies and paradigms before any strong conclusions

can be made about a clade level distinctions

between apes and monkeys groups.

More converging evidence that apes have

some understanding of the nature of visual per

ception comes from studies examining their ges

ture use in response to others who vary in

attentional state. One such study (Povinelli &

Eddy, 1996c, described previously) suggested

that chimpanzees understand very little about

the nature of seeing in an experimental setting.

However, other research by these researchers sug

gests that chimpanzees may be sensitive to head

movements and eye contact in similar contexts

(Povinelli & Eddy, 1996b), although it is not clear

what factors drive this sensitivity. Nonetheless,

more recent research has suggested that apes

may have performed poorly in these early ges

ture use studies because they favor head and body

orientation over eye position as cues to what

others are seeing (Tomasello et al., 2007). One

possibility is that the low degree of contrast

between the iris and sclera makes it difficult to

discriminate eye direction in almost all primates

but humans; humans also appear to be unique in

our ability to move our eyes independent of our

general head direction (Kobayashi & Kohshima,

1997, 2001). For example, chimpanzees, bonobos,

and orangutans spontaneously adjust their ges

ture frequency to the attentional state of the

observer (i.e., they produce more gestures when

an experimenter can see them), but they treat

body and face orientation, rather than eye posi

tion, as the most relevant factors (Kaminski et al.,

2004). Chimpanzees do, however, attend to

whether an experimenter’s eyes are open when

this is the only cue available (Hostetter et al.,

2007). Furthermore, chimpanzees will adjust the

location of their gesture depending on the focus

of their partner’s attention (Povinelli et al., 2003),

and all four species of great ape will move to face

an experimenter so that they can execute their

gestures in that person’s line of sight, rather than

perform the gesture behind his or her back (Liebal

et al., 2004b). Similar results have come from

naturalistic observations of the gestures that

apes use when interacting with each other; apes

modulate their gesture use to the attentional state

of their conspecific partner (Liebal et al., 2004a;

Pika et al., 2003, 2005) andmay use loud noises to

attract attention before making visual gestures

(Call & Tomasello, 2007; Poss et al., 2006).

Although monkey species do not produce

gestures with the flexibility that apes do (Call &

Tomasello, 2007), evidence that other primate

species understand something about the nature

of visual perception comes from studies looking

at how the attentional state of others influences

the predictions that monkeys make about the

behavior of others after they look at an object.

For example, when cotton top tamarins saw a

human actor look at one of two objects, they

expected the actor to reach for and grab that

object rather than another, previously unat

tended object, demonstrating longer looking at

the unexpected outcome (Santos & Hauser,

1999). Diana monkeys seem to have similar

expectations about the directed gaze of conspe

cifics (Scerif et al., 2004), but two other New

World monkey species (tufted capuchins and

squirrel monkeys) fail to demonstrate an under

standing of the link between attention and beha

vior at least when tested using an expectancy

violation looking method (Anderson et al.,
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Table 7.4 Studies of Understanding Perceptions and Knowledge Across Nonhuman Primate Species

Attention and

Predictions About

Seeing

Visual Perspective Auditory

Perspective

Deception False Beliefs Ontogeny

Hominoids Chimpanzees Herrmann et al., 2007;

Hostetter et al., 2007;

Kaminski et al., 2004;

Liebal et al., 2004a,*

2004b; Povinelli &

Eddy, 1996b, 1996c;

Povinelli et al., 1997,

2002, 2003; Reaux et al.,

1999; Theall & Povinelli,

1999; Tomasello &

Carpenter, 2005;

Tomasello et al., 1994*

Braeuer et al., 2007,* ;

Hare et al., 2000,*

2001,* 2006; Hirata &

Matsuzawa, 2001*;

Melis et al., 2006a;

Povinelli & Eddy, 1996c;

Povinelli et al., 1990

Braeuer et al.,

2007*; Melis et al.,

2006a

Hare et al., 2006;

Hirata &

Matsuzawa, 2001*;

Melis et al., 2006a

Call & Tomasello,

1999; Hare et al.,

2001*; Kaminski

et al., 2008;

Krachun et al.,

2009

Herrmann et al.,

2007; Povinelli et al.,

2002; Reaux et al.,

1999; Tomasello &

Carpenter, 2005;

Tomasello et al.,

1994*

Other great

apes

Bonobos: Kaminski

et al., 2004; Liebal et al.,

2004b; Pika et al., 2005*

Gorillas: Kaminski et al.,

2004; Liebal et al.,

2004b; Pika et al., 2003*;

Poss et al., 2006

Orangutans: Herrmann

et al., 2007; Kaminski

et al., 2004; Liebal et al.,

2004b; Poss et al., 2006

Orangutans:

Call & Tomasello,

1999

Orangutans:

Herrmann et al.,

2007

Lesser apes Siamangs: Liebal et al.,

2003*

Pileated gibbons:

Horton & Caldwell,

2006

(continued)
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Table 7.4 (Continued)

Attention and

Predictions About

Seeing

Visual Perspective Auditory

Perspective

Deception False Beliefs Ontogeny

Old World

monkeys

Macaques Rhesus: Flombaum &

Santos, 2005; Povinelli

et al., 1991

Long tailed: Kummer

et al., 1996

Rhesus: Santos

et al., 2006

Rhesus: Santos

et al., 2007b

Baboons Olive: Vick &

Anderson, 2003

Other Diana monkeys: Scerif

et al., 2004*

New World

monkeys

Capuchins Brown: Anderson

et al., 2004; Kuroshima

et al., 2002; Kuroshima

et al; 2003

Brown: Fujita et al.,

2002*; Hare et al.,

2003*;

Brown: Fujita

et al., 2002 *

Callitrichids Cotton top tamarins:

Santos & Hauser, 1999

Common marmosets:

Burkhart & Heschl,

2007*

Common marmosets:

Burkhart & Heschl,

2007*

Other Squirrel monkeys:

Anderson et al., 2004

Strepsirrhines Lemurs Black: Genty &

Roeder, 2006

* Indicates that the study involved conspecific social partners; unless noted, the study involved human experimenters as actors.
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2004). Thus, whereas there is robust evidence

that apes understand something about the

nature of attention, the results are more variable

across monkey species, suggesting again the

importance of the kind of behavioral task and

context employed.

From Perspective Taking to Understanding

of Knowledge and Beliefs

Together, the evidence from gesture use and

looking time work suggests that apes and pos

sibly some monkeys may be sensitive to the

visual perception of others. Perhaps the most

conclusive evidence that some primates have an

understanding of visual attention, however,

comes from studies of perspective taking. As

previously mentioned, several primate species

tend to perform poorly in early studies testing

their understanding of visual attention and per

spective taking (e.g., Povinelli & Eddy, 1996c;

Reaux et al., 1999). However, these studies typi

cally used a cooperative communicative para

digm in which a human experimenter shared

food with the chimpanzees, a situation that

may be highly unnatural or unmotivating for

primates, as previously noted. Faced with this

problem, researchers have more recently tried to

develop more ecologically valid tests of perspec

tive taking, ones that are designed around a

context that may be more natural (and moti

vating) for primates: food competition. The

basic setup of the original studies by Hare and

colleagues (2000, 2001) using this logic involved

two chimpanzees competing with each other for

access to food. However, the two chimpanzees

had differing knowledge about the food that was

available. For example, in one series of studies,

the more subordinate of the two chimpanzees

could see two pieces of food, and the dominant

individual could only see one (the second piece

was blocked from her view). Researchers then

measured which piece of food the subordinate

targeted when she was released with a slight head

start over the dominant. Using this technique, a

series of experiments demonstrated that subor

dinate chimpanzees were more likely to choose

the food that dominant individuals could not

see. In addition, when the roles were reversed

and now a dominant could see both pieces of

food and was released before a subordinate who

could only see one, the dominant targeted the

visible (at risk) piece of food before taking the

second piece hidden from the subordinate’s

view. A number of controls ruled out the possi

bility that such strategies were due to behavioral

monitoring of the dominant individual (e.g., the

subjects were forced to make a decision before

they ever saw their competitor make a move;

Hare et al., 2000). A second set of studies indi

cated that chimpanzees demonstrated these pre

ferences because they understood something

about the link between seeing and knowing:

When subordinates had to decide whether or

not to approach a piece of food hidden from a

dominant’s view, they made more attempts to

obtain the food when the dominant had not

been present when the food was hidden than

when she had been present during the baiting

(Hare et al., 2001).

Following these initial studies, several experi

ments using competitive paradigms have

demonstrated perspective taking skills in both

apes and monkeys. For example, Flombaum

and Santos (2005) developed a paradigm in

which rhesus macaques could choose to steal

food from one of two experimenters, and then

varied the degree to which those experimenters

could see the food. In many ways this setup

therefore parallels the preferential begging para

digm developed by Povinelli and colleagues,

except that the decision was placed in a competi

tive context. Rhesus monkeys showed sensitivity

to a wide variety of variations in visual access,

even when the manipulations involved very

subtle differences in eye position. Studies with

chimpanzees have similarly shown that they

prefer to retrieve a piece of food that a competi

tive human cannot see over one he or she can,

even engaging in attempts to disguise their

interest in the food as they approach it (Hare

et al., 2006; Melis et al., 2006a). Moreover, some

evidence suggests that the perspective taking that

chimpanzees and rhesus monkeys engage in

extends to the auditory modality. For example,

when rhesus macaques are confronted with a

human competitor sitting in front of two boxes

containing food where one box has functional
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bells attached to it while the other box has non

functional bells, they preferentially steal food

from the box that is silent, and do so only when

the competitor cannot already see their actions

(Santos et al., 2006). This suggests that rhesus

monkeys recognize how their behavior will alter

the psychological state of the human: If the

human cannot see them, then the noise will alert

him or her to their presence. If the human can

already see them, then noise will have no impact

on the human’s knowledge about their behavior.

Chimpanzees also prefer a silent approach over a

noisy one when competing with a human over

food (Melis et al., 2006a; but see Braeuer et al.,

2008). Despite these successes, other monkey spe

cies have demonstrated poor performance in

similar visual perspective taking tasks, providing

further converging evidence that the psycholo

gical mechanisms supporting social interactions

vary across primates. For example, both capu

chins (Hare et al., 2003) and commonmarmosets

(Burkhart & Heschl, 2007) have been tested in

versions of the conspecific competition paradigm

used with chimpanzees, but appear to depend

heavily on the behavior of the competitor,

rather than reasoning about what the competitor

sees or knows, when making food choices.

The current evidence suggests that at least

chimpanzees and rhesus macaques know some

thing about what others can and cannot perceive,

and use this information to guide their own

behavioral decisions. However, an open question

concerns the issue of what primates are actually

representing when faced with these kinds of social

problems. Although recent studies provide strong

evidence that rhesus monkeys and chimpanzees

understand something about others’ perception

and knowledge, thus far there is no evidence that

primates go beyond a distinction between knowl

edge and ignorance to actually represent the false

beliefs of others. For example, chimpanzees per

form at chance when confronted with two

humans trying to direct them to food, one of

whom had seen the food being hidden and the

other who had originally seen the food being

hidden, but had a false belief about its location

due to a subsequent switching out of her view

(Call and Tomasello, 1999). Competitive versions

of false belief tasks further confirm that

chimpanzees use information about true but not

false beliefs to find food hidden (Kaminski et al.,

2008; Krachun et al., 2009; see also the informed

misinformed condition in Hare et al., 2001).

Similarly, when tested in a looking time viola

tion of expectation false belief test (see Onishi

& Baillargeon, 2005), rhesus monkeys make cor

rect predictions about where a human actor will

search when they have a true belief about a food

item’s location, but make no predictions about

the actor’s behavior when the actor has a false

belief (Santos et al., 2007b). These findings using

various false belief tasks suggest that while pri

mates can represent whether others are knowl

edgeable or ignorant, they may not represent

beliefs of others in cases where those beliefs con

flict with the true state of the world.

Conclusions: Understanding Psychological

States

Overall, research from the past decade has greatly

illuminated the cognitive skills underlying the

complex social behaviors of primates. First, both

apes and at least some species of monkey seem to

parse the actions of others in terms of underlying

goals and intentions. Similarly, apes and some

monkeys seem to understand something about

the perspective of others. Most research addresses

whether primates understand visual perspective,

but other studies suggest that this capacity may

also encompass perception in other modalities.

These social cognitive abilities may not be shared

by all primates: Although some behaviors, such as

gaze following, seem to be widely shared, some

species engage in superficially similar behaviors

but do not seem to understand the nature of

seeing in the same way that chimpanzees and

rhesus macaques do. However, the current

research supports the conclusion that at least

some primates understand others’ behavior in

terms of psychological states such as goals and

knowledge, rather than merely in terms of obser

vable behavioral features (but see Povinelli &

Vonk, 2003, 2004, for alternative interpretations

of these results).

However, there are, at present, still many

limitations to our understanding of primate

social cognition. As mentioned previously,
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many of the paradigms used to examine social

cognitive skills in primates have been adapted

from the human developmental literature. As

such, the ‘‘interesting’’ topics in primate social

cognition tend to grow out of developmental

studies of theory of mind. As there is some

indication that primates look more skillful in

studies involving ecologically valid paradigms,

such as competition for food, directly adapting

developmental paradigms for primates may not

be the only productive way to study primate

social cognition. Indeed, what these kinds of

paradigms emphasize is that social cognitive

skills are functional, guiding effective behavior

and allowing organisms to choose the most

advantageous course of action. For example, a

study varying the ‘‘intensity’’ of competition in

the sort of conspecific competition paradigm

described earlier illustrates how perspective

taking is an ability that chimpanzees use strate

gically. When chimpanzees only have time to

retrieve one piece of food, perspective taking

increases their payoff they will therefore

target the piece that their competitor cannot

see. However, if the physical properties of the

task are altered such that chimpanzees can

potentially retrieve all the food regardless of

what their competitor can see, they will simply

use a ‘‘fast’’ strategy and race to take both pieces

while choosing indiscriminately (Braeuer et al.,

2007; see also Karin D’Arcy & Povinelli, 2002).

This finding emphasizes the importance of

examining primate social cognitive skills in a

functional framework. Researchers will therefore

profit from critically considering the kinds of

skills that might allow primates to be more effec

tive social decision makers in their natural envir

onments, and when it actually benefits them to

use the skills they possess.

FROM COMPETITION TO
COOPERATION

Competition is just one example of an ecologically

relevant domain primates certainly do not

spend all their time competing with others for

food! Rather, primate social life is a complex

patchwork of both competition and coopera

tion but these two opposing forces may come

into play in different contexts and differentially

impact different kinds of social interactions. To

take one example, wild living male chimpanzees

engage in several complex cooperative behaviors

(Muller & Mitani, 2005), including meat sharing

(Mitani&Watts, 2001), group hunting (Boesch&

Boesch, 1989), coalitionary mate guarding

(Watts, 1998), and territorial boundary patrols

(Watts & Mitani, 2001). Other primates also

have complex patterns of cooperation and alliance

formation (e.g., de Waal, 1996; Kappeler & van

Schaik, 2006). As such, primates may possess

sophisticated social cognitive skills to deal with

both competitive and cooperative interactions,

but the kinds of skills they use may be very dif

ferent in these disparate contexts. Indeed, the

cooperative communicative paradigms (such as

object choice) used so often in primate research

may fail to demonstrate robust social cognitive

abilities in various species not because these

tasks cooperative per se, but because they utilize

specific forms of cooperation (sharing informa

tion or sharing food) that may not be a part of

species typical social interactions. In fact, studies

of human cooperation suggest many ways to

approach the problem in nonhuman primates

that might lead to a better understanding of

breadth of possible social cognitive skills beyond

the competitive contexts studied thus far. A

variety of social cognitive skills play important

roles in shaping human cooperation, including

knowledge about the intentions of others, the

social relationship between cooperative partners,

and reputation management (see reviews in

Gintis et al., 2005).

Do similar social cognitive mechanisms

underlie the cooperative behaviors of nonhuman

primates? Increasing evidence suggests that they

do, at least in some species and contexts. For

example, apes appear to have some knowledge

of the quality of the relationships they share

with social partners as well as being able to

remember how those partners behaved in past

cooperative interactions. Chimpanzees will spon

taneously cooperate to acquire food in an instru

mental task requiring joint action with

conspecifics that they share a tolerant relationship

with, but will not cooperate with intolerant

partners (Melis et al., 2006b; see Hare et al.,
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2007, for a comparison of chimpanzees and

bonobos in a similar task), and will also prefer

entially choose to cooperate with more skillful

partners over less skillful partners (Melis et al.,

2006c). Correlations of natural behaviors further

suggest that chimpanzees prefer to cooperate with

those who have cooperated with them in the past

(Mitani, 2006). Although there are several very

different types of mechanisms that could underlie

such behaviors (see de Waal & Lutrell, 1988),

experimental evidence supports the hypothesis

that chimpanzees show calculated reciprocity in

grooming (Koyama et al., 2006) and collaborative

(Melis et al., 2008) contexts. Together, these

results suggest that apes remember something

about the behavior of others and use this infor

mation when making social decisions that is,

they are guided by something like direct reputa

tion when deciding who to interact with (See also

Subiaul et al., 2008). But primate social cognitive

skills are not limited to direct interactions with

others: Some primates also seem to represent the

ongoing relations of other members of their

groups. For example, experiments with wild

baboons suggest that this species understands

not only their relations with others but also the

third party relationships between other members

of their groups (see Cheney & Seyfarth, 2007), an

ability that may function as a precursor to

indirect reputation formation.

There is also evidence that primates use social

cognitive skills such as intention reading in coop

erative contexts. For example, chimpanzees’ use

their understanding of both humans’ and conspe

cifics’ goals to help them when they fail to reach

those goals (Warneken & Tomasello, 2006;

Warneken et al., 2007). Chimpanzees also use

information about whether a conspecific was the

cause of their losing access to food when deciding

whether to punish that individual (Jensen et al.,

2007), whichmay involve some form of intention

reading. If this is so, chimpanzees then possess an

ability thought to be an importantmechanism for

sustaining cooperation across repeated interac

tions. Notably, however, there is little evidence

from any of this work that chimpanzees or other

species understand the potential of using overt

forms of communication to enhance success in

cooperative endeavors (See Melis et al., 2009 for

Chimpanzee’s lack of communication in a nego

tiation game). The lack of communication may

suggest that there is a lack of motivation by non

human primates to assess the cooperative com

municative intent of others.

Altogether, these results suggest that many

primates do engage in ‘‘cognitive’’ cooperation,

using their social cognitive skills to engage in

more efficient and more successful forms of

cooperation. Critically, the payoffs of many

cooperative interactions depend not only on

whether two individuals act together but also on

their level of skill when performing the act. That

is, if one partner cannot successfully perform his

or her role, both members of the pair will fail to

get anything. The, use of social cognitive skills

can increase the rewards associated with coopera

tion, so it can pay for individuals to sustain

relationships with potential partners, selectively

cooperate with good partners, and be adept at the

mutualistic activity itself (e.g., coordinate with

the partner and be sensitive to the other’s inten

tions). Thus, future studies of the social cognitive

abilities that primates use in cooperative interac

tions will likely reveal that these abilities are

different than those needed in cooperative inter

actions, but not any less complex.

THE EVOLUTION OF PRIMATE
SOCIAL COGNITION

Despite the major inroads that research examining

primate social cognition have made in the last

decade, there are still some major limitations to

current research. First of all, although we began by

asserting that we would review the cognitive skills

that primates use during social interactions, it is

notable that the vast majority of studies we have

reviewed involve primates interacting with

humans (Tables 7.1 through 7.4; studies that

involve conspecifics are marked studies with

human partners are unmarked). Consequently,

while we know a lot about the cognitive skills

primates can utilize, we are less sure about when

and how primates actually use these skills when

interacting with conspecifics in natural contexts.

Similarly, few studies have examined the ontoge

netic development of these skills (Tables 7.1

through 7.4; the last column in each category
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references studies with a developmental compo

nent). Developmental studies have provided cri

tical insights into human social cognition, so they

could potentially do the same for nonhuman pri

mate social cognition. For example, divergent

developmental trajectories may be evidence of dif

ferent underlying psychological mechanisms

across species, even when adult behaviors appear

similar (e.g., see Tomasello et al., 2001 for a devel

opmental comparisonof rhesus and chimpanzees).

But perhaps the most salient limitation of current

research into primate social cognition is the one

easiest to remedy: whereas almost every major

category of social cognitive research has several

studies examining that ability in chimpanzees, the

existing data across other taxa are more patchy

with only one or two relevant studies and often

nonexistent (see Tables 7.1 through 7.4; the first

row lists studies with chimpanzees). This missing

evidence becomes all the more striking for tasks

that do not involve gaze following paradigms. The

consequence of this imbalance is thatmost of what

we know about ‘‘primate social cognition’’ is really

‘‘chimpanzee social cognition.’’ This paucity of

data on the social cognitive skills of the vast

majority of the Primate Order makes it difficult

to draw any broad conclusions about either the

social cognitive skills of nonhuman primates or

the evolutionary pressures shaping these skills.

Consequently, many empirical tests of these

models involve very rough quantifications of intel

ligence via morphological correlates such as brain

size (Dunbar, 1992),making it difficult to assess the

very evolutionary hypotheses that originally

spurred interest in primate social cognition.

However, several new approaches to the study of

primate social cognition including comparisons

between closely related species and studies of con

vergence with other taxa have begun to tackle

this problem.

The Comparative Method: Identifying

the Forces Shaping Social Cognition

The comparative method examining the traits of

different populations or species that have been

shaped by differing ecological or social forces in

order to better understand how natural selection

proceeded is one of the most important

techniques in evolutionary biology (Mayr, 1982).

The comparative method allows us to reconstruct

a phenomenon (evolution via natural selection)

that often cannot be directly observed, and there

fore address not just what the differences are

between different groups of organisms, but also

why those differences arose. Consequently, it may

be the most powerful technique we have to answer

functional questions about social cognitive abil

ities across primate taxa.

One such approach is to test closely related

species on a battery of tests that can be used to

identify whole suites of shared and derived traits

across different domains of cognition (e.g.,

Herrmann et al., 2007). However, several more

specific hypotheses about the role of social and

ecological factors in the evolution of particular

cognitive abilities can also be addressed with

comparative data. For example, one prediction

of the competition hypothesis described earlier

is that there will be critical differences between

the social cognitive skills of more despotic,

aggressive species compared to more egalitarian,

tolerant species. Specifically, as despotic species

face more intense competition for food, as well

as a steeper dominance hierarchy limiting their

access to that food (de Waal & Lutrell, 1989),

they may more readily show sophisticated

social cognitive skills when competing with

others. Conversely, more egalitarian species

might show greater skills in cooperative contexts

(e.g., Hare et al., 2007; Petit et al., 1992).

Notably, the two species that have been success

fully studied using competitive paradigms

rhesus macaques and chimpanzees are both

more despotic than closely related egalitarian

sister species. Thus, comparing the social cogni

tive skills of chimpanzees and rhesus to bonobos

and Tonkean macaques, respectively, in a food

competition paradigm would be helpful and

could provide a direct test of this hypothesis.

This kind of framework raises additional issues

about evolutionary interpretationsof the compara

tive data that we do have. For example, recent

studies have indicated that many of the social

cognitive abilities identified in chimpanzees, such

as perspective taking and intention reading, are

also present in more distantly related monkeys

such as rhesus macaques and capuchins. One
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interpretation of these data are that such mechan

isms are quite evolutionarily ancient, extending

back to approximately 40 Mya (Steiper & Young,

2006) when the primate lineage leading to New

World monkeys such as capuchins split from the

lineage leading to Old World monkeys and apes.

However, another possibility is that these similar

behaviors actually represent instances of social

cognitive convergence, or parallel evolution, in

different lineages. Capuchins who engage in

both sophisticated tool use (Visalberghi, 1990; see

Chapter 29), and hunting behaviors (Rose,

1997) are often considered behaviorally conver

gent with chimpanzees (Fragaszy et al., 2004).

Similarly, if food competition is a critical selective

force driving the evolution of perspective taking,

then rhesus with their highly despotic social

system (de Waal & Lutrell, 1989) might also

represent a case of convergence. However, such

instances of possible convergence are certainly not

a problem for studies of social cognition in fact,

they provide a critical method for testing how and

why these abilities evolve. Indeed, some of the

strongest tests of the evolutionary forces driving

social cognitive evolution comes from outside the

primates.

Using Convergence in Other Taxa as

a Model for Primate Evolution

Studies of social cognitive evolution in primates

face two major problems: Often the critical taxa

are extinct (e.g., we cannot compare humans to

other hominid species to identify uniquely

human cognitive traits) or most primates share

the feature in question (e.g.,most anthropoids are

highly social to some degree, so it is difficult to

use monkeys to address coarse grained evolu

tionary questions about how the presence or

absence of sociality impacts social cognition).

Luckily, evolution has provided an alternative

route studies of convergence in other taxa can

often remedy these kinds of difficulties that arise

when looking within primates. Such studies also

provide a critical check to primate centric views

of social cognitive evolution, as some ‘‘general’’

principles of social cognitive evolution do not

seem to hold up very well in other taxa (e.g.,

Dunbar & Schultz, 2007).

For example, primates seem to be relatively

unskilled at interpreting communicative beha

vior making it difficult to assess how such

abilities arose in humans. Consequently, some

researchers have begun to use dogs and wolves as

helpful models for understanding the evolution

of communicative gestures such as pointing and

gaze cues. Whereas wolves are not very suc

cessful at using pointing or gaze cues in the

absence of extensive experience with humans,

dogs from a very young age appear to be highly

tuned to human communication, following such

cues spontaneously (Hare et al., 2002; Riedel

et al., 2007; Viranyi et al., 2008). These differ

ences suggest that the changes that occurred

during domestication may be important for

some kinds of social cognition, and many psy

chological mechanisms have been proposed for

the behavioral changes that resulted from this

selection, including increased attention to faces

of humans (Miklosi et al., 2003) and reduced

fear responses (Hare & Tomasello, 2005).

Studies of other domesticated species, such as

an experimental population of domesticated

foxes (Hare et al., 2005), domestic goats

(Kaminski et al., 2005, 2006b), and cats

(Miklosi, 2003) further support the possibility

that domestication can influence some forms of

social cognitive abilities. These findings suggest

that interpersonal tolerance may be a critical

prerequisite for some kinds of human like

social cognitive skills, particularly those

involving cooperation (Melis et al., 2006b).

Studies of convergence can also illuminate the

evolution of social traits that likely emerged in

basal primate groups, such as in catarrhines, and

thus are widely shared across large taxonomic

spaces. For example, wild spotted hyenas

(Crocutta crocutta) live in large social groups

with Old World primate like linear dominance

hierarchies and engage in cooperative hunting

behaviors (Holekamp et al., 2007). This suggests

that these social mammals may possess sophisti

cated social cognitive skills to deal with their

social landscape much like those observed in

some monkey species (e.g., Drea & Carter,

2009). As spotted hyenas have two closely related

relatives with significant variation in their social

structure striped hyenas (Hyaena hyaena)
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appear to be solitary, and brown hyenas

(Parahyaena brunnea) live in smaller, less gregar

ious social groups (Watts & Holekamp, 2007)

comparative studies of these species with an eye to

variation in their natural ecologies could illumi

nate why such complex abilities emerge.

Arguably, the most sophisticated social

cognitive skills are actually found outside mam

mals in corvids, a taxa that includes jays, ravens,

and crows. Studies of these birds have revealed

startling parallels with the abilities of primates

(Emery & Clayton, 2004). Specifically, corvids

appear to use many primate like social cognitive

skills (such as perspective taking) to protect their

foodstoreswhentheyengage incachingbehaviors.

For example, ravens and jays employ protective

strategies when they cache (Emery & Clayton,

2001), and seem to use information about the

visual perspective of others when doing so

(Bugnyar & Kotrschal, 2002; Dally et al., 2004;

Heinrich & Pepper, 1998). Furthermore, they not

only respond to the behavior of competitors but

also seem to differentiate between some kinds of

knowledge states, much like chimpanzees and

rhesus macaques (Bugnyar & Heinrich, 2005;

Dally et al., 2006). Ravens even appear to predict

how humans will behave in a caching context

based on their past interactions with the humans

in a noncaching context, suggesting they represent

the ‘‘reputation’’ of social partners (Bugnyar et al.,

2007). Some corvids can even make social infer

ences from watching third party interactions

(Paz y Miño et al., 2004), suggesting that some

of their social cognitive skills are also employed

outside of caching contexts. Taken together, com

parative work examining social cognition in other

taxa makes it clear that a complete understanding

of the evolutionary pressures that led to the devel

opment of primate social cognition will require a

more thoroughunderstanding of themechanisms

in similarly sophisticated social cognition in

distantly related taxa as well.

Human Evolution and Social Cognition

A final limitation of present work on the nature

of primate social cognition involves what is pos

sibly the toughest question of all the question

that Darwin (1871) defined as ‘‘the greatest

difficulty’’ facing anyone interested in the evolu

tion of human social cognition. Namely, what

aspects of primate social cognition are truly

unique to our own species? In recent years, pri

mate researchers have gained some new traction

on this question. Recent findings using more

ecologically relevant tasks have led to a growing

consensus that humans and at least some other

primates share the capacity to represent the

intentions, perceptions, and knowledge of

others. Thus, several new or more specific

hypotheses have arisen that attempt to pinpoint

the major social cognitive differences between

humans and other primates. For example, there

is currently little evidence that primates share

the capacity to reason about others’ belief

states; indeed, there is some evidence that pri

mates fail to reason about others’ belief states

even when tested using a variety of different

methodologies (Call & Tomasello, 1999;

Kaminski et al., 2006a; Krachun et al., 2007;

Santos et al., 2007b) which suggests that repre

senting others’ beliefs might be a capacity lim

ited to our own species (e.g., Povinelli &

Giambrone, 2001). Other proposals have

focused on other aspects of intentionality, such

as the ability to represent (and the motivation to

share) joint goals and shared intentions

(Tomasello et al., 2005). This proposal high

lights that many human unique behaviors,

such as participation in cultural endeavors, are

fundamentally collaborative in nature. Although

the available work to date suggests that apes

perform very differently than human children

on collaborative tasks with shared goals (e.g.,

Tomasello et al., 2005), more work is needed to

directly test both this hypothesis and the belief

representation hypothesis. Indeed, such work

will allow us to not only gain insight into socio

cognitive capacities that might be unique to

humans but also discover why these purportedly

unique capacities evolved in the first place.

Conclusions

The past decade has produced significant

advances in our understanding of primate

social cognition. The development of novel

experimental methodologies has led to
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increasing evidence that some primates can

assess the psychological states of others in

some contexts. Thus, while human social cog

nitive abilities may still be outstanding, they

nonetheless appear to have deep evolutionary

roots. However, researchers still have a multi

tude of fascinating questions to attack in the

future, as research has suggested that even very

superficially similar social behaviors (such as

gaze following) can be supported by very dif

ferent underlying psychologies. The question

has therefore shifted from not just if the sophis

ticated social behaviors of primates are the con

sequence of sophisticated cognitive skills, but

why they might be so. With increasing com

parative data, researchers can begin to address

the ultimate causes that shape social cognition

in both human and nonhuman primates.

Armed with a new appreciation of the impor

tance of ecologically relevant tasks that can be

used across species, the stage is now set for

primate cognition researchers to answer

Darwin’s question.
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NOTE

1. Note that a complete review of the vast literature
on social learning in primates is outside the
scope of this chapter (see Tomasello & Call,
1997, for a review of this extensive work).

2. Interestingly, chimpanzees goal emulation
differs from the performance of children in
this task, who faithfully imitate all of the
actions of a human actor even when some of
those actions are clearly irrelevant to obtaining
the goal (e.g., Gergely, et al., 2002; Horner &
Whiten, 2005; Meltzoff, 1995; Nagell et al., 1993;
see Lyons & Keil, 2007, for a discussion of this
species difference).
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CHAPTER 8

Behavioral Signatures of Numerical Cognition

Elizabeth M. Brannon, Kerry E. Jordan and Sarah M. Jones

INTRODUCTION

As adult humans, we rely on numbers for

almost everything we do. We use numbers to

measure time, weight, height, money, speed,

and scores. We use numbers to organize the

world around us by labeling things such as the

classes we teach or the IP addresses of our

computers. We also use numbers as ordinals

to rank our place in a line or a race. Our math

ematical capacities are honed in school and

become highly symbolic and abstract over

development. No animal will ever achieve the

human capacity to precisely count the number

of cars in a parking lot or use algebra to calcu

late the speed of a jet that travels 5,400 km in

9 hours against a jetstream of 190 km/hour. But

what are the evolutionary foundations that sup

port the uniquely human ability for mathema

tical thinking? There has been over a century of

research on the numerical abilities of non

human animals. The ability to represent

number approximately has been documented

in animals as diverse as lizards, rats, pigeons,

ferrets, raccoons, dolphins, lemurs, monkeys,

and apes. Here we focus on findings that estab

lish the nature of the approximate number

system (ANS) in nonhuman primates, both

because of the focus of this book and because

of the extensive amount of work on this topic

with monkeys and apes and more recently pro

simians. Our review reveals that nonhuman

primates and humans possess a shared ANS

that functions to represent number as an

abstract variable permitting computations

about the quantitative aspects of the world.

IS IT NUMBER OR A SIMPLE
TRICK?

The study of numerical abilities in animals got

off to a fractious start with false claims that a

horse named ‘‘Clever Hans’’ could add, subtract,

multiply, and even divide. Nevertheless, over the

last century there have been a multitude of care

fully controlled studies that demonstrate that

many species of nonhuman animals can ignore

perceptual variables such as surface area, density,

perimeter, and intensity and attend to the purely

numerical attribute of visual, auditory, and, in

rare demonstrations, even tactile stimulus

arrays.

For example, with laboratory training rhesus

monkeys are able to match arrays based on

numerosity and ignore continuous dimensions

of an array such as element size, cumulative sur

face area, and density (Jordan & Brannon, 2006;

Nieder & Miller, 2004; Nieder et al., 2002).

Performance has been shown to be equivalent

when continuous variables are congruent or

incongruent with numerosity (Jordan &

Brannon, 2006). Studies of numerical ordering

in monkeys have used similar stringent stimulus

controls and have also demonstrated that mon

keys can make purely numerical judgments (e.g.,

Brannon & Terrace, 1998, 2000; Brannon et al.,

2006; Cantlon & Brannon, 2005, 2006a, 2006b;

Judge et al., 2005; Smith et al., 2003; see Fig. 8.1

for example stimuli and a screenshot of a monkey

solving the task). For example, Beran (2008)

showed that rhesus monkeys could enumerate

moving arrays of dots and attend to the numer

osity of a subset of the dots within an array.
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Arrays contained red and black dots that moved

independently and monkeys were rewarded for

choosing the array with the larger number of

black dots in each display (Fig. 8.2). Capuchin

monkeys and rhesus monkeys were tested in this

paradigm; however, only the rhesus monkeys

were above chance on trials in which the correct

answer involved choosing an array with a larger

number of black dots but a smaller number of

total dots.

Furthermore, a great deal of work also suggests

that rats and pigeons, among many other non

primate species, have numerical competence

(e.g., Emmerton et al., 1997; Meck & Church,

1983; Olthof & Roberts, 2000; Roberts, 2005).

Given these carefully controlled studies, there

can be little doubt that nonhuman animals have

the capacity to discriminate stimuli based solely

on number and ignore nonnumerical dimensions

that typically covary with number in nature.

The Behavioral Signature of Animal

Numerical Competence

Symbolic representations of number (e.g., words

and Arabic numerals) allow us to make precise

discriminations, such as distinguishing between

33 and 34 children on a school bus. In contrast, a

ubiquitous feature of the ANS is that discrimi

nation depends on the ratio between numerical

values. With count words, it is apparent that

Figure 8.1 Example stimuli used in a numerical ordering task. On some trials number covaried with
cumulative surface area, density, or perimeter, while on other trials these variables were equated for the
larger and smaller numerosity. After Cantlon, J. F., & Brannon, E. M. (2006a). Shared system for ordering
small and large numbers in monkeys and humans. Psychological Science, 17, 402 407. Used with permission.

Figure 8.2 Stimuli used to test the ability of capuchin and rhesus monkeys to enumerate a subset of an
array. Monkeys were rewarded for moving the cursor (the red dot below the display) to choose the array
with the larger number of black dots. Beran, M. J. (2008). Monkeys (Macaca mulatta and Cebus apella)
track, enumerate, and compare multiple sets of moving items. Journal of Experimental Psychology: Animal
Behavior Processes, 34, 63 74. Used with permission.
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1,053 and 1,054 differ by the same single unit as 3

and 4, whereas with the ANS such comparisons

are markedly different given the discrepancy in

the ratios for each pair. One explanation for

ratio dependence is that the underlying repre

sentation for numerosity is an analog format

(e.g., Dehaene, 1992; Feigenson et al., 2004;

Gallistel & Gelman, 1992). In this format,

numerosity is represented as a mental magni

tude that is proportional to the quantity it repre

sents; consequently, discrimination obeys

Weber’s Law. Weber’s Law states that DI/I = C,

whereDI is the increase in stimulus intensity to a

stimulus of intensity I that is required to pro

duce a detectable change in intensity and C is a

constant. Therefore, if a graduate student detects

a change when her advisor adds a 2 pound book

to her 10 pound backpack full of books, she

would need a 4 pound book to detect a change

in a 20 pound backpack.

Ratio dependence can be seen when animals

compare arrays of elements based on numer

osity (e.g., Beran, 2008; Brannon & Terrace,

1998, 2000; Brannon et al., 2006; Cantlon &

Brannon, 2005, 2006a, 2006b; Judge et al.,

2005; Smith et al., 2003; Tomonaga, 2008),

when they are required to match sets based on

numerosity (e.g., Jordan & Brannon, 2006), and

when they make comparisons of food quanti

ties (e.g., Addessi et al., 2008; Beran, 2001;

Beran & Beran, 2004; Beran et al., 2008; Call,

2000; Evans et al., 2008; Stevens et al., 2007).

For example, Cantlon and Brannon (2006a)

demonstrated that when rhesus monkeys were

presented with pairs of arrays of 2 to 30 ele

ments and required to choose the numerically

smaller array, their accuracy and reaction time

to respond was modulated by the ratio between

the compared values (Fig. 8.3). Furthermore,

when rats, pigeons, or monkeys are tested on

numerical bisection tasks in which they are first

trained to categorize small and large anchor

values and then required to classify inter

mediate values as closer to the small or large

anchor, their performance is best explained by

models that assume they use a ratio comparison

rule (Church & Deluty, 1977; Emmerton &

Renner, 2006; Fetterman, 1993; Jordan &

Brannon, 2006; Meck & Church, 1983; Meck

et al., 1985; Platt & Davis, 1983; Roberts, 2005;

Stubbs, 1976).

Ratio dependence has been found in all the

systematic tests of numerical competence

throughout the animal kingdom. This is espe

cially noteworthy given that a shortcoming of

research in this domain is that direct species

comparisons have rarely been made. Testing

multiple species with the same stimuli and

tasks would allow a test of whether differences

in socioecology have selected for differences in

numerical sensitivity between genera or species.

Thus, a next step for comparative research on

numerical competence will be to standardize

tasks and stimuli and test multiple species in an

effort to understand the selective pressures that

account for variability in numerical abilities.
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THE ANS SHARED BY ANIMALS
AND HUMANS ALIKE

Although adult humans from most parts of the

world are highly adept at verbal counting and

using symbolic number systems to perform com

plex mathematical operations, the ANS coexists

with language mediated number representations

in adult humans. When adults are tested in non

verbal tasks that are designed to emulate animal

tasks, their performance often looks virtually

indistinguishable from their furry counterparts

(e.g., Barth et al., 2006; Beran, 2008; Boisvert

et al., 2003; Cantlon & Brannon, 2006a, 2007b;

Cordes et al., 2001; Moyer & Landauer, 1967;

Whalen et al., 1999). For instance, Whalen and

colleagues (1999) and Cordes and colleagues

(2001) adapted a classic paradigm from the

animal literature for use with humans. In the

original experiment, rats were required to press

a lever a target number of times to gain reward

(Platt & Johnson, 1971). The mean number of

responses the rats made increased with the

required number; importantly, the variability

(standard deviation) in their response distribu

tions was proportional to the required number of

responses. In the human analog, subjects were

either required to press at rates so fast they were

prevented from verbally counting or were

engaged in a verbal distracter task. Like rats, the

mean number of key presses made by human

subjects was proportional to the target number,

and representations showed scalar variability in

that the standard deviation of the response dis

tributions increased with target magnitude

(Cordes et al., 2001; Whalen et al., 1999).

In another example, Cantlon and Brannon

(2006a) directly compared adult humans’ and

rhesus monkeys’ abilities to order numerical

arrays. As shown in Figure 8.3, the two species

showed strikingly similar patterns in accuracy

and reaction time. In a similar numerical

ordering task, Beran (2006) uncovered another

intriguing parallel between monkey and human

numerical cognition. Monkeys, like humans,

were sensitive to the regular random numer

osity illusion (RRNI). That is, both monkeys

and humans systematically overestimated the

number of items in sets of stimuli that were

regularly (rather than randomly) arranged (see

Fig. 8.4 for example stimuli).

Another striking similarity between the

numerical representations of adult humans and

rhesus monkeys is the effect of semantic

Figure 8.4 Dot displays used with monkeys and humans. Both species overestimated the number of items
in sets of stimuli that were regularly (rather than randomly) arranged. After Beran, M. J. (2006). Quantity
perception by adult humans (Homo sapiens), chimpanzees (Pan troglodytes), and rhesus macaques (Macaca
mulatta) as a function of stimulus organization. International Journal of Comparative Psychology, 19,
386 397. Used with permission.
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congruity on both species’ numerical judgments

(Cantlon & Brannon, 2005). The semantic con

gruity effect has been found whenever adults

compare the relative magnitude of values along

an ordinal continuum including numerical com

parisons (Banks et al., 1976; Moyer & Bayer,

1976). For example, people are faster at judging

which of two small animals (i.e., a rat and a

rabbit) is smaller than they are at judging which

of these two small animals is larger. In contrast,

we are faster at judging which of two large ani

mals (i.e., a zebra and an elephant) is larger than

we are at judging which of two large animals is

smaller (Banks et al., 1983; Shaki & Algom,

2002). Intuitively, this effect seems driven by

language (Holyoak, 1978). However, Cantlon
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and Brannon (2005) found a semantic congruity

effect for rhesus monkey numerical compari

sons. Monkeys were faster at choosing the

smaller of two small numerosities (i.e., 2 vs. 3)

compared to the larger of two small numerosities

(Fig. 8.5A, B). Conversely, when required to

choose the larger of two large numerosities,

they were faster than when they were required

to choose the smaller of two large numerosities.

Thus, monkeys share with adult humans a sus

ceptibility to the semantic congruity effect in

numerical comparisons, suggesting that the

effect may better reflect internal representations

of ordinal continua rather than linguistic

encoding.

In summary, when humans are tested in non

verbal tasks that circumvent verbal counting,

their performance looks similar to nonhuman

animals. This suggests that even educated adults

with knowledge of higher order symbolic

mathematics simultaneously possess an ANS

that is shared with other animals. Additional

evidence for this conclusion comes from recent

studies with two Amazonian groups, both of

which lack verbal counting systems. Despite an

inability to label a large collection with a precise

numerical value, both societies possess non

verbal numerical representations with sensitivity

that is roughly equivalent to Europeans with

verbal counting systems (Frank et al., 2008;

Gordon, 2004; Pica et al., 2004). Such data indi

cate that the ANS is likely universal among

humans and not culturally specific.

ARITHMETIC OPERATIONS

As suggested by Gelman and Gallistel (Gallistel,

1990; Gallistel et al., 2005), nonverbal numer

ical representations are likely crucial

throughout the animal kingdom insofar as

they support calculations for behaviorally

important decisions. Bolstering this idea, a

handful of studies have demonstrated that non

human animals can perform mathematical

operations on their numerical representations.

In one compelling study, a chimpanzee named

Sheba was first trained to map symbols to

numerosities and subsequently tested on her

ability to add symbols or sets of objects

(Boysen & Berntson, 1989). The chimpanzee

was led around a room to various hiding

places where she saw Arabic numerals or sets

of oranges. She was then required to choose the

Arabic numeral that corresponded to the sum

of the values she has seen. Amazingly, the chim

panzee performed well on the 14 test trials.

Taking a different approach, Hauser and col

leagues adapted a paradigm, first developed by

Wynn (1992) to study human infant numerical

cognition, to test whether untrained monkeys

spontaneously look longer at physical outcomes

that violate their arithmetic expectations

(Hauser et al., 1996). Monkeys observed as egg

plants (or lemons) were placed on a stage.

A screen was then raised to occlude the egg

plants, and additional eggplants were then

placed behind the screen. The screen was raised

to reveal either the expected outcome or an

arithmetically impossible outcome. In multiple

studies using this paradigm, untrained monkeys

have been found to look longer at mathemati

cally impossible compared to possible outcomes

(e.g., Flombaum et al., 2005; Hauser et al., 1996).

Beran and colleagues have also found that non

human primates reliably choose the larger of two

food quantities, even when this requires tracking

one by one additions to multiple caches over

time (Beran, 2004; Beran & Beran, 2004).

In the most parametric study of addition in

nonhuman animals to date, Cantlon and

Brannon (2007b) directly compared monkeys

and humans in an explicit addition task.

Subjects viewed two addend arrays presented in

succession on a touch sensitive screen and were

required to choose the array (from two arrays)

that was equal to the sum of the two addend

arrays (Fig. 8.6A). The monkeys were trained on

a few addition problems (1 + 1 = 2, 4, or 8;

2 + 2= 2, 4, or 8; 4 + 4 = 2, 4, or 8) and then

tested on novel problems. Monkeys performed

at a level significantly greater than chance on

each of these three problems within 500 trials.

In the critical test, monkeys were presented with

all possible addends of the novel sums 3, 7, 11,

and 17. Monkeys were rewarded regardless of

which of the two choice stimuli they selected as

the sum to prevent learning during the experi

ment. Performance on the novel problems was

BEHAVIORAL SIGNATURES OF NUMERICAL COGNITION 149



significantly greater than that predicted by

chance, and performance was modulated by

numerical ratio. Importantly, as shown in

Figure 8.6B, humans and monkeys tested on

the same nonverbal addition task showed very

similar performance (see also Barth et al., 2006).

Thus, it appears that the ANS supports arith

metic, and an important function of the ANS

system may be to make approximate calcula

tions about the world around us.

IS REPRESENTING NUMBER A
LAST-RESORT STRATEGY?

In this section we query the functional utility of

the ANS. One view has been that animals only

represent number as a last resort after extensive

laboratory training (Breukelaar & Dalrymple

Alford, 1998; Davis, 1993; Davis & Memmot,

1982; Davis & Perusse, 1988; Seron & Pesenti,

2001). Under this view, animals may possess a

Accuracy

P
er

ce
nt

 c
or

re
ct

Response time

RatioRatio

Monkeys
Humans

R
es

po
ns

e 
tim

e 
(s

)
2.5

2.0

1.5

1.0

0.0
0 0.2 0.4 0.6 0.8 10 0.2

100%

B

80%

60%

40%
0.4 0.6 0.8 1

0.5

Figure 8.6 (A) Stimuli and task design used to test nonverbal addition in monkeys and college students.
Monkeys and humans were presented with one set of dots (set 1), followed by a brief delay, after which a
second set of dots was presented (set 2). Then, two choices (the sum and the distractor) were presented, and
monkeys were rewarded for touching the choice that represented the numerical sum of the two sets.
(B) Monkeys and humans exhibited ratio dependent accuracy and response time when solving addition
problems. Accuracy (left panel) and response times (right panel). Error bars reflect the standard error
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latent capacity to represent number, but the

capacity will only emerge with extensive training

and only when they are prevented from using an

alternative strategy.While there are some experi

mental results consistent with the idea that ani

mals may under some circumstances avoid using

number, by and large there is more support for

an alternative view that many nonhuman ani

mals spontaneously use numerical representa

tions in the wild.

For example, American coots have been

found to keep track of the number of their own

eggs in clutches that contain both their own eggs

and those of conspecific parasites (Lyon, 2003).

Females appear to terminate the production of

egg follicles based on the number of their own

eggs, which are only a subset of the total eggs in

the nest. Territorial defense is another domain in

which number might be particularly useful. An

animal might benefit from being able to com

pare the numerosity of her own group to a

competing group. Wilson and colleagues

(2001) designed a study to test the possibility

that wild chimpanzees might base decisions

about whether to defend a territory against an

invading animal on the number of individuals

available to help in the defense. They played the

pant hoot of a single male chimpanzee (who was

not a member of the group being tested) to

variable numbers of adult males in the test

group. They found that groups of three or

more males consistently chorused loudly in

response to the playback and approached the

speaker. In contrast, groups containing fewer

than three males usually failed to make such

responses. Chimpanzees may thus calculate

whether they have ‘‘strength in numbers’’

before deciding whether to defend their

territory.

Another important reason a nonhuman

animal might need to represent number is to

maximize food intake. Not surprisingly, mul

tiple studies have found that animals sponta

neously choose the larger of two food arrays

(e.g., Beran, 2001; Beran et al., 2005; Boysen &

Berntson, 1995; Call, 2000). However, when

number and quantity are in conflict in such

food choice situations, a recent study suggests

that maximizing amount of food wins out over

number (Stevens et al., 2007). Of course this

makes adaptive sense; all organisms should be

motivated to maximize food intake, not number

of food items.

While most laboratory studies of numerical

competence in animals employ extensive

training and focus on the question of what ani

mals are capable of rather than what they do

spontaneously, a few laboratory studies have

directly addressed the question of spontaneous

numerical cognition. Hauser and colleagues

(2002) tested whether untrained cotton top

tamarins could recognize the numerical equiva

lence between auditory stimuli presented in dif

ferent formats. Using a habituation

discrimination procedure, they presented

cotton top tamarins with a mixture of either

two or three syllable speech sequences varying

in overall duration, intersyllable duration, and

pitch. After the tamarins habituated to this

repeated presentation of speech syllables of

either numerosity, they presented the tamarins

with novel two or three tone sequences in a test

phase. They found that tamarins oriented to the

speaker longer when the number of tones in the

test phase differed from the number of speech

syllables in the habituation phase. Because

Hauser and colleagues controlled for various

nonnumerical parameters such as duration and

tempo that are often confounded with number

in the real world, their study showed that

without any reinforcement or training, tamarin

monkeys could discriminate numerical values in

the auditory modality even when this required

comparing sounds that were quite different (also

see Hauser et al., 2003).

Prosimian primates have also been tested in

spontaneous numerical cognition tasks. Santos

et al. (2005) modified a task used with human

infants and rhesus macaques (Wynn, 1992, and

Hauser et al., 1996, respectively) and tested

lemurs with a looking time experiment con

trasting a numerically possible event with a

numerically impossible event. The lemurs saw

two lemons hidden one at a time behind a

screen. The screen was lifted to reveal one, two,

or three lemons. Lemurs looked longer at the

unexpected compared to the expected arith

metic outcomes. The results showed that
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lemurs, like rhesus macaques and human

infants, are able to spontaneously quantify a

small set of objects and form precise expecta

tions about a simple 1 + 1 addition problem.

In another task adapted from research with

human infants (Feigenson & Carey, 2003), Lewis

et al. (2005) tested the numerical capacities of

mongoose lemurs. Lemurs observed as a number

of grapes (up to eight) were dropped into a

container; they were then allowed to retrieve all

or a subset of the grapes. Results showed that

lemurs continued to search when the bucket

should have still contained grapes and that they

required a 1:2 ratio to discriminate the number

of grapes they obtained from the number that

should have been remaining in the bucket.

Cantlon and Brannon (2007a) designed a

study to directly assess the relative salience of

number, color, shape, and cumulative surface

area for monkeys. They trained monkeys in a

match to sample task in which the sample and

correct match were the same in both numerosity

and in an additional dimension (color, shape, or

cumulative surface area of the elements). The

incorrect choice differed from the sample and

match both in numerosity and on the alternative

dimension. After the monkeys reached a criterial

level of performance, they were tested on non

differentially reinforced probe trials in which

one choice matched the sample in numerosity

and the other choice matched the sample on an

alternative dimension (color, shape, or cumula

tive surface area of the elements). They found

that, for all conditions (color, shape, or cumu

lative surface area of the elements), the prob

ability that monkeys made a numerosity match

increased with the numerical distance between

the numerosity match and the numerosity of the

alternative stimulus. Furthermore, in the case of

the cumulative surface area condition, monkeys

were more likely to match stimuli based on

numerosity at all distances. The bias for

number over area was found both for the mon

keys that had prior numerosity training and a

single monkey who had never been trained on a

numerical discrimination task. Thus, even for a

monkey, number can be more salient than other

set summary statistics, such as cumulative sur

face area.

CROSS-MODAL
REPRESENTATIONS OF NUMBER
IN ANIMALS

Four cherries and four submarines have little in

common except for their numerosity. Yet

clearly, adult humans have no trouble recog

nizing such numerical equivalence. Number

can be extracted from sets of simultaneously

visible individuals or from sequentially pre

sented sets such as a sequence of tones.

Furthermore, numerical representations are not

specific to the sensory modalities in which they

are established. Three telephone rings, three taps

on your shoulder, and three political candidates

are equally good examples of threeness. The

ability to represent number without regard to

stimulus modality is integral to any notion of a

truly abstract concept of number. Here, we

explore whether the ANS is sufficiently abstract

to represent number independent of stimulus

modality. If so, is this a fundamental part of

animals’ numerical perception and cognition,

or does it depend on extensive training?

Barth and colleagues (2003) have shown that

in human adults the ANS operates indepen

dently of stimulus modality. Specifically, they

found that adults showed virtually no perfor

mance cost of comparing numerosities across

versus within visual and auditory stimulus sets.

This leads to the prediction that nonhuman ani

mals should also be able to detect the numerical

correspondence between sets of entities pre

sented in different sensory modalities.

A few studies have addressed this question.

Church andMeck (1984) found that rats trained

to discriminate two from four sounds or light

flashes later responded to compound cues of two

lights and two sounds as if four events had

occurred, suggesting that rats can transfer

numerical representations across modalities.

Yet, when Davis and Albert (1987) trained rats

to discriminate three sequentially presented

sounds from two or four sounds and then

exposed rats to sequences of two, three, and

four lights, they found no evidence that the rats

transferred their auditory numerical discrimina

tion to the visual modality. The Davis and Albert

(1987) results raise the possibility that the rats in

152 PRIMATE NEUROETHOLOGY



the Church and Meck study (1984) made a

dichotomous discrimination that was purely

intensity based (i.e., they equated the less intense

sound with the less intense light).

Field playback studies have yielded comple

mentary evidence suggesting that animals pre

dict the number of intruders they expect to see

based on the number of vocalizing intruders

they hear. In these studies, the probability that

an animal from a focal group approached a

speaker emitting vocalizations from foreign con

specifics depended on the relationship between

the number of vocalizing foreign animals and

the number of animals present in the focal

group (Kitchen, 2004; McComb et al., 1994).

For example, McComb and colleagues (1994)

found that lions were more likely to approach a

speaker emitting the roar of a single unfamiliar

lion than a chorus of three unfamiliar lions,

suggesting that lions decide whether to defend

their territory based on the perceived number of

intruders. However, such studies did not control

for all possible nonnumerical auditory cues that

covary with number (e.g., some aspects of dura

tion), leaving open the question of whether the

calculations made by the animals were in fact

based on number.

A recent experiment capitalized on the social

expertise of nonhuman primates by framing a

numerical problem within a social context:

Specifically, researchers tested whether rhesus

monkeys spontaneously matched the number

of dynamic conspecific faces they saw with the

number of vocalizations they simultaneously

heard by employing the sort of preferential

looking paradigm that had been used extensively

with human infants (Jordan et al., 2005; see Fig.

8.7A). The study employed strict stimulus con

trols for temporal attributes that often covary

with number and used a between subject

design. Monkeys looked significantly longer at

the matching display than the nonmatching dis

play, and the effect held for individuals who

heard two sounds or three sounds (Fig. 8.7A,

B). Thus, monkeys recognize the numerical cor

respondence between two or three dynamic faces

and two or three concurrent voices. However,

these experiments left open the possibility that

this ability was some context specific capacity

peculiar to social judgments. It was possible

that these experiments succeeded because they

tapped into a socioecologically relevant scenario;

in their everyday lives, for example, territorial

animals might be helped by being able to assess

the number of individuals they will likely

encounter by how many individuals they hear.

In addition, the Jordan et al. (2005) study was

restricted to the small values 2 and 3.

To ask whether monkeys could numerically

match arbitrary stimuli across sensory modal

ities and to see whether the ability extended

beyond the small values 2 and 3, Jordan and

colleagues (2008) used a task that required an

active choice to numerically match auditorially

presented tones and visually presented squares.

They trained two monkeys to choose a visual

array of two, three, six, or eight squares that

numerically matched a sample sequence of

shapes or sounds. Monkeys numerically

matched across (audio visual) and within

(visual visual) modalities with equal accuracy

and transferred to novel numerical values (see

Fig. 8.8A for an example trial). Monkeys were

also able to sum over shapes and tones and

choose the visual array that numerically

matched the total number of visual or auditory

events in a sequence. As shown in Figure 8.8B,

accuracy and reaction time depended on the

ratio between the correct numerical match and

incorrect choice. Thus, monkeys and humans

appear to share an abstract numerical code that

can be divorced from the modality in which

stimuli are first experienced.

HOW ARE ANALOG MAGNITUDE
REPRESENTATIONS OF
NUMEROSITY FORMED?

A host of models have been proposed to explain

how the ANS forms analog magnitude represen

tations. Gelman and Gallistel (1978; Gallistel &

Gelman, 1992) suggested that animals and young

children use a nonverbal process that obeys three

critical counting principles. The one to one prin

ciple states that there is a one to one correspon

dence between the number of labels applied and

the number of to be counted elements in a set

(labels can be nonverbal). The stable order
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principle states that the labels are applied in a

stable order across counting episodes (one

cannot count 1 2 3 today and 3 1 2 tomorrow).

The cardinal principle states that the last label

applied serves to represent the cardinal value of

the set.

The mode control model, developed to

describe how rats enumerate serial arrays

(sequences of sounds or light flashes), follows

these counting principles (Meck & Church,

1983). Under this model, a pacemaker emits a

regular stream of pulses at a constant frequency.

When a stimulus begins, pulses are gated into an

accumulator, which integrates the number of

pulses over time. Depending on the nature of

the stimulus, a mode switch that closes after

stimulus onset gates the pulses to the accumu

lator in one of three different modes: in the

‘‘run’’ mode the stimulus starts an accumulation

process that continues until the end of the signal;

in the ‘‘stop’’ mode the process occurs whenever

the stimulus occurs; and in the ‘‘event’’ mode

each onset of the stimulus produces a relatively

fixed duration of the process regardless of sti

mulus duration. This mechanism can thus be

used as a counter (the event mode) or a timer

(the run and stopmodes). In all modes, the value

stored in the accumulator increases with dura

tion or number. When the stimulus stops, the

mode switch opens, stopping the gating of pulses

to the accumulator. The final magnitude is

placed into memory, while the accumulator is

reset to zero and the organism is considered

ready to time or count another stimulus. The

representation of the magnitude in memory is

noisy and obeys Weber’s Law. Importantly, such

a mode control mechanism can represent and

integrate sequentially processed numerical sti

muli presented in any sensory modality, poten

tially accounting for highly abstract numerical

representations.

The mode control model works well for

explaining how serially presented items are

enumerated. But what happens when animals

encounter visual arrays? It is possible to convert

a simultaneous array into a sequential array by

serially allocating attention to each element in

the array. However, the behavioral and neuro

biological evidence to date suggests that it is

unlikely rhesus macaques take this approach.
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Figure 8.7 (A) Static images from video displays used to test whether rhesus monkeys spontaneously
matched the number of dynamic conspecific faces they saw with the number of vocalizations they
simultaneously heard in a preferential looking paradigm. (B) Monkeys looked longer at the display that
numerically matched the number of voices they heard. After Judge, P. G., Evans, T. A., & Vyas, D. K. (2005).
Ordinal representation of numeric quantities by brown capuchin monkeys (Cebus apella). Journal of
Experimental Psychology: Animal Behavior Processes, 31, 79 94. Used with permission.
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Nieder and colleagues found that neurons in the

prefrontal cortex (PFC) of the macaque brain

that were selective for one, two, three, four, or

five elements showed similar response latencies

of approximately 120 ms (Nieder et al., 2002).

Furthermore, if animals were serially allocating

attention to elements in an array, we might

expect to find that the number of visual saccades
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Figure 8.8 (A) Example sample stimuli from an auditory visual trial. Monkeys heard four successive tones
and were then rewarded for choosing an array of four visual elements. (B) Average accuracy as a function of
the ratio between the numerical value of the two choice stimuli. Black squares indicate visual samples and
gray triangles indicate auditory samples. Accuracy in both modalities was modulated by ratio. Dotted line
indicates chance performance (50%). After Jordan, K. E., MacLean, E., & Brannon, E. M. (2008). Monkeys
match and tally quantities across senses. Cognition, 108, 617 625. Used with permission.
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increases with the number of elements in an

array. However, Nieder and Miller (2004)

found that the number of visual saccades made

by monkeys did not increase with the number of

display items in a numerical same different task

as set size increased from one to seven. Similarly,

analysis of reaction time for monkeys engaged in

the numerical delayed match to sample task

described earlier in this chapter provided no

evidence that monkeys serially enumerate

visual arrays (Jordan & Brannon, 2006). Since

the monkeys controlled the duration of the

sample array and hence the processing time for

the sample numerosity, a serial process should

be reflected by increased reaction times to larger

numerical samples. Reaction time, however, did

not increase with sample numerosity. Barth and

colleagues (2003) also found that it took adults

no longer to compare large sets than to compare

small sets with comparable ratios, suggesting

that adults may also use a parallel enumeration

mechanism for nonverbally estimating and com

paring large sets.

Dehaene and Changeux’s (1993) neural net

work model achieves numerical representations

through such a parallel process. This model is

composed of four primary levels: the topographi

cally organized input retina, an organized map of

element positions from this retina, summation

units that sum the input from the organized posi

tion map, and an array of numerosity detectors.

These numerosity detectors respond selectively to

certain numerosities (i.e., certain ranges of activity

from the summation clusters). The numerosity

detection system ultimately represents the numer

osity of a set of simultaneously presented elements

regardless of the size and position of the elements

(see also Verguts & Fias, 2004).

CONCLUSION

Our review revealed strong behavioral parallels

between human and animal numerical cognition

such as ratio dependence, semantic congruity,

cross modal matching, and nonverbal arithmetic.

Despite early skepticism about animal numerical

abilities, it is now irrefutable that a wide variety of

animal species are sensitive to the numerical attri

butes of the world around them. Elsewhere in this

volume, Nieder describes the mounting evidence

that homologous brain structures support

numerical representations in humans and

macaque monkeys (see Chapter 20). A strong

possibility is that the ANS observed in nonhuman

primates and humans represents an evolutiona

rily ancient system embedded in the same neural

hardware. Future work should systematically

study variation in numerical cognition between

species throughout the animal kingdom to

explore whether there are quantitative or qualita

tive differences that can be tied to socioecology or

to phylogeny.
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CHAPTER 9

The Foundations of Transdisciplinary

Behavioral Science

Herbert Gintis1

INTRODUCTION

The behavioral sciences include economics,

biology, anthropology, sociology, psychology,

and political science, as well as their subdisci

plines, including neuroscience, archaeology and

paleontology, and, to a lesser extent, such related

disciplines as history, legal studies, and philo

sophy. These disciplines have many distinct con

cerns, but each includes a model of individual

human behavior. These models are not only dif

ferent, which is to be expected given their distinct

explanatory goals, but also incompatible. This

situation is well known, but does not appear dis

comforting to behavioral scientists, as there has

been virtually no effort to repair this condition.

The behavioral sciences all include models of

individual human behavior. Therefore, these

models should be compatible, and indeed, there

should be a common underlying model, enriched

in different ways to meet the particular needs of

each discipline. Realizing this goal at present

cannot be easily attained, since the various beha

vioral disciplines currently have incompatible

models. Yet, recent theoretical and empirical devel

opments have created the conditions for rendering

coherent the areas of overlap of the various beha

vioral disciplines, as outlined in this paper. The

analytical tools deployed in this task incorporate

core principles from several behavioral disciplines.

Evolutionary Perspective

Evolutionary biology underlies all behavioral

disciplines because Homo sapiens is an evolved

species whose characteristics are the product of

its particular evolutionary history. For humans,

evolutionary dynamics are captured by gene cul

ture coevolution. The centrality of culture and

complex social organization to the evolutionary

success of Homo sapiens implies that individual

fitness in humans will depend on the structure of

cultural life. Since obviously culture is influ

enced by human genetic propensities, it follows

that human cognitive, affective, and moral capa

cities are the product of a unique dynamic of

gene culture interaction. This coevolutionary

process has endowed us with preferences that

go beyond the self regarding concerns empha

sized in traditional economic and biological

theory and embrace such non self regarding

values as a taste for cooperation, fairness, and

retribution; the capacity to empathize; and the

ability to value such constitutive behaviors as

honesty, hard work, toleration of diversity, and

loyalty to one’s reference group.2

Evolutionary Game Theory

The analysis of living systems includes one con

cept that does not occur in the nonliving world,

and is not analytically represented in the natural

sciences. This is the notion of a strategic interac

tion, in which the behavior of agents is derived

by assuming that each is choosing a fitness rele

vant response to the actions of other agents. The

study of systems in which agents choose fitness

relevant responses and in which such responses

evolve dynamically is called evolutionary game
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theory. Game theory provides a transdisciplinary

conceptual basis for analyzing choice in the pre

sence of strategic interaction. However, the clas

sical game theoretic assumption that agents are

self regarding must be abandoned except in spe

cific situations (e.g., anonymous market interac

tions), and many characteristics that classical

game theorists have considered deductions

from the principles of rational behavior,

including the use of backward induction, are in

fact not implied by rationality. Evolutionary

game theory, whose equilibrium concept is that

of a stable stationary point of a dynamic system,

must thus replace classical game theory, which

erroneously favors subgame perfection and

sequentiality as equilibrium concepts.

The Beliefs, Preferences, and Constraints

(BPC) Model

General evolutionary principles suggest that

individual decision making can be modeled as

optimizing a preference function subject to

informational and material constraints. Natural

selection leads the content of preferences to

reflect biological fitness. The principle of

expected utility extends this optimization to sto

chastic outcomes. The resulting model is called

the rational actor model in economics, but I will

generally refer to this as the beliefs, preferences,

and constraints (BPC) model to avoid the often

misleading connotations attached to the term

‘‘rational.’’

Society as Complex Adaptive System

The behavioral sciences advance not only by the

developing analytical and quantitative models

but also by the accumulating historical, descrip

tive, and ethnographic evidence that pays close

attention to the detailed complexities of life in

the sweeping array of wondrous forms that

nature reveals to us. This situation is in sharp

contrast with the natural sciences, which have

found little use for narrative alongside analytical

modeling. By contrast, historical contingency is

a primary focus of analysis and causal explana

tion for many researchers working on sociolo

gical, anthropological, ecological, and even

biological topics.

The reason for this contrast between the nat

ural and the behavioral sciences is that living

systems are generally complex, dynamic adaptive

systems with emergent properties that cannot be

fully captured in analytical models that attend

only to the local interactions of the system. The

hypothetico deductive methods of game theory,

the BPC model, and even gene culture coevolu

tionary theory must therefore be complemented

by the work of behavioral scientists who adhere

to more empiricist and particularist traditions.

For instance, cognitive anthropology interfaces

with gene culture coevolution and the BPC

model by enhancing their capacity to model

culture at a level of sophistication that fills in

the black box of the physical instantiation of

culture in coevolutionary theory.

A complex system consists of a large popula

tion of similar entities (in our case, human indi

viduals) who interact through regularized

channels (e.g., networks, markets, social institu

tions) with significant stochastic elements,

without a system of centralized organization

and control (i.e., if there a state, it controls

only a fraction of all social interactions, and

itself is a complex system). A complex system is

adaptive if it evolves through some evolutionary

(genetic, cultural, agent based silicon, or other)

process of hereditary reproduction, mutation,

and selection (Holland, 1975). To characterize

a system as complex adaptive does not explain its

operation, and does not solve any problems.

However, it suggests that certain modeling

tools are likely to be effective that have little use

in a noncomplex system. In particular, the tradi

tional mathematical methods of physics and

chemistry must be supplemented by other mod

eling tools, such as agent based simulation and

network theory.

Such novel research tools are needed because

a complex adaptive system generally has emer

gent properties that cannot be analytically derived

from its component parts. The stunning success

of modern physics and chemistry lies in their

ability to avoid or strictly limit emergence.

Indeed, the experimental method in natural

science is to create highly simplified laboratory

conditions, under which modeling becomes

analytically tractable. Physics is no more
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effective than economics or biology in analyzing

complex real world phenomena in situ. The var

ious branches of engineering (electrical, che

mical, mechanical) are effective because they

recreate in everyday life artificially controlled,

noncomplex, nonadaptive, environments in

which the discoveries of physics and chemistry

can be directly applied. This option is generally

not open to most behavioral scientists, who

rarely have the opportunity of ‘‘engineering’’

social institutions and cultures.

In addition to these conceptual tools, the

behavioral sciences of course share common

access to the natural sciences, statistical and

mathematical techniques, computer modeling,

and a common scientific method.

EVOLUTIONARY PERSPECTIVE

A replicator is a physical system capable of

drawing energy and chemical building blocks

from its environment to make copies of itself.

Chemical crystals, such as salt, have this prop

erty, but biological replicators have the addi

tional ability to assume myriad physical forms

based on the highly variable sequencing of its

chemical building blocks (Schrödinger called life

an ‘‘aperiodic crystal’’ in 1943, before the struc

ture of DNA was discovered). Biology studies

the dynamics of such complex replicators using

the evolutionary concepts of replication, varia

tion, mutation, and selection (Lewontin, 1974).

Biology plays a role in the behavioral sciences

much like that of physics in the natural sciences.

Just as physics studies the elementary processes

that underlie all natural systems, biology studies

the general characteristics of survivors of the

process of natural selection. In particular,

genetic replicators, the epigenetic environments

to which they give rise, and the effect of these

environments on gene frequencies account for

the characteristics of species, including the

development of individual traits and the nature

of intraspecific interaction. This does not mean,

of course, that behavioral science in any sense

reduces to biological laws. Just as one cannot

deduce the character of natural systems (e.g.,

the principles of inorganic and organic chem

istry, the structure and history of the universe,

robotics, plate tectonics) from the basic laws of

physics, similarly, one cannot deduce the struc

ture and dynamics of complex life forms from

basic biological principles. But, just as physical

principles inform model creation in the natural

sciences, so must biological principles inform all

the behavioral sciences.

THE FOUNDATIONS OF THE BPC
MODEL

For every constellation of sensory inputs, each

decision taken by an organism generates a prob

ability distribution over fitness outcomes, the

expected value of which is the fitness associated

with that decision. Since fitness is a scalar vari

able, for each constellation of sensory inputs,

each possible action the organism might take

has a specific fitness value, and organisms

whose decision mechanisms are optimized for

this environment will choose the available action

that maximizes this value.3 It follows that, given

the state of its sensory inputs, if an organism

with an optimized brain chooses action A over

action B when both are available, and chooses

action B over action C when both are available,

then it will also choose action A over action C

when both are available. This is called choice

consistency.

The so called rational actor model was devel

oped in the twentieth century by John von

Neumann, Leonard Savage, and many others.

The model appears prima facie to apply only

when actors possess extremely strong informa

tion processing capacities. However, the model

in fact depends only on choice consistency and

the assumption that agents can trade off among

outcomes in the sense that for any finite set of

outcomes A1,. . .,An, if A1 is the least preferred

and An the most preferred outcome, then for any

Ai, 1 £ i £ n there is a probability pi, 0 £ pi £ 1

such that the agent is indifferent between Ai and

a lottery that paysA1with probability pi and pays

An with probability 1 pi (Kreps, 1990). Clearly,

these assumptions are often extremely plausible.

When applicable, the rational actor model’s

choice consistency assumption strongly enhances

explanatory power, even in areas that have
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traditionally abjured the model (Coleman, 1990;

Hechter & Kanazawa, 1997; Kollock, 1996).

In short, when preferences are consistent,

they can be represented by a numerical function,

often called a utility function, which the indivi

dual maximizes subject to his or her beliefs

(including Bayesian probabilities) and con

straints. Four caveats are in order. First, this

analysis does not suggest that people consciously

maximize something called ‘‘utility,’’ or any

thing else. Second, the model does not assume

that individual choices, even if they are self

referring (e.g., personal consumption), are

always welfare enhancing. Third, preferences

must be stable across time to be theoretically

useful, but preferences are ineluctably a function

of such parameters as hunger, fear, and recent

social experience, while beliefs can change dra

matically in response to immediate sensory

experience. Finally, the BPC model does not

presume that beliefs are correct or that they are

updated correctly in the face of new evidence,

although Bayesian assumptions concerning

updating can be made part of consistency in

elegant and compelling ways (Jaynes, 2003).

The rational actor model is the cornerstone

of contemporary economic theory, and in the

past few decades has become the cornerstone of

the biological modeling of animal behavior

(Alcock, 1993; Real, 1991; Real & Caraco,

1986). Economic and biological theory thus

have a natural affinity: The choice consistency

on which the rational actor model of economic

theory depends is rendered plausible by biolo

gical evolutionary theory, and the optimization

techniques pioneered by economic theorists are

routinely applied and extended by biologists in

modeling the behavior of a vast array of

organisms.

In addition to the explanatory success of the

ories based on the rational actormodel, supporting

evidence from contemporary neuroscience sug

gests that expected utility maximization is not

simply an ‘‘as if ’’ story. In fact, the brain’s neural

circuitry actually makes choices by internally

representing the payoffs of various alternatives as

neural firing rates and choosing a maximal such

rate (Glimcher, 2003; Glimcher et al., 2005).

Neuroscientists increasingly find that an aggregate

decisionmaking process in the brain synthesizes all

available information into a single, unitary value

(Glimcher, 2003; Parker & Newsome, 1998; Schall

& Thompson, 1999). Indeed, when animals are

tested in a repeated trial setting with variable

reward, dopamine neurons appear to encode the

difference between the reward that an animal

expected to receive and the reward that an

animal actually received on a particular trial

(Schultz et al., 1997; Sutton & Barto, 2000), an

evaluation mechanism that enhances the environ

mental sensitivity of the animal’s decision making

system. This error prediction mechanism has the

drawback of only seeking local optima (Sugrue et

al., 2005).Montague and Berns (2002) address this

problem, showing that the orbitofrontal cortex

and striatum contains a mechanism for more

global predictions that include risk assessment

and discounting of future rewards. Their data sug

gest a decision making model that is analogous to

the famous Black Scholes options pricing equation

(Black & Scholes, 1973).

The BPC model is the most powerful analy

tical tool of the behavioral sciences. For most of

its existence this model has been justified in

terms of ‘‘revealed preferences’’ rather than by

the identification of neural processes that gen

erate constrained optimal outcomes. The neu

roscience evidence, for the first time, suggests a

firmer foundation for the rational actor model.

GENE-CULTURE COEVOLUTION

The genome encodes information that is used to

construct a new organism, to instruct the new

organism how to transform sensory inputs into

decision outputs (i.e., to endow the new

organism with a specific preference structure),

and to transmit this coded information virtually

intact to the new organism. Since learning about

one’s environment is costly and error prone,

efficient information transmission will ensure

that the genome encodes all aspects of the organ

ism’s environment that are constant, or that

change only very slowly through time and

space. By contrast, environmental conditions

that vary across generations and/or in the

course of the organism’s life history can be

dealt with by providing the organism with the
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capacity to learn, and hence phenotypically

adapt to specific environmental conditions.

There is an intermediate case that is not effi

ciently handled by either genetic encoding or

learning. When environmental conditions are

positively but imperfectly correlated across gen

erations, each generation acquires valuable

information through learning that it cannot

transmit genetically to the succeeding genera

tion, because such information is not encoded

in the germ line. In the context of such environ

ments, there is a fitness benefit to the transmis

sion of epigenetic information concerning the

current state of the environment. Such epige

netic information is quite common (Jablonka

& Lamb, 1995) but achieves its highest and

most flexible form in cultural transmission in

humans and to a considerably lesser extent in

other primates (Bonner, 1983; Richerson &

Boyd, 1998). Cultural transmission takes the

form of vertical (parents to children) horizontal

(peer to peer), and oblique (elder to younger), as

in Cavalli and Feldman (1981); prestige (higher

influencing lower status), as in Henrich and Gil

White (2001); popularity related, as in Newman

and colleagues (2006); and even random popu

lation dynamic transmission, as in Shennan

(1997) and Skibo and Bentley (2003).

The parallel between cultural and biological

evolution goes back to Huxley (1955), Popper

(1979), and James (1880).4 The idea of treating

culture as a form of epigenetic transmission was

pioneered by Richard Dawkins, who coined the

term ‘‘meme’’ in The Selfish Gene (Dawkins,

1976) to represent an integral unit of informa

tion that could be transmitted phenotypically.

There quickly followed several major contribu

tions to a biological approach to culture, all

based on the notion that culture, like genes,

could evolve through replication (intergenera

tional transmission), mutation, and selection

(Boyd & Richerson, 1985; Cavalli Sforza &

Feldman, 1982; Lumsden & Wilson, 1981).

Cultural elements reproduce themselves

from brain to brain and across time, mutate,

and are subject to selection according to their

effects on the fitness of their carriers (Boyd &

Richerson, 1985; Cavalli Sforza & Feldman,

1982; Parsons, 1964). Moreover, there are

strong interactions between genetic and epige

netic elements in human evolution, ranging

from basic physiology (e.g., the transformation

of the organs of speech with the evolution of

language) to sophisticated social emotions,

including empathy, shame, guilt, and revenge

seeking (Zajonc, 1980, 1984).

Because of their common informational and

evolutionary character, there are strong parallels

between genetic and cultural modeling

(Mesoudi et al., 2006). Like biological transmis

sion, culture is transmitted from parents to off

spring, and like cultural transmission, which is

transmitted horizontally to unrelated indivi

duals, so in microbes and many plant species,

genes are regularly transferred across lineage

boundaries (Abbott et al., 2003; Jablonka &

Lamb, 1995; Rivera & Lake, 2004). Moreover,

anthropologists reconstruct the history of social

groups by analyzing homologous and analogous

cultural traits, much as biologists reconstruct the

evolution of species by the analysis of shared

characters and homologous DNA (Mace &

Pagel, 1994). Indeed, the same computer pro

grams developed by biological systematists are

used by cultural anthropologists (Holden, 2002;

Holden & Mace, 2003). In addition, archeolo

gists who study cultural evolution have a similar

modus operandi as paleobiologists who study

genetic evolution (Mesoudi et al., 2006). Both

attempt to reconstruct lineages of artifacts and

their carriers. Like paleobiology, archaeology

assumes that when analogy can be ruled out,

similarity implies causal connection by inheri

tance (O’Brien & Lyman, 2000). Like biogeo

graphy’s study of the spatial distribution of

organisms (Brown & Lomolino, 1998), beha

vioral ecology studies the interaction of ecolo

gical, historical, and geographical factors that

determine distribution of cultural forms across

space and time (Smith & Winterhalder, 1992).

Perhaps the most common critique of the

analogy between genetic and cultural evolution

is that the gene is a well defined, discrete, inde

pendently reproducing and mutating entity,

whereas the boundaries of the unit of culture

are ill defined and overlapping. In fact, however,

this view of the gene is simply outdated.

Overlapping, nested, and movable genes
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discovered in the past 35 years have some of the

fluidity of cultural units, whereas quite often the

boundaries of a cultural unit (a belief, icon,

word, technique, stylistic convention) are quite

delimited and specific. Similarly, alternative spli

cing, nuclear and messenger RNA editing, cel

lular protein modification, and genomic

imprinting, which are quite common, under

mine the standard view of the insular gene pro

ducing a single protein and support the notion

of genes having variable boundaries and having

strongly context dependent effects.

Dawkins added a second fundamental

mechanism of epigenetic information transmis

sion in The Extended Phenotype (Dawkins,

1982), noting that organisms can directly

transmit environmental artifacts to the next gen

eration, in the form of such constructs as beaver

dams, bee hives, and even social structures (e.g.,

mating and hunting practices). The phenom

enon of a species creating an important aspect

of its environment and stably transmitting

this environment across generations, known as

niche construction, is a widespread form of epi

genetic transmission (Odling Smee et al., 2003).

Moreover, niche construction gives rise to what

might be called a gene environment coevolu

tionary process, since a genetically induced envir

onmental regularity becomes the basis for

genetic selection, and genetic mutations that

give rise to mutant niches will survive if they

are fitness enhancing for their constructors.

The analysis of the reciprocal action of genes

and culture is known as gene culture coevolution

(Bowles & Gintis, 2005; Durham, 1991; Feldman

& Zhivotovsky, 1992; Lumsden &Wilson, 1981).

Neuroscientific studies exhibit clearly the

genetic basis for moral behavior. Brain regions

involved in moral judgments and behavior

include the prefrontal cortex, the orbitofrontal

cortex, and the superior temporal sulcus (Moll

et al., 2005). These brain structures are virtually

unique to or most highly developed in humans

and are doubtless evolutionary adaptations

(Schulkin, 2000). The evolution of the human

prefrontal cortex is closely tied to the emergence

of human morality (Allman et al., 2002). Patients

with focal damage to one or more of these areas

exhibit a variety of antisocial behaviors, including

the absence of embarrassment, pride and regret

(Beer et al., 2003; Camille, 2004), and sociopathic

behavior (Miller et al., 1997). There is a likely

genetic predisposition underlying sociopathy,

and sociopaths comprise 3% to 4% of the male

population, but they account for between 33%

and 80% of the population of chronic criminal

offenders in the United States (Mednick et al.,

1977).

It is clear from this body of empirical infor

mation that culture is directly encoded into the

human brain, which of course is the central

claim of gene culture coevolutionary theory.

GAME THEORY: THE UNIVERSAL
LEXICON OF LIFE

In the BPC model, choices give rise to prob

ability distributions over outcomes, the expected

values of which are the payoffs to the choice

from which they arose. Game theory extends

this analysis to cases where there are multiple

decision makers. In the language of game theory,

players (or agents) are endowed with a set of

available strategies and have certain information

concerning the rules of the game, the nature of

the other players and their available strategies,

and the structure of payoffs. Finally, for each

combination of strategy choices by the players,

the game specifies a distribution of individual

payoffs to the players. Game theory attempts to

predict the behavior of the players by assuming

that each maximizes its preference function sub

ject to its information, beliefs, and constraints

(Kreps, 1990).

Game theory is a logical extension of evolu

tionary theory. To see this, suppose there is only

one replicator, deriving its nutrients and energy

from nonliving sources (the sun, the earth’s

core, amino acids produced by electrical dis

charge, and the like). The replicator population

will then grow at a geometric rate, until it presses

upon its environmental inputs. At that point,

mutants that exploit the environment more effi

ciently will out compete their less efficient con

specifics, and with input scarcity, mutants will

emerge that ‘‘steal’’ from conspecifics who have

amassed valuable resources. With the rapid

growth of such predators, mutant prey will
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devise means of avoiding predation, and preda

tors will counter with their own novel predatory

capacities. In this manner, strategic interaction is

borne from elemental evolutionary forces. It is

only a conceptually short step from this point to

cooperation and competition among cells in a

multicellular body, among conspecifics who

cooperate in social production, between males

and females in a sexual species, between parents

and offspring, and among groups competing for

territorial control.

Historically, game theory did not emerge

from biological considerations, but rather from

the strategic concerns of combatants in World

War II (Poundstone, 1992; Vonneumann &

Morgenstern, 1944). This led to the widespread

caricature of game theory as applicable only to

static confrontations of rational self regarding

agents possessed of formidable reasoning and

information processing capacity. Developments

within game theory in recent years, however,

render this caricature inaccurate.

First, game theory has become the basic fra

mework for modeling animal behavior (Alcock,

1993; Krebs & Davies, 1997; Maynard Smith,

1982), and thus has shed its static and hyperra

tionalistic character, in the form of evolutionary

game theory (Gintis, 2000). Evolutionary and

behavioral game theory do not require the for

midable information processing capacities of

classical game theory, so disciplines that recog

nize that cognition is scarce and costly can make

use of game theoretic models (Gintis, 2000;

Gigerenzer & Selten, 2001; Young, 1998). Thus,

agents may consider only a restricted subset of

strategies (Simon, 1972; Winter, 1971), and they

may use rule of thumb heuristics rather than

maximization techniques (Gigerenzer & Selten,

2001). Game theory is thus a generalized schema

that permits the precise framing of meaningful

empirical assertions but imposes no particular

structure on the predicted behavior.

Second, evolutionary game theory has

become key to understanding the most funda

mental principles of evolutionary biology.

Throughout much of the twentieth century,

classical population biology did not employ a

game theoretic framework (Haldane, 1932;

Fisher, 1930; Wright, 1931). However, Moran

(1964) showed that Fisher’s Fundamental

Theorem, which states that as long as there is

positive genetic variance in a population, fitness

increases over time, is false when more than one

genetic locus is involved. Eshel and Feldman

(1984) identified the problem with the popula

tion genetic model in its abstraction from muta

tion. But how do we attach a fitness value to a

mutant? Eshel and Feldman (1984) suggested

that payoffs be modeled game theoretically on

the phenotypic level and a mutant gene be asso

ciated with a strategy in the resulting game.With

this assumption, they showed that under some

restrictive conditions, Fisher’s Fundamental

Theorem could be restored. Their results were

generalized by Liberman (1988), Hammerstein

and Selten (1994), Hammerstein (1996), Eshel

and colleagues (1998), and others.

Third, the most natural setting for biological

and social dynamics is game theoretic.

Replicators (genetic and/or cultural) endow

copies of themselves with a repertoire of stra

tegic responses to environmental conditions,

including information concerning the condi

tions under which each is to be deployed in

response to character and density of competing

replicators. Genetic replicators have been well

understood since the rediscovery of Mendel’s

laws in the early twentieth century. Cultural

transmission also apparently occurs at the neu

ronal level in the brain, in part through the

action of mirror neurons (Meltzoff & Decety,

2003; Rizzolatti et al., 2002; Williams et al.,

2001). Mutations include replacement of strate

gies by modified strategies, and the ‘‘survival of

the fittest’’ dynamic (formally called a replicator

dynamic) ensures that replicators with more suc

cessful strategies replace those with less suc

cessful ones (Taylor & Jonker, 1978).

Fourth, behavioral game theorists now

widely recognize that in many social interac

tions, agents are not self regarding, but rather

often care about the payoffs to and intentions of

other players, and will sacrifice to uphold per

sonal standards of honesty and decency (Fehr &

Gächter, 2002; Gintis et al., 2005; Gneezy, 2005;

Wood, 2003). Moreover, human actors care

about power, self esteem, and behaving morally

(Bowles & Gintis, 2005; Gintis, 2003; Wood,
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2003). Because the rational actor model treats

action as instrumental toward achieving rewards,

it is often inferred that action itself cannot have

reward value. This is an unwarranted inference.

For instance, the rational actormodel can be used

to explain collective action (Olson, 1965), since

agents may place positive value on the process of

acquisition (for instance, ‘‘fighting for one’s

rights’’), and can value punishing those who

refuse to join in the collective action (Moore,

1978; Wood, 2003). Indeed, contemporary

experimental work indicates that one can apply

standard choice theory, including the derivation

of demand curves, plotting concave indifference

curves, and finding price elasticities, for such

preferences as charitable giving and punitive

retribution (Andreoni & Miller, 2002).

As a result of its maturation of game theory

over the past quarter century, game theory is

well positioned to serve as a bridge across the

behavioral sciences, providing both a lexicon for

communicating across fields with divergent and

incompatible conceptual systems and a theore

tical tool for formulating a model of human

choice that can serve all the behavioral

disciplines.

EXPERIMENTAL GAME THEORY
AND NON–SELF-REGARDING
PREFERENCES

Contemporary biological theory maintains that

cooperation can be sustained based on inclusive

fitness, or cooperation among close genealogical

kin (Hamilton, 1963) by individual self interest

in the form of reciprocal altruism (Trivers, 1971).

Reciprocal altruism occurs when an agent helps

another agent, at a fitness cost to itself, with the

expectation that the beneficiary will return the

favor in a future period. The explanatory power

of inclusive fitness theory and reciprocal

altruism convinced a generation of biologists

that what appears to be altruism personal

sacrifice on behalf of others is really just long

run genetic self interest. Combined with a vig

orous critique of group selection (Dawkins,

1976; Maynard Smith, 1976; Williams, 1966), a

generation of biologists became convinced that

true altruism one organism sacrificing fitness

on behalf of the fitness of an unrelated other

was virtually unknown, even in the case ofHomo

sapiens.

The selfish nature of human nature was

touted as a central implication of rigorous bio

logical modeling. In The Selfish Gene, for

instance, Richard Dawkins (1976) asserts, ‘‘We

are survival machines robot vehicles blindly

programmed to preserve the selfish molecules

known as genes. . . . Let us try to teach generosity

and altruism, because we are born selfish.’’ (p. 1)

Similarly, in The Biology of Moral Systems, R. D.

Alexander (1987, p. 3) asserts, ‘‘Ethics, morality,

human conduct, and the human psyche are to be

understood only if societies are seen as collec

tions of individuals seeking their own self

interest.’’ More poetically, Michael Ghiselin

(1974) writes, ‘‘No hint of genuine charity ame

liorates our vision of society, once sentiment

alism has been laid aside. What passes for

cooperation turns out to be a mixture of oppor

tunism and exploitation. . .. Scratch an altruist,

and watch a hypocrite bleed.’’

In economics, the notion that enlightened

self interest allows agents to cooperate in large

groups goes back to Bernard Mandeville’s ‘‘pri

vate vices, public virtues’’ (Mandeville, 1705)

and Adam Smith’s ‘‘invisible hand’’ (Smith,

1759). Full analytical development of this idea

awaited the twentieth century development of

general equilibrium theory (Arrow & Debreu,

1954; Arrow & Hahn, 1971) and the theory of

repeated games (Axelrod & Hamilton, 1981;

Fudenberg & Maskin, 1986). So powerful in

economic theory is the notion that cooperation

among self regarding agents is possible that it is

hard to find even a single critic of the notion in

the literature, even among those that are other

wise quite harsh in their evaluation of neoclas

sical economics.

By contrast, sociological, anthropological,

and social psychological theory generally explain

that human cooperation is predicated upon

affiliative behaviors among group members,

each of whom is prepared to sacrifice amodicum

of personal well being to advance the collective

goals of the group. The vicious attack on ‘‘socio

biology’’ (Segerstrale, 2001) and the widespread

rejection of the bare bones Homo economicus in
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the ‘‘soft’’ social sciences (DiMaggio, 1994;

Etzioni, 1985; Hirsch et al., 1990) is due in part

to this clash of basic explanatory principles.

Behavioral game theory assumes the BPC

model of choice and subjects individuals to stra

tegic settings, such that their behavior reveals

their underlying preferences. This controlled set

ting allows us to adjudicate between these con

trasting models. One behavioral regularity that

has been found thereby is strong reciprocity,

which is a predisposition to cooperate with

others and to punish those who violate the

norms of cooperation, at personal cost, even

when it is implausible to expect that these costs

will be repaid. Strong reciprocity is other

regarding, as a strong reciprocator’s behavior

reflects a preference to cooperate with other

cooperators and to punish noncooperators,

even when these actions are personally costly.

The result of the laboratory and field research

on strong reciprocity is that humans indeed often

behave in ways that have traditionally been

affirmed in sociological theory and denied in

biology and economics (Andreoni, 1995; Fehr &

Gächter, 2000, 2002; Fehr et al., 1997, 1998;

Gächter & Fehr, 1999; Henrich et al., 2005;

Ostrom et al., 1992). Moreover, it is probable

that this other regarding behavior is a prerequi

site for cooperation in large groups of nonkin,

since the theoretical models of cooperation in

large groups of self regarding nonkin in biology

and economics do not apply to some important

and frequently observed forms of human coop

eration (Boyd & Richerson, 1992; Gintis, 2005).

Character Virtues in the Laboratory

Another form of prosocial behavior conflicting

with the maximization of personal material gain

is that of maintaining such character virtues as

honesty and promise keeping, even when there is

no chance of being penalized for unvirtuous

behavior. Our first example of non self

regarding behavior will be of this form.

Gneezy (2005) studied 450 undergraduate

participants paired off to play several games of

the following form. There are two players who

never see each other (anonymity) and they

interact exactly once (one shot). Player 1,

whom we will call the Advisor, is shown the

contents of two envelopes, labeled A and B.

Each envelope has two compartments, the first

containing money to be given to the Advisor,

and the other to be given to player 2. We will call

player 2 the Chooser, because this player gets to

choose which of the two envelopes will be dis

tributed to the two players. The catch, however,

is that the Chooser is not permitted to see the

contents of the envelopes. Rather, the Advisor,

who did see the contents, was required to advise

the Chooser which envelope to pick.

The games all begin with the experimenter

showing both players the two envelopes, and

asserting that one of the envelopes is better for

the Advisor and the other is better for the

Chooser. The Advisor is then permitted to

inspect the contents of the two envelopes, and

say to the Chooser either ‘‘A will earn you more

money than B,’’ or ‘‘B will earn you more money

than A.’’ The Chooser then picks either A or B,

and the game is over.

Suppose both players are self regarding, each

caring only about how much money he earns

from the transaction. Suppose also that both

players believe their partner is self regarding.

The Chooser will then reason that the Advisor

will say whatever induces him, the Chooser, to

choose the envelope that gives him, the Chooser,

the lesser amount of money. Therefore, nothing

the Advisor says should be believed, and the

Chooser should just make a random pick

between the two envelopes. The Advisor can

anticipate the Chooser’s reasoning, and will

pick randomly which envelope to advise the

Chooser to choose. Economists call the

Advisor’s message ‘‘cheap talk,’’ because it

costs nothing to give, but is worth nothing to

either party.

By contrast, suppose the Chooser believes

that the Advisor places a positive value on trans

mitting honest messages, and so will be predis

posed to follow whatever advice he is given, and

suppose the Advisor does value honesty, and

believes that the Chooser believes that he values

honesty, and hence will follow the Advisor’s

suggestion. Then, the Advisor will weigh the

financial gain from lying against the cost of

lying, and unless the gain is sufficiently large,
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he will tell the truth, the Chooser will believe

him, and the Chooser will get his preferred

payoff.

Gneezy (2005) implemented this experiment

as a series of three games with the aforemen

tioned structure (his detailed protocols were

slightly different). The first game, which we will

write A = (6,5), B = (5,6), pays the Advisor 6 and

the Chooser 5 if the Chooser picks A, and the

reverse if the Chooser picks B. The second game,

A = (6,5), B = (5,15), pays the Advisor 6 and the

Chooser 5 if the Chooser picks A, but pays the

Advisor 5 and the Chooser 15 if the Chooser

picks B. The third game, A = (15,5), B = (5,15),

pays the Advisor 15 and the Chooser 5 if the

Chooser picks A, but pays the Advisor 15 and the

Chooser 5 if the Chooser picks B.

Before having the subjects play any of the

games, he attempted to determine whether

Advisors believed that their advice would be

followed, because, if they did not believe this,

then it would be a mistake to interpret their

giving advice favorable to Choosers to the

Advisor’s honesty. Gneezy elicited truthful

beliefs from Advisors by promising to pay an

additional sum of money at the end of the ses

sion to each Advisor who correctly predicted

whether his advice would be followed. He

found that 82% of Advisors expected their

advice to be followed. In fact, the Advisors

were remarkably accurate, since the actual per

cent was 78%.

The most honesty was elicited in game 2,

where A = (5,15) and B = (6,5), so lying was

very costly to the Chooser and the gain to lying

for the Advisor was small. In this game, a full

83% of Advisors were honest. In game 1, where

A = (5,6) and B = (6,5), so the cost of lying to the

Chooser was small and equal to the gain to the

Advisor, 64% of the Advisors were honest. In

other words, subjects were loathe to lie, but

considerably more so when it was costly to

their partner. In game three, where A = (5,15)

and B =(15,5), so the gain from lying was large

for the Advisor and equal to the loss to the

Chooser, only 48% of the Advisors were

honest. This shows that many subjects are

willing to sacrifice material gain to avoid lying

in a one shot, anonymous interaction, their

willingness to lie increasing with an increased

cost of truth telling to themselves, and

decreasing with an increase in their partner’s

cost of being deceived.

Similar results were found by Boles and col

leagues (2000) and Charness and Dufwenberg

(2004). Gunnthorsdottir and colleagues (2002)

and Burks and colleagues (2003) have shown

that a social psychological measure of ‘‘Machi

avellianism’’ predicts which subjects are likely to

be trustworthy and trusting, although their

results are not completely compatible.

The Public Goods Game

The public goods game has been analyzed in a

series of papers by the social psychologist Toshio

Yamagishi (1986, 1988a,b), by the political

scientist Elinor Ostrom and her coworkers

(Ostrom et al., 1992), and by economists Ernst

Fehr and his coworkers (Fehr & Gächter, 2000,

2002; Gächter & Fehr, 1999). These researchers

uniformly found that groups exhibit a much

higher rate of cooperation than can be expected

assuming the standard economic model of the self

regarding actor, and this is especially the case

when subjects are given the option of incurring

a cost to themselves in order to punish free

riders.

A typical public goods game consists of a

number of rounds, say 10. The subjects are told

the total number of rounds, as well as all other

aspects of the game. The subjects are paid their

winnings in real money at the end of the session.

In each round, each subject is grouped with

several other subjects say three others under

conditions of strict anonymity. Each subject is

then given a certain number of ‘‘points,’’ say 20,

redeemable at the end of the experimental ses

sion for real money. Each subject then places

some fraction of his or her points in a

‘‘common account’’ and the remainder in the

subject’s ‘‘private account.’’ The experimenter

then tells the subjects how many points were

contributed to the common account, and adds

to the private account of each subject some frac

tion, say 40%, of the total amount in the

common account. So if a subject contributes

his or her whole 20 points to the common
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account, each of the four group members will

receive eight points at the end of the round. In

effect, by putting the whole endowment into the

common account, a player loses 12 points but

the other three group members gain in total 24

(= 8 � 3) points. The players keep whatever is in

their private account at the end of the round.

A self regarding player will contribute nothing

to the common account. However, only a fraction

of subjects in fact conform to the self interest

model. Subjects begin by contributing on average

about half of their endowment to the public

account. The level of contributions decays over

the course of the 10 rounds, until in the final

rounds most players are behaving in a self

regarding manner (Dawes & Thaler, 1988;

Ledyard, 1995). In a meta study of 12 public

goods experiments, Fehr and Schmidt (1999)

found that in the early rounds, average and

median contribution levels ranged from 40% to

60% of the endowment, but in the final period

73% of all individuals (N = 1,042) contributed

nothing, and many of the remaining players con

tributed close to zero. These results are not com

patible with the selfish actor model, which

predicts zero contribution on all rounds, though

they might be predicted by a reciprocal altruism

model, since the chance to reciprocate declines as

the end of the experiment approaches. However,

this is not in fact the explanation of moderate but

deteriorating levels of cooperation in the public

goods game.

The explanation of the decay of cooperation

offered by subjects when debriefed after the

experiment is that cooperative subjects became

angry at others who contributed less than them

selves, and retaliated against free riding low con

tributors in the only way available to them by

lowering their own contributions (Andreoni,

1995). This view is confirmed by the fact that

when subjects play the repeated public goods

game sequentially several times, each time they

begin by cooperating at a high level, and their

cooperation declines as the end of the game

approaches.

Experimental evidence supports this inter

pretation. When subjects are allowed to punish

noncontributors, they do so at a cost to them

selves (Orbell, Dawes, & Van de Kragt, 1986;

Sato, 1987; Yamagishi, 1988a,b, 1992). For

instance, in the Ostrom et al. (1992) study sub

jects interacted for 25 periods in a public goods

game, and by paying a ‘‘fee,’’ subjects could

impose costs on other subjects by ‘‘fining’’

them. Since fining costs the individual who

uses it, but the benefits of increased compliance

accrue to the group as a whole, the only Nash

equilibrium in this game that does not depend

on incredible threats is for no player to pay the

fee, so no player is ever punished for defecting,

and all players defect by contributing nothing to

the common pool. However, the authors found

a significant level of punishing behavior.

These studies allowed individuals to engage

in strategic behavior, since costly punishment of

defectors could increase cooperation in future

periods, yielding a positive net return for the

punisher. Fehr and Gächter (2000) set up an

experimental situation in which the possibility

of strategic punishment was removed. They used

6 and 10 round public goods games with group

sizes of four, and with costly punishment

allowed at the end of each round, employing

three different methods of assigning members

to groups. There were sufficient subjects to run

between 10 and 18 groups simultaneously.

Under the Partner treatment, the four subjects

remained in the same group for all 10 periods.

Under the Stranger treatment, the subjects were

randomly reassigned after each round. Finally,

under the Perfect Stranger treatment, the subjects

were randomly reassigned and assured that they

would never meet the same subject more than

once. Subjects earned an average of about $35

for an experimental session.

Fehr and Gächter (2000) performed their

experiment for 10 rounds with punishment

and 10 rounds without.5 Their results are illu

strated in Figure 9.1. We see that when costly

punishment is permitted, cooperation does not

deteriorate, and in the Partner game, despite

strict anonymity, cooperation increases almost

to full cooperation, even on the final round.

When punishment is not permitted, however,

the same subjects experience the deterioration

of cooperation found in previous public goods

games. The contrast in cooperation rates

between the Partner and the two Stranger
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treatments is worth noting, because the strength

of punishment is roughly the same across all

treatments. This suggests that the credibility of

the punishment threat is greater in the Partner

treatment because in this treatment the pun

ished subjects are certain that, once they have

been punished in previous rounds, the pun

ishing subjects are in their group. This result

follows from the fact that a majority of subjects

showed themselves to be strong reciprocators,

both contributing a large amount and enthusias

tically punishing noncontributors. The prosoci

ality impact of strong reciprocity on cooperation

is thus more strongly manifested the more

coherent and permanent the group in question.

CONCLUSION

I have shown that the core theoretical constructs

of the various behavioral disciplines currently

include mutually contradictory principles, but

that progress over the past couple of decades

has generated the instruments necessary to

resolve the interdisciplinary contradictions. I

have outlined several of the key ideas needed to

specify a unified analytical framework for the

behavioral sciences.

NOTES

1. The arguments in this paper are developed in
greater depth in Gintis (2007).

2. I use the term ‘‘self regarding’’ rather than ‘‘self
interested’’ (and similarly ‘‘non self regarding’’
or ‘‘other regarding’’ rather than ‘‘non self
interested’’ or ‘‘unselfish’’) for a situation in
which the payoffs to other agents are valued by
an agent.

3. This argument was presented verbally by
Darwin (1872) and is implicit in the standard
notion of ‘‘survival of the fittest,’’ but formal
proof is recent (Grafen, 1999, 2000, 2002). The
case with frequency dependent (nonadditive
genetic) fitness has yet to be formally
demonstrated, but the informal arguments in
this case are no less strong.

4. For a more extensive analysis of the parallels
between cultural and genetic evolution, see
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Figure 9.1 Average contributions over time in the Partner, Stranger, and Perfect Stranger treatments
when the punishment condition is played first. Adapted from Fehr, E., & Gachter, S. (2000). Cooperation
and punishment. American Economic Review, 90, 980 994. Used with permission.
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Mesoudi et al. (2006). I have borrowed heavily
from this paper in this section.

5. For additional experimental results and analysis,
see Bowles and Gintis (2002) and Fehr and
Gachter (2002).
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CHAPTER 10

Sensory and Motor Systems in Primates

Jon H. Kaas

INTRODUCTION

The task of describing the sensory and motor

systems of primates, and how they interrelate to

mediate complex behaviors, is clearly daunting.

There are a number of systems, all of which are

variable in organization and function across

primate taxa, and they are incompletely under

stood, some more than others. In addition, this

review needs to be reasonably short, although

much can be said, as a recent six volume series

on sensory systems demonstrates (Basbaum et al.,

2008). Thus, this review is necessarily selective,

with a focus on the evolution of primate sensory

and motor systems, especially in regard to the

evolution of a parietal frontal cortical system

that uses information produced by early stages

of sensory processing to guide ongoing behavior.

We start with an overview of the components of

sensory and motor systems that have been

retained from non primate ancestors, and pro

ceed to an attempt to reconstruct the organiza

tion of these systems from early primates to

branches of the anthropoid radiation, including

humans. Aspects of the present discussion can be

found in previous reviews (Kaas, 2007ab; Kaas &

Preuss, 2008; see also Preuss, this volume).

OUR LEGACY: SENSORY AND
MOTOR SYSTEMS OF EARLY
MAMMALS

The sensory and motor systems of early mam

mals are of interest because early primates inher

ited these systems around 60 to 80 Mya and

modified them. Early mammals had small

brains with proportionately little neocortex.

We can infer a lot about how sensory and

motor systems were organized in these mam

mals by seeing how features or traits of these

systems are presently distributed across pre

sent day mammals (Kaas, 2007b). It has been

especially informative to study the organizations

of these systems in those present day mammals

that have small brains and proportionately little

cortex (Fig. 10.1). A survey of such brains indi

cates that early mammals likely had, as one

might expect, rather simple sensory and motor

systems, with few cortical areas devoted to each

system. Remarkably, there was probably no

motor cortex that was distinct from somatosen

sory cortex in the first mammals. Separate motor

areas appear to have emerged with the evolution

of placental mammals. The major features of

sensory and motor systems of early mammals

are outlined below.

The Visual System

Early mammals had most of the subcortical

components of the visual system that are now

found in primates. The retina had several classes

of ganglion cells, and they projected to the

superchiasmatic nucleus of the hypothalamus,

the nuclei of the accessory optic system, the

ventral lateral geniculate nucleus, the dorsal lat

eral geniculate nucleus, the pretectum, and the

superior colliculus (Berson, 2008). The dorsal

lateral geniculate nucleus provided the major

activating input to visual cortex (Kaas et al.,

1972). Retinal ganglion cell classes resembling

the P and M classes of primates (see later)
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innervated about half of the neurons in the

dorsal lateral geniculate, and retinal inputs

were segregated to form cryptic contralaterally

and ipsilaterally innervated layers. A more

caudal portion of the geniculate received inputs

from thin, more slowly conducting axons resem

bling those of the primate K cell class (see later).

Most of the geniculate outputs were to primary

visual cortex (V1), which projected broadly to

other visual and nonvisual areas of cortex,

including somatosensory and auditory fields

(Wang & Burkhalter, 2007). Major visual targets

were the second visual area, V2, along the lateral

border of V1, and a small visual temporal region

caudolateral to V2. Cortex on the medial border

of V1, a limbic or retrosplenial field, now iden

tified in primates as prostriata, also received V1

inputs (Lyon, 2007). These areas also distributed

visual information to other regions of cortex,

including somatosensory, auditory, motor,

frontal, limbic, and multisensory fields. Finally,

the visual thalamus included a small pulvinar,

usually identified in nonprimates as the lateral

posterior nucleus or complex. Different parts of

this small pulvinar received inputs from the

superior colliculus and visual cortex, and this

information was relayed to visual cortex.

Another part of this poorly differentiated pul

vinar received inputs from visual cortex and

relayed back to visual cortex. Thus, the visual

pulvinar possibly had three divisions, and visual

cortex had three or four. A sector of the reticular

nucleus of the ventral thalamus had inputs from

visual cortex and the visual thalamus, projecting

via inhibitory neurons into the visual thalamus

(Crabtree & Killackey, 1989).

The Somatosensory System

Early mammals retained from reptilian ances

tors most of the afferent systems that brought

sensory information into the central nervous

system (Kaas, 2007b). Obviously, new sensory

opportunities arose with the evolution of body

hair. Thus, early mammals had receptor affer

ents sensitive to touch, hair movement, vibra

tion, muscle and joint movement, temperature,

and painful stimuli. Longer sensory hairs

(vibrissae) evolved to detect objects at short dis

tances from the skin via receptors around the

base of each hair. In early mammals, afferents

Figure 10.1 A dorsolateral view of the brain of a Madagascar tenrec (Echinops telfairi), a small
Afrotherian mammal. Unlike most extant mammals, the neocortex is only a small cap on the brain. The
primary visual (V1), somatosensory (S1), and auditory (A1) and motor (M1) areas have been identified, as
well as a secondary somatosensory area (S2). Cortex caudal to A1may be visual (V?) or multisensory. Notice
how much of the forebrain is devoted to olfaction (olf trac = olfactory tract, olf tub = olfactory tubercle).
Because of the limited extent of neocortex, the inferior colliculus (IC) and superior colliculus (SC) of the
midbrain are exposed. Based on Krubitzer, L.A., Kunzle, H., and Kaas, J. (1997). The organization of sensory
cortex in a Madagascan insectivore, the tenrec (Echinaps telfairi). Journal of Comparative Neurology, 379,
399 414.
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from the face, facial vibrissae, and mouth were

especially important, as they are in most mam

mals today.

Sensory afferents from the skin and deeper

tissue entered the spinal cord or brainstem,

where they terminated in specific layers of the

dorsal horn of the spinal cord or in sensory brain

stem nuclei (Fig. 10.2). The large fiber afferents

related to tactile or muscle spindle receptors also

sent branches that coursed in the brainstem or

dorsal columns of the spinal cord to terminate in

a complex of nuclei, the trigeminal dorsal

column complex, at the junction of the cervical

spinal cord and brainstem. The traditional gra

cile, cuneate, and trigeminal nuclei for tactile

inputs formed a medial to lateral sequence of

subnuclei of a single functional unit that system

atically represents the body from the hindlimb to

the forelimb to the face and mouth. Neurons in

this dorsal column trigeminal nucleus projected

to the ventroposterior nucleus of the contralateral

thalamus. Neurons representing at least part of

the mouth, the tongue, and teeth projected to the

ipsilateral ventroposterior nucleus as well

(Bombardieri et al., 1975). As in present day

mammals, the ventroposterior nucleus (VP)

represented the body from hindlimb (and tail)

to the mouth in a lateromedial sequence. In early

mammals, and most mammals today, many or

most of the tactile inputs were from the face and

mouth, and a large subnucleus of VP, distin

guished as the ventroposterior medial ‘‘nucleus’’

(VPM), represented the face and mouth. The

remaining, more lateral part of VP, representing

the rest of the body, is typically called the ventro

posterior lateral ‘‘nucleus’’ (VPL). Functionally,

VPM and VPL are subdivisions of VP.

In all mammals, VP projects to primary

somatosensory cortex (S1). In primates, this

cortex is distinguished as area 3b of anterior

parietal cortex, and it is appropriate to use the

anatomical term 3b for S1 in other mammals,

although various combinations of architectonic

terms for S1 are in current use. Comparative

evidence indicates that S1 of early mammals

represented the contralateral body surface from

tail to tongue in a mediolateral sequence in par

ietal cortex, with the limbs facing forward (ros

trally or anteriorly). As in mammals today, part

of the ipsilateral mouth, the tongue and teeth,

were also represented via the ipsilateral inputs

to VPM.

Primary somatosensory cortex of early mam

mals activated three or four adjoining fields.

Cortex along the rostral and caudal margins of

S1 were activated via topographically ordered

projections in mediolateral sequences so that

they formed narrow somatosensory representa

tions on the margins of S1. Here these areas are

called the rostral (SR) and caudal (CR) somato

sensory areas (Fig. 10.1). In primates, these bor

dering bands of cortex constitute area 3a, with a

major involvement in proprioception, and area

1, a secondary tactile area. One or two areas

lateral to S1 also received topographically orga

nized projections from S1. One of these areas,

the second somatosensory area (S2), has been

described in all adequately explored mammals,

and was certainly present in early mammals.

Another adjoining area, the parietal ventral

area (PV), has been more recently identified in

mammals, and the comparative evidence indi

cates that it exists in a broad range of mammals,

and most probably was present in early mam

mals. S2 and PV represent the contralateral body

as two small mirror images of each other. Both

S2 and PV received activating inputs from the

ventroposterior nucleus, as well as from S1.

These somatosensory areas distributed to

adjoining insular and cingulate and frontal

areas of cortex. A small fringe of more posterior

cortex was all that could be considered posterior

parietal cortex, and this region received somato

sensory and other sensory inputs, and had con

nections with frontal cortex. Connections also

reached perirhinal cortex and the hippocampus

(Fig. 10.2).

In addition to cortical representations of tac

tile receptors, muscle spindle and joint receptor

information reached the somatosensory tha

lamus from separate subnuclei in the dorsal

column trigeminal complex. In primates, the

relayed proprioceptive information terminates

in a separate nucleus of the contralateral tha

lamus, the ventroposterior superior nucleus

(VPS), but this nucleus has not been commonly

distinguished in nonprimates. Yet, the available

evidence suggests that the proprioceptive inputs
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Figure 10.2 A diagram of the organization of the somatosensory system of early mammals. Processing
starts with receptors and afferents of the skin, muscles, and joints. Rapidly (RA) and slowly (SA) adapting
receptors in the skin mediate aspects of touch. Muscle spindle receptors help mediate proprioception. Other
receptors include those that mediate pain, temperature, and aspects of touch and movement. Afferents
terminate in the trigeminal dorsal column complex where the face, hand, and foot are represented in a
lateromedial sequence, and muscle spindle inputs terminate in separate nuclei. Afferents also activate spinal
cord neurons that project to the contralateral thalamus. The somatosensory thalamus includes the
ventroposterior nucleus for SA and RA inputs, and usually unnamed adjoining groups of cells
corresponding to the ventroposterior superior nucleus (VPS) of primates for muscle spindle inputs and
the ventroposterior inferior nucleus (VPI) of primates for spinothalamic inputs. The somatosensory
segment of the reticular nucleus (RT) interacts with cortex and these nuclei. Somatosensory cortex
includes the primary area, S1, with adjoining rostral somatosensory (SR) and caudal somatosensory (SC)
areas, the second somatosensory area (S2), and the parietal ventral area (PV).
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to the thalamus of early mammals was likely to

have been at least partly segregated in the dor

sorostral part of VP, becoming more distinctly

separated later with the evolution of primates,

carnivores, and perhaps other lines of descent.

Here, a VPS is shown as present in early mam

mals (Fig. 10.2), although it was probably poorly

differentiated from VP.

Another source of information to the somato

sensory thalamus was from second order neu

rons that form the spinothalamic tract for the

body and the functionally equivalent part of the

trigeminothalamic tract for the face and mouth.

Much of the information relayed in this pathway

is nociceptive and thermoreceptive, but tactile

and proprioceptive information is included as

well (Dostrovsky & Craig, 2008). These thalamic

inputs, representing the contralateral half of the

body, terminated in and around the ventropos

terior nucleus. In primates, they largely terminate

in the ventroposterior inferior nucleus (VPI) and

cell poor septa that extend from this nucleus well

into the ventroposterior nucleus to isolate sub

nuclei. However, VPI has not been distinguished

in most mammals, although a VPI is well devel

oped in raccoons, and it can be identified in cats

and a few other mammals. Here a VPI nucleus is

shown for early mammals (Fig. 10.2), although it

may not have been histologically distinct from

VP. Probably, most mammals have a spinotha

lamic pathway that terminates largely on small

neurons on the ventral margin of VP and scat

tered within VP. These small cells in VPI and VP

appear to project to the superficial layers of S1, S2,

PV, and the rostral and caudal somatosensory

belt areas (e.g., Penny et al., 1982). Their major

role may be to modulate neurons in these areas

and signal stimulus intensity. Other neurons in

this spinothalamic pathway terminated in poorly

defined groups of cells ventral and caudal to VP,

sometimes called the posterior group, where

information about temperature and pain is

relayed to cortex caudal to S2 and PV in insular

cortex. In addition, somatosensory visceral infor

mation in spinothalamic pathways was relayed

via a basal ventromedial thalamic nucleus to

part of insular cortex, and from the parafasciculus

nucleus to the striatum (Craig, 2002; Dostrovsky

& Craig, 2008).

Taste

The gustatory sense is mediated by a specialized

part of the somatosensory system. As in present

day mammals, primary taste afferents from the

taste buds on the tongue terminated in the

nucleus of the solitary tract, a nucleus that

receives various viscerosensory inputs over its

long extent through most of the medulla. One

of the functions of the nucleus is to project to

neurons in the adjacent reticular formation,

where neurons in turn project to motor nuclei

involved in reflexes concerned with the accep

tance (licking) or rejection (tongue protrusion)

of palatable or aversive tastes. The nucleus of the

solitary tract also projected rostrally to the para

brachial nucleus that in turn relayed to the lat

eral hypothalamus and amygdala. The

parabrachial nucleus also provided taste, tactile,

and viscerosensory information to the gustatory

nucleus of the somatosensory thalamus, the par

vocellular ventroposterior medial nucleus

(VPMpc). This nucleus projected to cortex just

ventral to the mouth and face representations of

S1, possibly including both the granular cortex

belonging to the S1 tongue representation and

the dysgranular cortex corresponding to a repre

sentation of taste and tactile inputs just ventral

to the S1 tongue representation and dorsal to the

rhinal fissure (Kosar et al., 1986; Norgren &

Wolf, 1975). Thus, there may have been at least

two targets of VPMpc in early mammals, one in

the tongue representation in primary somato

sensory cortex (see Remple et al., 2003) and one

in adjacent insular cortex. However, the repre

sentation of the tongue in S1 is usually not

considered to be part of gustatory cortex.

Gustatory cortex of insular cortex is thought to

project directly or indirectly to a higher order

multisensory processing zone in orbitofrontal

cortex (Pritchard & Norgren, 2004).

Pain and Temperature

A number of ascending systems that carry noci

ceptive and temperature information have been

described in mammals (see for review

Dostrovsky & Craig, 2008; Lima, 2008). For

our purposes here, the relevant pathways are

those that reach the dorsal thalamus and are
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relayed to cortex, as the cortex is thought to be

necessary for consciously appreciating the

nature of painful stimuli and temperature

change. Modifications and elaborations of noci

ceptive and temperature systems at the thalamic

and cortical levels in primates allowed these sys

tems to become involved in more behaviors

(Craig, 2007). Limited comparative evidence

suggests that in all mammals, pain and tempera

ture information is relayed from peripheral

afferents by trigemino and spinothalamic pro

jections to and around the ventroposterior

nucleus of the thalamus, the poorly defined pos

terior complex or nucleus, the intralaminar

nuclei, and other targets, such as hypothalamus,

amygdala, and septal nuclei. Much of the infor

mation is relayed from thalamic targets to

insular cortex just ventral to somatosensory

cortex (S1 and S2), somatosensory cortex, and

anterior cingulate cortex. Craig (2007) proposes

that the primordial role of insular cortex was to

participate in the sensing of noxious and tem

perature stimuli and to modulate and control

brainstem homeostatic integration sites,

including those associated with the autonomic

nervous system. Somatosensory cortex probably

played a role in sensing these stimuli as well, but

possibly in terms of the intensities of noxious

stimuli, rather than the painful aspects. Inputs to

cingulate cortex were probably indirect, but

important in limbic motor functions.

The Auditory and Vestibular Systems

The auditory systems of mammals share a

number of components that likely were retained

from an early mammal ancestor (Carr & Edds

Walton, 2008; Kaas & Hackett, 2008). All

depend on a peripheral auditory system that

includes an external ear that is generally mobile

and a short canal ending at the tympanic mem

brane. The presence in the middle ear of a chain

of three small bones that transmit vibrations

from the tympanic membrane to the sound

window of the cochlea of the inner ear is a

characteristic of mammals. The cochlea is a

complicated organ that allows the hair cells to

be stimulated and activate the afferents of the

auditory nerve that terminate on the neurons of

the cochlear nuclei. These neurons provide

information about sound intensity and fre

quency. Disparities in the information relayed

by the afferents from each cochlea allow central

circuits to extract information about sound

location. Auditory processing starts in the three

divisions or ‘‘nuclei’’ of the cochlear nuclear

complex, which relay to nuclei of higher levels

in the brainstem of both sides. These include the

nuclei of the superior olivary complex, the nuclei

of the lateral lemniscus, and subdivisions of the

inferior colliculus of the midbrain. The divisions

of the inferior colliculus project to the medial

geniculate complex, where neurons relay to

auditory cortex. The ventral nucleus of the

medial geniculate complex (MGv) projects to

the auditory core of auditory cortex, the primary

area or areas, while other divisions, the dorsal

nucleus (MGd) and medial or magnocellular

nucleus (MGm), project more broadly to sec

ondary auditory and multisensory areas of

cortex.

Most investigated mammals have an auditory

core of two to three primary or primary like

areas, one of which (but not always the same

one) has been identified as primary auditory

cortex, A1 (Fig. 10.1). The comparative evidence

suggests that early mammals had a core of at

least an anterior auditory field, AAF, and an

A1, surrounded by a narrow belt of several sec

ondary auditory fields. Each secondary field in

turn involved, via connections, other regions of

cortex in auditory and multisensory processing.

Core areas were tonotopically organized, and

AAF and A1 were distinguished by having

mirror image or reversed patterns of tonotopic

organizations. In present day mammals, the

tonotopic organizations of secondary auditory

cortex are less precise, when they are present,

and often difficult to reveal.

The sense of balance is mediated by the ves

tibular system (see for review Graf, 2007), which

is not well understood at thalamic and cortical

levels of processing, partly because the system

can be difficult to study and partly because we

are largely unaware of its sensory functions in

postural control, reflexes, and the perception of

self movement. The organ for balance is part of

the inner ear, and it consists of semicircular
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canals and otoliths of the labyrinth. Hair cells in

the labyrinth are stimulated by the movement of

fluid in the canals and in the otoliths. Afferents

in the vestibular nerve innervate vestibular

nuclei, which provide inputs to a number of

control systems, such as those controlling eye

movement reflexes. Vestibular information also

is relayed to the thalamus, and then to cortex,

but this network is poorly understood in most

mammals. The thalamic and cortical levels of

processing, which are largely multisensory,

have been more investigated in primates.

Motor Systems

Judging from somewhat limited comparative

evidence (see for review Beck et al., 1996; Nudo

& Frost, 2007), early mammals did not have a

region of motor cortex that was distinct from

somatosensory cortex. While more studies are

needed, motor cortex apparently did not emerge

as a separate area or areas until eutherian mam

mals evolved some 140 million years ago (Kaas,

2007b). Judging from results from members of

the other two major branches of mammalian

evolution, the monotremes and the marsupials,

primary somatosensory cortex of early mam

mals received both somatosensory information

from the ventroposterior nucleus of the tha

lamus and motor related information from the

cerebellum via projections from the ventrolat

eral thalamic nucleus, which is considered part

of themotor thalamus. This early somatosensory

cortex influenced motor behavior via projec

tions to the basal ganglia and other subcortical

targets, but the corticospinal pathway was rather

poorly developed (Nudo & Frost, 2007; Nudo &

Masterton, 1988). Comparative studies of pla

cental mammals, in contrast, indicate that most

or all have at least one distinct motor area, pri

mary motor cortex (M1), and likely a second

motor area (M2), which may be homologous

to either premotor cortex or the supplementary

motor area of primates. In placental mammals,

M1 (Fig. 10.1) and S1 are distinguished by

inputs from the ventral lateral nucleus of the

motor thalamus and the ventroposterior nucleus

of the somatosensory thalamus, respectively.

In addition, M1 has a more developed

corticospinal projection system, and thereby

has a more direct impact on motor behavior.

Most of the evidence for a second motor area

in placental mammals comes from rats, where

there is evidence for a second forelimb represen

tation rostral to M1 that has cortical and sub

cortical connections that differ from those of M1

and are more similar to those of premotor cortex

and the supplementary motor area of monkeys

(Rouiller et al., 1993). Tree shrews, which are

one of the closest living relatives of primates,

have a strip of cortex along the rostral

border of M1 that can be either considered a

second parallel motor representation, M2, or

possibly part of M1 (Remple et al., 2006).

Microstimulation of M2 required higher cur

rents than M1 for evoked movements, and M2

had few corticospinal neurons, which were den

sely distributed across M1, area 3a, and S1.

Connection patterns suggest that tree shrews

also have a motor area on the medial wall of

the cerebral hemisphere, possibly a cingulate

motor area. Thus, tree shrews appear to

resemble primates more closely than rats in

motor cortex organization. Studies of other

mammals would be useful in determining how

motor cortex varies and is similar across

mammalian taxa.

Olfactory System

Structures for processing olfactory information

were proportionately large and important for

early mammals. Olfactory receptor cells connect

directly to the olfactory bulb, which in early

mammals had a surface area as large as all of

neocortex, as in tenrecs today (Fig. 10.1). The

olfactory bulb, in turn, projected to a huge

expanse of olfactory (piriform) cortex, which

had connections to frontal cortex via the dorsal

thalamus (Wilson, 2008). In proportion to the

rest of the brain, the olfactory bulb and cortex

are small in primates, especially in anthropoid

primates, where vision has become so important

for the recognition of conspecifics, other ani

mals, and food, and smell has become less

important, especially in humans. Mammals

also have an accessory olfactory system with

inputs from the vomeronasal organ that is
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involved in pheromone detection and other che

mosensory functions. In chimpanzees and

humans, the vomeronasal organ and the rest of

the accessory olfactory system are degenerate

(Bhatnagar & Smith, 2007) and nonfunctional.

Thus, males no longer sniff the urine of females

to determine the state of their reproductive

cycle.

SENSORY AND MOTOR SYSTEMS
IN PRIMATES

The sensory and motor systems of early mam

mals have been modified and expanded in many

ways in subsequent lines of mammalian evolu

tion. The altered auditory cortex of echolocating

bats serves as one well known example. Yet, the

greatest changes are likely to be found in the

cortical components of sensory and motor sys

tems in those mammals with large brains and

greatly expanded cortex, and humans are excep

tional in this regard. However, all primate brains

are exceptional in that they have many more

neurons than rodent brains of the same size

(Herculano Houzel et al., 2007). Primates, in

addition, have a cortex that is subdivided into

an unusually large number of cortical areas, and

the number of areas appears to be greater in

those anthropoid primates with larger brains.

In addition, many of their cortical areas are

involved in sensory processing and motor

behavior.

Here, we consider sensory and motor sys

tems, especially at the cortical level, in members

of the major branches of the primate radiation,

the prosimian primates, New and Old World

monkeys, and apes and humans. The interesting

tarsiers, with a highly differentiated and

expanded visual system (Collins et al., 2005a),

are not considered here, as little is known about

their other sensory systems or their motor

system. Tarsiers have evolved to be highly spe

cialized as visual predators of insects and small

vertebrates.

The Visual Systems of Primates

All primates are characterized by a well devel

oped visual system, including forward facing

eyes, a laminated lateral geniculate nucleus

and a number of pulvinar nuclei in the visual

thalamus, and a visual cortex with a large pri

mary area and a number of additional visual

areas (Kaas, 2003; Kaas & Collins, 2004;

Kremers, 2005). Early primates were nocturnal,

and many of the prosimian primates remain

nocturnal, but the early anthropoid primates

were diurnal, and all have remained diurnal

except owl monkeys, which reverted to noc

turnal life. Thus, all anthropoid primates,

except owl monkeys, are specialized for diurnal

vision. This includes an emphasis on cone

rather than rod mediated vision, a fovea in

the retina for detailed vision, and a great invest

ment in the parvocellular pathway from the

retina to the lateral geniculate nucleus, as this

pathway is devoted to the detailed, color vision

that is used in object recognition. In macaque

monkeys, and probably most other anthropoid

primates, 80% of the retinal ganglion cells are

devoted to the parvocellular (P) pathway

(Weller & Kaas, 1989). The retina of primates

also has two other types of outputs that are

named after the layers they project to in the

lateral geniculate nucleus (LGN); the magno

cellular or M cell pathway and the koniocel

lular or K cell pathway, each accounting for

about 10% of the retina’s output. The M cell

subsystem is specialized for the detection of

changes in contrast, such as that caused by a

blinking light or a moving object. The konio

cellular system is not well understood, but it

contains information from the blue (S) cones

and thereby is involved in color vision

(Casagrande & Xu, 2004).

The LGN of all primates is divided into two

pairs of parvocellular layers, one with inputs

from the ipsilateral eye and one with inputs

from the contralateral eye (Kaas et al., 1978).

In anthropoid primates other than owl mon

keys, these layers are thick and they are subdi

vided, producing four or more sublayers in the

part of the nucleus devoted to central vision.

The thinner magnocellular layers are also

paired, one for each eye. The LGN of nocturnal

prosimian primates has two well developed

koniocellular layers, one for each eye, but the

small cells of this system are not so distinct in
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anthropoid primates, and they are generally

considered to be between layers (interlaminar

cells) rather than forming layers. However, in

nocturnal owl monkeys, a thick koniocellular

region is found. Thus, the koniocellular

pathway seems to be more important in noc

turnal primates. Unlike some mammals, such

as cats and other carnivores, the LGN of pri

mates projects almost exclusively (but not com

pletely so) to a large primary visual area, V1.

The retinal K and M cells (but not the P cells

in anthropoid primates) also project to the

superior colliculus, which in turn projects to

the LGN and parts of the visual pulvinar (Kaas

& Huerta, 1988). The superior colliculus of all

primates is specialized for frontal, binocular

vision, and unlike other mammals, each colli

culus represents only the contralateral visual

hemifield, rather than the whole visual field of

the contralateral eye (Fig. 10.3). This remarkable

modification of the visual system appears to be

related to an emphasis on frontal vision, but the

implication of this change for the behavior in

early primates is not completely clear. Another

major modification is the huge projection to the

superior colliculus from the many visual areas of

cortex (Collins et al., 2005b).

The pulvinar of primates contains inferior,

lateral, and medial divisions (Kaas & Huerta,

1988). The medial division has mixed functions,

judging from its cortical connections, but the

lateral division of two nuclei and the inferior

division of four nuclei are all visual (Kaas &

Lyon, 2007). The superior colliculus provides

K cell and M cell information to the pulvinar

and K cell information to the LGN. Most of the

other activating inputs to pulvinar nuclei are

from visual cortex. Thus, the pulvinar complex

Figure 10.3 The unique type of retinotopic organization of the superior colliculus that is shared by all
primates but differs from all studied nonprimates. The circles at the top represent the two eyes, while the
large circle below represents a surface view of the left superior colliculus (SC). Arrows on the back of the eye
indicate the temporal part of the retina that projects to the ipsilateral SC in mammals (white arrows).
In primates, this projection is largely overlapped by a projection from the larger nasal retina from the
contralateral eye (black arrow). The line of decussation (LD) marks the dividing point for these two
projections. The LD runs vertically through the fovea. In nonprimates both the temporal segment of the
retina of the contralateral eye (longer black arrow) and the temporal retina (short black arrow) project to
the contralateral superior colliculus, creating a representation of the complete retina. This extended
representation may aid in the detection of movement and predators from all parts of the visual field,
while the primate SC is more devoted to frontal vision.
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relays superior colliculus information to visual

cortex, and distributes visual cortex information

back to visual cortex. Some of the possible func

tions of such cortical thalamic cortical loops are

discussed by Sherman and Guillery (2005). The

larger nuclei of the pulvinar complex project to

early visual areas in the cortical processing hier

archy, those with mixed visual functions or an

emphasis on object vision, while a cluster of

inferior pulvinar nuclei, including those with

dense superior colliculus inputs, project to a

cluster of temporal lobe visual areas concerned

with visual motion and using vision for guiding

motor behavior (Kaas & Lyon, 2007).

All primates have a greatly expanded cortical

visual system. This elaboration is greater in

anthropoid primates than in prosimians.

However, many of the cortical visual areas

that characterize anthropoid primates are pre

sent in prosimian galagos (Fig. 10.4), indicating

that these visual areas emerged early in primate

or preprimate evolution. Tree shrews, which

are the closest living relative of primates that

have been studied, also devote much of their

cortex to visual processing (see Remple et al.,

2006), suggesting that some of the specializa

tions of visual cortex in primates predate pri

mates and are shared by tree shrews. All

primates have a large primary visual area, V1,

that has an orderly internal organization so that

cells are grouped by the particular orientation

of visual stimuli, such as lines, that best activate

them. V1 is divided into a number of pinwheels

of such clusters of cells, which together repre

sent a given region of visual space and all orien

tations. Tree shrews and carnivores also have

such pinwheels of orientation selective cells, but

rodents do not (Van Hooser et al., 2005), sug

gesting that tree shrews and primates shared an

ancestor with orientation pinwheels, while car

nivores evolved them independently. The main

outputs of V1 are to the second visual area, V2,

which is divided into a series of repeats of three

types of band like clusters of cells, two of which

are devoted to different aspects of object vision

and the third part of a processing stream for

visual guidance of motor control (Casagrande

& Kaas, 1994; Roe, 2003). This specialization of

V2 is apparently unique to primates. Most

of the other outputs of V1 are to a third visual

area, V3, and the middle temporal visual

area, MT.

Two of the classes of cell bands (modules) in

V2 project to the dorsolateral visual area (DL),

also known as V4. DL/V4 is a critically impor

tant visual area in the so called ventral stream of

visual processing areas devoted to object vision

(Ungerleider & Mishkin, 1982). DL/V4 projects

in turn to inferior temporal cortex (IT), which

consists of several visual areas. Parts of IT cortex

feed into memory related areas that connect

with the hippocampus, and to the prefrontal

cortex of the frontal lobe for ‘‘working

memory’’ and other functions. Overall, a huge

amount of cortex is devoted to this object vision

cortical stream, even in prosimians (Fig. 10.4),

but much more in anthropoid primates

(Fig. 10.5).

The third type of module in V2 projects to

MT, as some classes of neurons in V1 do directly

(Casagrande & Kaas, 1994). MT contains orderly

arrangements of clusters of cells sensitive to sti

mulus orientation and direction of movement

(see Xu et al., 2004). MT is one of a number of

visual areas that appear to be unique to primates

and collectively have the major role of further

analyzing visual inputs to extract information

about object and global motion, which is then

sent to subdivisions of posterior parietal cortex

(see Figs. 10.4 and 10.5). Thus, area MT is inter

connected with bordering areas MST, MTc, and

FST. FST has dorsal and ventral divisions with

the dorsal division, FSTd, having interconnec

tions with MT and the ventral division, FSTv,

having connections with MTc (Kaas & Morel,

1993). These areas are also associated with band

like portions of V3, the caudal division of DL

(DLc), and the dorsomedial area, DM. Areas

MT, MST, and FSTd all project to portions of

posterior parietal cortex. Together, these areas,

including those in posterior parietal cortex, con

stitute most of the dorsal stream of visual pro

cessing that is concerned with visually guiding

motor behavior. It is in posterior parietal cortex

where transformations occur from analyzing

sensory information to informing sensorimotor

programs that induce ethologically relevant

behaviors.
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Posterior Parietal Cortex and the

Sensorimotor Transformation

Most mammals have very little cortex that can be

called posterior parietal cortex (e.g., Fig. 10.1),

but this region of the brain has greatly expanded

in all primates (Figs. 10.4 and 10.5). The expan

sion may have preceded the emergence of pri

mates, as tree shrews, close relatives of primates,

have a strip of posterior parietal cortex that is

somewhat enlarged, and has basic features of

primate posterior parietal cortex (Remple et al.,

2007). Thus, posterior parietal cortex in tree

shrews receives both visual inputs from higher

order visual areas and somatosensory inputs

from higher order somatosensory areas, while

projecting to motor cortex.

Prosimian primates have proportionately less

posterior parietal cortex than anthropoid

primates, but recent studies in prosimian

galagos have revealed a lot about the organiza

tion of posterior parietal cortex (Fig. 10.6). Most

notably, posterior parietal cortex is divided into

rostral (PPr) and caudal (PPc) zones, with the

rostral zone dominated by somatosensory inputs

from higher order somatosensory areas (S2, PV,

area 1) and the caudal zone dominated by visual

inputs from higher order visual areas (V2, V3,

DM, MT, MTc, MST, DLr). The caudal zone,

PPc, projects to the rostral zone, PPr, so that

both visual and somatosensory inputs reach

PPr. Rostral PP is organized into a mediolateral

series of functionally distinct sensorimotor

zones that were revealed by electrical stimulation

with microelectrodes. As described by Graziano

and coworkers for motor cortex and even part of

posterior parietal cortex in macaque monkeys
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(see Graziano, 2006; Graziano, this volume),

half second trains of electrical pulses, which are

longer than those typically used for cortical

stimulation, can evoke complex movements.

In galagos, such half second trains of brief elec

trical pulses evoked hindlimb and forelimb

movements when medial sites in PPr were sti

mulated (hindlimb and forelimb in Fig. 10.6C).

These movements, evoked in anesthetized

galagos, resembled climbing movements.

More laterally in PPr, defensive forelimb move

ments, reaching movements, and hand to

mouth movements could be evoked from sepa

rate regions of cortex. Finally, in the most lateral

portion of posterior parietal cortex, eye move

ments, defensive facemovements, and aggressive

face movements were evoked from separate cor

tical territories (Stepniewska et al., 2005). The

existence of these different subregions for dif

ferent complex, ethologically relevant move

ments suggests that a number of cortical

networks exist for specific types of functionally

important movements. As similar movements

can be evoked from motor and premotor

cortex, it appears that posterior parietal modules

contain circuits that use visual and somatosen

sory information to activate and modulate out

puts. Thesemodules dictate specific categories of
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useful movements, which are then mediated via

projections to motor and premotor cortex,

where the movement patterns are likely adjusted

and refined. Aspects of the final movement

patterns would also depend on motor nuclei

circuits in the brainstem and spinal cord. In

support of this proposal, our ongoing experi

ments in galagos and NewWorld monkeys indi

cate that any block of neural activity in primary

motor cortex, M1, abolishes the motor behavior

evoked from PPr.

While posterior parietal cortex is unlikely to

be organized in the same way in all primates,

our experiments have produced results very

similar to those from galagos in New World

owl and squirrel monkeys. The arrangements

of areas and functional subregions may be

somewhat different in posterior parietal cortex

of OldWorld macaque monkeys, where current

proposals include a number of areas, defined

by responses to sensory inputs, connection

patterns, and cortical architecture, that do not

closely reflect their organization described here

for posterior parietal cortex of galagos and New

World monkeys. While there is not complete

agreement on areas and names for areas,

macaque areas include ventral (VIP), medial

(MIP), lateral (LIP), and anterior (AIP) areas

of the intraparietal sulcus, as well as a number

of other areas (see Lewis & Van Essen, 2000).

Yet, when half second trains of electrical pulses

were applied to VIP, defensive movements were

evoked (Cooke et al., 2003), and eye move

ments have been elicited by electrically stimu

lating LIP (Kurylo & Skavenski, 1991; Thier &

Andersen, 1998). Other parts of posterior par

ietal cortex in macaques appear to be involved

in reaching and grasping (Calton et al., 2002;

Snyder et al., 2000). Thus, the organization of

posterior parietal cortex in OldWorld macaque

monkeys may not be so different than in New

World monkeys and prosimians. Some
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investigators, using functional magnetic reso

nance imaging, have results that suggest simila

rities betweenmacaques and the more extensive

posterior parietal cortex of humans (e.g.,

Swisher et al., 2007).

The Somatosensory System of Primates

While vision was obviously very important to

early primates, most early primates were small

and adapted to a nocturnal lifestyle that included

feeding in the fine branches of bushes and trees

on insects, small vertebrates, fruits, and leaves

(Ross & Martin, 2007). This lifestyle required

unusual sensorimotor abilities as these primates

needed to hold on to moving branches while

reaching for food. According to Whishaw

(2003), visual guidance of hand movements is

one of the most distinguishing features of pri

mates. One of the reasons for reaching for food,

rather than grasping it with their mouth, was to

protect the large, forward facing eyes. As an

adaptation for greater hand use, primates have

large concentrations of low threshold mechan

oreceptors in the glabrous skin of the hand,

especially of the Meissner corpuscles, subserving

the rapidly adapting type 1 afferents with small

receptive fields and sensitivity to stimulus

change (see for review Kaas, 2004). An enlarged

representation of the glabrous skin of the hand is

found in somatosensory nuclei and cortical areas

of primates, especially Old World monkeys,

apes, and humans.

In the thalamus, the ventroposterior

complex of primates is well differentiated into

a ventroposterior inferior nucleus (VPI) with

spinothalamic inputs, a ventroposterior nuc

leus (VP) with inputs from cutaneous mechan

oreceptors, and a ventroposterior superior

nucleus (VPS) with inputs from muscle spindle

receptors (Kaas, 2007). An anterior pulvinar

(PA) can be identified, and it has connections

with areas of somatosensory cortex. The non

primary homolog of PA is not obvious, but PA

possibly corresponds to the posterior nucleus of

rodents.

Anterior parietal cortex organization varies

across primates (Qi et al., 2008). In prosimian

primates, three areas can be distinguished: a

primary area, S1, which is clearly homologous

with area 3b of anthropoid primates, and narrow

strips of somatosensory cortex bordering S1 (3b)

rostrally and caudally (Fig. 10.4). Area 3b gets

inputs from VP in prosimians and all other

primates. The more rostral somatosensory strip

(SR) gets input from VPS, and is involved in

proprioception in all primates and in at least

some other mammals. This strip is clearly area

3a of anthropoid primates. The identity of the

caudal somatosensory strip (SC) is less clear. It is

in the position of area 1 of anthropoid primates,

but unlike area 1, SC does not respond well to

light touch on the skin. While area 1 gets dense

projections from VP, the projections are sparse

in SC. As a further difference, there is no evi

dence for an area 2 just caudal to SC, as an area

2 with inputs from VPS is caudal to area 1 in

anthropoid primates. Possibly an area like SC

differentiated into area 1 of anthropoid pri

mates, or perhaps SC differentiated into both

area 1 and area 2. Here we tentatively identify

SC as area 1. Areas 3a, 3b, 1, and 2 of anthropoid

primates (Fig. 10.5), including humans, contain

parallel representations of the contralateral half

of the body, from hindlimb to tongue in a med

iolateral sequence. Together these fields inter

connect with somatosensory areas of lateral

(insular) parietal cortex, posterior parietal

cortex, and motor cortex.

Lateral somatosensory of the upper bank of

the lateral fissure and the insula contain addi

tional somatosensory areas, including S2 and

PV of other mammals, the ventral somatosen

sory area (VS), the parietal rostral area (PR),

and likely others. The organization across pri

mate taxa is not well understood, but differ

ences are likely given the large extent of

insular cortex in some anthropoid primates.

Pathways through lateral parietal cortex are

thought to be important in the recognition of

objects by touch (Murray &Mishkin, 1984) and

form the functional equivalent of the ventral

visual stream of processing. Posterior parietal

cortex, as discussed previously, also forms an

important part of the somatosensory system,

constituting much of the dorsal steam of soma

tosensory processing for guiding reaching and

other actions.
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Gustatory Cortex

The organization of the taste or gustatory system

is not well understood in any mammals. Thus,

modifications in primates are not clear. The

standard view for primates is that the thalamic

taste nucleus, VPMpc, projects to both the

tongue representation of ‘‘S1’’ and to a large

primary gustatory region in the cortex of the

lateral sulcus (Fig. 10.7A). The gustatory area,

G, in turn projects (apparently not directly) to

orbitofrontal cortex, where hedonic or pleasur

able aspects of taste are processed with other

types of relevant information (see for review

Kaas et al., 2006). More current evidence indi

cates that VPMpc projects to the tongue repre

sentation of area 3b, and possibly area 1, and that

corticocortical connections implicate tongue

representations in areas 3a and 1 in processing

taste (Iyengar et al., 2007). While an area G may

exist, another possibility is that the tongue por

tions of several areas of the cortex of the lateral

sulcus are involved in taste (Fig. 10.7B).

Pain and Temperature

According to Craig (2003, 2007), primates differ

from other mammals in having two specific

regions of the thalamus that have differentiated

as sites for the termination of nociceptive infor

mation from the spinal cord and brainstem, the

posterior part of the ventral medial nucleus

(VMpo) and the ventral caudal part of the

medial dorsal nucleus (MDvc). VMpo provides

projections in turn to a representation of painful

stimuli in the dorsal portion of insular cortex,

where other representations of body sensations,

including temperature, may exist. Another pro

jection is to part of area 3a for uncertain func

tions. MDvc projects to anterior cingulate cortex

to motivate behavioral responses.

Auditory Cortex in Primates

Possibly due to limited study, the subcortical

auditory system of primates is thought to be

highly similar to those in other mammalian

taxa. This cannot be quite true, as the greatly

expanded cortical auditory system of primates

would be reflected by changes in the thalamus, as

cortical areas have thalamic interconnections

and subcortical connections, such as those to

the inferior colliculus. With this note of caution,

present understandings of the organization of

auditory cortex in primates are outlined.

All anthropoid primates appear to have a

strip of auditory cortex that has the characteris

tics of a primary sensory field (Kaas & Hackett,

2008). This strip of cortex, generally called the

auditory core, consists of three auditory areas,

distinguished by their differing patterns of tono

topic organization (Fig. 10.5). The core has the

well differentiated layer 4 and other architec

tonic characteristics of primary sensory areas,

as well as activating inputs from a thalamic

relay nucleus, the ventral nucleus of the medial

geniculate complex, MGv. Neurons in the core

respond well to pure tones, and neurons in dif

ferent locations across the three primary areas

respond best, or at the lowest sound intensity, to

tones of different frequencies. The auditory core

in monkeys is in cortex of the lower bank of the

lateral sulcus, where it forms an elongated cau

dorostral strip. The so called primary area, A1, is

the caudal most area. The most caudal neurons

in A1 respond to tones of the highest frequency,

and neurons at progressively more rostral loca

tions in A1 respond best to tones of progressively

lower frequencies. Neurons in bands running

perpendicular to this caudorostral frequency

gradient respond best to tones of roughly the

same frequency. These bands or rows of neurons

constitute the lines of isorepresentation for tones

in A1. The pattern of tonotopic representation

in A1 reverses for the rostral auditory area,

R, and again for the rostrotemporal auditory

area, RT. The core has been histologically iden

tified in a number of primates, including maca

ques, chimpanzees, and humans (Hackett et al.,

2001). In prosimian galagos, only A1 and R of

the core have been identified (Fig. 10.4). The

three core areas seem very much alike, but a

presumption is that they have at least somewhat

different functional roles. One hypothesis is that

they contribute differently to dorsal and ventral

streams of auditory processing, with the dorsal

stream more concerned with locating sounds in

space and the ventral stream involved in dedu

cing the meanings of the sounds (see

Rauschecker & Tian, 2000).
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The auditory core is surrounded by a ‘‘belt’’

of adjacent auditory areas that at least partly

depend on inputs from the core for activation.

The cortical connections of the core, at least in

monkeys, are almost completely with the belt.

The number of areas in the belt is somewhat

uncertain; the proposed number is eight, with

two areas on the caudal end of A1 and pairs of

inner and outer areas on each side of A1, R, and

RT. Presently, there is evidence that at least three

of the auditory belt areas are tonotopically orga

nized, although this is difficult to determine as

neurons in the belt areas generally respond

much better to complex sounds than tones

(Rauschecker et al., 1995). One of the belt

areas, the caudomedial area (CM), has many

neurons that respond to light touch (Fu et al.,

2003), while another area, the middle lateral belt

(ML), is influenced by vision (Ghazanfar et al.,

2005), demonstrating a surprising substrate

for bisensory integration at a very early level of

auditory processing (see Romanski &Ghazanfar,

this volume). Auditory belt areas connect

broadly to core areas, other belt areas, the adja

cent parabelt region, and even more distant cor

tical regions, such as prefrontal cortex where

neurons responsive to visual and auditory sti

muli are found (Romanski & Goldman Rakic,

2002). Thalamic inputs are from dorsal (MGd)

and medial (MGm) divisions of the medial gen

iculate complex, and other thalamic nuclei, sug

gesting multisensory or broader auditory

functions. The more rostral belt areas appear to

be more involved in a ventral stream for sound

identification, with the more caudal belt areas

more concerned with sound localization.

The auditory parabelt constitutes a third level

of auditory cortical processing in primates. The

parabelt in monkeys occupies the part of the

superior temporal gyrus that adjoins the lateral

belt (Fig. 10.5). The parabelt region gets dense

inputs from the auditory belt areas, but practically

no input from the core. Connections from belt

areas are most dense with nearer portions of the

parabelt, suggesting that the parabelt has func

tional divisions. Hackett and colleagues (1998)

divided the parabelt into rostral (RPB) and

caudal (CPB) regions with most dense connec

tions with rostral or caudal belt areas, respectively.

The parabelt projections are to regions of

cortex that we define as the fourth level of cor

tical auditory processing. Areas of the fourth

level are diverse and distributed across the tem

poral, parietal, and frontal lobes. One of these

regions is cortex of the upper bank of the

superior temporal cortex in monkeys. This

appears to be a region where neurons respond

to auditory and visual stimuli (see Cusick, 1997).

Neurons in this and other bisensory fields may

function to localize a sound to a visual object

(the so called ventriloquist effect) (see

Romanski & Ghazanfar, this volume). Other

projections are to rostroventral parts of the

superior temporal cortex. This cortex relays

auditory information to orbitofrontal cortex

that is involved in evaluating the rewarding

value of stimuli (Rolls, 2004). Projections of

the parabelt to cortex of the temporal parietal

junction and adjoining parietal cortex are to

multisensory regions (visual somatosensory,

auditory) where neurons project to the frontal

eye fields (Huerta et al., 1987), perhaps to help

direct the eyes toward sounds of interest. Parietal

lobe multisensory areas also project to premotor

areas of the frontal lobe, where they help guide

motor behavior. Finally, parabelt projections

to prefrontal granular cortex (Romanski &

Goldman Rakic, 2002) may be involved in

working memory for auditory signals. Auditory

and visual parts of prefrontal cortex project to

premotor areas of frontal cortex, thus providing

another source of sensory guidance of motor

behavior.

Humans, of course, differ from other pri

mates in that the left cerebral hemisphere is

usually specialized for language. However, an

asymmetry between the extent and shape of the

lateral sulcus between the left and right hemi

spheres has been described, not only in humans,

but also, from skull endocasts, in the brains of

our extinct ancestors, suggesting that left hemi

sphere auditory specialization preceded the

emergence of language (Galaburda et al., 1978).

In humans, a region of cortex near the auditory

core is enlarged in the left hemisphere, and this

region, as part of Wernicke’s area, appears to

be important in language. In the frontal lobe,

a premotor region is enlarged in the left
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hemisphere, constituting the main part of

Broca’s speech area (Foundas et al., 1996).

These may be only some of the ways in which

the human auditory system differs from that of

monkeys. For further discussion on the issue of

cerebral asymmetries, see Hopkins in this

volume.

Vestibular Cortex

Multisensory integration in the vestibular

system occurs as early as in the vestibular

nuclei of the brainstem, and cortical areas with

neurons sensitive to vestibular system activation

are multisensory areas (Guldin & Grüsser,

1998). Probably the main cortical vestibular

region in monkeys, the closest to a primary

vestibular area, occupies the medial part of ret

roinsular cortex (Fig. 10.5). This region where

half of the neurons respond to vestibular stimuli

is called the parietal insular vestibular cortex

(PIVC). A more posterior region of the cortex

of the lateral fissure, the visual posterior sylvian

area (VPS), is involved in visuomotor reflexes,

and has neurons that are vestibularly activated

or modulated. A third vestibular zone, the part

of somatosensory area 3a where neckmuscles are

represented, also has neurons activated by ves

tibular stimulation. Parts of area 7 and area

2 have also been implicated in this extended,

multisensory vestibular cortical system, and

these vestibular cortical areas have a broader

influence via connections with other cortical

fields.

Cortical Motor Areas in Primates

Motor cortex has expanded and increased in

number of areas in primates (Kaas, 2007b).

Even prosimian galagos have an enlarged pri

mary area (M1), a dorsal (PMD) and ventral

(PMV) premotor area, a supplementary motor

area (SMA), a presupplementary motor area

(pre SMA), a frontal eye field (FEF), and at

least rostral (CMAr) and caudal (CMAc) cingu

late motor areas (Figs. 10.4 and 10.6). These

same areas are found in anthropoid primates

(Fig. 10.5), where there is evidence for an

increase in the number of premotor fields.

Primary motor cortex (M1) contains a

mosaic of small regions, each devoted to a spe

cific movement. These small regions are dis

bursed within a larger, gross somatotopic

pattern that progresses from hindlimb, trunk,

forelimb, and face to tongue in a mediolateral

sequence across frontal cortex (Donoghue et al.,

1992; Gould et al., 1986; Huang et al., 1988;

Preuss et al., 1996). The gross pattern of soma

totopic organization is similar across individuals

of the same species, but the mosaic pattern varies

in detail. M1 receives inputs from other frontal

motor areas, including PMD, PMV, SMA, and

cingulate areas; some of the somatosensory

areas including areas 3a, 1, 2, S2, and PV; and

posterior parietal cortex (see Fang et al., 2005;

Stepniewska et al., 1993). Other important

inputs are from the posterior ventrolateral

nucleus (VLp) of the thalamus, which receives

projections from the cerebellar nuclei

(e.g., Stepniewska et al., 2003). M1 provides the

majority of projections to brainstem and spinal

cord motor circuits, and the projection to the

upper spinal cord circuits that control the digits

is enlarged in Old World monkeys and in the

highly dexterous New World Cebus monkeys

compared to most New World monkeys and

prosimian primates (Nudo & Frost, 2007). Due

to this more direct pathway, movements can be

evoked at lower current levels from M1 than

from other frontal motor areas, although stimu

lation thresholds from PMV can be nearly as

low. Brief trains of electrical pulses in M1 have

long been known to evoke simple movements,

such as the extension of a digit. More recently,

Graziano (this volume; Graziano et al., 2002)

and coworkers have shown that larger, half

second trains of electrical pulses can evoke

more complex, behaviorally relevant move

ments, such as hand to mouth movements,

from M1 of macaque monkeys. In our unpub

lished studies led by Iwona Stepniewska, com

plex movements were evoked from M1 of

galagos and squirrel monkeys. Complex move

ments have also been evoked from premotor

cortex, as well as from posterior parietal cortex

(see previous section), but inactivation of M1

abolishes or greatly modifies these movement

patterns, suggesting that M1 is the final cortical
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target in the circuits for such behaviors.

However, the circuits addressed by the subcor

tical projections of M1 must be important in

organizing aspects of the movement patterns.

All primates have dorsal and ventral divisions

of the classical premotor cortex. Mainly forelimb

and mouth and face movements are evoked

from PMV, while both forelimb and hindlimb

movements are evoked from PMD. Thresholds

for evoking movements in PMD are higher than

those for M1, while those for PMV can be higher

or similar (e.g., Preuss et al., 1996). Although

both of these areas project to the spinal cord and

brainstem, much of their influence on motor

behavior may depend on their projections to

M1. Both PMV and PMD receive inputs from

frontal cortex, posterior parietal cortex, and

higher order somatosensory fields. PMD

appears to be divided into two fields in New

and Old World monkeys, and two or three divi

sions of PMV have been proposed for OldWorld

monkeys (e.g., Matelli et al., 1985). Thus, the

number of premotor areas appears to be greater

in macaque monkeys, and this is likely the case

for apes and humans, where even more pre

motor fields may exist. Broca’s area in the left

cerebral hemisphere of humans may be an ela

boration of one or more of the PMV fields (see

Preuss et al., 1996).

The supplementary motor area, SMA, has

been described in prosimian galagos (Fig. 10.4),

New World monkeys (Fig. 10.5), Old World

monkeys, and humans (see Tanji, 1994; Wu

et al., 2000, for reviews). SMA is located just

dorsal to the hindlimb representation in M1,

and it represents the hindlimb, forelimb, and

face in a caudorostral sequence (e.g., Gould et

al., 1986). SMA has been implicated in generating

movement sequences and in bimanual coordina

tion of movements (Tanji, 1994). SMA has dense

projections toM1, while having some projections

to the spinal cord. Inputs include those from

posterior parietal cortex, pre SMA, and cingulate

motor cortex (Luppino et al., 1993). In addition,

SMA receives inputs from both the basal ganglia

and the cerebellum relayed through the motor

thalamus (Akkal et al., 2007). The more rostrally

located pre SMA differs from SMA, being densely

connected with prefrontal cortex, being involved

in nonmotor tasks, and having a lack of projec

tions to the spinal cord. Connections with SMA

are not dense and direct projections to M1 are

sparse or absent (Luppino et al., 1993; see Akkal et

al., 2007, for review).

The cingulate motor areas are in frontal

cortex of the medial wall of the cerebral hemi

sphere (Fig. 10.4). In macaques, three cingulate

motor areas have been proposed, on the dorsal

(CMAr and CMAd) and ventral (CMAv) banks

of the cingulate sulcus (Picard & Strick, 1996, for

review). These areas differ somewhat in connec

tions, but collectively they include those with

prefrontal cortex, M1, the spinal cord, and par

ietal cortex. Microstimulation of CMAd and

CMAv evoke movements in patterns that sug

gest that these fields have somatotopic organiza

tions. CMAv is less responsive to stimulation.

CMAr is thought to not control movements

directly, but signal errors, reinforcement, and

conflict, and thereby be involved in supervisory

control (Schall et al., 2002).

Finally, all primates appear to have a frontal

eye field (FEF) and perhaps a supplementary eye

field (SEF). Microstimulation of these areas pro

duces eye movements, and both fields project to

the deeper layers of the superior colliculus

(Huerta & Kaas, 1990; Huerta et al., 1986). The

FEF has cortical connections with SEF and the

SMA, prefrontal cortex, visual areas of the tem

poral lobe, and posterior parietal visuomotor

areas (Huerta et al., 1987). Neurons in FEF

respond to visual stimuli or control eye move

ments in a decision making process (Schall et al.,

2002). The connections of the SEF are more

extensive with cortical areas and subcortical

structures related to prefrontal and skeleto

motor functions (Huerta & Kaas, 1990).

CONCLUSIONS

This review outlines major features of the orga

nizations of sensory and motor systems in

primates in comparison with the likely organiza

tions of these systems in the nonprimate ances

tors of primates. The major premise of the

review is that sensory and motor systems have

changed in many ways with or before the emer

gence of early primates, and more variation
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subsequently occurred in the different lines of

primate evolution. In general, prosimian galagos

seem to have changed the least, but the sensory

and motor systems of all primates are distinctly

different from those of other mammals.

Alterations of sensory systems have been

revealed most extensively in neocortex, which

of course has expanded greatly in all primates,

but especially humans. Alterations have been of

two main types: those within areas common to

all or most mammals, and the addition of areas

that seem to be unique to primates, and even to

specific lines of primate evolution. This review

gives a global overview of the evolution of sen

sory and motor areas in primates, but much has

been left out, most notably the implications of

the huge increases in brain and especially neo

cortex size in some primates, especially apes and

humans. A larger brain could mean larger sen

sory andmotor areas, and at least the more easily

identified sensory areas, such as V1, S1, and the

auditory core are larger in larger brains. Yet,

cortex has expanded more in the larger ape and

human brains than the primary sensory areas,

indicating that the larger brains also likely have

more cortical areas. In addition, the functions of

cortical areas relate to their sizes (Kaas, 2000), in

part because cortical neurons do not vary much

in size so that large areas have more neurons but

less widespread intrinsic connections. Thus,

large sensory areas are not well suited for global

integration of sensory inputs from across the

receptor sheet. As primates with larger brains

and larger cortical areas evolved, the internal

organizations and functions of cortical areas

changed as areas increased in size so that they

were less involved in global integration. Other,

smaller sensory areas evolved to take over roles

in global integration. Thus, the other major

change that seems to have occurred in the evolu

tion of primate taxa with larger brains is an

increase in the number of areas, including the

number in sensory and motor systems. This

potentially increases the steps in serial proces

sing, and it is the repetition of the local proces

sing within columns of cells from area to area

that allows complex outcomes from computa

tionally simple steps. Adding cortical areas also

increases the potential for functionally distinct

parallel pathways to emerge, thereby adding

functions and abilities.

In brief, primate brains differ from other

brains by maintaining a similar level of neuronal

density as brains increase in size. Primate brains

also differ from nonprimate brains in the ways

their sensory and motor systems are organized.

Finally, the organizations of these systems vary

within and across the major branches of primate

evolution, probably much more than in any

other mammalian order.
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CHAPTER 11

Vision: A Neuroethological Perspective

Benjamin Y. Hayden

INTRODUCTION

Primates are fundamentally visual creatures

(Le Gros Clark, 1959). It is estimated that up to

half of the surface area of the macaque cerebral

cortex, and one third of the human cerebral

cortex, is specialized for visual processing

(Drury et al., 1996; Felleman & Van Essen,

1991). Consistent with this elaboration of

neural hardware, primates have greater visual

acuity than almost all other mammals and

birds (Kirk & Kay, 2004). Primates can classify

images faster and more accurately than the best

computers. Given the close parallels in primate

brain evolution and specialization of the primate

visual system, it has been argued that increasing

demands for visual processing were the domi

nant force driving the evolution of the primate

brain (Barton, 1998). Although the visual system

is often seen as a marvel of elegant engineering

(Purves et al., 2008; Wandell, 1995), like any

other evolved trait it reflects the outcome of a

long series of compromises and competing

demands. This chapter focuses on how the

visual system works, with an eye on how

evolutionary demands shaped visual system

function.

EVOLUTIONARY INFLUENCES
ON OUR VISUAL SYSTEM

The remarkable visual acuity found among pri

mates depends on several anatomical adapta

tions. Primates have unusually large eyes and

pupils (Kirk & Kay, 2004) that point in the

same direction (orbital convergence). Orbital

convergence effectively doubles the number of

photoreceptors devoted to a given location.

In contrast to many other mammals, most pri

mates have no tapetum lucidum. This reflective

sheet behind the retina gives photoreceptors a

second chance to catch any photons that pass

into the eyes, but reduces acuity by scattering

them. The tapetum is the reason feline eyes glow

but human eyes do not. The absence of the

tapetum is likely an adaptation to demands for

greater acuity coupled with a diurnal lifestyle

(Kirk & Kay, 2004). The high visual acuity

found in primates is also facilitated by the pre

sence of a retinal fovea, a centrally located spe

cialization of the retina made up entirely of cone

photoreceptors and possessing especially high

visual acuity. As a consequence, most primates

move their eyes several times a second to bring

the fovea into register with an area of interest in

the visible scene. The speed and efficiency with

which we can shift gaze contributes to our

acuity.

Orbital Convergence and Stereoscopic

Vision

The eyes of primates exhibit an extreme degree

of orbital convergence, causing the visual fields

of the two eyes to overlap substantially (Barton,

2004; Le Gros Clark, 1959). Convergent vision

improves discrimination at the cost of reduced

visual field size (Barton, 2004). The reduction in

the size of visual field may reflect reduced

demands for avoiding predators (relative to

ungulates, for example) and increased demands

for locating animal prey. Convergent vision has
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other costs as well: Information from the two

eyes must be combined, thus increasing compu

tational demands on the cortical visual system,

possibly demanding increased brain size

(Barton, 2004).

In addition to enhanced visual acuity, orbital

convergence permits more accurate calculations

of object distance. This ability, known as stereo

scopic (three dimensional) vision, is beneficial

for arboreal primates, especially during locomo

tion and hunting in the terminal canopy

(Cartmill, 1970, 1974; Jones, 1916; Le Gros

Clark, 1970; Smith, 1912).

Finally, orbital convergence facilitates

night vision by effectively doubling the

number of photoreceptors looking at a given

segment of the world, suggesting that orbital

convergence may be an adaptation to sco

topic (low light) visual conditions confronted

by ancestral nocturnal primates (Ross et al.,

2005). It is argued that, in general, visual

acuity can be improved by either restricting

pupil diameter or aligning the eyes. Reducing

pupil diameter is especially detrimental to

nocturnal animals because it reduces the

amount of light entering the eyes. Therefore,

the fact that primates have convergent orbits

but large pupils suggests that the ancestral

primate was nocturnal, and that orbital con

vergence represents an adaptation to noc

turnality (Allmann, 1977; Pettigrew, 1978).

Trichromatic Vision

The human visual system, like that of most other

Old World haplorhine primates, contains three

types of color detecting photoreceptor cells,

known as cones, that selectively detect red,

green, and blue wavelengths of light (approxi

mately 430 nm, 530 nm, and 560 nm). Across the

retina, cones compete for space with rods, which

are color insensitive, but which provide greater

sensitivity to light and facilitate motion detec

tion. Cones are especially dense at the fovea, the

portion of the retina with the greatest visual

acuity. It is the contributions of these three

types of photoreceptor cells, and their

interactions, that provide us with our rich

color vision.

Apes, including humans, and Old World

monkeys are predominantly trichromats

(Surridge et al., 2003). New World monkeys

exhibit great heterogeneity in color vision, both

between and within species. Many are dichro

mats, most of which typically cannot discrimi

nate red from green (just like 8% of human

males) (Jacobs, 1993, 1995). Most other mam

mals have dichromatic color vision (Surridge

et al., 2003). Despite the obvious benefits of

color vision, the simple physical presence of

extra receptors reduces the density of rods, thus

reducing sensitivity to light and motion.

Physical space on the surface of the retina is

limited, so any increase in the number of cones

demands a reduction in the number of rods.

Therefore, our superior color vision comes at

the expense of a reduction in visual acuity

(Osorio & Vorobyev, 1996, 2008).

Trichromatic vision permits enhanced discri

mination of colors and thus more efficient

search for fruit and leaves, which could benefit

both folivorous and frugivorous primates

(Smith et al., 2003; Sumner & Mollon, 2000).

The relative preponderance of folivory (over

frugivory) among trichromatic OldWorld mon

keys and New World howler monkeys suggests

that the demand for leaves, not fruit, has been

the dominant factor driving color vision

(Surridge et al., 2003). The relative importance

of color in sexual signals in Old World monkeys

(e.g., mandrills) is likely to be a by product, not

a cause of trichromacy (Dixson, 2000).

Alternatively, the close match between the

color coding used by our cones and the colors

of primate faces may reflect the outcome of

demands for rapid assessment of the emotional

state of conspecifics (Changizi et al., 2006).

Finally, at night, when colors are less vibrant

and the reduced light increases the demand for

acuity, the benefits of color vision are reduced,

and the costs increased. Thus, nocturnal owl

monkeys (the New World Aotus monkey) lack

color vision.

Why are cones, the source of rich color

vision, so dense at the fovea? A hint comes

from a comparison of the retinas of primates

with those of carnivores such as wolves

(Mech & Boitani, 2003), large cats, and ferrets

202 PRIMATE NEUROETHOLOGY



(Calderone & Jacobs, 2003). These animals have

similar retinal structure to primates, with foveas

and photoreceptor density gradients. However,

cats and dogs have a much greater density of

rods across the entire retina (about three to

four times) and have rods in the fovea, whereas

primates have only cones in the fovea. Moreover,

for these predators, the density of cones in the

fovea is between 10% and 20% that of primates

(Mech & Boitani, 2003). Given that rods have

better temporal resolution than cones, carni

vores have a corresponding greater temporal

acuity than primates. Thus, it appears that the

fact that the primary foods of anthropoid pri

mates, namely fruits and leaves, are immobile

allows the luxury of superior color vision.

ORGANIZATION OF THE
VISUAL SYSTEM

The human and rhesus macaque visual systems

are remarkably similar. It is because of these

similarities that the rhesus monkey is one of

the most popular organism for understanding

human vision. Indeed, much more is known

about the visual system of the rhesus monkey

than about the visual system of the human. Even

less is known about the visual systems of other

primates. Consequently, the present discussion

will be biased toward information about visual

processing in the rhesus monkey.

All visual information enters through the eyes

and is transduced into electrical signals by

photoreceptors in a six layer sheet of neurons

called the retina. Visual information from across

the retina converges in the optic nerve, and

travels from there to the rest of the brain.

About 90% of optic nerve neurons project via

the lateral geniculate nucleus (LGN) of the tha

lamus to the visual cortex. (Most of the

remaining neurons project to the superior colli

culus, a midbrain structure involved in simple

visual processing and orienting movements of

the eyes and head, and to the suprachiasmatic

nucleus of the hypothalamus, which regulates

circadian rhythms, and the pretectum, which

regulates pupil size; Purves et al., 2008).

Within the cerebral cortex, visual informa

tion is processed in a variety of specialized visual

cortical areas (Felleman & Van Essen, 1991;

Wandell, 1995). Visual areas are defined by a

combination of anatomical features and func

tional features. Functionally, they are discrete

cortical regions containing retinotopic maps of

all visual space. Single neurons in these areas

respond to visual patterns in restricted regions

of the visual field; the portion of the visual field

in which visual patterns can activate a neuron is

known as the neuron’s receptive field. Adjacent

neurons in each area tend to have adjacent

receptive fields, and these collectively form a

full representation of the visual field. Neurons

in higher level visual areas do not necessarily

have receptive fields, and so are demarcated

through architectonic differences, neural or

hemodynamic responses to different types of

stimuli, or even studies of homologous visual

areas in other animals (Felleman & Van Essen,

1991; Purves et al., 2008; Wandell, 1995).

The first stage of cortical visual processing

occurs in the primary visual cortex, V1. V1 pro

jects directly to visual areas V2, V3, V4, MT, and

other areas, and these then project to the rest of

the brain. The rhesus monkey brain contains

around 32 visual areas (Felleman & Van Essen,

1991), although few (if any) of these solely

respond to visual stimulation. The functional

neuroanatomy of the human visual system is

not nearly as well understood, although many

structures appear to be homologous, especially

in the early visual areas (Van Essen, 2004).

Two Visual Processing Streams

The most well known organizing principle for

the visual system is called the ‘‘two streams

model’’ (Milner & Goodale, 1995; Ungerleider &

Mishkin, 1982). According to this model, visual

information travels along two divergent, hier

archically organized, processing pathways. These

pathways are known as the dorsal (‘‘where’’ or

‘‘how’’) stream and the ventral (‘‘what’’) stream.

The dorsal stream is concerned with identifying

the location of visual stimuli and their direction

of movement; the ventral stream identifying

object form, shape, and identity. The dorsal

stream travels along the parietal lobe, from

V1 to the thick stripes of V2, to MT (possibly
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through V3), to the lateral intraparietal cortex

(LIP), and then to the frontal eye fields (FEF).

The ventral stream travels along the temporal

lobe, from V1 to the thin stripes and interstripes

of V2 to V4, to the posterior inferotemporal

cortex (PIT), and then to anterior inferotemporal

cortex (AIT), and, by some definitions, to the

perirhinal cortex (Merigan & Maunsell, 1993;

Murray & Bussey, 1999; Murray et al., 2007).

Although the two streams model is still the

dominant framework for thinking about the

organization of the visual system, its status

remains controversial (Felleman & Van Essen,

1991; Hegde & Felleman, 2007; Hilgetag et al.,

1996; Lennie, 1998; Merigan & Maunsell, 1993;

Schiller, 1993; Ungerleider & Haxby, 1994).

Lesion studies often affect adjacent structures

and fibers passing through lesioned areas, compli

cating interpretations of their results (Murray &

Mishkin, 1998).Moreover,many studies that have

directly compared dorsal and ventral stream

lesions have reported effects inconsistent with

the idea of distinct processing pathways

(Merigan & Maunsell, 1993). More generally, a

complete map of the interconnections between

the visual areas does not reveal two clear pathways

(Felleman & Van Essen, 1991). Of the approxi

mately 30 visual areas, there are at least 300 (out of

900 possible) connections, supporting the idea

that the visual system is, at best, a highly tangled

hierarchy. Moreover, visual areas tend to get

smaller as the hierarchies progress, and the

strength of connections between them gets

weaker, challenging the idea that these streams

serve as major conduits of all visual information

(Lennie, 1998).

In addition, the latencies of visual responses

in sequential visual areas do not provide much

evidence for a hierarchical sequence of proces

sing, especially in the dorsal stream (Schmolesky

et al., 1998; Vanni et al., 2004). Moreover, neu

rons in dorsal stream areas have been shown to

be selective to form and shape (Janssen et al.,

2008; Lehky & Sereno, 2007; Peng et al., 2008;

Sereno & Maunsell, 1998), while neurons in the

ventral stream are sensitive to visual motion

(Schiller, 1993; Tolias et al., 2005). Finally, the

extent to which areas within streams form hier

archies remains murky. For example, it is gen

erally thought that there is a clear gradient of

complexity in the form of information repre

sented by neurons in the ventral stream areas.

Figure 11.1 Organization of
the visual system. The visual
system is often thought of as an
ordered set of areas arranged in a
simple pair of functionally
distinct hierarchies. Although this
idea has some support,
anatomical considerations hint
only weakly at the idea of two
streams.
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However, most studies do not directly compare

responses of single neurons in different areas

using the same experimental paradigm. When

they do so, it becomes difficult to qualitatively

distinguish neuronal selectivity in different areas

in the hierarchy (e.g., Chafee & Goldman Rakic,

1998; Hegde & Van Essen, 2007).

Collectively, these findings suggest that the

two streams hypothesis is at best oversimplified,

and at worst misleading (Fig. 11.1). Although

there is no single dominant alternative hypoth

esis, future directions may emphasize the impor

tance of recurrent processing (Hegde &

Felleman, 2007), predictive encoding (Rao &

Ballard, 1999), and distributed decision making

(Lennie, 1998). Despite the lack of a clear expla

natory framework, a great deal of information is

known about the response properties of indivi

dual neurons in each of the visual areas.

Processing in Early Visual Areas

The visual system begins at the photoreceptors,

with something akin to a pixel representation of

the visual field, and ends with a categorical

representation of different types of images (i.e.,

dog vs. cat). How does this transformation

happen? We lack the detailed knowledge of the

connectional and functional properties of visual

cortex neurons needed to make strong theories

about how this process happens. Moreover, we

cannot get computers to perform most higher

level visual processes, such as image classifica

tion and segmentation, so we do not have a good

computational model to show how it could be

done. This section will discuss some of the large

amount of information we do know about the

problem.

In general, it is assumed that the goal of the

visual system is to represent relevant features of

the visual world with the greatest efficiency

(Atick, 1992; Attneave, 1954; Barlow, 1961;

Laughlin et al., 1998). In other words, the struc

ture of the visual system reflects the outcome of

evolutionary processes that emphasize the need

for high quality extraction of visual information

with minimal wasted energy. The costs asso

ciated with vision probably involve two factors:

the metabolic demands of spiking (which take

up 20% of energy) and the metabolic and phy

sical demands of a larger brain (Aiello &

Wheller, 1995; Laughlin et al., 1998). From the

perspective of information theory (Shannon &

Weaver, 1963), transmission efficiency can be

increased by reducing redundancy in visual

representations (Barlow, 1961; Field, 1987;

Rieke et al., 1997). Suppose, for example, that a

large red square appears in the visual field. The

visual system can represent each point in the

square, or it can represent the edges only.

Because the information inside the square is

highly redundant, there is an opportunity for

an efficient system to reduce metabolic costs by

not representing it. Many aspects of visual repre

sentation can be thought of as serving this

purpose.

Note that efficiency of neural coding is quite

different from efficiency in image encoding as

this term is used in computer science.

Traditionally, a computer encoding algorithm,

such as Huffman encoding, must not lose any

information when it compresses data (i.e., it is

lossless), whereas neural codes lose unimportant

information (i.e., they are lossy; Simoncelli &

Olshausen, 2001). A computer algorithm must

be invertible, while the neural code does not

have to be (Simoncelli & Olshausen, 2001).

A computer algorithm is generally assumed to

be processed in a relatively noiseless environ

ment, while cortical processing is very noisy

(Rieke et al., 1997). Finally, the efficiency of a

neural code is determined, in part, by the tra

deoff between the costs of creatingmore neurons

and producing more spikes, an empirically

defined set of parameters whose analogs are

typically ignored in computer codes

(Olshausen & Field, 1997).

The Retina and Lateral Geniculate

Nucleus

The retina is a flexible sheet of neurons, about 2

cm in diameter, that is attached to the back of

the orbits of the eyes. At its center is the fovea, a

highly sensitive patch of photoreceptors with

especially high color sensitivity. Photoreceptor

cells in the retina consist of rods and cones. The

retina is generally thought to serve as a simple
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photoreceptor array. However, many of its

operations, including the decrease in responses

when a stimulus appears close to a neuron’s

receptive field (center surround inhibition)

and the transformation of signals from three

color inputs to opponent colors, reduce redun

dancy (Buschbaum&Gottschalk, 1983). Indeed,

many of the computational processes of the

retina can be described in terms of redundancy

reduction, given the constraints of the visual

world (Atick & Redlich, 1991, 1992).

Underscoring the critical importance of redun

dancy reduction in the retina, consider that there

are about 100 million photoreceptors and only 1

million optic nerve fibers (Thorpe et al., 2001).

The next step in visual processing is the LGN

of the thalamus. Commonly thought of as

nothing more than a relay linking the primary

visual cortex to the retina, the LGN instead

actually appears to perform some sophisticated

computational processing. Like the retina, the

LGN recodes visual information into a less

redundant, more efficient form (Dan et al.,

1996). The LGN therefore takes advantage of

redundancies in the temporal (Dong & Atick,

1995) and spatial structure of natural images

and eliminates these. Such redundancy reduc

tion is known as image whitening. In fact,

similar principles are used in standard computer

image compression algorithms, such as jpeg and

mpeg.

Area V1

V1, the first stop for all visual information

entering the cortex, occupies 13% of the surface

area of the macaque cerebral cortex, making it

the largest single cortical brain region (Van

Essen, 2004). Small lesions to V1 lead to sco

tomas (i.e., a small blind spot), while larger

lesions can cause near complete to total blind

ness (Sprague et al., 1977). Interestingly, the

number of neurons in V1 is about 100 times

larger than the number in the LGN (Wandell,

1995). This fact suggests that V1 ‘‘unpacks’’

visual information that has been compressed,

making it more accessible for subsequent pro

cessing. This unpacking process makes the visual

code more sparse which is a more

metabolically efficient code (Olshausen & Field,

1997; Zhao, 2004).

Most V1 neurons respond only to visual sti

muli located within a small region of the visual

field, the receptive field. They typically respond

most strongly to lines oriented at a particular

angle, known as the neuron’s peak orientation

tuning. According to legend, Hubel and Wiesel

(who won the Nobel prize in Physiology and

Medicine in 1978) were having no luck using

small dots painted onto microscope slides to

excite V1 neurons when one of them placed a

cracked slide into the slide projector and as it fell

into place, they heard a loud burst of neuronal

activity. Indeed, action potentials in V1 neurons

are elicited quite effectively by oriented lines

placed within their receptive fields. Their

responses are somewhat suppressed by similar

stimuli just outside of their receptive field, a

phenomenon known as surround suppression

(Hubel & Wiesel, 1968).

Response properties such as orientation

tuning motivated the idea that visual neurons

(and sensory neurons more generally) are ‘‘fea

ture detectors.’’ Indeed, it is generally believed

that V1 neurons respond most strongly to the

appearance of a bar in the receptive field of a

specified orientation and color (Hubel &Wiesel,

1959, 1962; Neisser, 1967). It is more accurate,

however, to say that they represent not image

features, but the local Fourier energy within a

restricted orientation and spatial frequency

domain (Albrecht et al., 1980, 1982; De Valois

et al., 1982). A V1 neuron can thus be described

as a band pass filter (Campbell & Robson, 1968;

Campbell et al., 1969; Enroth Cugell & Robson,

1966), and V1 as a whole performs something

akin to a localized Fourier energy analysis (i.e., a

wavelet decomposition) of the retinal image

(Olshausen & Field, 1996, 1997). The population

of V1 neurons therefore contains a complete

representation of the local spectrotemporal

energy patterns of the visual field.

Although it is the best studied visual area, V1 is

far from completely understood. Indeed, one ambi

tious paper argues, with admirable precision, that

we understand about 15% of what there is to know

about V1 (Olshausen & Field, 2005). For example,

typical studies sample neurons with a bias toward

206 PRIMATE NEUROETHOLOGY



neurons with large somas and predicted responses

(Olshausen & Field, 2005). Moreover, the results

of our single unit studies and functionalmagnetic

resonance imaging (fMRI) studies, our two best

methods, do not always agree (Maier et al., 2008).

Finally, some recent studies indicate thatmanyV1

neurons are tuned for non Cartesian images

(spirals, concentric circles, etc.) (Mahon & De

Valois, 2001) and hermite functions (Victor et

al., 2006), challenging the simple spectrotemporal

energy models of V1 function (Mahon & De

Valois, 2001).

Area V2

V2 is the largest visual area after V1, and is nearly

as large as V1 itself. It occupies about 10% of the

surface of the cerebral cortex (Van Essen, 2004).

Receptive fields of V2 neurons are larger than

those of V1 neurons at a given eccentricity, and

eccentricities are greater, on average, than those

in V1. The average latency of spiking responses

to visual information is slightly longer

(Schmolesky et al., 1998). Beyond this, however,

response properties of V2 neurons are remark

ably similar to those of V1.

Early studies reported that V2 neurons are

primarily distinguished from V1 neurons by

the fact that they respond to illusory contours,

such as the imaginary line formed by two ver

tices of a Kanisza Triangle (Peterhans & von der

Heydt, 1991; von der Heydt et al., 1984). Such

coding could reflect a possible elaboration of the

more veridical encoding patterns observed in

V1. However, subsequent work has shown that

illusory contour coding is also found in V1

(Grosof et al., 1993; Mahon & De Valois, 2001;

Ramsden et al., 2001; Sheth et al., 1996), demon

strating that this property does not emerge in

V2. It may instead emerge through local circuit

activity within V1.

It is also thought that shape tuning in V2,

which includes small contours, angles, and

non Cartesian stimuli, is more complex than

that observed in V1 (Hegde & Van Essen,

2000). However, direct comparisons are rarely

if ever made, and when they are, the differences

between V2 and V1 are weak and unsystematic

(Hegde & Van Essen, 2007). Other functional

properties observed in V2 include relative (as

opposed to absolute) retinal disparity (Thomas

et al., 2002); stereoscopic edges, which can lead

to depth information (von der Heydt et al.,

2000); three dimensional surface configura

tions (Bakin et al., 2000); and second order

edges (see Figure 1, Marcus & Van Essen,

2002). The majority of these properties have

not been properly tested in V1, however, so it

remains unclear whether these properties

emerge within V2.

It is quite difficult to show that a given

response property emerges in a particular

visual area, such as V2. It must first be shown

that the response property does not appear in V1

or even LGN. Second, it must be shown that that

the property is not initially generated in a higher

visual area, and then transmitted, via feedback,

back to V2. Such feedback connections are quite

fast, so it is nearly impossible to use timing

information to identify the source of a brain

signal. These possibilities are only compounded

by the diffuse and tangled nature of the inter

connections within the visual system V2

receives direct projections from at least nine

different visual areas, which could potentially

support the formation of any representation

pattern (Felleman & Van Essen, 1991).

Object Identification and Face Processing

Most primates are highly social, and most behave

as if they identify others based on their faces and

bodies (Cheney & Seyfarth, 1992). Given the

importance of faces to social behavior, it has been

hypothesized that specialized regions of the pri

mate brainmediate face processing. Single neurons

in the monkey brain respond selectively when a

human or monkey face is presented (Desimone,

1991; Hasselmo et al., 1989; Perrett et al., 1982;

Tsao et al., 2006). Neurons in the superior tem

poral sulcus (STS) analyze movable parts of the

face, such as the eyes or mouth (Hasselmo et al.,

1989; Perrett et al., 1984, 1985, 1992),while inferior

temporal regions appear to represent stable face

properties, namely identity (Hasselmo et al., 1989;

Perrett et al., 1984, 1985). To a first approximation

these same regions are present in the human

(Haxby et al., 2000b; Rolls, 2007; see Chapter 24).
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The neural processes that support the ability

to recognize and respond to facial identity

remain a contentious subject of debate (Bukach

et al., 2006; Dekowska et al., 2008; McKone et al.,

2007; Yovel & Kanwisher, 2004). The majority of

research on this question has been performed

using fMRI. It is clear that a specific region of

the visual cortex in humans responds selectively

to faces (Kanwisher et al., 1997). This region,

known as the fusiform face area (FFA), in the

temporal lobe, is hemodynamically activated

when human subjects look at faces. A homolo

gous area in the monkey brain is also activated

by (monkey) faces, and contains large patches of

single neurons that are highly face specific (Tsao

et al., 2006; see Chapter 24). Interestingly, a

separate region responds to bodies (Downing

et al., 2001). As in the monkey, it appears that

distinct face selective cortical regions represent

stable features such as identity and variable fea

tures such as facial expression (Gobbini &

Haxby, 2007; Haxby et al., 2000a, 2002);

mobile features are represented in the superior

temporal sulcus, while the constant features are

represented in the fusiform gyrus (FFA).

Is the FFA specialized for recognizing faces, or is

it activated when we respond to any stimulus for

whichwe are experts? The issue is complex because

we are all experts at recognizing faces; those of us

who are not are likely to have pathological condi

tions, such as autism (Dalton et al., 2005; Schultz et

al., 2000). When bird experts are asked to identify

birds, their FFAs are selectively activated (Gauthier

et al., 2000). The same is true for car experts and

experts trained to identify novel complex shapes

with no inherent ecological validity (‘‘greebles’’)

(Gauthier et al., 1999). However, upon closer

examination, it appears that trial to trial variations

in performance on such tasks are well predicted by

activity in the FFA only for identifying faces,

whereas other types of judgments, such as car

identification by car experts, are mediated by

other brain areas in the ventral occipitotemporal

cortex (Grill Spector et al., 2004).

Grandmother Cells and Jennifer Aniston

What is the endpoint of visual coding? One

extreme idea is that there are neurons at the

temporal pole that represent fully elaborated

concepts, irrespective of any particular stimulus

configuration. This idea, known as the ‘‘grand

mother cell’’ hypothesis, was popularized by

Lettvin, who developed it as a straw man to

demonstrate the necessity of combinatorial

coding schemes (Barlow, 1995; see also Gross,

2002; Konorski, 1967). Indeed, the idea of the

grandmother cell is often used as the basis for

reductio ad absurdum arguments for dense

population coding, in which the majority cells

in a population contribute to representation by

representing different aspects of images (Barlow,

1972; Kandel et al., 2000; Purves et al., 2008).

In fact, the grandmother cell is one endpoint

along a continuum from dense to sparse coding

strategies. Despite the intuitive appeal of dense

coding strategies, much neural evidence sup

ports the idea that representations are quite

sparse, and may even approximate the ideal of

grandmother cell encoding (Logothetis &

Sheinberg, 1996; Perrett et al., 1992; Tanaka,

1996; but see Quiroga et al., 2008). Indeed, a

recent study of single neurons in the human

medial temporal lobe indicates that the idea of

the grandmother cell may not be so far fetched

(Kreiman et al., 2000; Quiroga et al., 2005).

Scientists placed electrodes into the medial tem

poral lobes of humans undergoing surgical treat

ment for epilepsy. They found that single

isolated neurons responded to particular indivi

duals, whether presented in photograph, carica

ture, or merely a written name. These neurons

seem to represent the image of the person at the

highest level of abstraction (i.e., the ‘‘concept’’ of

the person). For example, one neuron in the left

posterior hippocampus responded to seven

photographs of Jennifer Aniston, but not to

any of 80 other photographs, including one of

Jennifer Aniston and Brad Pitt together. Another

neuron responded to many images of the Sydney

Opera House, and to a photo of a Baha’i Temple

that the subject erroneously believed was

another view of the opera house.

These results suggest that visual coding is

sparse, and they are consistent with the idea

that sparse codes are more efficient and thus

adaptive than dense codes (Olshausen & Field,

1996, 1997, 2004; Zhao, 2004). It remains
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unclear whether these neurons are tuned for

other stimuli that were not probed or whether

they were indeed unique to individual faces and

places (Quiroga et al., 2008). It also remains

unclear how the coding properties of these neu

rons change over time, as more is learned or

forgotten about an individual.

NATURAL VISION

Natural Images

Standard methods of characterizing response

properties of visual areas involve presenting

simple synthetic stimuli in their response fields.

Such stimuli typically include spots, oriented

bars, drifting gratings, Gabor patches

(Fig. 11.2), white noise, and coherently moving

dots. It is generally assumed that neuronal

responses to these simple stimuli will predict

those to other, more complex, naturalistic sti

muli. However, recent work calls these assump

tions into question, and instead, indicates the

importance of characterizing neural responses

to natural stimuli for understanding visual pro

cessing (David et al., 2004). Indeed, natural sti

muli are those that the visual system has evolved

to process, and are the ones that were seen most

of the time in the environment of evolutionary

adaptiveness (Geisler, 2008; Simoncelli &

Olshausen, 2001).

The visual system is highly adapted to the

statistics of the visual world we inhabit. Thus, a

greater understanding of statistical properties of

the visual world can shed light on the evolution

of vision (Field, 1987; Geisler, 2008; Gibson,

1966). Although natural images are highly

diverse, they have several consistent properties

that make them suitable for study: although

there is virtually no limit to the number of

things we can see, the things we are likely to see

come from a very small subset of all possible

configurations. For one thing, colors and inten

sity of adjacent pixels are highly correlated

(Simoncelli & Olshausen, 2001). It is estimated

that the average amount of information carried

by a single pixel in a color photograph image is

1.4 bits (Kersten, 1987), whereas the amount of

information stored by a computer in an explicit

representation of the same image (i.e., a bitmap)

is 8 bits in a black and white image and 24 bits in

a color image. The extra bits come from redun

dant information, and they provide a great

opportunity for redundancy reduction in visual

encoding. Such reductions appear to be

achieved, in part, by surround suppression and

related mechanisms (Barlow, 1961; Grigorescu

et al., 2003; Olshausen & Field, 1996).

Figure 11.2 Visual stimuli. (A) Examples of visual stimuli used to probe neuronal response functions.
Examples include, from left to right, oriented bars, oriented sinusoids, Gabor patches, non Cartesian
gratings, angled contours, and three examples of natural images. (B) Example of Kanisza triangle. Many
people perceive that the edges of the triangle continue into the white space between the circles. Such
contours are known as illusory contours. (C) Example of second order edge. The transition between one
pattern and the next forms a type of contour.
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Interestingly, there is little correlation in

luminance or contrast of sequentially fixated

locations in a natural scene (Frazor & Geisler,

2006). This suggests that one function of sac

cades (rapid, reorienting movements of the eyes;

see later and Chapters 15 and 26) is to increase

the efficiency by which information is harvested.

This is done by allowing quick shifts to more

informative locations, and to help the visual

system focus on the most informative points in

a scene (Fig. 11.3) (Geisler et al., 2007; Mante

et al., 2005). Further support for the idea that

saccade targets are chosen to provide maximal

information comes from the finding that sac

cade endpoints have more information than

randomly chosen pixels (Reinagel & Zador,

1999).

Another important statistical property of

natural images is that they have a characteristic

power spectrum that is highly biased toward low

frequencies (Field, 1987; Ruderman & Bialek,

1994). The power spectrum of natural images

falls off as a function of 1/f2 (Ruderman &

Bialek, 1994; Tolhurst et al., 1992). This finding

applies to contrast as well (Ruderman & Bialek,

1994). Although individual images are highly

variable, sizeable populations of images have

consistent statistical properties. This regularity

can be exploited by the visual system (Ruderman

& Bialek, 1994). This particular power spectrum

may reflect the size invariance of natural

images objects in the visual world can appear

at many distances, sizes, and angles. Conse

quently, natural images have a fractal character,

and thus possess a Fourier spectrum with an

inverse power law distribution (Fig. 11.4)

(Simoncelli & Olshausen, 2001). (Of course,

such distributions characterize white noise as

well.) Alternatively, natural images are replete

with edges, which have a Fourier spectrum of

1/f2 (Simoncelli & Olshausen, 2001).

Indeed, the unique power spectrum of nat

ural images is quite distinct from that of random

images (white noise). It is likely that this idio

syncratic power spectrum is exploited by the

visual system, and is therefore reflected in the

tuning properties of neurons in the early visual

system. For example, the aggregate tuning prop

erties of V1 neurons appear to represent the

independent components of natural images

Figure 11.3 Example of natural image and naturalistic saccades. Dark lines represent paths between
progressive saccades.
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(Bell & Sejnowski, 1997; Olshausen & Field,

1996; van Hateren & Ruderman, 1998). The

use of Gabor filters (spatially localized sine

wave gratings; see Fig. 11.2), which are locally

limited in both the spatial and spectral domains,

may represent an optimal compromise between

the spatial and spectral domains (Daugman,

1985). Indeed, theoretical studies support this

hypothesis, and demonstrate that a Gabor

wavelet style decomposition may represent the

most efficient way to represent the visual world

(Field, 1987).

Saccades

Just as the visual system has not evolved to

process simple synthetic images of the type

generally used to characterize neuronal recep

tive fields, it also has not evolved to perform

simple laboratory tasks, most of which require

stable gaze for unnaturally long periods.

Natural vision is distinguished from vision as

it is studied in the lab in several ways. The most

characteristic feature of natural vision is the

occurrence of saccades, the natural scanning

movements of the eyes that occur about three

to four times a second. Saccades align the fovea

with points of interest in the scene, and are

directed by both internal and external factors

(Yarbus, 1967).

Attempts to study the role of saccades on visual

processing have recently begun. At the simplest

level, visual images can be presented with the

same or similar temporal dynamics as saccades.

Neuronal responses in visual areas have character

istic temporal dynamics that are obscured by rapid

presentation of visual images (David et al., 2004).

These results suggest that the rate of saccades is

determined to be as slow as possible (to reduce

motor costs) while still yielding maximal informa

tion. Despite the added noise associated with

uncertainty in eye position and uncontrollable

nonclassical receptive field stimulation when

experimental animals are free to move their eyes,

visual tuning and patterns of attentional modula

tion can be measured under free viewing condi

tions (David et al., 2008; Mazer & Gallant, 2003).

These studies suggest that neuronal response prop

erties are preserved during free viewing and point

to improvements in our understanding of visual

processing that can be achieved by incorporating

natural eye movements into future studies of

visual processing.

Figure 11.4 Example of natural image and associated power spectra. Three levels of magnification are
shown. Power spectra are similar at each magnification level.
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Attention

Visual attention can be defined as the selection

of part of the visual world, whether in mind

(covert attention) or by gaze direction (overt

attention) for enhanced scrutiny. Attention can

select a location (spatial attention); a feature,

such as all the green items in a scene (feature

based attention); or an object (object based

attention). Attention may either be directed

by external events, such as a flash of light (exo

genously cued attention), or inwardly, such as

by one’s long term goals (endogenously

directed attention; Egeth & Yantis, 1997).

Behaviorally, attention enhances responsive

ness to visual stimuli, including improving

detection and discrimination thresholds

(Desimone & Duncan, 1995; Egeth & Yantis,

1997; Maunsell & Treue, 2006; Pashler, 1999;

Reynolds & Chelazzi, 2004).

Importantly, attention and vision are not dis

crete processes but instead are intertwined. In

other words, attention does not affect complete

representations formed at the end of visual pro

cessing, but influences the way visual informa

tion is processed at all levels of cortical

processing (Mehta et al., 2000; Reynolds &

Chelazzi, 2004; Treue, 2001), and may even

alter responses in the LGN (O’Connor et al.,

2002). Spatial attention enhances responses of

neurons whose receptive fields match the loca

tion of the attended stimulus (McAdams &

Maunsell, 1999; Moran & Desimone, 1985).

Analogously, feature based attention enhances

responses of neurons whose tuning curves

include the attended features (Hayden &

Gallant, 2005; McAdams & Maunsell, 2000;

Treue & Martinez Trujillo, 1999).

Nonetheless, the precise pattern of enhance

ment associated with attentional modulation is

disputed. In some situations, attention can

increase the gain of visual neurons, essentially

turning up their volume (David et al., 2008;

McAdams & Maunsell, 1999; Treue & Martinez

Trujillo, 1999). In other situations, attention

appears to enhance neuronal contrast response

functions (Reynolds et al., 2000). More power

fully, attention can alter a neuron’s tuning func

tion, changing the stimulus that most strongly

excites the neuron (David et al., 2008). For

example, if one were searching for Waldo, neu

rons that did not normally respond most

strongly to horizontal red and white lines

would change their tuning to become Waldo

detectors. It appears that the effects of attention

are not limited to a single form, but instead

depend on task demands and the type of visual

processing performed within an area. These stu

dies confirm the validity of models of neuronal

responses for natural images and natural eye

movements; nonetheless, it remains unclear

how robust these findings will be in even more

natural tasks.

There are several important remaining ques

tions in vision and attention. First, the exact

patterns of attentional modulation remain

uncharacterized. Second, how does the micro

circuitry of the brain support attentional pro

cesses? For example, it is possible that different

neuronal subtypes mediate different aspects of

attention. Third, there is a large discontinuity

between blood oxygen level dependent

(BOLD)/fMRI results and single unit phy

siology results. For example, spatial attention

has large effects on the BOLD signal in V1, but

negligible effects on single units (Yoshor et al.,

2007). What is the reason for this discrepancy?

These are just a sampling of the major issues in

visual attention.

Working Memory

Working memory may be defined as the mental

maintenance of task relevant information for

use in guiding subsequent behavior (see

Chapter 18). Sometimes called the mental

sketchpad, it is distinguished from long term

memory by its duration typically a few sec

onds versus up to 80 years. It is thought that

working memory is mediated by persistent

changes in responses of individual neurons or

neuronal populations in specialized brain areas

(Goldman Rakic, 1995). In contrast, long term

memory is thought to be mediated by mole

cular changes in specific neurons (Purves et

al., 2008).

Incoming visual stimuli typically activate

single neurons in visual cortex briefly, from 50
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to 500 ms. This phasic response is thought to be

identical whether the information is remem

bered or not. However, when information is

maintained across a delay in working memory,

responses of single neurons in the prefrontal

cortex are typically elevated throughout the

delay. Prefrontal cortex neurons are selectively

tuned for specific remembered locations

(Funahashi et al., 1989) and nonspatial features

(Miller et al., 1996; Rainer et al., 1998; Scalaidhe

et al., 1999). These persistent elevations are

thought to be the memory trace (Courtney et

al., 1998; Desimone, 1996; Funahashi et al., 1989;

Fuster, 1973; Fuster & Alexander, 1971;

Goldman Rakic, 1995; Machens et al., 2005;

Miller et al., 1996). Consequently, it is com

monly believed that the visual cortex represents

incoming visual information but does not parti

cipate in cognitive processes such as working

memory and decision making (Constantinidis

& Steinmetz, 1996; Desimone, 1996; Goldman

Rakic, 1995; Miller et al., 1996; Moody et al.,

1998).

Thus, it is traditionally thought that vision

and working memory are discrete cognitive pro

cesses, mediated by discrete brain regions.

However, some evidence points to the idea that

the same neurons that subserve vision are reac

tivated to maintain information in working

memory (Pasternak & Greenlee, 2005; Postle et

al., 2003). Neurons in many visual areas are

activated during memory epochs of working

memory tasks (Ferrera et al., 1994; Gnadt &

Andersen, 1988; Haenny et al., 1988; Maunsell

et al., 1991; Mikami & Kubota, 1980; Miller &

Desimone, 1994; Pasternak & Greenlee, 2005;

Super et al., 2001; Zhou & Fuster, 1996).

Although these changes may reflect cognitive

processes other than working memory (Bisley

et al., 2004; Romo et al., 2002), there is very

little distinction between neuronal response pat

terns that support delay modulation in visual

cortical areas and prefrontal cortex. Moreover,

direct comparisons of the functions of temporal

cortex and prefrontal cortex suggest that pre

frontal cortex mediates executive aspects of

task performance, while visual cortex stores sen

sory information (Petrides, 2000; Lebedev et al.,

2004).

Decision Making

Ultimately, the goal of vision is to guide beha

vior (Schall, 2001). However, not much is

known about how visual processing is used to

guide behavioral decisions. Nonetheless, the

information we have about the visual system

provides an excellent opportunity to study the

neural mechanisms of decision making. The

most well understood system for visual deci

sion making is the motion detection system,

the middle temporal (MT)/lateral intraparietal

(LIP) circuit (Shadlen & Newsome, 2001). MT

responses are highly specific for motional

direction; an energy model shows that

responses are an approximately instanta

neously linear function of motion energy

(Simoncelli & Heeger, 1998). Motion energy

can be manipulated along with the proportion

of coherently moving dots in a random dot

stimulus. In a motion discrimination task with

low coherence stimuli, it often takes up to 2

seconds, or more, to make an accurate deci

sion. In such situations, there are single MT

neurons that classify motion as well as, or

even sometimes better than, the monkey

whose behavior is under study (Britten et al.,

1992, 1993; Shadlen et al., 1996). From this

neurometric/psychometric match, it has been

inferred that MT is the area that makes deci

sions about moving visual stimuli.

When visual motion is reported with an

orienting saccade, responses of LIP neurons gra

dually rise as evidence is accumulated. More

specifically, LIP neurons have localized contra

versive response fields. As evidence is accumu

lated that a response must be made into the

receptive field, neuronal activity rises, and as

evidence is accumulated that a response must

be made away from the receptive field, firing

rates fall (Roitman & Shadlen, 2002; Shadlen &

Newsome, 1996, 2001). These properties of LIP

do not depend on the stimulus the same effects

are observed for abstract stimuli that provide

explicit probability information (Yang &

Shadlen, 2007) and for evidence that is accumu

lated over several trials about the weighting of a

target based on learning rules. Moreover, these

responses do seem to be specific to the output
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modality when the task dictates a response

reporting the judgment with an arm movement,

neuronal activity in the parietal reach region

(PRR), an arm movement analog of the LIP,

accumulates in the same way (Musallam et al.,

2004; Scherberger & Andersen, 2007).

Collectively, these results suggest that LIP

serves to represent the accumulated weight of

evidence that a saccade must be made toward a

particular location. However, LIP function is

more subtle. In a situation in which the

amount of reward associated with a particular

response is manipulated but the evidence is not

manipulated (because there is only one option),

firing rates of LIP neurons depend on saccade

value (Platt & Glimcher, 1999). In fact, when the

reward is reduced in a stochastic manner, thus

providing a large reward only half the time,

neuronal activity covaries with the economic

expected value of the target (Platt & Glimcher,

1999). Furthermore, this pattern is obtained

independent of the modality of the reward; LIP

neurons are sensitive to both fluid and social

rewards, such as the opportunity to view faces

of attractive conspecifics (Klein et al., 2008).

Although the MT/LIP circuit is the most

well understood circuit for visual decision

making, it is not the only one. When a saccade

target is selected in a visual detection task,

responses of neurons in the FEF gradually

evolve toward a threshold. Variability in the

times for single neurons to reach this threshold

is correlated with variability in saccade onset

times in the task, suggesting that this area plays

a critical role in the mechanisms of visual deci

sion making (Schall & Thompson, 1999). The

responses of FEF neurons do not predict a sac

cade with certainty though when a briefly pre

sented stimulus is not perceived because another

stimulus appears immediately afterward (back

ward masking), responses of FEF neurons are

somewhat enhanced, but do not reach the

threshold. This finding suggests that FEF does

not mediate consciousness, but instead encodes

a preconscious decision variable a hypothetical

construct that represents the likelihood that a

saccade will be made. The decision variable gra

dually rises over time, and when it hits a

threshold, the decision is triggered.

Visual Awareness

Consider two photographs of the beach. They

are nearly identical, except that in one, a palm

tree in the background has been digitally erased.

If the two photographs are flipped back and

forth, the tree will appear and disappear.

However, if a white frame is inserted between

the two images for a tenth of a second, you will

see no change (Simons & Levin, 1997; Simons &

Rensink, 2005). Even if you do detect the change,

it does not pop out the way it does when the

images flip immediately from one to the other.

Our inability to detect surprisingly large changes

when a brief blank divides two presentations of a

similar scene is known as change blindness

(Simons & Levin, 1997; Simons & Rensink,

2005). In fact, the blank period is not needed.

Even small, task irrelevant, distracting exo

genous cues far from the location of the change

can lead to change blindness (O’Regan et al.,

1999).Moreover, change blindness is not limited

to laboratory situations. Carefully constructed

real world situations reveal clear limits to our

moment to moment awareness of our visual

world (Simons & Levin, 1998).

The fact that even the slightest interruption is

enough to erase any record of the world suggests

that our internal representation of the world is

highly fragile. Although very little is known

about the mechanisms underlying change blind

ness (but see Beck et al., 2001, for a discussion of

the neural correlates of change blindness), the

phenomenon suggests that our representation of

the visual world is not nearly as rich as we

believe. Indeed, one natural interpretation of

the phenomenon of change blindness is that it

reveals how little information is available to con

scious awareness at a time. Even though we feel

like we perceive and are aware of much of the

multitude of stimuli in our visual world, instead,

our awareness appears to be ruthlessly efficient,

only keeping track of the most important or

salient features of a scene.

CONCLUSION

We are highly visual creatures. Vision dominates

our mental life so much that, in English, we
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express comprehension by saying ‘‘I see.’’

Primate behavior is controlled to a large extent

by what can be seen. Primate vision is deter

mined, in large part, by the accumulated forces

of natural selection. These forces have deter

mined the way our eyes are situated in our

skulls, the construction of our retina, and struc

tures of our brain. It is clear that a richer under

standing of the statistical properties of our visual

world can provide insights into how the visual

system is constructed. By a similar logic, a richer

understanding of the forces that have shaped

evolution can provide information about how

we see the world. Much remains to be deter

mined. Evolutionary pressures on our visual

systems must be more fully explored. The

neural processes allowing rapid and accurate

detection and discrimination of behaviorally

relevant stimuli must be identified. Such infor

mation will provide a more complete picture of

how behavior affects, and is affected by, our

visual systems.
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CHAPTER 12

Circuits of Visual Attention

Tirin Moore, Robert J. Schafer and Behrad Noudoost

Primate vision is severely constrained by the fact

that fine details in a visual scene can only be

resolved by the fovea, where acuity is greatest.

This tiny portion of each retina, which amounts

to less than half of 1 degree of visual angle, must

be moved around and positioned on behaviorally

relevant stimuli in order to facilitate visual per

ception. Saccadic eye movements (saccades)

reposition the direction of gaze (and the fovea)

some three to five times per second and provide

the means by which detailed visual information is

accumulated during visual scanning. The ability

to move the eyes accurately and precisely among

targets of interest is crucial to adaptive behavior.

Moreover, understanding how visual and sac

cadic mechanisms interact to choose each succes

sive target of saccades not only is central to

understanding the physiology of primate vision

but, as it turns out, is also important for under

standing the neural basis of visual attention.

Attention is typically focused on targets of interest

by directly foveating them overtly with saccades.

That is, saccades are the typical way in which

information is selectively processed and other

information is ignored. But attention can be

directed to objects covertly as well (Sperling &

Melchner, 1978). For example, when direct eye

contact with another person of interest is avoided,

one’s attention can still be focused on him or her

(see Chapter 26). As we shall see, the neural

mechanisms involved in mobilizing the fovea

and the focus of attention together are also

involved in moving attention by itself. To begin,

we discuss the factors that determine which tar

gets we attend to, either overtly or covertly.

DECIDING WHERE TO LOOK

Numerous factors influence the decision of

where to shift the direction of gaze, including

factors that are both external and internal to the

viewer. Consider a driver, maneuvering a car

through traffic. Certain properties of the visual

world might draw her attention involuntarily: a

flashy billboard, or a sputtering street lamp.

On the other hand, the driver can direct her

attention voluntarily, such as to scan street

signs to find a particular destination. Finally,

the interaction between properties of the visual

world and the driver’s own intentions adds

another layer of complexity to the attention pro

blem: While she might direct her gaze toward

restaurants along the side of the road if she is

hungry, she won’t if she has just eaten, despite

being presented with the same visual scene.

One approach toward understanding how

neural circuits direct attention has been to con

struct models that explain and potentially pre

dict the type of scanning and search behavior

exhibited by primates. In creating one of the first

models of visual attention, Treisman and Gelade

(1980) used human psychophysical data to

demonstrate that very low level features of a

visual scene, such as intensity, color, and orien

tation, predict how easily a viewer finds a target

in an array of simple visual stimuli. When a

target differs from all nontargets in one or

more feature dimensions (such as a red object

in an array of green, or a horizontal bar sur

rounded by vertical ones), the target seems to

‘‘pop out’’ at the viewer, and the time required

to find the target stays constant even if the
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number of distracters is greatly increased. This

observation led Treisman and colleagues to

hypothesize that the visual system conducts par

allel ‘‘preattentive processing’’ of the simple fea

tures of visual scenes, and then directs attention

serially to each stimulus to bind the simple

features together. This model, known as the

feature integration theory of attention, became

the foundation of numerous subsequent

models of visual attention.

To extend the feature integration theory and

explain how it might be implemented in a bio

logically plausible model, Koch and Ullman

(1985) incorporated the concept of a ‘‘saliency

map’’ that encodes the conspicuity (‘‘salience’’)

of every part of the visual scene. First, consistent

with the concept of preattentive processing, sev

eral topographic ‘‘feature maps’’ of visual space

were organized in parallel, one for each of a

number of low level visual features (color,

orientation, direction of movement, disparity,

etc.). Within each of these maps, a region was

marked as conspicuous if it differed along its

feature axis from its immediate neighborhood:

For example, in a color map, a bright red object

surrounded by green would be especially con

spicuous, and in a motion map, leftward motion

surrounded by rightward motion would be as

well. Finally, the conspicuous regions of each

feature map were combined into a single

feature independent saliency map of the image,

and a winner take all competition determined

the most salient region. According to this model,

the viewer’s gaze would then be directed to this

part of the scene.

Guidance of attention based on features of

the image, or ‘‘bottom up’’ guidance, captures

one source of attentional signals, and is suc

cessful at mimicking how certain aspects of a

visual scene attract a viewer’s gaze. However, as

in the case of the driver in her car, attention can

also be guided voluntarily, from the ‘‘top down.’’

Several models have maintained the concept of

bottom up processing of simple features, but

have added a role for ‘‘top down’’ attention to

influence the saliency map or the feature maps

themselves (Wolfe, 1994). Noting that a subject’s

knowledge of task demands can modulate how

different visual features influence perception

and behavior, Francolini and Egeth (1979)

suggested that the many low level feature maps

might be combined with weights that can change

according to the knowledge and intentions of

the viewer. The FeatureGate model of visual

selection (Cave, 1999) used a related concept,

in which locations with features dissimilar to

the known target were subject to top down inhi

bition. Similarly, Navalpakkam and Itti (2005)

used remembered representations of visual tar

gets to bias the map weights according to the

known features of a target, or to maximize dif

ferences in saliency between targets and nontar

gets (Navalpakkam & Itti, 2007).

NEURAL CIRCUITS FOR SHIFTING
OVERT ATTENTION

These models of bottom up and top down

influences on attention have found considerable

success in describing the visual behavior of pri

mates, but the question remains whether these

models map onto circuits in the brain. To the

extent that the models provide a conceptual

description of how the visual and oculomotor

systems work, one would like to be able to iden

tify brain regions with the properties of the low

level feature maps, and perhaps with the feature

independent saliency map. (Note, however, that

some other models do not require separate

feature maps [e.g., Li, 2002] or an explicitly

represented saliency map [e.g., Desimone &

Duncan, 1995].) Furthermore, one would like

to see pathways through which top down

influences, such as prior expectations or motiva

tion, can affect the representations in the feature

maps, saliency map, or both. Neurophysiological

studies have only begun to provide candidate

neural substrates for many of these maps and

connections.

The primate visual system comprises several

distinct cortical areas, each with its own

retinotopic map of visual space (Felleman &

Van Essen, 1991; Goodale & Milner, 1992;

Ungerleider & Mishkin, 1982; Van Essen et al.,

1992). A single visual cortical neuron only repre

sents information about stimuli that fall within a

limited part of the visual field, known as the

neuron’s receptive field (RF). Furthermore,
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neurons in each cortical area are responsive to

certain features of a stimulus: For example, neu

rons in monkey primary visual cortex (V1) are

selective to the orientations of edges and in some

cases to directions of motion (Hubel & Wiesel,

1965, 1968); many neurons in area V4 are color

selective (Schein & Desimone, 1990); and most

neurons in the middle temporal visual area

(MT) are selective for the direction and speed

of visual motion (Dubner & Zeki, 1971; Zeki,

1974). Despite the fact that most of these areas

are not as specialized as the low level feature

maps in the models of attention (e.g., most

color selective V4 neurons are not selective for

color alone, but often also for spatial frequency

and orientation of stimuli), they nonetheless

represent features of the visual scene in a retino

topic manner, as described in the models.

Moreover, local inhibition between neurons

with neighboring receptive fields in the same

visual cortical area enhances the activity asso

ciated with local contrast within a feature’s

dimension, as in several of the models.

To qualify as a saliency map, an area must

satisfy several requirements in terms of connec

tivity and function (Fecteau & Munoz, 2007).

First, since salience can be driven by low level

features, a saliency map should have access to

the numerous visual cortical areas that repre

sent various features of visual stimuli. However,

neurons participating in a saliency map repre

sentation should not themselves be feature

selective: Instead, they should represent the fea

tureless conspicuity of a region of visual space.

Next, a saliency map should have access to top

down signals and receive inputs from areas that

represent motivation, expectation, and reward.

In terms of function, if the saliency map is

localized to one or a handful of areas, then

lesions to these regions should result in deficits

in shifting the focus of attention. Finally, in a

brain area representing a saliency map, the

activity of neurons should be related to the

likelihood that the represented part of visual

space will be the target of attention. In the

monkey brain, an interconnected group of

areas fits these criteria: the network of

oculomotor structures, responsible for plan

ning and executing saccadic eye movements.

In particular, the frontal eye field (FEF) and lat

eral intraparietal area (LIP) in cortex and the

superior colliculus (SC) in the midbrain each

appear to meet the requirements of saliency

maps. The FEF, LIP, and SC are interconnected,

and all receive extensive projections from areas

throughout much of visual cortex. Despite this

connectivity, neurons in saccade related areas are

not themselves selective for low level visual fea

tures. All three regions receive projections from

prefrontal cortex, which is known to be involved

in representing top down, task or goal related

information. The activity of neurons in these

saccade related structures also distinguishes the

targets of a visual search from nontargets and

represents the targets of impending shifts of

attention (Kusunoki et al., 2000; McPeek &

Keller, 2002; Robinson et al., 1995; Schall, 1995;

Steinmetz & Constantinidis, 1995). Finally, the

oculomotor structures are connected to brain

regions that encode reward expectation andmoti

vation: The caudate nucleus of the basal ganglia,

which is known to encode reward expectation

and motivation, projects through the thalamus

to the FEF and LIP, and the SC receives projec

tions from the caudate through the substantia

nigra pars reticulata. Neurons in all three areas

are strongly modulated by reward expectation

(Ding & Hikosaka, 2006; Ikeda & Hikosaka,

2003; Platt & Glimcher, 1999; Sugrue et al., 2004).

NEURAL CORRELATES OF OVERT
AND COVERT ATTENTION

Beginning in the 1980s and continuing

throughout the 1990s, a large body of neurophy

siological work established that the activity of

neurons within many visual cortical areas is

modulated by selective attention. That is, the

magnitude of responses to visual stimulation

(i.e., number of action potentials elicited)

depends on whether an animal pays attention

to that stimulus. For example, since a monkey

can be trained to repeatedly fixate and hold its

gaze on a spot within a stable display, the experi

menter can study the responses of single neurons

within the animal’s visual cortex by presenting

visual stimuli on the display as the animal

CIRCUITS OF VISUAL ATTENTION 225



fixates. The experimenter can probe the

neuron’s response to stimuli presented within

the RF. Furthermore, the experimenter can

train the monkey to covertly monitor the RF

stimulus (e.g., by requiring it to detect changes

in that stimulus), and then compare the neu

ron’s responses to conditions in which the

monkey monitors a stimulus at some other loca

tion (Fig. 12.1, left). In both cases, the monkey

remains fixated and thus the RF stimulus stays

constant. (The monkey doesn’t do all of this

work for free of course, but is instead motivated

by the drop of juice it receives at the end of each

trial.) Using this basic experimental design,

numerous investigators have found that the

visually evoked responses of visual cortical neu

rons are generally more robust when attention is

directed to their RFs. The fact that the strength

of visual representations is dynamic with respect

to the locus of attention has altered the view of

visual cortical neurons as passive filters to one in

which they play an active role in constructing

visual representations according to behavioral

demands. But most important, as it is known

that human visual perception is heightened at

the locus of attention (Cameron et al., 2002), the

observation of attention driven modulation in

monkey visual cortex provides a striking neural

correlate of a fundamental cognitive function.

This correlate allows us to link the activity of

single neurons within the monkey brain to a

basic human mental faculty.

Before it had been established that covert

attention effects were widespread within visual

cortex, it had been observed that visually evoked

neuronal responses in a number of brain struc

tures are enhanced when an animal targets an RF

stimulus with a saccade. Wurtz and Goldberg

(1972) were the first to note this presaccadic

enhancement among neurons within the super

ficial layers of the SC, again a structure known to

play a role in the programming of visually

guided saccades. Subsequently, Mountcastle

and colleagues (1975) observed a similar effect

in posterior parietal cortex. Later studies

demonstrated that the presaccadic visual

enhancement is also observed among neurons

in visual cortex, namely in area V4 (Fischer &

Boch, 1981), and in inferior temporal cortex

(Chelazzi et al., 1993). Although there is a
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Figure 12.1 Similarity of the effects of covert and overt attention on the visual responses of neurons in
visual cortex. Top left: In studies of covert attention, monkeys are trained to attend (red searchlight icon) to
a peripheral stimulus (yellow bar) positioned within a neuron’s receptive field (dotted circle) while
remaining fixated. The event plot at the top indicates the period over which the activity of the cell is
compared in the attended and unattended conditions (tick marks on stable eye position). Top right: In
studies of overt attention a monkey is trained to make saccades to stable visual stimuli after a delay and the
effects on the presaccadic responses are compared between the different conditions. The event plot at the top
indicates the period during which the activity of the cell is compared (tick marks prior to time of saccade) in
the overtly attended (saccade to receptive field) and unattended (saccade away) conditions. The bottom
plots (left and right) summarize the basic results obtained: Visual responses are enhanced when either type
of attention is directed to the receptive field stimulus, and the greatest enhancement corresponds to the
stimulus that best drives the neuron.
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striking parallel apparent between the presac

cadic enhancement of visual responses

throughout the visuo oculomotor axis and the

attention related modulation in visual cortex

(Fig. 12.1, right), a connection between the two

phenomena was ambiguous for many years. This

ambiguity was due primarily to the fact that the

influence of saccade preparation (overt atten

tion) on visual activity in some structures

appeared to be contingent upon a saccade actu

ally being made. In other words, the covert and

overt attention effects seemed to occur in dif

ferent neural structures. For example, in earlier

experiments, there was little or no evidence that

directing covert attention to visual stimuli pre

sented to SC or FEF RFs had any effect on neu

ronal activity, whereas activity was found to be

robustly modulated by saccades (e.g. Goldberg &

Bushnell, 1981). However, more recent studies

have indeed found modulation of SC and FEF

neuronal activity during covert attention

(Ignashchenkova et al., 2004; Thompson et al.,

2005). Thus, there is now good evidence that

visual responses, whether exhibited by neurons

more closely related to saccades or more closely

related to coding the parameters of visual sti

muli, are modulated both by covert and overt

attention.

SACCADE PREPARATION AND
ATTENTION

A number of psychophysical studies have

revealed evidence linking covert attention and

the preparation of saccades. Given that the visual

and saccadic systems of the primate brain are

heavily interconnected (Fig. 12.2), such links

should not be surprising. Generally, this

evidence suggests one or both of two possibili

ties: that visual spatial attention influences sac

cade preparation or that saccade preparation

influences the deployment of visual spatial

attention. Perhaps the most classic evidence of

the influence of directed attention on saccades is

that provided by Sheliga and colleagues (1994).

In this study, the authors examined how covert

attention perturbs saccade trajectories. Subjects

were instructed to initiate saccades to a location

in one half of the visual field according to cues

presented in the other half. The cues could be

presented in one of several locations in the cued

half of the visual field. The authors found that

saccade trajectories were systematically deviated

according to the location of the covertly

attended (i.e., cued) location. Thus, the deploy

ment of covert attention can perturb saccade

programming. This observation and similar

findings from other investigators are frequently

cited as evidence for what is commonly referred

to as the premotor theory of attention, a modern

incarnation of earlier motor theories of cognition

(see Moore et al., 2003, for review).

To address the role of saccade preparation in

the deployment of attention, Hoffman and

Subramaniam (1995) instructed subjects to

make saccades to a location while also detecting

visual targets presented prior to the eye move

ment. These authors found that target detection

was typically best at the location of planned

saccades and that subjects were unable to com

pletely dissociate the attended and saccade loca

tions. These results suggest that the preparation

of saccades to a location deploys attention to

that location. Deubel and Schneider (1996)

observed similar results and concluded that a

single mechanism must drive the selection of

objects for perceptual processing and the infor

mation needed to drive the appropriate saccadic

response.

Although these psychophysical studies pro

vide a sound rationale for the hypothesis that

oculomotor and attentional circuits have a

common neural substrate, they cannot rule out

the alternative view that these are two distinct

and independent systems. The results from

recording and lesion studies suggest that the

direction of spatial attention is caused by

neural activity within saccade related structures

(Moore et al., 2003). If this is the case, then it

should be possible to direct attention by per

turbing neural activity within these same struc

tures. Recent studies have used electrical

microstimulation to test the hypothesis that sac

cade related circuits play a causal role in driving

attention to particular locations in the visual

field (Fig. 12.3). While it had long been known

that microstimulation of the FEF and the SC

elicits saccades, Moore and Fallah (2001) were
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Figure 12.2 A schematic of the major pathways carrying visual information in from the retina and then
back to the eye muscles in the form of saccade commands. Several oculomotor structures involved in
planning and triggering visually guided eye movements, and their connections (gray arrows), are shown.
Areas such as the frontal eye field (FEF), the lateral intraparietal area (LIP) and the superior colliculus (SC)
(yellow boxes) are each involved in transforming visual information into saccade commands. Each of these
areas is connected to each other, and to visual cortex (dotted box with sample visual areas and V1), and the
SC, supplementary eye field (SEF), and FEF also have projections directly to the brainstem saccade generator
(bSG). Recent neurophysiological studies have uncovered a role of the FEF, lateral intraparietal area (LIP),
and SC in the allocation of visual spatial attention. IML, internal medullary lamina of the thalamus; dLGN,
dorsal lateral geniculate nucleus; MD, medial dorsal nucleus of the thalamus; Pulv, pulvinar nucleus.

Superior 
Colliculus

Frontal eye
field

Figure 12.3 Electrical microstimulation of sites within the frontal eye field (FEF) and the superior
colliculus (SC) can elicit both shifts in gaze and in visual spatial attention. Left cartoon indicates the
location of the FEF in the anterior bank of the arcuate sulcus in prefrontal cortex, and the location of the SC
in the midbrain. Microstimulation of either structure has long been known to elicit saccades (yellow arrow,
middle diagram) that are identical to voluntary ones. Recent studies demonstrate that microstimulation
using submovement stimulation currents increases covert attention (spotlight icon, right diagram) at the
location to which suprathreshold currents shift gaze. The right diagram depicts the monkey performing a
covert attention task in which it must ignore distracters (flashing squares) and respond to a dimming of a
particular target (as in Moore, T., & Fallah, M. (2001). Control of eye movements and spatial attention.
Proceedings of the National Academy Sciences, 98, 1273 1276.)
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the first to examine the effect of microstimula

tion on visual perception. They found that when

they stimulated sites within the FEF using sub

threshold currents (i.e., currents below that

needed to evoke a saccade), they could none

theless enhance monkeys’ abilities to detect

luminance changes in a visual target. Impor

tantly, the improvements observed with micro

stimulation were dependent upon the target of

attention being positioned at the location to

which suprathreshold microstimulation would

shift the monkey’s gaze. Furthermore, the enhan

cing effect of microstimulation depended on the

temporal synchrony of the microstimulation and

the luminance change. Specifically, the more

temporal overlap, the bigger the improvement.

Thus, it appeared that by increasing the likeli

hood that the monkey would foveate a location

in visual space, the experiments also enhanced the

animal’s ability to process visual events there.

Subsequently, two other studies reported similar

enhancements in visual spatial attention

following subthreshold microstimulation of the

SC (Cavanaugh & Wurtz, 2004; Muller et al.,

2005). In both cases, the performance enhancing

effects of microstimulation were spatially depen

dent as in the FEF studies.

In all of the aforementioned studies, in which

electrical microstimulation of a saccade related

structure produces spatially and temporally

specific improvements in visual perception, it is

important to consider how direct the effects are.

Although one assumes that the results indicate

that microstimulation directly strengthens the

deployment of attention at the target, and there

fore reveals an underlying role of the excited

neurons (both at the site of stimulation and

among neurons connected with neurons at the

site), it is important to entertain any other pos

sible explanations for the results. To date, the

alternative explanation most entertained is that

microstimulation of the FEF and/or the SC gen

erates a visual percept (or other ‘‘experience’’) at

the corresponding point in space, for example, a

‘‘phosphene’’ (Cavanaugh & Wurtz, 2004;

Moore & Fallah, 2004; Muller et al., 2005;

Murphey & Maunsell, 2008), and it is that

percept that in turn strengthens spatial attention

at the corresponding point in space. Because the

experimenter is ultimately unable tomeasure the

impact of microstimulation on monkeys’ per

ceptual experiences, there is probably no way of

completely eliminating this possibility. How

ever, there are a few key observations that

appear to make that explanation unlikely. First,

as previously mentioned, there is a strict depen

dence of the enhancement effect on the syn

chrony of FEF microstimulation and the target

event (Moore & Fallah, 2004). Specifically, when

microstimulation is initiated more than 150ms

prior to the target event, there is no reliable

improvement in performance, while the biggest

improvement is seen when the microstimulation

train temporally overlaps with the target event.

This temporal dependence places severe limita

tions on the speed at which a perceptual experi

ence could have indirectly shifted attention.

Cueing with visual stimuli typically requires

more than 50ms between the cue and the

target event to improve detection performance

(Posner & Cohen, 1984). Moreover, when the

cue and the target event occur within less than

50ms of each other, performance can actually be

worse (Yeshurun & Carrasco, 1999), presumably

because of masking (Breitmeyer & Ganz, 1976).

A second set of observations that seems to rule

against the hypothesis that attentional improve

ments were indirectly due to microstimulation

driven perceptual experiences is that the use of

artificial ‘‘phosphenes’’ have thus far failed to

reproduce the effects of microstimulation

(Cavanaugh & Wurtz, 2004; Muller et al.,

2005). That is, simply replacing SC microstimu

lation with an equally long presentation of a

Gaussian ‘‘blob’’ at the target location is not

enough to produce the same improvements

observed with microstimulation.

A third study was specifically aimed at mea

suring the perceptual impact of FEF microsti

mulation in monkeys. Murphey and Maunsell

(2008) trained monkeys to detect electrical

microstimulation of sites within the FEF using

currents similar to those used in the attention

studies and across the range used to evoke sac

cades. As in an earlier study conducted by the

same authors (Murphey & Maunsell, 2007), it

was observed that monkeys could detect micro

stimulation currents significantly below those
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needed to evoke saccades. Monkeys could reli

ably report currents that ranged between 60%

and 70% of the saccade evoking current. This

indicates that although subthreshold currents do

not result in an observable change in behavior, it

does not mean that the animal does not experi

ence them. What the animal experiences, how

ever, is still very much an open question.

Experiments conducted in humans with surgi

cally implanted electrodes above and near the

human homolog of the FEF seem to show that

microstimulation at saccade evoking sites does

not produce any visual experiences (Blanke et

al., 2000), only a sense that gaze is not under the

subjects’ control (O. Blancke, personal commu

nication). However, by determining the current

monkeys can detect, and by demonstrating that

that current can be predicted by the current

required to evoke a saccade (threshold current),

the authors seemed to have validated the use of

the ‘‘50% of threshold’’ rule adopted in studies

of effects on attention (Cavanaugh & Wurtz,

2004; Cavanaugh et al., 2006; Moore & Fallah,

2001, 2004). This rule was originally adopted

because it was found that currents that exceeded

�75% of the movement threshold current

tended to impede attention performance rather

than improve it (see Fig. 2A, Moore & Fallah,

2004). The combined results of the two FEF

studies suggest that whatever the perceptual

‘‘experience’’ induced by microstimulation, it is

typically absent with currents that are 50% of the

movement threshold, and when it does occur it

impedes performance. Lastly, a recent study by

Elsley and colleagues (2007) suggests that

rather than visual ‘‘phosphenes,’’ subthreshold

‘‘experiences’’ might instead be neck muscle

proprioception. These authors report robust,

short latency neck muscle twitches with FEF

microstimulation. Importantly, they found that

these neck muscle twitches frequently occurred

even in the absence of evoked saccades. This

raises the possibility that even in the absence of

measurable gaze shifts when delivering ‘‘sub

threshold’’ currents to the FEF, proprioceptive

sensations via neck muscle twitches may none

theless be delivered.

The effect of electrical microstimulation of

the FEF and the SC on visual spatial attention

performance in monkeys suggests that during

stimulation, visual representations of particular

stimuli are enhanced above those of others.

As mentioned earlier, a wealth of evidence has

established that correlates of visual attention can

be observed throughout much ofmacaque visual

cortex; visual responses to RF stimuli are typi

cally enhanced when a monkey is trained to

covertly attend to them. Thus, one might

expect that microstimulation of the FEF or the

SC will likewise result in the enhancement of the

responses of visual cortical neurons to RF sti

muli. Indeed, this was the hypothesis posed by

Moore and Armstrong (2003), who paired FEF

microstimulation with single neuron recording

in extrastriate area V4. Specifically, they studied

the impact of subthreshold microstimulation of

FEF sites on the visual responses of V4 neurons

with RFs that were either overlapping or non

overlapping with the spatial location represented

at the FEF site. They found that following very

brief trains of FEF stimulation (20 to 50 ms),

visual responses were enhanced at overlapping

locations in the visual field, whereas they were

suppressed at nonoverlapping locations. Fur

thermore, this attention like modulation was

greatest when there was another ‘‘distracter’’

stimulus presented outside of the V4 neuron’s

RF. A subsequent study also found that FEF

microstimulation can alter the structure of V4

RFs and can bias V4 responses in favor of one of

two RF stimuli (Armstrong et al., 2006). Impor

tantly, these changes in V4 responses are very

similar to what has been observed in the same

area during voluntary attention (Armstrong &

Moore, 2007) (Fig. 12.4). Together, these results

suggest that microstimulation of saccade related

structures drives covert attention and its corre

lates in visual cortex, and that indeed, as specu

lated by Latto and Cowey (1971), visual spatial

attention seems to be the result of feedback from

the oculomotor system onto visual cortical

areas, and this feedback influence may exist in

order to modulate processing according to eye

movement plans.

In summary, recent neurophysiological work

has directly addressed and found much evidence

of a role of saccade mechanisms in directing

covert visual spatial attention. This evidence
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appears to support the conclusion that the

neural mechanisms of covert and overt spatial

attention are identical with respect to the influ

ence of the saccade plan on visual representa

tions. Although it should be assumed that a

different set of mechanisms is in effect when

attention is directed overtly (i.e., when planned

movements are triggered and shifts in gaze are

actually carried out) than when it is directed

covertly, recent results suggest that those differ

ences are less important than the similarities.

Simultaneous Control of Attention and

Saccades

The link between attention and saccades, and the

apparent dual role of saccade related structures

in controlling both of these phenomena, raises

the question of how the two processes interact

during visually guided behavior. Specifically,

how does the brain select the target of visual

attention, enhancing the perception of certain

features within the visual scene, and simulta

neously use information about these same

features to specify an appropriate saccade plan?

Depending on the answer to this question, one

could imagine that perturbing neural activity in

an oculomotor region might have one of several

different effects: First, if visual selection and sac

cade specification are independent modules, it is

possible that an experimental perturbation of

neural activity could alter a saccade plan without

noticeable effects on perception. Alternatively,

the perturbation of oculomotor activity could

affect the perception of a visual target, presum

ably by modulating feedback signals to visual
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Figure 12.4 Modulation of visually driven responses of area V4 neurons with microstimulation of the
frontal eye field (FEF). Sites within the FEF were electrically stimulated while recording from neurons in area
V4. Cartoon shows a side view of the macaque brain. (A) Top: The locations of the FEF in the anterior bank
of the arcuate sulcus and area V4 in the prelunate gyrus and below the inferior occipital sulcus are shown
(shaded). Bottom left: The response of a V4 neuron when a visual stimulus (V Stim) appears in its receptive
field (RF) while the monkey maintains central fixation (dots at origin). Bottom right: Eight saccades evoked
to a location overlapping the V4 RF following microstimulation of an FEF site (E stim). (B E)
Subthreshold microstimulation of the FEF increases the visual activity (‘‘Response’’) of V4 neurons with
receptive fields (circles) that overlap with the saccade represented at the stimulated FEF site (arrow from
crosshairs), but decreases visual activity when the receptive fields and the saccades do not overlap (B). The
gray bar in each receptive field represents the visual stimulus used to drive the V4 response; in this example,
the neuron prefers horizontal bars to vertical ones. The magnitude of enhancement is greatest for stimuli
that evoke the largest response (C). The enhancement of V4 visual responses also depends on the spatial
alignment of the receptive field stimulus and the FEF saccade vector within the RF (D). FEF
microstimulation also biases the responses of neurons to two RF stimuli in favor of the one aligned with
the saccade vector (E).
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cortex. According to this possibility, the altered

perception could be independent of a

concurrently developing saccade plan, and thus

the perturbation might uncouple the link

between perception and saccades. Finally, if per

ception and saccade selection are reciprocally

linked, the perturbation might cause both a dif

ference in the perception of a target and an

altered saccade plan that is consistent with the

new percept, rather than with the perturbation

itself.

Schafer and Moore (2007) tested these

possible outcomes by using a paradigm in

which electrical stimulation of an FEF site

pitted the potential perceptual effects of sti

mulation against the saccadic effects. When

monkeys made voluntary saccades to a sinu

soidal grating drifting within a stationary

aperture, the endpoints of their saccades were

biased in the direction of the grating motion,

consistent with an ‘‘apparent position’’ illu

sion. This illusion, and the motion induced

bias of the saccades away from the center of

the visual target, allowed the authors to sepa

rate the veridical position of the target in

visual space from the perception of the

target, and thus the endpoints of the saccades

(Fig. 12.5).

Low frequency electrical stimulation was

then delivered via a microelectrode to an

FEF site corresponding to the veridical position

of the center of the grating while the monkey

planned and executed its targeting saccade. The

authors suggested at least two possible

consequences of microstimulation: First, the

effect of stimulation on saccade planning might
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Figure 12.5 Interaction of attentional and saccadic signals during visually guided behavior. (A) Left:
Projections from the frontal eye field (FEF) carry spatial information to visual cortex and saccade signals
that ultimately redirect gaze, and visual target information is sent from visual cortex to the FEF. Middle:
When a sinusoidal grating presented in the periphery drifts upward (green arrow) or downward (blue
arrow), its apparent position is shifted in the direction of motion (green and blue dotted circles). Right:
Voluntary saccades to the drifting gratings are biased in the direction of motion (green and blue lines),
consistent with the apparent position illusion. (B) Left: Microstimulation of spatially aligned
representations in the FEF during preparation of saccades seems to enhance the interaction between the
FEF and visual cortex (red lines). Middle: During stimulation the apparent position illusion is increased,
and the gratings appear to be located farther from the veridical position. Right: Voluntary saccades to the
drifting gratings are influencedmore strongly by gratingmotion, and are biased farther from the stimulation
site’s representative saccade vector (red line).

232 PRIMATE NEUROETHOLOGY



dominate any effects on attention and percep

tion, thereby influencing the monkey’s saccade

plan alone. This potential outcome would cause

the saccade to land closer to the center of the part

of space represented by the FEF stimulation site

and therefore toward the center of the grating,

thus eliminating the motion induced saccade

bias. Alternatively, if the attentional role of

the FEF interacts with and informs the saccadic

role, microstimulation could lead to an

enhancement of the apparent position illusion

and a resulting increase in the motion induced

saccade bias. The authors observed the latter:

When voluntary saccades were paired with

low frequency stimulation, the effect of the

motion induced illusion on saccade trajectories

was enhanced, not decreased (Fig. 12.5). This

outcome indicates that the attentional effects of

this FEF perturbation govern the simultaneously

planned saccades. More generally, the results

suggest that the feedback connections from the

FEF to visual cortex are integral both for appro

priately perceiving the visual world and for pre

paring precise, target guided saccades.

GAZE CONTROL AND
MULTISENSORY ATTENTION

In describing the evidence to date on the mechan

isms within the primate brain that guide the selec

tion of targets of interest, we have focused solely on

the visual modality.While this may be appropriate

given the dominance of the visual modality in

primate species, it is nonetheless important to

consider whether the control of visual attention

is a special case. How might the findings of a role

of saccade mechanisms in visual attention

generalize to other sensory modalities? Could it

be that biasing spatially directed movements

facilitates other types of sensory processing at the

intended location of action? Winkowski and

Knudsen (2006) provide evidence that the central

nervous system uses a common gaze related

strategy for dynamically regulating sensory gain

across modalities, even in nonprimate species.

Neurons within the optic tectum of the barn owl

comprise a map of auditory space (Cohen

and Knudsen, 1999). The owl’s gaze direction

is controlled in part by neurons within

the archistriatal gaze field (AGF), in the forebrain,

which and is considered homologous with the FEF

in primates. Microstimulation of sites within the

AGF evokes short latency head movements of a

given direction (Knudsen et al., 1995). Winkowski

and Knudsen (2006) examined the influence of

subthreshold microstimulation of AGF on audi

tory responses of tectal neurons and found that

responses to stimuli in the space represented by the

stimulated AGF site were enhanced. They also

found that AGF microstimulation sharpens the

tuning of auditory receptive fields in the optic

tectum and tends to shift spatial auditory tuning

toward the auditory receptive field encoded by the

AGF stimulation site (Winkowski & Knudsen,

2007). Since neurons in the optic tectum are mul

timodal and exhibit visual responses, the authors

were also able to demonstrate that AGF microsti

mulation enhances visual signals as well. Thus,

evidence that gaze control mechanisms provide

spatial attention like biases in sensory processing

extends to the auditory domain, and to nonpri

mate species.

The possibility that mechanisms controlling

the deployment of visual spatial attention also

influence other sensory modalities is not

entirely surprising. Psychophysical and electro

physiological studies have suggested that multi

sensory integration occurs at very early stages of

sensory processing, and perhaps before atten

tional selection is accomplished. Driver (1996)

exploited the well known ventriloquism illu

sion in which the speaker’s lips appear to ‘‘cap

ture’’ a sound and translocate it when there is a

spatial offset between the real auditory and

apparent visual source of the sound. He

showed that this cross modal illusion can

enhance selective spatial attention to speech

sounds. It is based on the observation that

under some circumstances, ventriloquism can

apparently influence the ease of attentional

selection. Participants had to repeat one of two

concurrent auditory messages, while they were

both played in mono from the same loud

speaker without any auditory cue that reliably

distinguishes the relevant message from the

concurrent distracting message. The distinction

was by lip movements presented visibly, for the

relevant message only. The performance was
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improved for recognizing the relevant message

when this concurrent visual information was

presented at a slightly different location from

the mono sound source. Driver attributed this

outcome to ventriloquism arising for just the

relevant sounds toward the concurrent lip

movements that matched them temporally in

the spatially offset condition. It was argued that

such visually determined illusory spatial separa

tion could only aid auditory selection if it arose

before that selection was complete, thus

implying that the cross modal integration

underlying ventriloquismmight be preattentive

in this particular sense. The idea was supported

later by studies showing that the ventriloquism

effect did not depend on the extent to which the

visual events were attended (Bertelson et al.,

2000; Spence & Driver, 2000; Vroomen et al.,

2001). Using event related potentials in

humans, Giard and Peronnet (1999) provided

evidence that multisensory integration can take

place very early in the processing of auditory

and visual information.

SUMMARY REMARKS

For primates, the gathering of sensory informa

tion is an active process. This is particularly true

for the dominant sense, vision, which requires

the organism to sample discrete points of the

visual environment in a sequential fashion.

This sampling is accomplished primarily by

moving the focus of gaze from item to item

with head and eye movements, most notably

saccades. Neurophysiological studies have

recently revealed that the visual and saccadic

systems of the primate brain are not only heavily

interconnected but also that the influence of the

two processes on one another is bidirectional.

Most notably, it appears that the faculty of atten

tion, a fundamental cognitive function, emerges

from the reciprocal interaction of visual proces

sing and saccade preparation. Above its signifi

cance for understanding the neural basis of

cognition, this revelation has not only exposed

the limitations of a strictly sensory or motor

approach to neural systems but also reaffirmed

the need for a more ethological approach to the

question of how particular types of brains solve

the particular classes of problems faced by an

organism. One assumes that the need for more

ethological approaches extends to even the most

complex and mysterious of functions within our

own primate brain.
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CHAPTER 13

Vocalizations as Auditory Objects: Behavior and

Neurophysiology

Cory T. Miller and Yale E. Cohen

Vocal communication is a fundamental compo

nent of both human and nonhuman animal

behavior. Because of the behavioral significance

of vocalizations, it is likely that these acoustic

signals have had a significant influence on the

evolution of the primate auditory system

(Ghazanfar & Hauser, 1999; Hauser, 1997;

Wordon & Galambos, 1972). Traditionally, it

has been thought that the selective forces acting

on the primate cortex for vocalization

processing were related to the communicative

content of the signals (Ghazanfar & Hauser,

1999; Hauser, 1997; Wordon & Galambos,

1972). This, however, represents only one ele

ment of vocalizations: As spatiotemporally

bounded units (Farris et al., 2005; Miller et al.,

2001a), vocalizations are also auditory objects

(Griffiths & Warren, 2004). Since objects are

one of the most central components of percep

tion, it is likely that, in the primate auditory

system, evolution selected for those neural

mechanisms that bind the acoustic features

into perceptual units. Thus, we propose that an

object centered view of vocalization processing

may yield new insights into the nature of the

auditory system as well as reveal potential paral

lels with object processing in the visual system.

In this chapter, we (1) provide some background

on objects and their categorical organization,

(2) review the behavioral significance of non

human primate vocalizations, (3) discuss a gen

eral framework for auditory object analysis in

the context of vocalizations, and (4) overview

neurophysiological studies that examine vocali

zation processing within this framework with an

emphasis on object and categorical processing.

OBJECTS

Objects are a core building block of our percep

tual world. Yet, despite the significant amount of

empirical and theoretical scientific energy that is

devoted to studying objects (Nakayama, 1999;

Pylyshyn, 2006; Scholl, 2007; Scholl et al., 2001;

Spelke, 1994; Yantis, 2000), a formal definition

has been difficult to establish (Feldman, 2003).

This discrepancy is primarily due to the fact that

objects cannot be defined by the mere presence

or absence of particular features. Rather, objects

come into existence (awareness) through non

linear grouping principles that bind features

together into perceptually stable spatiotemporal

units. Importantly, although these grouping

mechanisms are necessary for object formation,

no single one is sufficient for object perception.

Most of what is known about objects comes

from studies in the visual system. This research

agenda comprises studies in human adults and

infants, as well as nonhuman primates (Hauser,

2001; Santos, 2004). As discussed below, parallel

work on auditory objects, though less extensive,

is notably similar to the body of literature on

visual objects. Together, these data suggest that

commonalities in object perception may exist

across developmental states, species, and perhaps

sensory modalities.
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The notion that grouping principles govern

object perception began with the Gestalt psy

chologists (Kaffka, 1935). More recently, Spelke

sought to quantify these principles experimen

tally in a series of studies with human infants

(Spelke, 1994). This work suggests that visual

object perception is guided by three primary

grouping principles: cohesion, continuity, and

contact (Fig. 13.1). First, the principle of cohe

sion states that objects persist with stable bound

aries: Sand and other substances with unstable

edges, such as sands and liquids, are not per

ceived as objects (Huntley Fenner et al., 2002).

Moreover, as an object moves through space,

these stable boundaries persist. Second, the prin

ciple of continuity states that objects moving

through space and time follow a single contin

uous path. During experiments in which a sec

tion of an object’s path is occluded, for example,

subjects expect the object to follow the same

trajectory behind the occluder (Spelke et al.,

1994). And third, the principle of contact states

Continuity

Contact

Cohesion

Figure 13.1 Drawings depict the three principles of object perception (Spelke, 1994). Cohesion: Objects
have definable, consistent boundaries. Continuity: Objects traveling on a path continue on the same
trajectory even when occluded. Contact: Two objects cannot occupy the same spatial location at the same
time. Purple X’s are shown on events that are inconsistent with these object properties.
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that because two objects cannot occupy the same

spatial location at the same time, an object that

moves into another object’s location will either

have its motion stopped or displace the other

object. In a classic experiment, Spelke and col

leagues (1992) presented young infants with a

test display in which a ball was dropped onto a

table. Even when the path of the ball was

occluded, the infants expected the ball to come

to rest on top of the table and not fall through

the solid surface. Together, these studies provide

empirical evidence of the perceptual principles

that govern object perception in young infants.

Parallel work suggests that similar grouping

principles govern object perception in adult

human vision as well (Feldman & Tremoulet,

2006; Pylyshyn, 2006; Scholl, 2001). Specifically,

human adults perceive visual objects as spatio

temporally bound units. This research also sug

gests that attention and object perception are

intricately entwined, such that what is attended

may constitute an object. Scholl and colleagues

(Pylyshyn & Storm, 1988; Scholl et al., 2001)

employed the multiple object tracking paradigm

(Sears & Pylyshyn, 2000) to examine the role of

attention in object perception. They found that

perceptual units whose properties were consistent

with Spelke’s grouping principles (Spelke, 1994)

could be tracked through space and time, whereas

perceptual units with ambiguous boundaries,

such as the ends of lines, could not. Together,

these studies suggest that the same perceptual

mechanisms underlying object perception in

human infants persist during adulthood and that

attention is critical for object perception.

Importantly, these grouping principles extend

to object perception in nonhuman primates as

well. For example, Hauser (2001) showed that

nonhuman primates understand the principle of

contact as it relates to object perception (Spelke

et al., 1994). A study by Santos (2004) tested

whether rhesus monkeys can use spatiotemporal

information when determining the location of a

moving object. Monkeys viewed a display in

which a plum rolled down a ramp and behind

an occluder. During certain key test conditions,

two occluders separated by several inches were

placed along the path of the plum. Santos found

that the monkeys searched for the plum behind

the first occluder. The interpretation of this study

is that the monkeys reasoned that if the plum was

not visible in the gap between the occluders, it

must have stopped behind the first occluder.

Thus, the use of spatiotemporal grouping princi

ples for visual objects appears to be conserved

across at least two primate species. The question

now is whether these same mechanisms are evi

dent in other sensory modalities.

In audition, the study of auditory objects is

typically referred to as ‘‘auditory scene analysis,’’

in reference to Bregman’s seminal book on the

subject (Bregman, 1990). Bregman proposed two

forms of perceptual integration sequential and

simultaneous which have become a key frame

work for thinking about the perceptual and neuro

physiological processes underlying auditory object

formation. Sequential integration involves two

complementary processes. The first process is the

integration of temporally separated sounds from

one sound source (e.g., syllables, words, or

vocalizations) into a coherent auditory stream.

The second process is segregating sounds that

originate from separate sources, especially inter

vening and overlapping sounds. Simultaneous

integration refers to the perceptual grouping of

different, simultaneously occurring, andoftenhar

monically related components of the frequency

spectrum into a single sound source. As in the

visual system, the integration of spatiotemporal

properties is fundamental to auditory object

formation.

Behavioral evidence suggests that both

sequential and simultaneous integration are uti

lized during vocalization perception. This inte

gration is perhaps best exemplified by amodal

completion (also referred to as auditory conti

nuity) (Bregman, 1990). Auditory continuity

can be seen when cotton top tamarins are pre

sented with vocalizations in which the middle

segment is either (1) left intact, (2) ‘‘occluded’’

by white noise, or (3) deleted entirely (Miller

et al., 2001a) (Fig. 13.2). When presented with

an occluded call, the tamarins respond to this

call in the same manner as they respond to the

intact call. Their response, however, diminishes

when the middle segment is deleted, suggesting

that tamarins can integrate acoustic information

across different frequency spectra to form a
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coherent vocalization, even when a portion of

the vocalization is occluded. Given that similar

grouping has been observed in human auditory

(Bregman, 1990; Kubovy & Van Valkenburg,

2001) and visual (Kellman et al., 1986) percep

tion, it is likely that this grouping principle of

cohesion is conserved across primate species as

well as sensory modalities.

Determining which units in the world are

objects is a complex theoretical and empirical

problem. The task in audition is somewhat more

difficult than vision because sounds are spatially

omnipresent and temporally continuous. As

such, establishing the boundaries of sounds in

space and time during real world situations is

experimentally difficult. Vocalizations, however,

represent an acoustic unit that may not succumb

to space and time boundary issues that gener

ally surround auditory object processing for at

least two reasons. First, since a vocalization is

produced from a single source, the auditory

system can assume spatial continuity. Second,

since the temporal structure of vocalizations is

stereotyped, both in terms of the length and

the different acoustic elements within the calls,

the temporal boundaries of these objects will

be perceptually predictable. Consequently,

vocalizations represent a unique and poten

tially insightful line of research in under

standing auditory objects. Rather than

question whether or not the unit under study

is an object based on the grouping principles

governing its perception, one can assume that

vocalizations are objects and then study more

explicitly the principles that lead to its percep

tual grouping.

In conclusion, objects are among the most

thoroughly studied topics in cognitive psy

chology. Experimental studies of the grouping

principles that bind features into objects sug

gest that the same perceptual mechanisms

may underlie object perception in the visual

system of human infants and adults as well as

nonhuman primates. Although the picture is

less clear in audition, certain commonalities

are evident. The study of vocalizations as

objects may help to learn more about the

grouping principles in the auditory system.

Such data would inform our understanding

of whether a core set of perceptual principles

governs object perception across all sensory

modalities.
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Figure 13.2 Evidence of amodal completion for vocalizations (Miller et al., 2001a). Above: representative
amplitude waveforms for the three test stimuli. Below: The mean number (standard error) of antiphonal calls
per session is shown in the bar graph for each stimulus. Statistically significant differences are marked with an
asterisk. Used with permission.
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CATEGORIES

An object is commonly a member of several

different categories depending on what rules or

mechanisms are used to represent the object.

These different categories can be conceptualized

as forming a hierarchy (Rosch, 1978) (Fig. 13.3).

At the top of the hierarchy are ‘‘superordinate’’

categories, the most general of the levels. ‘‘Basic

level’’ categories are next and are less general

than superordinate categories. Basic level cate

gories are the terms that people most commonly

use when describing an object. ‘‘Subordinate’’

categories are found at the bottom of the hier

archy. For example, Lassie can be categorized as

an animal, a dog, or a collie. ‘‘Animal’’ is super

ordinate categorical level descriptor. ‘‘Dog’’ is

the basic level descriptor. ‘‘Collie’’ is the subor

dinate descriptor. Using another example,

Handel’s Messiah can be categorized as

‘‘music’’ (superordinate), ‘‘classical music’’

(basic level), or ‘‘baroque period music’’ (sub

ordinate). Importantly, a single object can have

multiple subordinate categorical descriptors.

The different categories are not equipotent

since they require different amounts of neural

processing. Subjects respond faster and more

accurately when they are asked to categorize

objects into basic level categories than when

asked to categorize objects into superordinate

or subordinate categories (Rosch, 1978). Also,

the level at which an object is categorized

depends on a subject’s previous experience and

knowledge: A person with classical music

training might consider the basic level catego

rical descriptor of Handel’s Messiah to be ‘‘bar

oque music’’ or even ‘‘oratorio’’ instead of

‘‘classical music’’ (Gauthier & Logothetis, 1999;

Marschark et al., 2004).

Different hypothetical frameworks can be

used to describe the relationship between an

object’s membership in basic level and more

superordinate categories. One framework

posits that superordinate categories contain a

set of features that belong to all of the members

of the more basic category (Damasio, 1989;

Devlin et al., 1998; Martin et al., 2002; Rosch

et al., 1976; Smith et al., 1974). For instance, the

basic level category of ‘‘dog’’ might contain

descriptors like ‘‘has fur,’’ ‘‘has wet nose,’’ ‘‘has

four legs,’’ ‘‘breathes,’’ ‘‘is mobile,’’ ‘‘can repro

duce on its own,’’ etc. In contrast, the superordi

nate category of animal contains descriptors that

are not included in the basic level category such

as ‘‘breathes,’’ ‘‘ismobile,’’ ‘‘can reproduce on its

own,’’ etc. A second alternative view is that
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Figure 13.3 The categorical structure of a visual (left) and auditory (right) object. The superordinate,
basic level, and subordinate categorical structure are shown for each of the objects. The auditory object
(i.e., vocalization) to the left is shown in a spectrogram, which plots the signal in a time (x axis) by
frequency (y axis) display.
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the properties of a basic level category are not

omitted from the superordinate category but

are represented as more abstract variable

values in this higher order category.

Perceptual and Abstract Categories

In addition to the hierarchical structure of cate

gories for objects, there is at least one other

dimension along which objects can be categor

ized: perceptual and abstract. The primary dif

ference is that perceptual categories are formed

based on the common features of different

objects, whereas abstract categories are formed

based on shared characteristics or previous

knowledge about different objects. We may, for

example, have a perceptual category of ‘‘dogs’’

because they share a similar set of features, but

we may also have a more abstract category of

‘‘past pet dogs’’ that is linked by all the dogs we

have owned over our lives. Abstract categories

are typically learned through experience,

training, and other top down mechanisms,

whereas perceptual categories are formed

through bottom up perceptual mechanisms.

Auditory objects with common perceptual

features are combined to form perceptual cate

gories (Kuhl & Padden, 1982, 1983; Lasky et al.,

1975; Liberman et al., 1967). Perceptual simi

larity is one of the key elements that determine a

stimulus’s categorical membership (Boyton &

Olson, 1987, 1990; Doupe & Kuhl, 1999; Eimas

et al., 1971; Kuhl &Miller, 1975; Kuhl & Padden,

1982, 1983; Lasky et al., 1975; Liberman et al.,

1967; Miyawaki et al., 1975; Streeter, 1976;

Wyttenbach et al., 1996). Perceptual categories

are based on the physical attributes of an object.

For example, male and female voices can be

categorized as such by attending to the pitch of

the voice, with female voices characteristically

having a higher pitch than those of males. In

another example, listeners can perceive different

speech signals as belonging to the same pho

nemic category, or viewers can perceive different

visual signals as being members of the same

color category.

One prominent feature of perceptual cate

gories is that they are often accompanied by cate

gorical perception, such as the categorization of

speech units into phonetic categories (Holt, 2006;

Kuhl& Padden, 1982, 1983; Liberman et al., 1967;

Lotto et al., 1998; Mann, 1980). In visual proces

sing, this type of categorization is referred to as

‘‘object constancy’’ and allows us to recognize a

visual object from a variety of different view

points, light levels, etc. (Walsh & Kulikowski,

1998). In categorical perception, a subject’s per

ception of an object does not vary smoothly with

changes in the physical properties of the object

(Ashby & Berretty, 1997; Liberman et al., 1967;

Miller et al., 2003). In other words, two objects

that are on the same side of the categorical

boundary are treated similarly, despite relatively

large differences in their physical properties.

When two objects straddle the category

boundary, small changes in an object’s properties

can lead to large changes in perception.

Why are objects that straddle a category

boundary easier to discriminate than objects

that lie on the same side of the categorical

boundary? One potential mechanism may

relate to the distribution of neural resources.

Following behavioral training, more neurons

are activated in the auditory cortex during the

discrimination of sounds that straddle a cate

gorical boundary than during the discrimina

tion of sounds that are on the same side of

a categorical boundary (Guenther et al.,

2004). Thus, discrimination may be primarily

limited by the number of active neurons. This

type of reorganization may be analogous to

the redistribution of neural tuning properties

following other types of training (Recanzone

et al., 1993).

Perceptual categories are integrated with other

types of information to form more abstract cate

gorical representations. These categories are

formedwhen arbitrary stimuli are linked together

as a category based on some shared (nonpercep

tual) feature, a functional characteristic, or

acquired knowledge. For instance, a combination

of physical characteristics and knowledge about

their reproductive processes allow us to cate

gorize ‘‘dogs,’’ ‘‘cats,’’ and ‘‘killer whales’’ in the

category of ‘‘mammals.’’ However, if we use dif

ferent criteria to form a category of ‘‘pets,’’

‘‘dogs’’ and ‘‘cats’’ would be members of this

category, but ‘‘killer whales’’ would not.
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Nonhuman primates can be trained to cate

gorize stimuli into abstract categories based on

their physical characteristics. For example, mon

keys can be trained to categorize objects as

‘‘dogs’’ or ‘‘cats’’ (Freedman et al., 2001, 2002),

‘‘animals’’ or ‘‘nonanimals’’ (Fabre Thorpe

et al., 1998), or ‘‘trees’’ or ‘‘nontrees’’ (Vogels,

1999). The capacity to represent even more

abstract categories, such as ordinal number and

motion direction, is present as well (Freedman &

Assad, 2006; Hauser et al., 2003; Nieder et al.,

2002; Orlov et al., 2000; Roitman et al., 2007).

One important caveat in studies like that of

Freedman and colleagues is identifying the cri

teria that the monkeys use to classify the stimuli

as ‘‘dogs’’ or ‘‘cats.’’ Do the monkeys make a cat/

dog distinction using the same criteria that we

would naturally use to assign an animal as a

‘‘cat’’ or a ‘‘dog’’? Or do the monkeys learn to

use a suite of features to distinguish between two

arbitrary categories that happen to coincide with

human categories of ‘‘cat’’ and ‘‘dog’’?

CATEGORICAL STRUCTURE OF
VOCALIZATIONS

All nonhuman primates use vocalizations to

communicate information to conspecifics

(Cheney & Seyfarth, 1992; Hauser, 1997). As an

object, each vocalization is encoded with mul

tiple levels of categorical information, each of

which provides important behaviorally relevant

information to listeners. The vocalization itself

represents the basic level category, but much of

the more sophisticated information extracted

from vocalizations comes from the subordinate

categories.

Beyond the call type, each vocalization com

municates a diverse range of information. Some

of this communicative content is correlated

directly to physical characteristics of the caller.

Body size, for example, is highly correlated with

the length of the vocal tract. Animals with larger

body weight and body size have longer vocal

tracts, which correlate with greater formant fre

quency dispersion for a call (Fitch, 1997;

Ghazanfar et al., 2007). Although information

on this level may only exist as a consequence of

idiosyncrasies in each individual’s body weight

and size, it still represents an important level of

categorical information to conspecifics.

A further level of categorical content in voca

lizations pertains to cues about a caller’s identity.

Numerous experiments have demonstrated that

nonhuman primates can extract information

about a caller’s individual identity and that this

information plays a central role in behavioral

decisions. Vervet monkey mothers, for example,

respond only to their own infants’ cries and

ignore the same call when it is produced by

other infants (Cheney & Seyfarth, 1980).

Although the ability recognize the identity of

the caller is a salient feature in vocalizations

(Bergman et al., 2003; Rendall et al., 1996),

other levels of identity are also encoded in voca

lizations, such as sex (Miller et al., 2005; Rendall

et al., 2004). In species with dialectic differences

between groups (Snowdon & Elowson, 1999;

Weiss et al., 2001), conspecifics may be able to

extract group identity (Miller et al., 2001b;

Seyfarth et al., 1980).

A final, potentially abstract, level of catego

rical information in primate vocalizations is the

referential content. Several studies of primate

vocal communication show that certain vocali

zations communicate information about objects

and/or events that are external to the caller, a

characteristic known as ‘‘functional reference.’’

A classic example of referential signaling is the

vervet monkey predator alarm calls (Seyfarth

et al., 1980). Vervets produce unique alarm

calls for three different predators: a snake, a

leopard, and an eagle. The information that is

transmitted to the listeners initiates specific pat

terns of behaviors. For instance, when vervets

hear an eagle alarm call, they scan the sky for

the airborne predator, and in some cases, run to

locations that provide overhead coverage. In

contrast, when they hear a snake alarm call,

they stand up and scan the ground. Finally, a

leopard alarm call initiates a third distinct beha

vior: Vervets run up the nearest tree while scan

ning the horizon for the leopard.

Referential signaling can also occur by com

bining different vocalizations. For example,

Diana monkeys, while responding appropriately

to the leopard and eagle alarm calls of
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Campbell’s monkeys, have a different response

to these alarm calls when they are preceded by a

Campbell’s monkeys ‘‘boom’’ vocalization;

the boom signifies a lower level threat

(Zuberbühler, 2000). More recent studies sug

gest that when putty nosed monkeys elicit leo

pard alarm call and an eagle alarm call

sequentially, they form a new referent that trans

mits information about group movement

(Arnold & Zuberbühler, 2006). Experimental

tests of a vocalization’s referential quality have

been limited to those calls that elicit strong

behavioral responses during playback experi

ments, such as alarm calls and food calls. Most

primate vocalizations, however, do not elicit

such overt behavioral responses during play

backs, making it logistically difficult to examine

a call’s functional reference. Consequently, any

conclusion that a call does not have a functional

referent may not be correct. Rather, it may

reflect a limitation in the sensitivity of our

experimental methods.

Primate vocalizations consist of multiple

levels of categorical information. Each call type

represents a basic level category. Several

subordinate categories are also evident, ranging

from acoustic information that directly corre

sponds to physical characteristics to individual

identity and referential content. Importantly,

those calls that have a functional referent

should not be considered to be a distinct class

of calls. Instead, these calls possess a more

abstract level of categorical information. As

objects, vocalizations consist of rich categorical

information. Traditionally, studies of primate

communication have not approached vocaliza

tions from the perspective of its categorical orga

nization. However, we believe that much can be

learned about vocalizations, at both the beha

vioral and neural levels, from this approach.

VOCALIZATION PROCESSING AS
AUDITORY-OBJECT ANALYSIS

We propose that vocalizations can be analyzed

within a general framework of auditory object

analysis, in terms of both their perception and

categorization (Blank et al., 2002, 2003; Darwin,

1997; De Santis et al., 2007; Griffiths & Warren,

2004; Micheyl et al., 2005; Murray et al., 2006;

Nelken et al., 2003; Poremba et al., 2004;

Rauschecker, 1998; Scott, 2005; Scott & Wise,

2004; Scott et al., 2000, 2004; Sussman, 2004;

Ulanovsky et al., 2003; Wise et al., 2001;

Zatorre et al., 2004). Under this framework, we

can generate a model of how vocalizations are

transformed from acoustic waveforms to per

ceptual/cognitive states that guide action and

decisions. This model can then be used as a

guide to design experiments that will test the

relationship between neural activity and the per

ceptual organization of information communi

cated by the vocalizations.

The first step in auditory object analysis is for

the perceptual system to extract and code the

spectrotemporal properties, localization cues,

and other low level features in the signal. These

features are then ‘‘bound’’ together to form a

representation of the object. The next compo

nents of auditory object analysis involve com

putations that lead to the formation of

increasingly more abstract category based repre

sentations. We consider these steps to be serial in

nature only as a useful conceptual heuristic.

Ultimately, however, the cortex is likely to pro

cess the object properties and categorical struc

ture of vocalizations in a dynamic parallel

system.

A PATHWAY FOR VOCALIZATION
PROCESSING

Where in the cortical hierarchy are objects and

categories processed? In the cortex, the most

likely pathway for vocalization processing is the

so called ‘‘ventral’’ processing stream, a pathway

that processes the nonspatial attributes of an

auditory stimulus (Rauschecker & Tian, 2000;

Ungerleider & Mishkin, 1982). This pathway

originates in the auditory cortex (Kaas &

Hackett, 2000). In the auditory cortex, there

are three levels of processing: the core, belt, and

parabelt. These three processing levels form the

bases for the spatial and nonspatial pathways.

The ventral stream is defined by a series of pro

jections that includes the anterior belt of the

auditory cortex and regions of the prefrontal

cortex, specifically the ventrolateral prefrontal
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cortex (vPFC) (Rauschecker & Tian, 2000;

Romanski et al., 1999a, 1999b).

Of course, this ventral pathway is thought to

run parallel to, and independently from, a

‘‘dorsal’’ processing stream; this dorsal pathway

is thought to preferentially process the spatial

properties of an auditory stimulus (Rauschecker

& Tian, 2000; Ungerleider & Mishkin, 1982).

Together, these dorsal and ventral pathways

form an important model of auditory function,

as well as a visual function (Ungerleider &

Mishkin, 1982). We would caution, though, that

the strict functional segregation of these two pro

cessing streams is unclear since recent data sug

gest that, like the visual system, there is

considerable crosstalk between the dorsal and

ventral pathways (Sereno & Maunsell, 1998;

Toth & Assad, 2002).

NEURAL CORRELATES OF
AUDITORY-OBJECT AND
AUDITORY-CATEGORY
PROCESSING

Neural Correlates of Object Processing

A number of neurophysiological studies using

vocalizations as stimuli show that neurons in the

auditory cortex likely play an important role in

auditory object perception. For example, neu

rons in the primary auditory cortex (A1) are

preferentially sensitive to species specific vocali

zations (Wang & Kadia, 2001). That is, the firing

rates of A1 neurons are modulated when mar

mosets listen to species specific vocalizations

but are not modulated when these same vocali

zations are played in reverse. In contrast, when

these same stimuli are presented to cat A1 neu

rons, A1 activity does not differentiate between

the forward and reverse marmoset vocalizations.

This response pattern may be due, in part, to the

fact that A1 neurons are extremely sensitive to

the spectrotemporal features of a stimulus: Such

‘‘optimal’’ stimuli elicit sustained firing pat

terns, whereas ‘‘nonoptimal’’ stimuli elicit tran

sient responses (Wang et al., 2005). Together,

these studies suggest that at the level of the A1,

if not earlier (Nelken et al., 2003), neurons are

integrating the dynamic spectrotemporal

properties of a stimulus, a fundamental require

ment for object perception.

Several studies have had substantial success

in demonstrating a role for the A1 and non

primary auditory cortex in processing important

object related attributes of vocalizations. One of

the more striking examples is that of ‘‘pitch’’

neurons in the awake marmoset A1 (Bendor &

Wang, 2005, 2006); these pitch neurons straddle

the border between the AI and R, two core tono

topic fields of the auditory cortex. Bendor and

Wang demonstrated that these neurons respond

equally well to complex stimuli that contain a

fundamental frequency component with higher

harmonics as they do to stimuli that lack the

fundamental frequency but contain the higher

harmonics. Other examples of object related

activity are found in studies examining the

neural correlates of different psychoacoustic

parameters such as spectral contrast, roughness,

flutter, and consonance (Barbour &Wang, 2003;

Bendor & Wang, 2007; Fishman et al., 2000,

2001b). Together, these results suggest that

even in the A1, neurons are beginning to inte

grate sounds across spectral and temporal

dimensions a necessary mechanism for object

perception.

Several neurophysiological studies have

directly assessed the role of the auditory cortex

in object perception. Whereas few of these stu

dies have used vocalizations as stimuli, their

results speak to potential mechanisms under

lying vocalization processing. First, Sutter and

colleagues demonstrated that, like tamarins

(Miller et al., 2001a), rhesus macaques can

amodally complete auditory stimuli and that

neurons in the auditory cortex reflect the mon

keys’ behavioral responses to occluded and intact

stimuli (Petkov et al., 2003; Sutter et al., 2000).

Second, when presented with alternating two

tone sequences that are perceived by humans as

one or two auditory streams, neurons in the

auditory cortex respond to these sequences in a

manner that mirrors a human subject’s psycho

physical percepts (Fishman et al., 2001a, 2004;

Micheyl et al., 2005); the perception of one or

two streams depends on the spectrotemporal

dynamics of the sequences. The auditory cortex

may be the source of these percepts since the
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temporal evolution of auditory cortical activity

follows the temporal evolution of the percept.

By the time information processing reaches

nonprimary areas of the auditory cortex, this

sensitivity to species specific vocalizations has

markedly increased. Neurophysiology of lateral

and parabelt belt neurons shows an increased

responsiveness to vocalizations (Rauschecker &

Tian, 2004; Rauschecker et al., 1995; Russ et al.,

2008; Tian & Rauschecker, 2004; Tian et al.,

2001), whereas neuroimaging studies suggest

that anterior regions of the temporal lobe may

be exquisitely tuned for vocalization processing

(Petkov et al., 2008; Poremba et al., 2003). A

recent study quantified explicitly the capacity of

neurons in the nonprimary auditory cortex to

respond differentially to different vocalizations

(Russ et al., 2008). One analysis demonstrated

that the capacity of these neurons to code dif

ferent vocalizations depended on the tested time

interval and amount of temporal integration. At

the shortest time interval (50 ms) and the finest

bin resolution (2 ms), a linear pattern discrimi

nator could decode �25% of the vocalizations

correctly. However, as the duration of the test

time interval increased from 50 ms to 750 ms,

the performance of the discriminator improved

dramatically. Indeed, when the time interval was

750 ms, the discriminator decoded �90% of the

vocalizations at the finest bin resolution.

Interestingly, when Russ and colleagues tested

multiple neurons simultaneously, they found

that the number of vocalizations that could

be correctly coded increased exponentially as

they increased the number of simultaneously

tested neurons. Subsequent analyses indicated

that these neurons were not tuned for the spectro

temporal similarities that exist between different

vocalizations, eliminating the possibility that

these neurons are tuned for spectrotemporal fea

tures. Overall, all of these studies are consistent

with the notion that neurons in the nonprimary

auditory cortex are involved in object processing,

and are not only in acoustic feature processing.

Neural Correlates of Category Processing

The previous section highlighted the fact that the

auditory cortex, particularly A1, plays a

computational role in object analysis, a role

beyond its traditional one in feature analysis

(Nelken et al., 2003). Recent studies suggest that

the auditory cortex may be involved in evenmore

sophisticated types of processing. Indeed, studies

of both human (Guenther et al., 2004; Poeppel

et al., 2004) and nonhuman primates (Selezneva

et al., 2006; Steinschneider et al., 1995)

indicate that the auditory cortex is also

involved in the computations underlying cate

gory processing. For example, work from Brosch

and colleagues (Selezneva et al., 2006) shows that

auditory cortex neurons respond categorically to

tone sequences that either increase or decrease in

frequency. The primary auditory cortex also

contains a distributed representation of neural

activity that reflects the perceptual

categorization of human phonemes that differ in

voice onset time (Steinschneider et al., 1995).

These studies suggest that the auditory system is

readily able to represent categorical boundaries

even in the initial processing stage of the auditory

cortex.

What types of categorical processing, then,

occur in subsequent areas of the cortical hier

archy? We suggest that there are two major

classes of computational processing. First, neu

rons become increasingly sensitive to more

abstract categories. For example, recent work

from our group suggests a role for the vPFC in

categorizing the referential information that a

vocalization transmits, as opposed to the vocali

zation’s acoustic properties (Cohen et al., 2006;

Gifford et al., 2005). Using an oddball paradigm

(Näätänen & Tiitinen, 1996), we found that

vPFC activity was not modulated by transitions

between presentations of food vocalizations that

transmitted the same information (high quality

food) but had significantly different acoustic

structures. vPFC activity, however, was modu

lated by transitions between presentations of

food vocalizations that transmitted different

types of information (low quality vs. high

quality food). These data suggested that, on

average, vPFC neurons are modulated preferen

tially by transitions between presentations of

food vocalizations that belong to functionally

meaningful and different categories. Second,

categorical representations in more central
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areas like the prefrontal cortex may be used to

flexibly guide an animal’s behavior (Miller,

2000; Miller et al., 2002). That is, categorical

information in the prefrontal cortex is critical

for both the selection and retrieval of task

relevant information as it relates to the rules of

an ongoing task (Asaad et al., 2000; Ashby &

Spiering, 2004; Badre et al., 2005; Bunge, 2004;

Bunge et al., 2005; Spiering, 2004). Indeed, the

responses of prefrontal neurons tend to vary

with the rules mediating a task or the behavioral

significance of stimuli, whereas responses in the

inferior temporal cortex tend to be invariant to

these variables while tending to be better corre

lated with the stimulus’s physical properties

than prefrontal neurons (Ashby & Spiering,

2004; Freedman et al., 2003). In the auditory

system, there is, to date, no analogous evidence.

However, evidence for perhaps comparable

hierarchical processing between the superior

temporal gyrus and prefrontal cortex has

recently between demonstrated (Cohen et al.,

2007; Russ et al., 2008). As discussed above, the

firing rates of neurons in nonprimary auditory

cortex code several different vocalizations (Russ

et al., 2008). A similar analysis in the vPFC

revealed that these neurons carry significantly

less information about vocalization identity

than those in the nonprimary auditory cortex

(Russ et al., 2008). In addition, the pairwise

responses of neurons in the vPFC are less redun

dant (i.e., have the capacity to code more com

plex, orthogonal properties of a vocalization)

than the pairwise responses of neurons in the

superior temporal gyrus (Fig. 13.4). That is, the

responses in the vPFC are capable of coding

more complex features than those in the non

primary auditory cortex. Indeed, a post hoc

analysis of the study by Russ and colleagues

(2008) indicated that vPFC neurons code more

of the referential properties of a vocalization

than those in the superior temporal gyrus (Fig.

13.5). All of these analyses are consistent with

the hypothesis that the vPFC is at a hierarchically

higher level of vocalization processing (object

processing) than the nonprimary auditory

cortex.

CONCLUSION

Vocalizations represent a unique class of stimuli

for studies of neural coding and representation.
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Figure 13.4 Redundancy between pairs of neurons in the superior temporal gyrus and between pairs of
neurons in the ventrolateral prefrontal cortex (vPFC). A redundancy analysis tested whether neurons in the
superior temporal gyrus and the vPFC code the same attributes of a vocalization. Decreases in redundancy
are associated with an increased capacity to code more complex stimulus attributes (Chechik et al., 2006;
Schneidman et al., 2003). The redundancy analysis was conducted as a function of increasing time intervals
following onset of a vocalization. The data in red were calculated from the responses of neurons in the
superior temporal gyrus. The data in blue were calculated from the responses of vPFC neurons. Error bars
represent standard deviations.
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At one level, vocalizations have evolved as highly

salient communicative signals (Hauser, 1997).

On the other hand, they are auditory objects.

Ultimately, the task at hand is to ascertain how

particular acoustic features, or combinations of

features, are transformed into higher order

representations that confer information to a lis

tener and how this information is represented in

the cortex. As discussed here, a vocalization is

not merely a vocal signal that communicates a

sole piece of information. Rather, each call is a

perceptually bound unit encoded with a rich

array of categorical content. Although tradition

ally, studies of vocalizations at both the beha

vioral and neural levels have approached this

topic thinking primarily about the main func

tion of the call, an object oriented view of voca

lizations may yield important insights. These

two perspectives are not mutually exclusive; an

understanding of how vocalizations are repre

sented in the cortex will likely involve studies

from both approaches.

The primate vocal communication system

has often drawn parallels with two analogous

neural systems: birdsong and primate face recog

nition. With respect to birdsong, it is important

to distinguish between the classic sensory motor

song system (i.e., HVc, RA, area X, etc.

[Margoliash, 1997]) and the auditory system

(field L, NCM, etc.) of songbirds when making

comparisons to primate vocal communication.

The primary difference between the song system

and primate vocal communication is in the

degree of specialization. Whereas the song

system represents a highly specialized neural

system that almost exclusively processes ele

ments of birdsong (Margoliash, 1997), the

neural mechanisms underlying nonhuman pri

mate vocal communication aremore generalized

(Ghazanfar, 2003). Moreover, the substrates

underlying the song system are primarily sub

cortical nuclei (Nottebohm et al., 1976), whereas

the primate system is largely situated in the

cortex (Kaas & Hackett, 1998; Romanski et al.,

1999a), thereby limiting any direct parallels

between the systems. Although there may be

analogous mechanisms between primates and

songbird song system, it is likely that these
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Figure 13.5 Metric content of neurons in the superior temporal gyrus and the ventrolateral prefrontal
cortex (vPFC). Metric content (Treves, 1997) is calculated from the confusion matrices generated from an
analysis that tested the capacity of neurons in the superior temporal gyrus and the vPFC to code
vocalizations as distinct auditory objects (Russ et al., 2008). On a neuron by neuron basis, the metric
content was calculated by correlating the percentage of correctly decoded vocalizations with the amount
of information carried in a neuron’s response. The data in red were calculated from the responses of
neurons in the superior temporal gyrus. The data in blue were calculated from the responses of vPFC
neurons.
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similarities reflect a homoplasy and comparisons

with other sensory motor systems within the

primate cortex will yield more homologous

neural mechanisms. Some more direct parallels,

however, may exist between these taxonomic

groups with respect to the sensory processing

of vocalizations and other auditory objects in

the auditory system (Gentner & Margoliash,

2003; Woolley et al., 2005). More work is

needed, however, to ascertain commonalities

that may exist in the auditory systems of these

taxonomic groups.

Comparisons with the face recognition

system, in general, and ‘‘face cells,’’ more speci

fically, in nonhuman primates stems more from

potential analogies between visual and acoustic

communication signals. Potential homologies

between the systems are supported by evidence

showing an increase in processing specificity for

vocalizations in the rostral areas of nonprimary

auditory cortex (Petkov et al., 2008; Poremba

et al., 2003) and the presence of ‘‘face cells’’ in

inferotemporal cortex (Fujita et al., 1992; Gross

and Sergent, 1992; Perrett et al., 1984, 1985).

One caveat, however, is an evolutionary distinc

tion between faces and vocalizations. Whereas

the structure of primate faces (i.e., the stable

arrangement of two eyes, nose, and mouth), and

most mammalian faces for that matter, has been

conserved over a long evolutionary history, the

structure of vocalizations (i.e., spectrotemporal

arrangement of acoustic features) varies between

all species of nonhuman primates. As such, it is

possible that vocalizations have not undergone

the same type of selection for a highly specialized

object like a face and are processed as more of a

general higher order object, albeit a highly salient

one. Although both systems may reflect a general

pattern of increased specificity for object proces

sing in higher level areas along the ventral

pathway, vocalizations may not ultimately be

processed with the same degree of specialization

as faces.

Our focus was not to de emphasize the

importance of a vocalization as an evolved

signal, but to show the possibilities that can be

gained by approaching the study of vocalizations

from an object based view. Ultimately, the

neural basis of primate vocal communication is

a unique system that likely has parallels with

several related processes. But, like all complex

cortical systems, the primate communication

system possesses intricacies that are idiosyn

cratic to its own selective pressures. With a

renewed interest in this topic, significant strides

are likely to be made in our understanding of

this complex system.
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CHAPTER 14

Encoding and Beyond in the Motor Cortex

Nicholas G. Hatsopoulos, Maryam Saleh, and Julian A. Mattiello

INTRODUCTION

The physiology of the primary motor cortex

(MI) has been examined for well over a hundred

years, beginning with the seminal electrical sti

mulation experiments by Fritsch and Hitzig

(1870). In the early twentieth century, Leyton

and Sherrington put forth one of the earliest

hypotheses regarding the functional role of MI

based largely on focal and short duration elec

trical stimulation. By pointing to physiological

and anatomical data, they proposed that MI acts

as a synthetic organ of complex, goal directed

movements. Focal stimulation across the motor

cortex resulted in a very large set of ‘‘fractional’’

movements that appeared coordinated but

functionally incomplete. They postulated that

the extensive anatomical connectivity within

MI could serve to combine or associate

multiple fractional movements in different

combinations to generate a rich variety of

functional behaviors.

Despite this early influential viewpoint of

motor cortical functioning, most electrophysio

logical research in awake, behaving animals over

the past 40 years has attempted to isolate parti

cular parameter(s) of motion such as force, velo

city, and direction that are encoded in individual

motor cortical neurons. Unfortunately, by

focusing on abstract movement parameters,

almost every conceivable kinematic and kinetic

parameter has been shown to covary with the

firing rates of motor cortical neurons. No con

sensus has emerged and has left us with a

confused state of affairs in the field.

In this chapter, we propose that the motor

cortex does not encode movement as any one

simple Newtonian parameter of motion. Rather,

we suggest that, if motor cortical neurons actu

ally encode anything at all, they represent move

ment fragments as Sherrington and Leyton first

proposed. We will begin by defining what we

mean by ‘‘encoding’’ in the nervous system.

We will then provide evidence against the con

tention that motor cortical neurons encode any

simple movement parameter and argue for our

hypothesis that motor cortex may form a sub

strate where elementary movement fragments

are assembled into motor behaviors. In the last

part of the chapter, we will argue that encoding,

albeit an important scientific topic of inquiry, is

only part of a full explanation of motor cortical

functioning. We will point out that the motor

cortex not only encodes information but also

transforms information by processing its inputs

to generate its output much like any information

processing system. Our focus will be on the

upper limb, although many of our arguments

can be applied more generally to the cortical

control of other segments in the motor

apparatus.

WHAT DO WE MEAN BY
ENCODING?

Before addressing the question as to what

the motor cortex encodes, it is essential to start

with a definition of neural encoding. In the

neuroscience community, the term ‘‘neural
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encoding’’ has been ascribed a variety of

meanings. We believe that neural encoding

should be characterized as a relationship

between some aspect of neural activity and fea

tures of the outside world. For a sensory physiol

ogist, these features correspond to visual,

auditory, somatosensory, and olfactory aspects

of the world among others. For a motor physiol

ogist, the outside world corresponds to the mus

culoskeletal system that is being controlled by

the nervous system. There are at least three

specific definitions that are either implicitly or

explicitly stated in studies of neural encoding.

Correlation/Covariation

A commonly held viewpoint is that a neural

structure encodes a sensory, cognitive, or

motor feature if the responses of the neurons

within the neural structure are correlated with

the values that the feature can take. This correla

tion can be linear or nonlinear and can be mea

sured with a variety of mathematical techniques

including simple cross correlation techniques,

regression methods, and information theoretic

methods (i.e., mutual information). According

to this definition, the motor cortex encodes a

number of features as documented in Table 14.1.

Beginning with the first behavioral electrophy

siological studies in primates by Evarts, a

number of studies have indicated that the firing

rates of single motor cortical neurons covaried,

often linearly, with joint torque, hand force, and

their time derivatives (Cabel et al., 2001;

Cheney & Fetz, 1980b; Evarts, 1968; Hepp

Reymond et al., 1978, 1999; Kalaska et al.,

1989; Smith et al., 1975; Taira et al., 1996). In

addition to kinetic parameters, the firing rates of

MI neurons also have been shown to covary with

a number of kinematic variables including static

position (Georgopoulos et al., 1984), dynamic

position (Paninski et al., 2004a), speed (Moran

& Schwartz, 1999), acceleration (Stark et al.,

2007b), direction (Georgopoulos et al., 1982),

movement distance, or some combinations of

those parameters (Ashe & Georgopoulos, 1994;

Fu et al., 1993, 1995; Kurata, 1993). There is also

strong evidence that motor cortical neurons

carry higher level information related to move

ment planning (Tanji & Evarts, 1976), target

location independent of themovement direction

(Alexander & Crutcher, 1990; Shen & Alexander,

1997), or direction of action regardless of parti

cular muscle activity (Kakei et al., 1999).

Some investigators have argued that the

motor cortex multiplexes many of these para

meters in their responses (Johnson & Ebner,

2000). This would require areas receiving signals

from the motor cortex to somehow demultiplex

the incoming signals (not a trivial problem).

Others have argued that the motor cortex only

appears to encode all these parameters because

Table 14.1 Motor Cortical Encoding of Movement Parameters

Direction Ashe & Georgopoulos, 1994; Fu et al., 1995; Georgopoulos et al., 1982; Kakei

et al., 1999; Schwartz et al., 1988; Thach, 1978

Position Ashe & Georgopoulos, 1994; Georgopoulos et al., 1984; Paninski et al., 2004a;

Stark et al., 2007b; Thach, 1978

Speed/velocity Ashe &Georgopoulos, 1994; Churchland et al., 2006; Moran & Schwartz, 1999;

Paninski et al., 2004a; Stark et al., 2007b

Acceleration Ashe & Georgopoulos, 1994; Stark et al., 2007b

Force/torque Cabel et al., 2001; Cheney & Fetz, 1980a; Evarts, 1968; Georgopoulos et al.,

1992; Hepp Reymond et al., 1978, 1999; Kalaska et al., 1989; Smith et al.,

1975; Taira et al., 1996

Electromyography/muscle

activation

Kakei et al., 1999; Morrow & Miller, 2003; Thach, 1978; Todorov, 2000

Amplitude/distance to target Fu et al., 1993, 1995

Target position/direction Alexander & Crutcher, 1990; Fu et al., 1995; Shen & Alexander, 1997

Trajectory Hatsopoulos et al., 2007; Hocherman & Wise, 1991; Paninski et al., 2004b
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many of the parameters are correlated with each

other due to biological and physical constraints

of motion. This is an important problem that is

somewhat unique to motor physiology and will

be further discussed later (see ‘‘The Problem of

Correlated Parameters’’). Setting aside this pro

blem for the moment, we find that this defini

tion is too lax to be satisfying. For example, the

firing rates of MI neurons vary between awake

and sleep states (Evarts, 1964), but no one would

seriously argue that the motor cortex encodes

wakefulness except in the weakest sense.

Correlation may be a necessary but not sufficient

condition for neural encoding.

Causality

A second definition of neural encoding contends

that there must be a causal relationship between

a neural structure and what it encodes. In the

sensory domain, one might argue that neurons

in the primary visual cortex (V1) encode

oriented contrast edges because their activity

occurs in response to a causal chain of events,

beginning with responses in a population of

retinal cells, followed in time by similar

responses in the lateral geniculate nucleus cells

that provide inputs to V1. However, causality

does not seem to capture the essence of

encoding. For example, a triplet sequence of

nucleotides (a codon) is considered to code for

a particular amino acid. Yet, the codon by itself

does not ‘‘cause’’ the recruitment of a particular

amino acid within a larger sequence of amino

acids forming a protein. There are many other

biophysical processes that are required for this to

happen. As another more concrete example, the

left blinker in a car does not cause the car to

move to the left. Rather, it encodes the driver’s

intention to move to the left.

In the context of the motor cortex, if a feature

of movement is encoded in the motor cortex, it

may be too limiting to assume that the motor

cortex ‘‘causes’’ that feature to occur. On strictly

anatomical grounds, it is known that only a

small percentage (perhaps 5% to 10%) of

layer 5 output neurons in the motor cortex

make direct monosynaptic connections with

motor neurons in the spinal cord. For the vast

majority of motor cortical neurons, therefore, it

may be difficult to experimentally demonstrate a

causal role in generating a feature of movement.

In fact, it may be the case that for some motor

cortical neurons, they play no causal role toward

movement in that they only communicate the

intentions of the motor cortex to other areas via

efference copy (Nelson, 1996).

Invariance and Unique Specificity

A third definition of encoding, one to which we

subscribe, states that a neural structure should

invariantly and uniquely specify the feature it

encodes, regardless of context. Specification

can be viewed as a function that maps an input

space to an output space. The mapping can be

many to one but not one to many. In the codon

example, the triplet of bases invariantly specifies

or maps to a particular amino acid. This map

ping is degenerate in that several triplets can

specify a particular amino acid. However, it is

unique in that a single triplet maps only to one

amino acid. Likewise, the blinker invariantly and

uniquely specifies the directional intentions of

the driver. This specification remains invariant

to different road or weather conditions. This

specification, of course, serves a very important

function as it communicates the intentions of

the driver to other drivers on the road and pre

vents accidents from occurring. If the motor

cortex encodes a parameter or feature of move

ment, then it must specify that feature in the

same way regardless of different behavioral con

texts. These contexts can include different parts

of the arm’s workspace, different postural con

figurations, different loading conditions, dif

ferent task paradigms (i.e., isometric vs.

isotonic), different ordinal positions within a

complex movement sequence, and even

different points in time.

THE PROBLEM OF CORRELATED
PARAMETERS

Finding consistent responses to movement

parameters in different contexts may seem to

be straightforward. However, unlike sensory

physiology, motor physiology possesses a
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fundamental experimental problem that makes

it difficult to investigate parameters indepen

dently: The problem is that movement para

meters are naturally correlated. In the study of

sensory systems, the experimenter has full con

trol of the stimuli presented to the organism. In

order to isolate the sensory features that are

encoded by a particular sensory system, the

experimenter can design stimuli in which mul

tiple features are simultaneously presented in a

statistically independent fashion. However, to

study motor systems, the motor act is not

under the experimenter’s full control but rather

depends on the ‘‘will’’ of the organism. Under

many situations, multiple movement para

meters are coupled so that it becomes unclear

which variable is actually related to the activity

of single neurons. These couplings can be an

artifact of the behavioral paradigm. For example,

the center out task pioneered by Georgopoulos

(Georgopoulos et al., 1982) has been very useful

in characterizing the directional tuning of motor

cortical neurons. However, this behavioral para

digm creates links between movement direction,

speed, and position. Movements to the left, for

instance, occur on the left side of the workspace

so that direction and position are correlated

(see Fig. 1A in Paninski et al., 2004a). Likewise,

the speed of the hand tends to be lower near the

center and the periphery of the workspace so

that speed and position are linked (see Fig. 1B

in Paninski et al., 2004a).

The laws of physics and biological motion

can also inherently couple certain movement

parameters. For example, the force and accel

eration are linked according to Newton’s

second law, which implies that a neuron’s

response will necessarily correlate with accel

eration if it correlates with force, assuming that

the mass is held fixed. There are also regula

rities in biological motion that correlate move

ment parameters. For example, Fitt’s law

describes the well known speed accuracy tra

deoff such that faster movements are generated

with less accuracy (Fitts, 1954). Likewise, the

two thirds power law relates the instantaneous

angular speed of a movement with the radius

of curvature. This is also characterized as a

one third power law between the tangential

velocity and radius of curvature such that the

movements are slower at points when the cur

vature is larger (Fig. 14.1) (Lacquaniti et al.,

1983; Viviani & Cenzato, 1985; Viviani &

Terzuolo, 1982).

Finally, the isochrony principle describes the

observation that larger amplitude movements

tend to be made at faster speeds in order to

approach a constant movement duration over

different distances (Viviani & McCollum, 1983)

(Fig. 14.2). While many of these correlations can

be reduced or eliminated with proper controls, it

is nearly impossible to uncouple all possible

movement parameters. Therefore, in any indivi

dual study, it is essential to be careful in
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Figure 14.1 (A) The hand path during one trial (seven targets) of the random target pursuit task described
later. The dashed circles define the local radii of curvature and the arrows indicate the local tangential
velocity of the hand. (B) The power relationship between the local tangential velocity and radius of
curvature is shown on a log log scale.
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interpreting claims that motor cortical neurons

encode a specific movement parameter.

ENCODING OF MOVEMENT
PARAMETERS

If we accept invariant specification as our defini

tion of encoding, we are hard pressed to identify

any single movement parameter that is encoded

in the motor cortex. For example, force is a

kinetic variable that has been considered to be

encoded in motor cortical neurons (Ashe, 1997;

Evarts, 1968). However, context dependent

effects have been shown to alter the relationship

between firing rate and force in individual motor

cortical neurons during an isometric precision

grip task involving the thumb and index finger

(Hepp Reymond et al., 1999). These authors

found that while the average firing rate of

motor cortical neurons increased with static

force, the slope relating the firing rate with the

force magnitude varied significantly depending

on the task condition. That is, the slope across

low and medium force levels differed

depending on whether a third high force level

was required. Interestingly, this context depen

dency was not observed in the digit muscle

activity.

Directional tuning is a kinematic variable

that is considered a hallmark of motor

cortical encoding in multijoint movements

(Georgopoulos et al., 1982). A large proportion

of cells in primary motor cortex are tuned to the

movement direction of the hand in two and

three dimensional space. This is usually assessed

by measuring the firing rate of the cell during a

fixed period in a givenmovement trial (typically,

the reaction time period between a go signal and

movement initiation) and computing the

average firing rate over multiple trials of a

given movement direction. This is repeated for

each direction tested from which a tuning curve

is plotted relating the average firing rate to the

direction of movement. Various analytic func

tions such as a cosine or a circular Gaussian are

fit to the data fromwhich the preferred direction

of the cell is determined by the peak value in the

fitted function. Directional tuning is highly

robust and common in the motor cortex such

that no one can reasonably dispute this phenom

enon. What is in dispute, however, is whether

direction measured in an extrinsic, Cartesian

coordinate system, or any coordinate system

for that matter, is invariantly encoded in the

motor cortex. Variations in initial hand posi

tion, arm posture, and behavioral paradigm

have effects on the directional tuning curves of

motor cortical neurons (Caminiti et al., 1990,

1991; Scott & Kalaska, 1995). For example,

Caminiti and colleagues measured the preferred

directions (PDs) of motor cortical cells in a two

dimensional center out task in which the animal
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Figure 14.2 The relationship between the movement
distance to a target and the mean speed to the target.
Each point represents a movement to one target in
the random target pursuit task.
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initiated its movement from one of three center

positions parallel to the shoulder girdle. They

found systematic shifts in the PDs such that

they rotated along the z axis (Caminiti et al.,

1990). More recently, Scott and Kalaska (1995)

showed that the PD shifted on average by 30

degrees depending on whether the arm posture

was unconstrained in an adducted position in

the sagittal plane or forced to be abducted.

Interestingly, it was also observed that some

cells possessed unimodal directional tuning in

one posture but not in the other.

The most striking variations in directional

tuning are the temporal shifts in preferred direc

tion that have been observed by a number of

groups (Johnson et al., 1999; Mason et al.,

1998; Sergio & Kalaska, 1998; Sergio et al.,

2005). These temporal variations were measured

by shrinking the time window that spikes were

counted and computing the preferred direction

at multiple time windows throughout the trial.

Using an instructed delay, center out task,

Mason and colleagues (1998) found that neu

rons in the dorsal premotor cortex (PMd)

shifted their PDs temporally over the whole

trial by �48 degrees on average. Cells often

exhibited clockwise, counterclockwise, and

other complex shifting patterns in the PDs even

during the instructed delay period prior to

movement.

These temporal shifts in PD have been

observed in the primary motor cortex

during a movement task as compared to an

isometric task (Sergio & Kalaska, 1998; Sergio

et al., 2005). Sergio and Kalaska were parti

cularly interested in comparing the tuning

characteristics of MI neurons within the ros

tral bank of the central sulcus under iso

metric and movement versions of the

center out task. In the isometric condition,

the monkey pushed on a fixed manipu

landum to move a visual cursor to one of

eight peripherally positioned targets. In the

movement condition, the same manipu

landum was free to move, thereby moving

the colocalized cursor to the targets. A tem

poral analysis of preferred direction showed a

dramatic difference between the two para

digms. While the PD of most MI neurons

remained relatively stable in the isometric

paradigm, the PDs exhibited large and com

plex shifting patterns in the movement task

reminiscent of the patterns observed by

Mason and colleagues.

The observed temporal shifts in PD observed

in those studies led us to examine the possibility

that MI neurons do not encode any simple

movement parameter but rather represent com

plex, time dependent trajectory fragments

similar to the ‘‘fractional’’ movement hypothesis

first proposed by Leyton and Sherrington.

As previous studies had shown, we observed

systematic shifts in PD (Fig. 14.3A, black circles)

that traced out ‘‘preferred trajectories’’ in two

dimensional space over the course of a trial in an

instructed delay, center out task (Fig. 14.3B,

black arrows). We sought to determine whether

these preferred trajectory representations gener

alized across a less constrained behavioral para

digm, which allowed the monkey to generate a

rich variety of trajectories and paths in the hor

izontal plane. This was accomplished by having

the monkey reach for a sequence of randomly

positioned targets by moving a two link exoske

letal robot that controlled a cursor (the random

target pursuit or RTP task). Because the mon

key’s arm was continuously moving and shifting

its instantaneous direction of movement, we

computed the PDs by comparing the instanta

neous movement direction at different time lags

and leads with respect to the firing rate of the

neuron (measured in 50 ms bins). Similar shifts

in PD were observed in the RTP task as were

observed in the center out task (Fig. 14.3A, red

and blue dots).

We then developed a mathematical model

that explicitly characterized the preferred trajec

tories of individual neurons and demonstrated

that temporally extended trajectories captured

the tuning of motor cortical neurons more accu

rately. We developed a generalized linear model

that estimated the probability of a spike emitted

by a neuron (within a small spike sampling

window of 10 ms) given that the monkey’s

hand generated a particular velocity trajectory.

As others had shown using a different

mathematical approach (Paninski et al., 2004b;

Shoham et al., 2005), we found that an
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exponential relationship between the spiking prob

ability and the inner product between the preferred

velocity trajectory, k
!
, and the normalized

velocity trajectory of the hand, v̂ t0 , fit the data:

Pðspikeðt0Þjv̂ t0Þ ¼ exp½k
!
�v̂ t0 þ �� ð1Þ

where each velocity trajectory extends over a

range of times before and after the spike sam

pling time, to. g is an offset parameter of the

model. The normalized velocity trajectory, v̂ t0 ,

is a sequence of velocities (i.e., directions and

relative speeds) over a predefined time duration.

We call k
!
the preferred velocity trajectory since

the inner product in the exponent is maximized

when the v̂ t0 vector is aligned with it. By tempo

rally integrating the x and y components of
k
!
, the preferred paths or ‘‘pathlets’’ for each

neuron can be generated (Fig. 14.3C). We view

these pathlets as a sort of movement alphabet

from which more complex motor actions can be

synthesized just as language primitives are com

bined to form words and sentences. We have

also demonstrated that these movement primi

tives remain relatively invariant in different parts

of the workspace and under different dynamic

contexts (see Figs. 3 and 7 in Hatsopoulos et al.,

2007). Finally, we have also showed that a

decoding algorithm that incorporated a time

dependent preferred trajectory for each neuron

could be used to predict the instantaneous

movement direction with less error than an algo

rithm that assumed a static preferred direction

(Hatsopoulos et al., 2007).

Despite the fact that movement fragment

encoding appears to capture the information
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Figure 14.3 Systematic shifts in preferred direction (PD) under two behavioral paradigms. (A) Polar plots
from twoMI neurons depicting the shifts in PD in absolute time in the center out task (black circles) as well
as the PD shifts in relative time (lag time, red dots; lead time, blue dots) in the random target pursuit (RTP)
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model described later.
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content of MI neurons more effectively than

time independent parametric encoding, there

are still a number of unanswered questions that

will require further research. It is far from clear

whether such a time dependent representation

will remain invariantly specified in single MI

neurons across many different conditions and

contexts. Our experiments have already indi

cated that not all neurons invariantly encode a

particular pathlet when computed under dif

ferent regions of the workspace (Hatsopoulos

et al., 2007). Moreover, while a number of neu

rons preserve their pathlet representation when

viscous loads are applied to the shoulder and

elbow joints, this is not true of all recorded

neurons (Hatsopoulos et al., 2007). The current

situation leaves us with a number of possibilities.

First, encoding in MI may be inherently time

dependent as we have shown, but the theory

may need to be refined to account for all possible

contexts. Second, there may be a yet undiscov

ered time independent movement parameter

that is invariantly specified in motor cortex.

We think this is unlikely because a nearly

exhaustive list of parameters has been examined

over many years such that it is hard to conceive

of what this parameter would be. Third, the

motor cortex may not encode one thing; dif

ferent neurons within MI may encode different

movement parameters. In fact, by mathemati

cally accounting for linear correlations among

movement parameters, a recent experimental

study has indicated that the activities of single

MI neurons are related to single movement

parameters and the responses of different neu

rons covary with different parameters (Stark

et al., 2007b). It remains to be seen whether

single neurons actually encode single movement

parameters as we have defined encoding pre

viously. Fourth, it may be that movement

encoding is not a property of any single cell but

is a global property of a neuronal ensemble. That

is, it may be that large scale spatiotemporal pat

terns across the motor cortex invariantly specify

aspects of movement even though individual

neurons participate in an inconsistent fashion

to these global patterns. Although we have no

strong experimental evidence to support this

view, we feel strongly that examining cortical

activity on an ensemble level may reveal aspects

of encoding to which we have been blind with

single unit recording.

BEYOND ENCODING

Understanding what the motor cortex encodes is

clearly an important endeavor in elucidating its

function. However, as an information proces

sing system, encoding is only part of the story.

The transformation or processing of information

is the complement of encoding (deCharms &

Zador, 2000). There has been very little research

focused on what sort of computation the motor

cortex is actually performing. This requires

understanding the nature of the inputs to motor

cortex and how these inputs are transformed to

generate functional outputs.

INPUTS TO MOTOR CORTEX

A large body of anatomical research has identi

fied cortical and subcortical structures that pro

vide direct inputs to the motor cortex including

the lateral premotor, the supplementary motor,

the somatosensory, and the posterior parietal

cortices (Donoghue & Sanes, 1994; Luppino &

Rizzolatti, 2000; Muakkassa & Strick, 1979).

In addition, as with other neocortical structures,

there are inputs from the thalamus (Holsapple

et al., 1991; Olszewski, 1952; Strick, 1976) that

transmit information from the spinal cord, the

cerebellum, and the basal ganglia (Lu et al., 2007;

Middleton & Strick, 1997a,b; Miyachi et al.,

2006; Sakai et al., 2002). Less is known about

the spatiotemporal structure of these inputs

during the performance of motor actions.

We have been engaging in two lines of

research to examine structured inputs to the

motor cortex during motor behavior. The first

involves recording spiking activity from cortical

areas such as the premotor cortex that provide

major inputs to the motor cortex. By simulta

neously recording neuronal ensembles from

both the dorsal premotor and primary motor

cortices, we are beginning to use multivariate

autoregressive modeling to relate the output

spiking from single motor cortical neurons to

the spiking of multiple premotor cortical
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neurons (inputs) at multiple time lags (Wu &

Hatsopoulos, 2006). The goal of this ongoing

research is to examine the structure of the coef

ficients in order to determine what sort of opera

tion or transformation is being performed

between the inputs and the outputs. As a

hypothetical example, if the temporal profile of

these coefficients exhibits the shape shown in

Figure 14.4, this would imply that that motor

cortex is performing a temporal derivative on its

inputs because it is taking the inputs from the

immediate past (see ‘‘IP’’ in Fig. 14.4) and sub

tracting the inputs from the distant past (see

‘‘DP’’ in Fig. 14.4).

Our second line of research has involved

recording local field potentials (LFPs) in the

motor cortex. These LFPs are believed to

represent the summed voltage of hundreds to

thousands of nearly synchronous, postsynaptic

potentials of motor cortical neurons near the

electrode site and, therefore, constitute a mea

sure of the local spatiotemporal structure of

motor cortical inputs. These LFPs have been

shown to engage in characteristic oscillations

in the beta frequency range (20 to 30 Hz)

within the motor cortex during periods of

motor planning prior to movement execution

(Donoghue et al., 1998; O’Leary &

Hatsopoulos, 2006; Sanes & Donoghue,

1993), postural maintenance (Baker et al.,

1999; Gilbertson et al., 2005), and heightened

attention and active engagement (Donoghue

et al., 1998; Murthy & Fetz, 1992, 1996a,b).

We have recently observed that these beta

oscillations participate in propagating planar

waves across the arm area of the motor

cortex (Rubino et al., 2006). They are particu

larly evident during an imposed motor pre

paratory period prior to movement but are

also evident during movement execution,

albeit attenuated in amplitude. These waves

of input activity propagate at relatively slow

speeds (10 to 20 cm/s) and typically travel

along a stereotyped rostral to caudal propaga

tion axis. That is, at each moment in time the

wave is typically propagating in the caudal to

rostral direction or in rostral to caudal direc

tion. This dominant propagating axis is unaf

fected by the direction of the target to be

reached by the animal and remains invariant

across different behavioral paradigms (Rubino

et al., 2006; Takahashi & Hatsopoulos, 2007).

OUTPUTS FROM MOTOR
CORTEX

Extracellular unit recordings from the motor

cortex provide a direct physiological measure

of the outputs of the motor cortex. In particular,

layer 5 neurons provide the major corticofugal

pathway that forms corticospinal projections to

the spinal cord and ultimately the motor neuron

pools that activate the muscles of the periphery.

However, the meaning of these outputs can only

be gleaned from the motor behaviors they affect.

It is our contention that behavioral electrophy

siology should expand its repertoire of motor

behaviors from the highly constrained behaviors

typically measured in the lab to ethologically

more relevant motor actions. This may reveal
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Figure 14.4 A hypothetical temporal profile of
coefficients generated from an autoregressive model
predicting the spike activity of a motor cortical neuron
from the spiking history of a premotor cortical neuron.
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aspects of motor cortical functioning and

encoding that have eluded previous research.

PREHENSION

One class of such unconstrained ethological

behaviors that is currently gaining more atten

tion is coordinated reach and grasp, or prehen

sion. Indeed, a mobile forelimb and an

opposable thumb enabled our earliest ancestors

from the Eocene period to locomote and reach

and grasp for insects and fruits among slender

tree branches (Marzke, 1994). As an ethological

behavior, reaching and grasping is behaviorally

relevant and provides an excellent model to

examine how the motor cortex encodes mean

ingful movement.

Early psychophysical studies concluded that

reaching and grasping are independent processes

that are loosely coordinated by some higher

order central timing mechanism such as the

cerebellum or the basal ganglia (Arbib, 1981;

Hoff & Arbib, 1993; Jeannerod, 1981, 1984).

The idea that these movements are processed

separately stems from the observation of sepa

rate visual (and other sensory modalities) prop

erties of the object to be grasped. Directing a

reaching movement to an object depends on

visually registering the object’s relative direction

and distance from the observer, which are

extrinsic properties of the object. On the other

hand, preshaping the hand and grasping the

object depends on the object’s shape and size,

intrinsic features of the object. The notion of

separate control was seemingly confirmed by

data that showed that the maximum velocity of

the hand varied only with the object’s distance,

whereas the maximum aperture size formed

between the index finger and thumb prior to

grasp varied only with object’s size. Structural

features of the musculoskeletal system were also

recognized to parallel the differences between

reach and grasp. Reaching is an action of axial

and proximal musculoskeletal structures, while

grasp occurs within distal appendicular

structures.

Despite the early conceptualizations of

how reach and grasp are distinct and dispa

rate, subsequent psychophysical studies have

suggested that reaching and grasping compo

nents are interdependent and tightly coordi

nated in both time and space. For example, a

mechanical perturbation of the arm (a prox

imal motor component) elicits an adjustment

not only in the arm’s position but also in the

shape of the hand so as to recover and main

tain a characteristic coordinated spatial tra

jectory between these components (Haggard,

1991; Haggard & Wing, 1991, 1995).

Moreover, other studies have contradicted

Jeannerod’s earlier studies by demonstrating

that variations in object distance affect grasp

as well as transport components (Chieffi &

Gentilucci, 1993; Jakobson & Goodale, 1991)

and that variations in object size can affect

transport kinematics as well as aperture size

(Marteniuk et al., 1990). Also, a number of

perturbation studies in which the object loca

tion or size was unexpectedly altered resulted

in modifications of both the transport and

grasp components of movement (Gentilucci

et al., 1992; Paulignan et al., 1990, 1991a,b;

Roy et al., 2006).

Anatomical and physiological studies also

support the idea that reaching and grasping

are highly interdependent and may be pro

cessed jointly in the cortex. Retrograde tracer

studies have shown that corticospinal projec

tions from the motor cortex make connec

tions onto motoneuron pools of multiple

muscles involved in both distal and proximal

arm muscle control (Shinoda et al., 1981),

suggesting that single cortical neurons might

evoke synergistic activation of distal and prox

imal muscles during prehension. These anato

mical observations are further supported by a

study that identified cortico motoneuronal

connections by means of spike triggered

averages of electromyographic (EMG) activity

of the arm and hand during prehensile move

ments in nonhuman primates (McKiernan

et al., 1998). This study showed that 45% of

sampled cortico motoneuronal cells were con

nected to motoneurons that projected to both

distal and proximal muscles of the arm.

Recent stimulation studies also suggest that

there may be an overlap between neurons

controlling distal and proximal arm muscles.
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Stark and colleagues (2007a), combining

intracortical microstimulation (ICMS) and

single unit recording from the premotor

cortex, found a paradoxical result. In some

electrode sites, ICMS elicited distal arm

muscle activity of the hand. Yet in these

same sites, they recorded single units that

encoded arm direction, a movement con

trolled by proximal arm musculature.

Likewise, there were other sites in which

ICMS activated proximal arm muscles while

the recorded single units from the same sites

encoded the type of grasp. The authors of that

study argued that such neurons might help

coordinate distal and proximal muscles of

the arm in a prehensile movement.

Using an altered ICMS protocol consisting of

higher electrical currents up to 100 mA and pulse

durations of several hundred milliseconds,

Graziano and colleagues (2002, 2004) were able

to elicit complex, apparently goal directed

movements involving proximal and distal

joints, which appeared to mimic naturalistic

reaching and grasping, along with other beha

viors. Based on these findings, they suggested

that the motor and premotor cortex initiate the

coordinated activation of several muscles that

are involved in prehension and other ethologi

cally relevant behaviors.

Based on these psychophysical, anatomical,

and physiological studies, we hypothesize

that single neurons within motor cortex

encode reaching and grasping movements.

Specifically, we postulate that individual neu

rons encode complex, time dependent move

ment fragments (described previously) that

include both proximal and distal components

of prehension. To test this hypothesis, we have

begun experiments in which monkeys are

trained to reach and grasp for different objects

presented in the monkey’s three dimensional

reaching space with a 6 degree of freedom

robot (Fig. 14.5A). Kinematic data are cap

tured in real time with high fidelity by multiple

infrared motion capture cameras (Vicon

system) that track multiple spherical reflective

markers placed on the arm, forearm, and fingers

of the monkey (Fig. 14.5B).

As previous studies have demonstrated

a spatial relationship between the kinematics of

the hand transport and grasp aperture

(Jeannerod, 1981, 1984; Roy et al., 2000, 2002,

2006), our initial goal was to verify this relation

ship in our system (Fig. 14.6). Figure 14.6A and

C shows that although the timing of the max

imum aperture varies, its relationship with

respect to transport distance is relatively fixed.

This finding supports the idea that there may be

Figure 14.5 (A) The recording rig used to record the motion of the arm and hand during free reaching
and grasping. One of the Vicon cameras is shown in the upper right hand corner. The 6 degree of freedom
robot that provides the objects to be grasped is shown in the foreground. (B) A close up of the reflective
markers placed on the arm, wrist, hand, thumb, index finger, and middle finger.
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some spatial dependencies between the

musculature that controls hand transport

distance proximal arm muscles and grasp

aperture distal arm muscles. Our next goal is

to further characterize spatial and temporal

dependencies between reaching and grasping

movements by investigating more complex,

kinematic parameters of three dimensional

prehension (Fig. 14.6B). We are also interested

in testing whether single neurons within primary

motor, dorsal premotor, and ventral premotor

cortices encode not only kinematic features of

reach and grasp but perhaps also the kinematics

of their coordinated action (Fig. 14.6C). We are

using the mathematical framework (described

previously) by estimating the spiking probability

from movement fragment covariates extracted

from whole reach to grasp behaviors toward

diverse objects in various locations in the mon

key’s reach space.

Figure 14.6 The coordinated kinematics of the grip aperture and transport distance during multiple
reach to grasp movements generated by one of our monkeys. (A) The grasp aperture size (measured as
the distance between the thumb and index finger markers) as a function of time. The cyan dots indicate
when the maximum grasp aperture occurs. (B) The transport paths (measured from the thumb marker)
in three dimensions. The green dots indicate the start of the reach, while the red dots indicate object
contact. (C) The grasp aperture versus transport distance (measured as the integrated distance of the
thumb) plots the spatial coordination pattern between the reach and grasp components.
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CONCLUSION

Despite being one of the earliest cortical areas to

be examined functionally, the features encoded

by the motor cortex remain elusive. We have

revisited an early viewpoint of motor cortical

function proposed by Sherrington and Leyton

and have provided experimental evidence to

support and refine that early viewpoint. Instead

of encoding a static Newtonian parameter of

motion, our analysis of motor cortical activity

suggests that individual motor cortical neurons

encode temporally evolving movement frag

ments. Although our data have not definitively

supported a kinematic versus kinetic representa

tion, we maintain that a time dependent repre

sentation is a fundamental feature of motor

cortical encoding. Recent electrical stimulation

studies seem to further support this perspective

by showing that stimulation (Graziano et al.,

2002) even at a single neuron level (Brecht

et al., 2004) can elicit complex movement tra

jectories. To further develop the idea that motor

cortex encodes complex, time dependent move

ments, we argue that examining more mean

ingful, neuroethological behaviors will be an

important direction in which research should

head.
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CHAPTER 15

Looking at Sounds: Neural Mechanisms

in the Primate Brain

Jennifer M. Groh and Dinesh K. Pai

When you hear a salient sound, it is natural to

look at it to find out what is happening.

Orienting the eyes to look at sounds is essential

to our ability to identify and understand the

events occurring in our environment. This beha

vior involves both sensorimotor and multisen

sory integration: A sound elicits a movement of

the visual sense organ, the eye, to bring the

source of the sound under visual scrutiny. How

are auditory signals converted into oculomotor

commands? This chapter describes our recent

work concerning the necessary computational

steps between sound and eye movement, and

how they may be implemented in neural popu

lations in the primate brain.

In principle, the brain must determine the

location of the sound, encode that location in a

reference frame and format that allows for con

vergence with visual signals onto a common

motor pathway, and create a suitable time

varying signal in the extraocular muscles to

move the eyes. In practice, it is not clear exactly

how these computations unfold. Several specific

hurdles must be overcome. First, auditory and

visual signals arise in different reference frames.

Binaural and spectral cues provide information

about where a sound is located, but only with

respect to the head and ears, not the eyes. In

contrast, visual information is intrinsically eye

centered: The pattern of illumination of the

retina depends on the locations of objects in

the visual scene with respect to the direction of

gaze. These two reference frames vary in their

relationship to each other depending on the

orbital position of the eyes (Fig. 15.1). This dis

crepancy in reference frame should be resolved

prior to or as part of the convergence of visual

and auditory signals onto a common oculo

motor pathway.

A second computational hurdle is that visual

and auditory signals are not necessarily encoded

in the same format. From the retina on, neurons

in the early visual pathway have receptive fields

that tile the visual scene and produce a ‘‘place

code’’ for stimulus location (Fig. 15.2). In con

trast, the binaural computations performed in

the auditory pathway might or might not pro

duce receptive fields. If they do not, then there

may be a discrepancy in the coding format of

visual and auditory signals.

Ultimately, either visual or auditory or both

signals must undergo a transformation into a

reference frame and a coding format that are

similar to each other and appropriate for acces

sing the oculomotor pathway. We will begin by

describing the evidence concerning the reference

frame of auditory signals as they progress from

auditory to multimodal and oculomotor areas

before turning to coding format and some com

putational analyses that shed light on the neural

algorithms that may be at play in this process.

REFERENCE FRAME

The earliest area along the auditory pathway

where the reference frame of auditory signals
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has been investigated is the inferior colliculus

(IC). The IC is part of the ascending auditory

pathway, receiving input from the superior oli

vary complex and projecting to the auditory

thalamus (medial geniculate body) (Moore,

1991; Nieuwenhuys, 1984; Oliver, 2000). The

IC also projects to an oculomotor structure,

the superior colliculus (SC) (for review, see

Sparks & Hartwich Young, 1989b), and thus

could play a specific role in the control of eye

movements to sound sources.

Originally, it was thought that the IC encodes

sound location in a head centered reference

frame (Jay & Sparks, 1987a). We tested this
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Figure 15.1 Head centered receptive fields are fixed in space defined with respect to the head. Eye
centered receptive fields are fixed with respect to the eyes. These reference frames shift with respect to each
other when the eyes move with respect to the head. Head and eye centered reference frames can therefore
be distinguished by evaluating the discharge patterns of individual neurons as a function of head and eye
centered target location across different fixation positions. ‘‘Hybrid’’ response patterns are defined as those
that are not well aligned in either head or eye centered coordinates.
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Figure 15.2 Place codes for space contain neurons with nonmonotonic (peaked) response functions, such
as circumscribed receptive fields, whereas rate codes contain neurons with monotonic location sensitivity.
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hypothesis by investigating the responses of IC

neurons to sounds as a function of eye position

(Fig. 15.3). If IC neurons represent sound loca

tion in a head centered reference frame, then eye

position should have no impact on neural

responses. In contrast, if the IC uses an eye

centered reference frame, the spatial response

functions of IC neurons should shift when the

eyes move, and by the same amount that the eyes

move (e.g., Fig. 15.1). We found that eye posi

tion affects the responses of about 40% of IC

neurons (Groh et al., 2001; see also Porter &

Groh, 2006, and Zwiers et al., 2004). However,

we did not find an eye centered representation:
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Figure 15.3 (A, B) Responses of example inferior colliculus (IC) neuron as a function of head and eye
centered target location for three different fixation positions. Response functions do not align perfectly in
either reference frame. (C) Activity of the same neuron in color as a function of all the eye positions and
sound locations that were tested. The triangles indicate the fixation positions corresponding to the data in
panels a and b. (D) Population plot showing that the reference frame in the population of IC neurons
spanned a continuum from more eye centered to more head centered, with most neurons lying between
these two canonical extremes. A correlation coefficient between each neuron’s response functions in head
vs. eye centered coordinates was calculated and plotted on this graph; crosses indicate 95% confidence
intervals. Neurons were classed as eye > head (red) or head > eye (green) only if the confidence intervals
show that the eye centered correlation was greater than the head centered correlation or vice versa. See
Research Design for details. From Porter, K. K., Metzger, R. R., & Groh, J. M. (2006). Representation of eye
position in primate inferior colliculus. Journal of Neurophysiology, 95, 1826 1842. Used with permission.
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The effect of eye position, while statistically sig

nificant, interacted with the auditory response

but did not cause systematic shifts related to the

change in eye position (Fig. 15.3d). Overall, the

representation reflected a hybrid of head and

eye centered information.

The presence of this hybrid reference frame led

us to investigate the reference frame at several

later stages of processing: auditory cortex and

the intraparietal sulcus. The motivation behind

these studies was to see if the hybrid representa

tion in the IC was ultimately converted into a

more eye centered representation at a later

stage. Auditory cortex and the intraparietal

sulcus are not only situated later in the processing

stream but also provide direct input to oculo

motor structures, in particular the SC (for

review, see Sparks & Hartwich Young, 1989a).

In core auditory cortex, the representation

was similar to that of the IC (Fig. 15.4a)

(Werner Reiss et al., 2003). Approximately one

third of individual neurons showed a statistically

significant influence of eye position on their

responses. Across the population, including all

neurons regardless of whether they showed a

statistically significant effect of eye position, the

spatial sensitivity patterns of the majority of

neurons reflected a hybrid of head and eye

centered information.

The lateral and medial banks of the intrapar

ietal sulcus (lateral intraparietal [LIP] and medial

intraparietal [MIP] areas) contain both visual and

auditory neurons. It had been assumed that the

representation of visual information is generally

eye centered, with an eye position gain modula

tion affecting the response magnitude but not the

location of the receptive fields (e.g., Andersen &

Mountcastle, 1983; Andersen & Zipser, 1988;

Andersen et al., 1985; Zipser & Andersen, 1988),

but this view requires a demonstration that the

receptive field location does not change with eye

position, and systematic mapping of receptive

field locations for each different fixation position1

had not previously been conducted.

Accordingly, we mapped the visual receptive

fields in the LIP and MIP areas at multiple fixa

tion positions (Mullette Gillman et al., 2005).

Our results did not support the interpretation

of largely eye centered representation: We found

that visual neurons were nearly as likely to have

head centered as eye centered receptive fields

(Fig. 15.4c). Across the population, the distribu

tion of response patterns spanned a continuum

from predominantly eye centered to predomi

nantly head centered, with hybrid reference

frames being the most common response pat

tern (Mullette Gillman et al., 2005).

In keeping with our results in the IC and

auditory cortex, we found that the auditory

signals in the parietal cortex reflected a mixture

of head and eye centered sensitivity (Fig.

15.4b). A quantitative examination of the refer

ence frame of across the IC, auditory cortex,

and parietal cortex showed that there was little

difference between the auditory signals in these

structures. There was a small but statistically

significant difference between the visual and

auditory reference frame within the parietal

cortex, suggesting that even though visual and

auditory signals converge onto a common

neural population (and, in some cases, onto

individual bimodal neurons), there remains a

slight discrepancy between how visual and

auditory information are encoded.

After parietal cortex, visual and auditory sig

nals pass through the SC prior to reaching the

eye muscles. The SC is thought to contain a place

code for the eye centered saccade vector, and the

same saccade related burst neurons are thought

to control visual, auditory, and somatosensory

saccades (Groh & Sparks, 1992, 1996a,b,c; Jay &

Sparks, 1984, 1987a,b; Klier et al., 2001;

Meredith & Stein, 1983, 1996; Populin et al.,

2004; Robinson, 1972; Schiller & Stryker, 1972;

Sparks, 1978; Stein &Meredith, 1993; Stein et al.,

1993). However, there are some very puzzling

aspects to the current story regarding the SC,

which call into question some of these

assumptions.

In particular, Jay and Sparks investigated the

reference frame of both visual and auditory sen

sory responses in this structure in primates and

reported a discrepancy in reference frame: Visual

signals were predominantly eye centered

whereas auditory signals were intermediate

between head and eye centered coordinates

(Fig. 15.5) (Jay & Sparks, 1984, 1987a,b).

Similar results have been reported in the cat SC
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as well (Hartline et al., 1995; Peck et al., 1995;

Populin et al., 2004; Zella et al., 2001). Jay and

Sparks did not investigate the alignment

between the visual and auditory receptive fields

of bimodal neurons, but the implication of their

reference frame finding is that these receptive

fields cannot maintain perfect alignment across

different initial eye positions. Although there

have been numerous investigations of the

response properties of SC neurons to visual,

auditory, and combined modality stimuli, sug

gesting that visual and auditory receptive fields

overlap (e.g., Wallace et al., 1996; for review see

Stein & Meredith, 1993), these studies have not

addressed the effects of eye position and have

generally evaluated the receptive fields in a qua

litative fashion. Quantitative data on the loca

tions, shape, and alignment of the receptive

fields as a function of eye position at the single

neuron and population levels are needed.

If the visual and auditory receptive fields of SC

neurons are not aligned, and if these neurons

control saccadic eye movements, then one

would expect a signature of this misalignment in

the accuracy of saccades to sounds across dif

ferent initial eye positions. Specifically, saccades
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Figure 15.4 Reference frame results for auditory and parietal cortex. In A1 (A), lateral intraparietal (LIP),
and medial intraparietal (MIP) (B, C) areas, the observed reference frames span a continuum from head to
eye centered coordinates for both auditory (B) and (in LIP/MIP) visual signals (C). FromMullette Gillman,
O. A., Cohen, Y. E., & Groh, J. M. (2005). Eye centered, head centered, and complex coding of visual and
auditory targets in the intraparietal sulcus. Journal of Neurophysiology, 94, 2331 2352; and Werner Reissm
U., & Groh, J. M. (2008). A rate code for sound azimuth in monkey auditory cortex: implications for human
neuroimaging studies. Journal of Neuroscience, 28(14), 3747 3758. Used with permission.
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to a given target location might be more or less

affected by initial eye position depending on the

modality of the target. Assuming visual signals are

the ‘‘correct’’ ones, then saccades to visual targets

should compensate completely for initial eye

position but saccades to auditory targets should

show a characteristic pattern of errors suggestive

of a failure to complete a coordinate transforma

tion from head to eye centered coordinates.

We looked for such an effect and did not find

one (Fig. 15.6) (Metzger et al., 2004; see also Peck

et al., 1995, and Populin et al., 2004). Instead, we

found that visual and auditory saccades were

generally very similar to each other (Fig. 15.6).

Both showed only a very modest effect of initial

eye position on saccade endpoint, although the

auditory saccades were more variable. This sug

gests that, ultimately, the saccade command does

not depend very strongly on whether the target

was visual or auditory, implying that visual and

auditory signals do end up in a common

representation.

It is currently uncertain how this could be

accomplished. One potential explanation is that

visual and auditory signals might be initially

misaligned, at the time of the sensory stimulus,

but come into alignment prior to the initiation

of the movement. If this is the case, then the

visual and auditory saccade related bursts, as

opposed to the sensory responses studied by
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superior colliculus. (A, B) Responses of an auditory neuron as a function of head centered and eye centered
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position. (C) On average, auditory receptive fields shift about half as much (arrow) as would be needed to
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D. L. (1987a). Sensorimotor integration in the primate superior colliculus. II. Coordinates of auditory
signals. Journal of Neurophysiology, 57, 35 55. Used with permission.
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Jay and Sparks, should be in the same reference

frame and in spatial alignment. This possibility

could also help account for the better correspon

dence between auditory tuning and saccade

vector that was observed in a recent study of

the cat SC (Populin et al., 2004): The response

window used in that study included motor

related activity in addition to sensory activity.

More research is needed to resolve this issue.

REPRESENTATIONAL FORMAT

The second potential computational challenge

for integrating the visual and auditory codes

for space is representational format. As noted

previously, visual neurons exhibit receptive

fields from the very earliest stages of the visual

pathway. These receptive fields arise due to the

optics of the eye: Light from a given location in

the world passes through the aperture of the

pupil and illuminates only a restricted portion

of the retina. Each photoreceptor can only ‘‘see’’

out in a particular direction. Receptive fields

become more complex as signals progress along

the visual pathway, but at base, the code for

space remains a code in which the location of a

visual stimulus can be inferred from the identity

of the neurons that are responding to it. This

type of code is referred to as a place code,

because neurons are often topographically orga

nized according to their receptive field locations.
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In contrast, in the auditory system, spatial

location is inferred by comparing cues such as

sound arrival time and level across the two ears.

What kind of code is produced as part of this

computation cannot be determined from first

principles. There would seem to be two possi

bilities: (1) a place code similar to that for visual

information, in which auditory neurons have

circumscribed receptive fields that tile the audi

tory scene; the location of a stimulus could then

be inferred from knowing which neurons were

responding to that stimulus (e.g., Jeffress,

1948), as is the case for visual information;

and (2) a rate code in which neurons respond

broadly to a wide range of locations, but with a

firing rate that varies with sound locations. The

location of a stimulus could be inferred by

‘‘reading out’’ the firing rate of the active neu

rons rather than the identity of the active

neurons.

The key difference between these two types of

codes is the shape of the tuning function of

individual neurons. Do neurons respond only

to a restricted range of locations, with different

neurons showing different preferences? Or do

individual neurons respond broadly, with the

maximum responses occurring at the extremes

of the possible range of space (e.g., the axis of the

contralateral ear) (Fig. 15.2).

We have conducted several studies to assess

the coding format in the primate auditory

pathway. We developed a statistical assay based

on the success of Gaussian and sigmoidal func

tions at fitting the responses as a function of

sound location. The idea is that Gaussian func

tions would be substantially better than sig

moids at fitting the response patterns if the

neurons had nonmonotonic spatial response

functions characteristic of receptive fields and a

place code, but that either sigmoids or broad

half Gaussians would be successful at fitting

monotonic tuning patterns characteristic of a

rate code (Fig. 15.7).

To our knowledge, nothing is known about

the coding of spatial location in the primate

auditory pathway prior to the level of the IC.

The IC itself is known to contain spatially sensi

tive neurons (Groh et al., 2001, 2003; Zwiers et

al., 2004). We evaluated the spatial sensitivity of

IC neurons to determine whether they have cir

cumscribed receptive fields tiling the auditory

scene. Instead, we found that they showed con

sistent preferences for locations along the axis of

the contralateral ear. This pattern is character

istic of a rate code for sound location (Fig. 15.8a)

(Groh et al., 2003).

We found similar results in auditory cortex

(Fig. 15.8b) (Werner Reiss & Groh, 2008).

Interestingly, the code was less smooth in audi

tory cortex than in IC: Individual neurons often

had ‘‘bumpy’’ response functions that were

broadly tuned for the contralateral ear, but also

had other sound locations that they also

responded well to. One possible reason for this

is that there could be a transformation from rate

code to a place code as the auditory signals

approach or join with visual signals. If this is

the case, then neurons in brain regions such as

parietal cortex or the superior colliculus might

show circumscribed receptive fields. Quanti

tative information on the representational

format of auditory signals in these structures is

currently lacking in primates.

It will be interesting to determine whether

auditory signals are ultimately translated into

a place code. The chief advantage of this

would be to facilitate integration with place

coded visual information. However, other

than that, the advantages might be few. Place

codes are better than rate codes for encoding

many locations simultaneously, but the audi

tory system may not be able to encode large

numbers of sound locations. Perceptually, two

very similar simultaneous sound sources tend

to be perceived at an intermediate location

(summing localization) (for review see

Blauert, 1997). Furthermore, if signals are

rate coded at one stage and converted into a

place code at a later stage, it is not clear that

the benefits of place coding would then

accrue, as the rate coding stage would serve

as an information processing bottleneck that

would prevent subsequent place coding stages

from representing multiple simultaneous sti

mulus locations.

A possible advantage for retaining auditory

spatial information in a rate code is that it

may facilitate interactions with eye position
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information, which appears to be encoded in a

similar format. We found that in the IC, eye

position sensitivity is generally monotonic

(e.g., Fig. 15.3), consistent with a rate code for

eye position. This finding is consistent with stu

dies in the parietal cortex (Andersen et al., 1990),

frontal eye fields (Bizzi, 1968), cerebellar floc

culus (Noda & Suzuki, 1979), somatosensory

cortex (Wang et al., 2007), and premotor cir

cuitry of the oculomotor pathway (Keller, 1974;

Luschei & Fuchs, 1972; McCrea & Baker, 1980;

Sylvestre & Cullen, 1999a).

MOTOR COMMANDS

What is the reference frame and representational

format of the motor command? The pattern of

force needed to move the eyes to look in a

particular direction reflects a combination of

reference frames and a combination of represen

tational formats. For a movement in a given

direction, the amount of force that needs to be

applied varies monotonically with the size of the

movement, consistent with a rate code. The

direction of the movement is controlled by the

Figure 15.7 Simulations of place and rate codes and how Gaussian and sigmoidal curve fits can be used to
distinguish between these representational formats. (A) Simulation of three Gaussian tuned neurons,
showing both Gaussian and sigmoidal curve fits. (B) Simulation of three sigmoidal neurons. The
Gaussian and sigmoidal curve fits are so similar as to obscure each other. (C) Population plot of the
correlation coefficients of Gaussian and sigmoidal curves for a population of individual neurons whose
underlying tuning functions were Gaussian. Gaussian curves were always successful at fitting such response
patterns; sigmoidal functions became increasingly successful as the eccentricity (i.e., the absolute value of
the azimuthal location) of the Gaussian peak increased. (D) Same as c, but for a population of individual
neurons whose underlying tuning functions were sigmoidal. Both Gaussian and sigmoidal curves were
successful at fitting such response patterns. From Werner Reiss, U., & Groh, J. M. (2008). A rate code for
sound azimuth in monkey auditory cortex: implications for human neuroimaging studies. Journal of
Neuroscience, 28(14), 3747 3758. Used with permission.
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Figure 15.8 Representational format in inferior colliculus (IC) and core auditory cortex. (A) In the IC,
most spatially sensitive neurons responded in a graded, monotonic fashion peaking for sounds along the axis
of the contralateral ear, as shown for this example neuron (left panel). Across the population, this pattern is
evident in the fact that sigmoidal functions were as good as Gaussians at capturing the response patterns
From Groh, J. M., Kelly, K. A., & Underhill, A. M. (2003). A monotonic code for sound azimuth in primate
inferior colliculus. Journal of Cognitive Neuroscience, 15, 1217 1231. (B) The pattern of results was similar in
auditory cortex, although some individual neurons had ‘‘bumpy’’ response functions (data points lie slightly
above the line of slope one in the right panel). FromWerner Reiss, U., & Groh, J. M. (2008). A rate code for
sound azimuth in monkey auditory cortex: implications for human neuroimaging studies. Journal of
Neuroscience, 28(14), 3747 3758. Used with permission.
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ratio of activation in different muscle groups, a

format that is more akin to a place code: Which

muscles are active controls the movement

direction.

The reference frame of oculomotor com

mands is referred to as eye centered by some

sources and head centered by others. The con

fusion stems from both what is meant by motor

command is this term properly reserved only

for the extraocular motor neurons or may it be

applied to slightly earlier stages such as the

SC? as well as a lack of quantitative investiga

tion into this question. We favor reserving the

term ‘‘motor command’’ for the signals carried

by the extraocular motor neurons. The reference

frame of extraocular motor neurons has not

been investigated per se, but their discharge pat

terns are so well characterized using other means

that it is possible to draw some inferences.

Specifically, the discharge patterns can be

described as a linear differential equation (e.g.,

Sylvestre & Cullen, 1999b):

FR ¼ k1 þ k2Pþ k3V;

where FR = instantaneous firing rate, P = eye

position, and V= eye velocity. This equation

illustrates that the firing pattern depends on

both initial and final eye position that is, fixa

tion position as well as the head centered loca

tion of the target. Thus, the motor command

cannot be properly formed if premotor circuitry

has access only to target location in a single pure

reference frame some combination of head

centered, eye centered, and eye position infor

mation is needed. This suggests that the use of

hybrid reference frames at earlier stages of the

audio oculomotor pathway may reflect the con

straints of the motor periphery. Most existing

models for how the motor command is formed

call for separate representations of head or eye

centered information to be combined with eye

position information as the time varying motor

neuron discharge pattern is created

(Moschovakis, 1996; Van Gisbergen & Van

Opstal, 1989), but it might also be possible to

generate this command from an input signal that

already has these component signals mixed

together.

MODELING

Although it remains unclear exactly what kinds

of transformations unfold as visual and audi

tory signals converge onto the oculomotor

pathway, it is certainly evident that some trans

formations between coding formats and refer

ence frames are needed, and it can be fruitful to

explore the neural mechanisms that might

underlie such transformations while additional

experimental studies are pending. Accordingly,

we have worked on several models for trans

forming signals between different reference

frames and between different coding formats.

We will begin with the models for transforma

tions of coding format, because how informa

tion is encoded impacts which algorithms for

coordinate transformations may be most

appropriate.

Models for Transformations of Coding

Format

We have designed several models that involve

transformations of signals from either a place

code to a rate code or vice versa. Figure 15.9

illustrates several ways that Gaussian tuning

functions can be created from a population of

neurons with sigmoidal response functions

with varying inflection points (Porter & Groh,

2006). Suppose neurons exhibit sigmoidal

tuning functions, with some preferring leftward

locations (such as spatial neurons in the right

IC) and others preferring leftward locations

(e.g., the left IC). Assume further that there is

a population of neurons whose inflection

points vary across the range of space.

Excitatory connections from two neurons with

opposite tuning preferences and neighboring

inflection points would cause a recipient

neuron to be responsive to sound locations

between the inflection points of the input neu

rons (Fig. 15.9a).

A circumscribed receptive field could also be

created by combining excitatory and inhibitory

inputs from two neurons with sigmoidal tuning

functions in the same direction, provided once

again that their inflection points are appropriately

staggered. Suppose two neurons both prefer
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leftward locations, but one has an inflection point

at 0 degrees and the other has an inflection point

at 10 degrees to the right. A recipient neuron that

is inhibited by the first neuron and excited by the

second neuron will have a receptive field between

0 and 10 degrees to the right the region of space

where only its excitatory input is active

(Fig. 15.9b).

Both of these algorithms involve a certain

element of place coding in the input stage: The

input neurons must have tuning functions

whose inflection points show heterogeneity

spanning the range of possible spatial locations.

Thus, this is not a pure rate code at the input. At

present, we have not attempted to determine if

the response functions are truly sigmoidal as

opposed to some other monotonic function,

nor have we assessed whether the inflection

points span a range of locations. Thus, it is

unclear whether these algorithms are biologi

cally plausible or not.

A third algorithm might apply if the input

signals are more linear than sigmoidal and if they

therefore lack inflection points, much less varia

tion in inflection points. Figure 15.9c illustrates

a local circuit with a cascade of thresholds. The

thresholds introduce the necessary nonlinearity

into the processing of a linear signal to create the

receptive fields. Each output neuron (open cir

cles) has both a threshold and an inhibitory

interneuron that is paired with it. The inhibitory

interneuron has a slightly higher threshold for

activation. Thus, the output neuron is active

only when its input exceeds its own threshold

but is less than the threshold for its matched

inhibitory interneuron. This pattern, when

repeated with varying thresholds across the

population, can create a range of circumscribed

receptive fields across the population (Groh &

Sparks, 1992).

We have also developed several models for

converting signals from a place code to a rate

code (Groh, 2001; Porter & Groh, 2006) (Fig.

15.9d f). The conversion is accomplished using

a graded pattern of synaptic weights. The

models differ in whether and how they accom

plish normalization for the overall level of

activity. The vector summation model

(Fig. 15.9d) simply calculates the weighted

sum of activity, with no normalization whatso

ever. The problem with such a model is that

typically there are many other features that

might alter neural activity (e.g., the loudness

of a sound or the contrast of a visual stimulus),

and without normalization the changes in

neural responsiveness associated with these fea

tures would affect the read out. There is some

perceptual evidence for this kind of effect: For

example, low contrast visual stimuli appear to

move more slowly than high contrast visual

stimuli (e.g., Snowden et al., 1998; Thompson

et al., 1996), but more generally such factors

appear to be corrected for when determining

spatial location.

Accordingly, we developed several additional

models for converting place codes to rate codes

that include normalization for the overall level of

activity. The vector averaging model (Fig. 15.9e)

has two read out pathways, one to calculate the

sum of activity weighted by its location in the

place code (the numerator channel) and the

other to calculate the unweighted sum (the

denominator channel). Then, the weighted sum

is divided by the unweighted sum, producing a

signal corresponding to the average location of

activity in the place code.

One problem with this model is that it is not

clear how neural circuits might implement the

division of one number by another. Inhibitory

synapses can exert a divisive like effect, but more

generally the nature of the inhibitory influence

will vary with the membrane potential: What

seems like division when the membrane poten

tial is near rest (e.g., shunting inhibition) might

become more like subtraction when the mem

brane is more depolarized. The vector averaging

model requires that the inhibitory influence of

the denominator channel should mimic division

for a large range of possible numerator and

denominator values.

The thirdmodel circumvents this problem by

implementing normalization in a different

fashion. This model, the summation with

saturation model, calculates a weighted sum of

the activity in the input layer, and then clips off

any extra activity above a certain threshold. This

is accomplished using a combination of neural
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integrators and thresholds. The numerator and

denominator channels both integrate their

input, weighted by location in the case of the

numerator channel. When the denominator

channel reaches a certain threshold, it clips off

the input to the numerator channel. The activity

level of the numerator channel will vary only

with the location of the input provided there is

sufficient activity to trigger the clipping action of

the denominator channel, and otherwise will

reflect the weighted sum of the input.

This model successfully mimics the pattern of

evoked saccades elicited by microstimulation of

the SC. Stimulation above a certain frequency

evokes saccades that do not depend on the fre

quency of stimulation (known as the site specific

amplitude), but below that value the amplitude of

the saccade falls off as the frequency or duration

of stimulation is reduced. The evoked saccade

depends on the total number of stimulation

pulses delivered until a saturation point is

reached (Stanford et al., 1996).

Models for Coordinate Transformations

We have developed two models for coordinate

transformations. At the time these models were

designed, little was known about either the

representational format or the frame of reference

of signals in the auditory pathway, so both

models assumed that the input consisted of a

head centered map of auditory space. Since

this kind of representation has yet to be found,

it is worth updating these models to consider

other possible forms of input (as well as output).

The vector subtraction model (Fig. 15.10a)

begins by converting head centered, place

coded auditory signals into a rate code so that

rate coded eye position signals could be sub

tracted. The resulting eye centered rate code

for sound location was then converted into a

place code for eye centered sound location.

This model was essentially constructed from

the place to rate and rate to place component

parts.

Since it now appears that sound location may

be encoded in a rate code, a simpler version of

this model can be constructed (Fig. 15.10b). The

input can consist of a rate coded sound location,

from which rate coded eye position information

is subtracted. This produces a rate code for eye

centered sound location, just as in the original

version. It may or may not be necessary to then

convert these signals into a place code, but if it is

necessary, one of the rate to place algorithms

described previously could still be included.

A second type of model, the dendrite model,

was originally proposed with the goal of

avoiding rate coding stages in mind (Groh &

Sparks, 1992) (Fig. 15.11). The rationale was

that the rate coding stages would limit the

number of sound locations that could be

encoded to one. Since it now appears that rate

coding stages do exist in the brain’s auditory

pathways, the motivation behind this model

has been reduced. However, it remains uncertain

how the brain handles multiple sound locations,

so elements of the dendrite model may yet prove

to be of some utility.

CONCLUSIONS

To guide an eye movement to the source of a

sound requires a net transformation of auditory

information from the initially purely head cen

tered interaural timing and level cues to a refer

ence frame appropriate for controlling the eye

muscles. Our studies as well as others have

found evidence for hybrid, but not purely eye

centered, frames of reference at several stages of

the audio oculomotor reference frame. This type

of hybrid reference frame may be appropriate for

controlling saccades because themotor command

requires information about both the initial eye

position and the desired amplitude of the saccade.

Eye movements to sounds may also require

one or more transformations of auditory sig

nals from one kind of coding format into

another. At present, we have only found evi

dence for rate coding of auditory spatial infor

mation. It remains to be seen whether rate

coded auditory spatial information is trans

formed into a place code, and if so, where and

how this transformation occurs. It has long

been assumed that this transformation does

take place, but it should be noted that it is not

necessary to create a place code for auditory
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information simply to guide an eye movement.

Since the motor output consists of a rate code,

any place coded auditory information would

have to be converted back into a rate code to

generate a motor command.

Of course, auditory signals do not exist

solely to trigger eye movements. The perceptual

and behavioral endpoints of auditory proces

sing are many and varied, and natural selection

has likely produced auditory information

coding strategies that serve more than one

behavioral and perceptual master. Thus, other

constraints may account for the aspects of

audio oculomotor transformations that may

appear at face value to be inefficient. Further

research on whether the behavioral task affects

the type of code employed will therefore be of

great interest.
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NOTE

1. Several studies did map the receptive fields, but
sampled primarily along a dimension
orthogonal to the direction in which fixation
position varied (Andersen et al., 1985; Batista
et al., 1999); the effects of eye position on
response patterns observed in these studies
were consistent with either the head
centered or eye centered with eye position
gain hypotheses.
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CHAPTER 16

Circuits of Emotion in the Primate Brain

Katalin M. Gothard and Kari L. Hoffman

INTRODUCTION

Emotions are coordinated brain body states that

allow animals to cope with the challenges of their

physical and social environment. Emotional

states are characterized by a specific configura

tion of inputs (triggering events), outputs (auto

nomic and somatic responses), and the neural

processes that mediate their transformation.

Many emotional states, especially acute states

such as fear or anger, are coupled with enhanced

perceptual processing, decision making, action

selection, and increased energetic expenditure.

The brain body state triggered by a threa

tening facial expression, a common event in the

daily life of a macaque, exemplifies the phe

nomena ascribed to emotion. When a midranking

male monkey is confronted with a threat display,

the covert autonomic and overt behavioral

responses that are triggered by observing this dis

play are the results of a complex process of eval

uating the emotional and social significance of

that display given the present internal state of

the receiver monkey. This evaluation takes into

account the identity of the displaying monkey; he

is recognized as a dominant male, with a well

groomed, muscular body, red pigmented face,

and large, symmetrical canines. If the display is

directed to a close ally of the viewer, then based

on this evaluation, the viewer decides whether to

flee the scene of an imminent confrontation or to

rush to defend his ally. For either action, the

autonomic system sets the organism in a ‘‘higher

gear.’’ The animal is more vigilant, the sensory

threshold for threat related stimuli is lowered,

reaction time is shortened, and widespread sym

pathetic effects lock the internal organs in a func

tional mode biased toward energy expenditure.

A completely different brain body state is

triggered by an affiliative approach, signaling

the intention to groom. Such an approach, espe

cially if there is a history of affiliative interaction

between the players, leads to relaxed postures,

accompanied by vagal tone, increased levels of

oxytocin, and often gestures of reciprocation.

The behavioral outcomes of brain body activa

tion are not unique to a particular emotion; the

initiating factors of emotions and the internal

states they generate are much more diverse than

the relatively limited behavioral repertoire avail

able for their expression. The autonomic and

behavioral expressions of emotions are therefore

low dimensional and highly reproducible across

situations and individuals. In contrast, the stimuli

that evoke emotional expressions are often high

dimensional, and their emotional content is

dependent also on context and the emotional

states preceding the stimulus. In light of the con

trast between the extremely rich array of stimuli

that can generate emotions and the restricted set of

expressive affordances, the central process of eval

uating the emotional significance of all stimuli and

events encountered by the organism is essentially a

process of dimensionality reduction.

This dimensionality reduction takes place in

nested circuits, in which phylogenetically older

regions form a core circuit (Fig. 16.1). The core
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Figure 16.1 Structures contributing to circuits of emotion in the macaque. Core structures are shown in
red, intermediate structures in orange, and affiliate structures in yellow. (A)Coronal section through several
key structures. Arrows indicate connections between structures, depicted on the left hemisphere. Structure
names are listed on the right hemisphere. Connections are shown only for structures visible in this image
plane. The basolateral amygdala has bidirectional connections with the superior temporal sulcus (STS),
anterior cingulate, and the insula, and projects to the central nucleus of the amygdala. The central nucleus,
in turn, sends projections to the hypothalamus. (B) Sagittal section depicting several key structures and the
medial forebrain bundle (MFB). The MFB (black line) contains fibers originating in several
neuromodulatory centers in the brainstem and midbrain, and projecting to the hypothalamus and the
prefrontal cortex. Neuromodulator specific fiber tracts continue on to innenervate other regions of
neocortex (see text). (C) Horizontal (axial) section at the level depicted by the blue line in A.
Conventions as in A. The brainstem (indicated by the periaqueductal gray arrows) projects to several
structures including the hippocampus, amygdala, and superior temporal sulcus, among other structures.
(D) Schematic diagram of brainstem connections subserving circuits of emotion. Conventions as in A. This
diagram loosely depicts the ventral surface of the brain, including several core brainstem nuclei. Sensory
nuclei include those from cranial nerves V, VII, IX, and X. Motor nuclei include those from cranial nerves
III, IV, V, VI, VII, IX, X, XI, and XII. The periaqueductal gray (not labeled) is the vertical gray bar connected
to the superior colliculus and the reticular formation. ACC, anterior cingulate cortex; BLA, basolateral
amygdala; BS, brainstem; CeA, central nucleus of the amygdala; HIP, hippocampus; HY, hypothalamus;
INS, insula; M, motor cranial nerve nuclei; NTS, nucleus of the solitary tract; OFC, orbitofrontal cortex;
PAG, periaqueductal gray; PB, parabrachial nucleus; RF, reticular formation; S, sensory cranial nerve nuclei;
SC, superior colliculus.
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circuit is localized primarily in the brainstem

and midbrain and produces low dimensional

output (e.g., heart rate and blood pressure can

increase or decrease; other effects, such as

piloerection, sweating, pupil dilation, contrac

tion of various muscles, etc., also have few

degrees of freedom). Additional circuits are

superimposed on this core. They encompass

subcortical and cortical areas that carry out

complex computations on high dimensional

inputs, but ultimately funnel their outputs

through the core structures. In this framework,

the core structures elaborate low dimensional

affordances based on a limited set of stimuli

(e.g., defensive behaviors toward predators),

while the outer circuits elaborate high dimen

sional internal states to deliver the optimal

behavioral choices (e.g., learning that one can

attack the member of a rival group only when

the attack cannot be witnessed by those who

could retaliate).

Conservation of the phylogenetically old,

core structures does not imply that they per

form the same, ‘‘old’’ functions across extant

species; rather, the emotional brain of primates

can be thought of as a palimpsest in evolu

tionary terms. Even the function of homolo

gous structures across species may have been

co opted for new or species specific purposes.

Thus, even as we refer to core structures that

are conserved across vertebrates, mammals, or

primates, their functions may vary according

to species specific, ecological, and ethological

demands.

The first section of this chapter will

identify the main structures that comprise

the emotional circuits of the primate brain.

The second section describes what is known

about the neural basis of emotional processes,

from the association of stimuli to positive

or negative outcomes to the interplay

between the perception and expression of

social signals. Reflecting the biases in the

literature, our descriptions will emphasize

the macaque genus and the function of the

amygdala, the most highly connected compo

nent of the emotional brain (Young et al.,

1994).

THE ORGANIZATION OF
EMOTIONAL CIRCUITS

Core Structures

Core structures are those whose activity gener

ates a relatively restricted array of emotional

responses (autonomic or somatic) via short

pathways that link inputs to outputs. These

include sensory, motor, and autonomic centers

of the brainstem; the periaqueductal gray (PAG);

the deep layers of the superior colliculus; the

hypothalamus; and the centromedial (subcor

tical) nuclei of the amygdala (Fig. 16.1).

Sensory, Motor, and Autonomic Centers of

the Brainstem

All the afferent signals from the sensory organs

of the head and body (with the exception of

olfaction) and all the viscerosensory signals

from the internal organs converge in the

brainstem. Several complex behaviors such as

foraging, feeding, flight and fight, response to

pain, and reproduction can be initiated and

maintained from the level of the brainstem

alone (Blessing, 1997). Heart rate, respiration,

digestion, elimination, and even immune func

tion are coordinated directly from the brain

stem. The brainstem also contains a reticular

system that plays an important role in vigilance

and behavioral activation in response to both

emotional and neutral stimuli. Based on the

collateral signals it receives from all the

ascending sensory pathways, the reticular

system generates a tonic output projected

toward the cortex (Blessing, 1997).

Several neurotransmitters that are produced

in the brainstem determine emotional traits and

mediate emotional states, either by direct synaptic

or modulatory activity. The levels of norepi

nephrine (NE) produced in the locus coeruleus

of the brainstem are increased during vigilance,

anxiety, acute fear, and other forms of emotional

stress. When levels of serotonin (5 hydroxytryp

tamine [5 HT]) secreted by the raphe nuclei are

low, animals are more aggressive and/or

depressed. Dopamine (DA), a neurotransmitter

associated with reward and pleasure, is produced

by the ventral tegmental area and substantia

294 PRIMATE NEUROETHOLOGY



nigra. The gigantocellular nuclei of the reticular

formation produce acetylcholine (ACh), which

maintains the excitability and coherence of

activity across multiple cortical areas. A bundle

of axons carry these and other neurotransmitters

from the brainstem to the cortex; these axons

form the medial forebrain bundle that terminates

in the prefrontal cortex but gives out massive

collaterals to the hypothalamus (Fig. 16.1B). The

hypothalamus, therefore, registers the level of

vigilance through NE, the presence of reinforce

ment (reward or lack thereof) through DA, and

other signals related directly to the activity of the

brainstem monoaminergic neurons.

Of particular importance for emotions are

two nuclei of the brainstem: the nucleus of the

solitary tract (NTS) and the parabrachial nuclei

(Fig. 16.1D). The NTS is the main visceral sen

sory nucleus that contains an elaborate viscero

sensory map of the body. This map, and the

‘‘feeling of the body’’ contained therein, is

broadcast to cortical areas (e.g., the insula and

anterior cingulate cortex) where internal sensa

tions are associated with external stimuli (Craig,

2002). Ascending fibers from many cranial

nerves report to the NTS the state of all internal

organs of the head and body; these signals are

either transformed in the NTS into descending

commands targeting sympathetic and parasym

pathetic effectors that coordinate autonomic

reflexes or are transmitted via the thalamus to

higher cortical centers. The parabrachial nuclei

regulate respiration, but they also receive visceral

sensory information. The majority of emotional

states are associated with changes in respiration

that are controlled, in part, by the parabrachial

nuclei. Stimulation of this area causes a rapid

inhale followed by apnea a gasp (von Euler and

Trippenbach, 1976) a typical respiratory beha

vior for surprise, pain, fear, etc.

The brainstem, therefore, is both a relay for

higher level centers of emotion and a first stage

processing center that elaborates species specific

somatic and autonomic behaviors in situations

of importance.

Periaqueductal Gray

The PAG has important sensory and motor

functions in emotion. It is a major integration

and descending modulatory center of the pain

pathways, but also a key center that engages the

autonomic nervous system (Bandler et al., 2000)

in conjunction with the brainstem centers men

tioned previously. A few important ethological

functions distinguish the PAG from the brain

stem centers, namely, its role in vocalizations,

defensive behaviors, and aggression.

Species specific vocalizations are coordi

nated via the PAG, as demonstrated by electrical

stimulation (Jürgens, 1994). This is achieved by

indirect control of the laryngeal and respiratory

muscles via the reticular formation of the brain

stem, (Davis et al., 1996). Motor commands for

vocalization are initiated in the PAG under des

cending input from the orbital and medial pre

frontal cortex. These two prefrontal systems are

also linked to PAG activity during maternal per

ception of their offspring (Bartels & Zeki, 2004).

Prefrontal projections contact discrete regions of

the PAG that, in turn, connect to different

regions of the hypothalamus, forming parallel

loops that link higher cognitive aspects of emo

tion and social behavior with expressive and

homeostatic/regulatory components of the core

circuit (Bandler et al., 2000).

Aggression related to rage and defensive

behaviors is coordinated jointly by the PAG

and the lateral hypothalamus. The PAG is not

involved, however, in attack associated with pre

dation. Complex local neural and pharmacolo

gical mechanisms regulate the level of aggression

within the PAG. The neural networks that coor

dinate different forms of aggression are recipro

cally inhibitory and the output of each network

is potentiated or dampened by different neuro

transmitters. Glutamate generally enhances,

while opioid peptides typically dampen

aggression (Gregg & Siegel, 2001).

A fascinating but unsolved problem in pri

mate neuroethology is the neural site and

mechanism of establishing the connections

between social status and aggression. Given

the fluctuating status of males in a macaque

society, the link between rank and aggression is

expected to be highly flexible. Serotonin levels

and the efficiency of serotonin transporters

have been invoked as the major determinants

of trait aggression, but state aggression appears
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to be regulated by prefrontal PAG/hypotha

lamic brainstem mechanisms relying on a dif

ferent set of neurotransmitters and steroid

hormones.

Superior Colliculus

A central role of the superior colliculus (SC) is to

guide and modulate visual orientation. The SC

contains sensory, motor, and multimodal maps

that control the initiation and execution of sac

cades (for an early review, see Sparks &

Hartwich Young, 1989). In addition to its sen

sorimotor function, the deep layers of the SC are

a critical node in the core circuit of emotion and

social behavior.

Electrical stimulation of the rodent SC elicits

orienting responses and species specific defen

sive behaviors, and in some cases, approach

behaviors (Dean et al., 1989). Stimulation also

causes changes in respiration, blood pressure,

and heart rate (Keay et al., 1988); reduces pain

threshold (Redgrave et al., 1996); and causes

desynchronization of the cortical electroence

phalogram (EEG), which is the cortical signature

of heightened attention and vigilance. These

autonomic responses might be produced via

the bidirectional connections of the SC with

the PAG, and with the motor and sensory

nuclei of the brainstem. The SC may trigger the

reallocation of visual attention in response to

emotionally salient stimuli via connections

with the amygdala and the mesencephalic reti

cular formation, involved in the elaboration of

eye movements. Indeed, lesions or local infusion

of neurotransmitter antagonists in the SC block

fear potentiated startle (Waddell et al., 2003;

Zhao & Davis, 2004).

Unlike rodents, where the neural circuitry

and pharmacology of colliculus dependent

defensive and antinociceptive effects have been

worked out in detail, little is known about how

these pathways function in primates. Recent

work indicates that bicuculline mediated disin

hibition of the SC in monkeys increases defen

sive emotional reactivity (Cole et al., 2006) and

decreases species specific social behaviors

(Ludise Malkova, personal communication).

This outcome is only partially overlapping with

the outcome of the same manipulations in the

amygdala, indicating that the role in social beha

vior of these two structures is not entirely

redundant.

Finally, the SC has been implicated in

detecting emotionally salient visual stimuli

without the contribution of cortical visual path

ways. A strong argument in favor of this proposal

comes from ‘‘blindsight’’ patients and animals

with uni or bilateral visual cortical damage.

Subjects report being unaware of stimuli, yet are

able to navigate visual obstacles, produce defen

sive movements in response to looming stimuli,

and detect or even discriminate visual stimuli,

including threatening images of facial expressions

(de Gelder et al., 1999; Liddell et al., 2005; Morris

et al., 2001; Stoerig & Cowey, 1997). One of

several proposed pathways for these preserved

abilities includes the SC, the pulvinar, and the

amygdala, which show functional connectivity in

neuroimaging experiments and the predicted

processing deficits when lesioned (Morris et al.,

1999, 2001; Vuilleumier, 2003; Ward et al., 2005).

A colliculo pulvinar pathway might be important

for vision early in development (Wallace et al.,

1997), enabling rapid orienting and vigilance

toward sudden, potentially dangerous stimuli,

but may be less efficient for calculated responses

to complex visual arrays. Although blindsight

patients are notable for their lack of

awareness of their intact visual abilities, these

parallel visual pathways may normally function

under conditions of visual awareness (Pessoa

et al., 2005).

Hypothalamus

The hypothalamus is a collection of nuclei con

cerned primarily with homeostasis through

autonomic and endocrine mechanisms, but it

also coordinates basic, drive related behaviors

(e.g., feeding, reproduction, aggression). Many

of these functions, especially those that involve

species specific ‘‘instinctive’’ behaviors coordi

nated by central pattern generators, are redun

dant and overlapping with similar functions

controlled by the brainstem. A unique contribu

tion of the hypothalamus in emotion is related

to hormone production. The arcuate nucleus

controls neuroendocrine function, the

supraoptic and paraventricular nuclei release
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oxytocin and vasopressin (hormones of affilia

tion and social bonding), and corticotrophin

releasing hormone initiates a cascade of events

to supply cortisol in situations of emotional

stress.

The hypothalamus receives input from the

brainstem and spinal cord via the medial fore

brain bundle (Fig. 16.1B). These inputs carry

signals about the state of all internal organs.

Intrinsic sensory neurons in the hypothalamus

are specialized to sense the composition of the

internal milieu and correct reflexively any

deviation from normal.

Like the brainstem, the hypothalamus con

tains networks of neurons that often form pat

tern generators and control behavioral,

endocrine, and regulatory functions. These net

works are under the influence of higher centers.

For example, inputs from the amygdala signal

the emotional value of a stimulus or event and

can trigger, when appropriate, the classical stress

response via the hypothalamic pituitary adrenal

(HPA) axis. Descending inputs from the amyg

dala, anterior cingulate cortex (ACC), and pre

frontal cortex modulate the role of the

hypothalamus in territoriality, aggression, the

desirability of food, mates, etc. Reward related

signals from the ventral tegmental area and

nucleus accumbens, but also from the orbito

frontal cortex (OFC) and anterior cingulate,

mediate reward based learning and action selec

tion. Inputs from the reticular formation, the

basal forebrain (nucleus basalis), and the bed

nucleus of the stria terminalis (BNST) contri

bute to the control of attention and vigilance.

The majority of these connections are reciprocal,

closing loops that combine the internal state of

the organism with the external stimuli and

initiate (or block) basic, drive related behaviors

(Appenzeller & Oribe, 1997).

The Subcortical Nuclei of the Amygdala

The amygdala contains a heterogeneous collec

tion of nuclei with dissociable functions.

Together these nuclei carry out the evaluation

of stimuli, the initiation of autonomic and

somatic responses most appropriate for each

stimulus, and the modulation of the ‘‘gain’’ of

perceptual, motor, and memory processes

associated with emotional stimuli.

The subcortical nuclei are connected pri

marily with subcortical structures and are

involved in attention and autonomic functions.

The central and medial nuclei, but also the ante

rior amygdaloid area and the bed nucleus of the

stria terminalis (BNST), are part of the subcor

tical group (Amaral et al., 1992). These nuclei

receive and send projections from and to the

hypothalamus and the brainstem and, via these

connections, control autonomic function. For

example, the amygdala modulates heart rate

and cardiorespiratory reflexes via connections

to the dorsal motor nucleus of the vagus and

the nucleus of the solitary tract. Facial expres

sions are controlled by direct projections to the

lower motor neurons in the facial nucleus

(Fanardjian & Manvelyan, 1987). Likewise, sali

vation, lacrimation, respiration, pupil dilation,

pain perception, etc., are modulated by direct

connections with the respective centers of the

brainstem. Finally, the amygdala can modify

the output of all major neurotransmitter systems

originating in the brainstem. Direct projections

from the central nucleus to the ventral tegmental

area influence dopamine release (Gallagher,

2000); projections to the locus coeruleus set the

level of vigilance and cortical ‘‘preparedness’’ via

widespread projections that release norepi

nephrine over the entire cortex (Amaral &

Sinnamon, 1977); and direct projections from

the central nucleus to the nucleus basalis of

Meynert influence acetylcholine levels in the

brain (Davis & Whalen, 2001). Finally, the cen

tral nucleus emits projections to the hypotha

lamic areas, where prohormones and releasing

factors are synthesized.

Intermediate Structures

Compared to the core, these structures elaborate

the representations of stimuli and stimulus com

binations that are evaluated in these circuits and

label them with emotional valence. The outputs

of the intermediate structures are higher dimen

sional than the outputs of the core structures;

they control somatic and autonomic effectors

via the core structures. The high dimensional
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representations generated by these structures are

shared with multiple neocortical areas involved

in attention, perception, memory, and decision

making. Note that intermediate structures do

not overlap with the classical concept of the

‘‘limbic system’’ (Maclean, 1949). The inter

mediate structures include the basolateral

(cortical) nuclear group of the amygdala, the

mediodorsal nucleus of the thalamus, the

insula, ACC, and the OFC.

Amygdala, Basolateral Complex

The cortical nuclei of the amygdala, also called

the basolateral complex, contain neurons of the

cortical type and receive and send connections

primarily from and to the neocortex. One role

of these nuclei is to evaluate the emotional sig

nificance of stimuli. These nuclei receive highly

processed sensory information from all sensory

modalities (Amaral et al., 1992; Stefanacci &

Amaral, 2002). Olfactory signals arrive from

the piriform cortex; gustatory information

from the insula; somatosensory and auditory,

and visual information from association cortices

in the parietal and temporal lobe. Coarsely pro

cessed sensory information also arrives here

directly from the thalamus (Romanski &

LeDoux, 1992). Viscerosensory signals in the

amygdala come from the insula or from the

nucleus of the solitary tract. Based on

these inputs, which converge with inputs from

the medial and orbital prefrontal cortex, (OFC)

the cortical nuclei of the amygdala determine the

positive, negative, or neutral significance of all

stimuli. The outcome of this evaluation is sent

back to the cortex via widespread feedback pro

jections (Fig. 16.1A). Output projections reci

procate the inputs but also project to multiple

stages of sensory processing, including primary

sensory areas. These nuclei also project to the

subcortical nuclei of the amygdala, which, in

turn, project to autonomic and somatic effec

tors. Signals from the amygdala modulate atten

tion, perception, and memory and are carried by

excitatory connections that terminate in layer II

of the neocortex. There, they compete for

synaptic sites with adjacent or more distant

cortical areas (Freese & Amaral, 2006).

Mediodorsal Nucleus of the Thalamus

The mediodorsal thalamus (MD) is an obliga

tory station in the higher level interconnections

of emotion circuits (Jones, 2007). This nucleus

connects the prefrontal intermediate struc

tures the ACC and OFC to other emotion

related areas. Its positioning as a ‘‘nexus’’ for the

other intermediate structures may account for

its known role in object reward association

memory (Gaffan & Parker, 2000).

The Insula

The insula is a good example of the diversity and

redundancy of functions carried out by the

intermediate structures in the circuits of

emotion. The insula is both the primary cortical

center of taste and smell and a major source of

autonomic regulation, redundant with the auto

nomic functions of the brainstem. In addition,

the insula integrates interoceptive signals, pain,

and somatosensory stimuli such as various kinds

of touch, and remaps the surface of the body in

terms of the quality of stimuli (Augustine, 1996).

Social stimuli are also processed in the insula

(e.g., facial expressions of disgust and the ‘‘trust

worthiness’’ of faces) stimuli that also activate

the amygdala (Engell et al., 2007; Phillips et al.,

1997; Winston et al., 2002). Based on these rich

inputs, the insula generates a representation of

the internal state of the body in which somatic

and visceral components are fused and ulti

mately give rise to a ‘‘feeling of the body’’ asso

ciated with empathy, general disposition, and

mood stability (Singer et al., 2004).

The Anterior Cingulate Cortex

Whereas the insula has mainly sensory and auto

nomic functions, the ACC hosts both executive

and cognitive functions based on extero and

interoceptive signals arriving from the insula,

brainstem, basal nucleus of the amygdala, and

hypothalamus. In addition, certain areas of the

ACC (24, 25, and ventral 32) receive strong

inputs from the mediodorsal nucleus of the tha

lamus. All subregions of the ACC receive inputs

from the anterior thalamic nuclei (Vogt et al.,

1987) that receive, in turn, input from the mam

millary bodies of the hypothalamus a
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memory related structure. The diversity of

inputs is mirrored by a diversity of functions

within the ACC (for review, see Bush et al.,

2000; Joseph, 2000).

Among these functions are the control of

visceral, skeletal, and endocrine outflow in

response to emotional stimuli. The outflow of

the ACC targets the amygdala, periaqueductal

gray, and several cranial nerve nuclei in the

brainstem (V, VII, IX, and X). Via the

output to the brainstem nuclei, emotional

states set up in the ACC translate into

changes of heart rate, blood pressure, and

vocalizations associated with expressing internal

states (e.g., crying, moaning). Note that spe

cies specific vocalizations are also controlled by

the PAG in the brainstem.

Like the PAG and the insula, the anterior

cingulate cortex also functions as a pain center.

Compared to the insula, where bodily sensations

such as pain are mapped according to their sub

jective quality, the pain representation in the

anterior cingulate is more abstract. The same

areas of the cingulate cortex are activated by

social pain (the feeling of being ignored or

rejected) and by physical pain. Finally, mother

infant interactions are also under the influence

of a division of the anterior cingulate.

Cognitive functions mediated by the ACC

include reward anticipation and social decision

making. The control signals for these functions

originate from dorsal areas of the anterior cin

gulate that contain a motor region. The motor

region influences motor areas of the brainstem

and spinal cord, thereby contributing to the

selection of the most appropriate action pattern.

Orbitofrontal Cortex

Based on patterns of connectivity, the orbito

frontal cortex resembles the amygdala, a struc

ture to which it is also reciprocally connected.

High level sensory inputs from all modalities

converge there, and the outputs target the core

structures of the emotion circuits including the

hypothalamus (from which it also receives

inputs) and brainstem autonomic areas.

The orbitofrontal cortex may exert control

over the output of the primate amygdala by

way of projections to the intercalated nuclei of

the amygdala (for review, see Barbas, 2007). The

intercalated nuclei separate the basolateral

(cortical) groups of nuclei from the centrome

dial (subcortical groups) through their

GABAergic interneurons. These interneurons

may inhibit the transfer of signals from the baso

lateral complex to the lateral division of the

central nucleus, thus blocking the initiation of

autonomic responses (Pare & Smith, 1993;

Rempel Clower, 2007). The recently described

functions of intercalated nuclei (Likhtik et al.,

2008) might explain why a snake in the outdoors

is more fear producing than when experienced

in a terrarium. In theory, the orbitofrontal

activity could prevent the basolateral signal of

danger from activating the central nuclei,

‘‘heading it off at the pass,’’ thereby eliminating

unnecessary behavioral and autonomic

responses.

Collectively, the intermediate structures

show partially overlapping, yet complementary

functions. For example, the similar connectivity

of the ACC and OFC suggest that they process

reward signals in conjunction with internal and

external stimuli and can influence autonomic

and somatic responses that contribute to

normal social and emotional behavior. There

are important differences, however, between

these two areas in terms of their contribution

to the evaluation of stimuli and the elaboration

of responses. Whereas the ACC integrates

reward related signals with species specific

motor behaviors, the OFC learns to associate

and dissociate internal and external stimuli and

rewards. Together, they form a unit critical for

bringing into register the internal and external

state of the world with behavioral choices, the

building blocks of emotion and social decision

making.

Affiliate Structures

Affiliate regions are primarily neocortical and

are more strongly connected to the intermediate

structures than to the core structures. They are

capable of processing complex, high dimen

sional signals, linking multiple aspects of emo

tion, such as memory, decision making, and

action planning, to ongoing stimuli and events.
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Compared to the core and intermediate struc

tures, their role in generating autonomic and

reflexive emotional outputs is less direct, often

demonstrating their involvement only for a spe

cific set of stimuli and contexts. Though this list

will surely lengthen as our understanding of

emotion circuits increases, for now, we consider

the hippocampus, the lateral temporal lobe,

ventrolateral prefrontal cortex, the lateral

intraparietal area, and the medial pulvinar.

Hippocampus

Historically, both Papez (1937) and MacLean

(1949) included the hippocampus in the emo

tional centers of the ‘‘limbic system.’’ Refined

lesion techniques later suggested that the hippo

campus does not play a major role in emotion;

however, as a central learning and memory

structure, it is at the interface between emotion

and memory. Episodic memories that are hip

pocampal dependent can have an emotional

component that is encoded and stored together

with the neutral components. Conversely, emo

tional states are known to influence memory

formation, whether by enhancing vigilance and

attention at the time of encoding (Adolphs et al.,

2005; Easterbrook, 1959) or through the effects

of arousal on memory consolidation (McGaugh,

2000, 2004). The strong connections of the hip

pocampus (or its gateway structures) with the

amygdala, orbitofrontal cortex, and medial

prefrontal cortex constitute the anatomical fra

mework on which emotional memories are built

(LaBar & Cabeza, 2006; McGaugh, 2004;

Packard & Teather, 1998).

An additional role of the hippocampus in

emotion and memory derives from its high con

centration of glucocorticoid receptors. This

makes the hippocampus vulnerable to the neu

rotoxic glucocorticoids that are released in

stressful or highly emotional situations by the

HPA axis (Sapolsky, 1996; Watanabe et al., 1992;

Woolley et al., 1990). Chronic stress, marked by

elevated levels of cortisol, is associated with hip

pocampal atrophy, reduced neurogenesis, and

behavioral changes ranging from memory loss

to depression. In humans, personality traits such

as self esteem and an internal locus of control

are positively correlated with hippocampal

volume (Pruessner et al., 2005). Given its cou

pling with stress responses and the association

between high stress levels, anxiety, and heigh

tened responses to acute stressors, the hippo

campus should be brought back into the fold of

emotional circuits, at least when considering the

long term trait influences on emotion

processing.

Lateral Temporal Lobe

The continuous stretch of cortex from the upper

bank of the superior temporal sulcus (STS),

through the lower bank, and onto the inferotem

poral (IT) gyrus processes complex visual images,

including faces (Bruce et al., 1981; Gross et al.,

1972; Perrett et al., 1982; Tanaka, 1992; Yamane

et al., 1988). This area of the temporal cortex

receives inputs from ‘‘upstream’’ visual areas

such as MT, TEO, and V4, and projects to the

orbitofrontal cortex, lateral prefrontal cortex,

medial temporal lobe neocortex and amygdala

(Baizer et al., 1991; Felleman & Van Essen, 1991;

Seltzer & Pandya, 1978). Neurons in these areas

show responses to different dimensions of social

stimuli, such as face identity, facial expression,

head or gaze direction, and body movements

(for review, see Rolls, 2007; see also Tsao et al.,

this volume). In addition, the upper bank STS

shows multisensory responses that can combine

visual and auditory information, such as commu

nication signals (Barraclough et al., 2005;

Ghazanfar et al., 2008).

Some evidence that these areas are important

for processing socioemotional cues comes from

lesions made in infancy to area TE (inferior tem

poral cortex) that lead to temporary deficits in

socioemotional behavior in infants (Bachevalier

et al., 2001; Malkova et al., 1997b). The STS is

required fornormal gazediscrimination,which is

important for interpreting the target of anexpres

sion (Heywood & Cowey, 1992), and an intact

STS and inferior temporal gyrus (ITG) are

required for discriminationof configural changes

in faces (Horel, 1993) that are important for

identification. Taken together, these areas may

form a key ‘‘prerequisite’’ filter for extracting

emotion and/or intention from visual social

cues such as faces, though the lateral temporal

lobe is not the only region poised to play this role.
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Ventrolateral Prefrontal Cortex

The ventrolateral prefrontal cortex (vlPFC), spe

cifically, the inferior prefrontal convexity, pro

cesses social emotional information from every

sensory modality. This area receives projections

from high level visual areas including the infer

otemporal cortex (Ungerleider et al., 1989) and

contains neurons that show selective responses

to faces. (Scalaidhe et al., 1997; Wilson et al.,

1993) that are similar to the responses of face

selective neurons of the lateral temporal areas.

Adjacent to the visual region is an area that

shows selective responses to species specific

vocalizations (Cohen et al., 2004, 2006;

Romanski et al., 2005). Selectivity profiles do

not fall strictly into featural (tonal/noisy) or

functional (food/nonfood, aggressive/

appeasing) borders, though biases in a neuron’s

response toward one or the other category can be

sufficient to extract this information (Thomas

et al., 2001). The inferior prefrontal convexity

was recently shown to engage in multisensory

processing of audio visual communication sig

nals (Sugihara et al., 2006), providing one clue to

the processing that may occur in this region.

Moreover, with its sensitivity for complex, spe

cies specific stimuli, vlPFC activity may ulti

mately prove to be an important link between

the perception of social stimuli and the extrac

tion of their emotional significance. We refer the

reader to the chapters by Miller and Cohen and

Romanski and Ghazanfar in this volume.

Lateral Intraparietal Area

The allocation of spatial attention (Bisley and

Goldberg, 2003) and goal directed selection of

actions (Snyder et al., 1997) are two functions

ascribed to the lateral intraparietal (LIP) area

(see Groh & Pai, this volume). More recently, it

has also been associated with perceptual decision

making (Freedman & Assad, 2006), including

enhanced responses when selecting preferred

social cues such as images of dominant males,

conspecific faces, or female hindquarters (Klein

et al., 2008). LIP neurons do not respond selec

tively in anticipation of social cues when the cues

are presented in a predictable, obligatory

fashion, but when the monkey makes a choice

that triggers the presentation of a given image,

the responses predict the value of that image.

Here, value was assessed by the amount of juice

monkeys would forego to view an image, using a

previously established paradigm (Deaner et al.,

2005). Thus, the LIP area might mediate pro

cesses by which social cues are embedded in the

decision making networks in the brain, as would

be important for action selection during social

interactions.

Medial Pulvinar

The medial nucleus of the pulvinar is connected

to the superior temporal sulcus and gyrus, the

amygdala, the insula, orbitofrontal cortex, the

frontal pole, and medial prefrontal cortex

including anterior cingulate cortex (Romanski

et al., 1997). This list of structures corresponds

to the intermediate layer of the emotional circuit

proposed here.

The medial pulvinar, like its neighboring

structure, the mediodorsal nucleus of the tha

lamus, may contribute to the integration of sig

nals from nodes of the emotion circuit.

The unique roles played by the affiliate

regions and their recruitment of widely con

served core regions may be specializations to

selective pressures that reward social savvy. The

affiliate structures aren’t directly tied to the pro

duction of a specific emotion; rather, they enable

extraction of appropriate responses to complex

constellations of cues and scenarios that are

relevant for responding appropriately to the cur

rent social situation. In this way, the boundaries

segregating structures associated with emotion

and cognition become blurred (Pessoa, 2008), as

will become clear when considering the contri

bution of the aforementioned structures to

specific emotional processes.

PROCESSING EMOTION:
CIRCUITS IN ACTION

A basic rule of survival is to approach food

sources and potential mates (appetitive stimuli)

and avoid danger such as predators (aversive

stimuli). Biologically prepared appetitive or

aversive stimuli elicit emotional/motivational

states, and are processed primarily by the core
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of the emotional brain. The structures of the

core circuits are highly conserved across species,

but component neurons are often tuned to

stimuli with species specific significance

(e.g., odors of predators, pheromones, etc.).

The appetitive aversive dichotomy, although

not mapped onto different circuitry, has

proven to have great heuristic value for deci

phering the neural circuitry of emotion in

animals.

Our most complete understanding to date of

the most basic and most shared emotion across

all species fear comes from aversive condi

tioning in rats. Fear has been studied using an

aversive stimulus such as foot shock, often in

association with a cue such as a tone (Davis &

Whalen, 2001; Fanselow & Gale, 2003; LeDoux,

2000).

Approach behaviors, which do not corre

spond to a state as clearly defined as fear, have

been studied using food reinforcement (Everitt

et al., 2003; Holland & Gallagher, 2004). In rats,

the amygdala alone can support fear condi

tioning, whereas appetitive conditioning and

reward devaluation paradigms require the joint

contribution of the amygdala and frontal cortex.

Pavlovian conditioning in primates suggests

a conservation of neural structures (Baxter &

Murray, 2002) and possibly mechanisms

(Salzman et al., 2007) that support this basic

form of emotional learning. The main difference

might be that emotional processing from the

core structures radiates in primates to a larger

array of partially or fully corticalized structures

that reprocess emotion and link it to memory,

planning, and decision making. The essential

difference derives from the major role of social

stimuli to elicit emotions in primates. We will

consider first the evidence for aversive and appe

titive conditioning in primates before describing

how social stimulus evaluation is intrinsically

related to emotional circuits.

Aversive Emotional States

Unconditioned Fear

Some stimuli are known to produce fearful or

startle responses in monkeys (Davis et al., 2008).

The central nucleus of the monkey amygdala is

necessary for the expression of unconditioned,

but also of conditioned, startle. Monkeys with

lesions of the central nucleus also lack the

normal apprehension to the sight of a snake

(real or fake), as determined by the latency to

retrieve food in its presence (Davis et al., 2008;

Kalin et al., 2004). In addition, monkeys without

a central nucleus fail to demonstrate normal

freezing (Kalin et al., 2004) that typically accom

panies the appearance of a human intruder.

Finally, lesions of the central nucleus reduce

cortisol levels, indicating that an intact amygdala

is necessary for generation of normal stress

responses.

Conditioned Fear Responses

A subset of neurons in the monkey amygdala

respond selectively to stimuli that predict an

aversive, unconditioned stimulus (US), such as

a puff of air directed at the face or eyes (Paton

et al., 2006). Neuronal responses to the air puff

and the stimuli that predict it (conditioned sti

muli [CS]) ramp up during learning and fall off

during extinction, suggesting they may reflect

the updated value of the association to the aver

sive unconditioned stimulus. Although patients

with amygdala damage are able to learn CS US

associations, they are unable to express fear or

the anxious anticipation of the noxious stimulus

(Bechara et al., 1995). Moreover, conditioned

stimulus learning and extinction are associated

with changes in blood level oxygen dependent

(BOLD) responses in the ventromedial pre

frontal cortex and amygdala of humans

(Büchel et al., 1998; LaBar et al., 1998; Phelps

et al., 2004). The following reviews consider the

fear conditioning literature in more detail

(LeDoux, 2000; Phelps, 2006).

The predominance of fear conditioning as a

model for emotional learning has led to the

implicit assumption that the structures neces

sary for processing fearful stimuli are specialized

for fear. To determine whether structures such as

the amygdaloid nuclei function as ‘‘fear mod

ules,’’ involving only negative affect, it is impor

tant to demonstrate that they do not act more

generally in emotional learning, involving either

positive or negative affect.
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Appetitive Emotional States

Conditioned Appetitive Responses

Classical conditioning can also be used to study

positive emotional states by pairing an initially

neutral stimulus, such as a visual stimulus, with

reward. For example, a study in marmoset mon

keys showed that the amygdala is not necessary

for appetitive conditioning per se (Braesicke

et al., 2005). In this study, the overt behaviors

indicating anticipation of reward (looking and

scratching at a food barrier) persisted in amyg

dala lesioned animals, despite a reduction in the

physiological signs of arousal during that antici

patory phase. It was as though the habit of

orienting toward a conditioned stimulus

remained, even when the underlying incentive

was no longer present. This suggests that some

aspects of positive affect require an intact

amygdala.

Consistent with this observation, neural

responses in the macaque amygdala follow the

time course of learning the association between

an image and juice reward, just as a previously

mentioned population of amygdala neurons

‘‘tracks’’ learning of image punishment associa

tions (Paton et al., 2006). For a more detailed

examination, we refer the reader to reviews of

the role of the amygdala in reward and positive

emotion (Baxter & Murray, 2002; Everitt et al.,

2003; Murray, 2007).

Lesion studies implicate both the amygdala

and orbitofrontal cortex in the flexible selection

of cues that predict specific rewards, though

each plays a distinct role in the process. Overall

preferences for desirable foods are unchanged

after lesions or disruption of the amygdala

(Machado & Bachevalier, 2007b; Malkova

et al., 1997a; Murray & Izquierdo, 2007;

Wellman et al., 2005) or of the orbitofrontal

cortex (Machado & Bachevalier, 2007b), indi

cating that these structures are not necessary to

encode the primary reinforcement value of

foods. Indeed, behavioral responses are appro

priately diverted away from food that has been

devalued through satiation (Machado &

Bachevalier, 2007a). Moreover, neither structure

is necessary to discriminate which objects are

associated with food reward in a concurrent

discrimination task. Yet when a preferred food

is devalued, lesions to either the amygdala and/

or the contralateral orbitofrontal cortex lead to

continued selection of objects associated with

the satiated (devalued) reward, when a normal

response would be to switch, selecting the food

reward that had not been devalued. Curiously,

upon seeing the underlying food reward, only

monkeys with orbitofrontal lesions actually took

the reward. These monkeys selected the non

devalued food when given a choice between the

two, indicating that satiation indeed changed the

value representation of the food. These monkeys

only fail when given a choice between the cues

predicting the foods, falling back on their

learned behaviors to previous conditioned asso

ciations. Having selected the single, devalued

food, they take it despite satiety for it, unlike

monkeys with amygdala lesions. Thus, both the

orbitofrontal cortex and the amygdala share a

role in updating behaviors toward previously

learned associations based on current prefer

ences or motivational state, and the integrity of

both structures is required for updating the

value of a reinforcer (Baxter et al., 2000). These

results are also consistent with a study of instru

mental extinction (Izquierdo & Murray, 2005).

In contrast to the nuanced distinctions in the

roles played by the amygdala and orbitofrontal

lesions in encoding the value of reinforcers, the

anterior insula may be more directly involved in

representing the reward value of foods. As in

secondary olfactory and primary gustatory

cortex, cells in the insula show reduced firing

rates to preferred odors or foods following satia

tion (Rolls, 2000). When orbitofrontal lesions

include part of agranular insular cortex, mon

keys continue to select foods after being fed to

satiety (Machado & Bachevalier, 2007a,b). Thus,

the insula may be a central source of behavioral

responses to some rewarding (appetitive)

stimuli, such as food.

The use of similar appetitive and aversive

conditioning paradigms in primates and in

rodents reveals a large overlap in the structures

involved. This implies a conservation of the

potential mechanisms of emotional learning

(Everitt et al., 2003; Holland & Gallagher, 2004;

Murray, 2007; Phelps, 2006). Although the
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emotional behavior of rodents cannot be

reduced to food and predators, and social sti

muli are likely processed by the circuit that eval

uates reinforcers, little is known about the

‘‘social brain’’ in rodents (Panksepp, 1998). In

primates, however, it is clear that the majority of

emotional states are centered on social interac

tions; for many primate species, individuals live

within elaborate social dominance hierarchies.

Here, appropriate responses to members of the

group can reduce the threat of attack or increase

access to food, reproductive partners, or allies

that indirectly reduce threats and increase access

to rewards. Indeed, the majority of emotional

states in primate species occur during social

interactions. These socio emotional interactions

depend on the identity and dominance status of

the participants, as well as on the recent history

of aggression/affiliation, and perhaps most criti

cally on the social signals (facial expressions)

displayed by interacting conspecifics.

The Social Envelope: The Relationship

Between Expressions and Emotions

Expressions can be regarded both as the exter

nalization of the emotional state of the dis

player but also as intentional signals aimed at

another individual. At the receiving end,

expressions can induce emotional states in the

observer. Importantly, expressions map most

closely onto the state of the sender; how it is

interpreted by an observer will depend on

additional factors. For example, an aggressive

expression indicates the perturbed state of the

sender, but if the sender is a meek juvenile

monkey, or if the expression is directed at

another individual, it would have little effect

on an adult monkey observer. Thus, we will

begin by describing the expressions generated

by an individual based on that individual’s

emotional state before considering how

expressions can evoke emotional responses in

observers. We will focus on macaque expres

sions, allowing us to describe neural structures

associated with the generation and perception

of expressions, expanding to incorporate what

is known in humans or other members of the

primate order, where possible. The three poles

suggested in the macaque expression literature

(Deputte, 2000; Mason, 1985; Partan, 2002)

are avoidance, which maps directly onto other

fearful or avoidance behaviors; affiliation,

which corresponds to appetitive behaviors;

and the additional pole of aggression, a ‘‘strictly

social’’ addition that arises as a consequence of

dominance status.

Generating Expressions

Avoidance (Fear Grimace, Scream) In

macaques, a cluster of expressions indicate the

presence of an aversive stimulus, including the

fear grimace and scream. The fear grimace is

characterized by horizontally retracted lips,

revealing upper and lower teeth, and retracted

ears. It can also be accompanied by a high

pitched, shrill vocalization, or ‘‘scream’’

(Partan, 2002).

Affiliation (Lip Smack, Coo, Groom
Present) Expressions indicating a desirable or

appetitive stimulus include the lip smack, coo,

and grunt. The lip smack is produced by puck

ering the lips and smacking them together, with

the chin held up and ears retracted. The coo is a

single tonal vocalization made while making an

‘‘oo’’ shape with the lips. The groom present,

common to many primate species, is a body

gesture made by exposing a vulnerable part of

the body by extension, such as by raising the

arm, turning the head away to expose the neck,

or turning one’s back, all in close proximity to an

individual invited to groom. The act of

grooming that may follow has been used as a

measurement of the degree of affiliation

(Seyfarth & Cheney, 1984). Affiliative behaviors

trigger neural reward states. Grooming is

accompanied by b endorphin release in cere

brospinal fluid, blocking the m opioid receptor

increases groom invitations and grooming dura

tions, and opiate delivery decreases grooming

invitations (Keverne et al., 1989).

Aggression and Alarm (Open-Mouth Stare,
Pant-Threat, Shrill Bark) The most typical

expression of aggressive or threatening gestures

in the macaque is the open mouth threat

(or stare), characterized by directed gaze and

an opening of the mouth so that lips form an
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‘‘o’’ shape, with the upper teeth covered by the

lips. Ears are forward or are flapped, the head is

lowered, the eyes are fixated on the receiver of

the threat, and the facial display is often accom

panied by a body lunge toward the target. The

pant threat is a staccato noisy (broadband)

vocalization, often occurring as a triplet.

Consistent with the presumed emotional corre

lates of vocalizations, the shrill bark alarm call

appears to be mediated by stress levels. A reduc

tion of stress hormone output leads to fewer

shrill bark vocalizations under stressful

conditions (Bercovitch et al., 1995).

Neural Basis for the Generation of

Expressions

Facial expressions reflect the internal state of

approach, avoidance, or aggression of the dis

playing animals. Whereas the involvement of

some neural structures appears to be restricted

to the generation of a subset of expressions (e.g.,

aggressive displays), other structures, such as the

amygdala, are involved in generating a wide

array of expressions, possibly selecting which

class of responses is appropriate for a given

situation.

Avoidance Monkeys that were given neonatal

amygdala lesions show more fear responses

(more grimaces and screams) toward a novel

peer monkey than do intact monkeys (Bauman

et al., 2004b), but show fewer fear responses than

intact monkeys do when separated from their

mother (e.g., fewer screams; Bauman et al.,

2004a). Likewise, in a study of young monkeys

who had just received amygdala lesions, there

was diminished fear expression toward a sti

mulus that should have been threatening: the

introduction of a novel adult male (Kalin et al.,

2001). The ability of these monkeys to respond,

but at inappropriate times or with abnormal

frequency, suggests that the amygdala may be

one structure important for appropriate evalua

tion or expression of fearful situations, but not

for the generation of the response per se.

Affiliation When faced with a novel adult

male (a threatening stimulus), young amyg

dala lesioned monkeys delivered fewer affiliative

vocalizations (coos) than did monkeys with an

intact amygdala (Kalin et al., 2001). They also

barked less and showed less submissive behavior.

In contrast, when paired with a peer monkey,

monkeys with neonatal amygdala lesions pro

duced more affiliative expressions than intact

monkeys (Bauman et al., 2004b). This is consis

tent with the suggestion that the amygdala is not

required for the generation of expressions,

regardless of emotional state; rather, it seems to

play a role in determining the appropriate

gestures in a particular context. We will return

to this point in our discussion of the perception

of expressions and their link to emotional state.

Aggression In marmosets, stimulation of the

ventromedial hypothalamus produces aggressive

vocalizations, and lesions to the anterior

hypothalamus or the preoptic area lead to a

reduction in aggressive vocalizations toward an

intruder (Lloyd & Dixson, 1988). In macaques,

stimulation of the anterior hypothalamus, pre

optic area, and BNST lead to an increase in

aggressive vocalizations (Robinson, 1967) and

aggressive behaviors toward subordinate mon

keys (Alexander & Perachio, 1973). Thus, proper

expression of aggressive behaviors involves, at a

minimum, the hypothalamus, BNST, and, as

previously mentioned, periaqueductal gray and

possibly anterior cingulate cortex.

Perceiving and Evaluating Expressions

Although expressions indicate the emotional

state and/or the intentions of an individual, the

dominance hierarchy of macaque societies

imposes additional factors on the interpretation

of an expression, such as the rank, sex, and

identity of the sender and of the receiver, as

well as the ranks of the close affiliates of both.

Recent social exchanges and their outcomes may

also weigh into the interpretation of a given

expression. What is the evidence that monkeys

are sensitive to expressions and to associated

social factors? In this section, we explore the

neural substrates for perceiving and properly

interpreting expressions.

When a Threat Is Threatening In general,

when observing a social encounter, an aggressive

response is one that escalates an encounter, ulti

mately predicting an attack, whereas an
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affiliative response is one that invites or predicts

those interactions that decrease the probability

of attack. An avoidance response is one that

disarms or prevents an encounter, leading to a

break in the interaction. It follows that aggres

sive gestures directed at an observer are generally

arousing and threatening to the observer;

directed affiliative gestures may be arousing,

but not threatening; and directed avoidance

gestures should not be arousing or threatening.

Images of expressions elicit in the macaque

brain stimulus specific responses in several areas

of the temporal cortex, as well as in the hippo

campus, amygdala, and prefrontal cortices, as

shown by imaging studies (Hadj Bouziane et al.,

2008; Hoffman et al., 2007; Tsao et al., 2008; see

Tsao et al., this volume). Neurons in the infero

temporal cortex or STS (Hasselmo et al., 1989)

and amygdala (Gothard et al., 2007; Kuraoka &

Nakamura, 2007) respond selectively to facial

expressions. In the amygdala, the same fraction

of neurons respond to threatening, appeasing, or

neutral stimuli, but the firing rates are higher for

threatening faces. The heightened response to

threats is a matter of degree; all types of expres

sions can elicit selective amygdala responses

(Gothard et al., 2007). Of note, many amygdala

neurons responded most strongly to a specific

combination of identity and expression, not to

expressions in an identity invariant manner. This

would provide a neural means of perceiving

expressions embedded in the appropriate social

context, something monkeys with lesions to the

amygdala or orbitofrontal cortex are unable to

do. Proper interpretation of an expression is a

prerequisite for generating context appropriate

expressions. Recall that the generation of appro

priate expressions was impaired in monkeys with

amygdala lesions (Bauman et al., 2004a,b; Kalin

et al., 2001). It’s possible that the process of

evaluating expressions simply does not occur

independently of the context in which the expres

sion is displayed. Here, ‘‘context’’ can be ascer

tained from physical attributes and attitudes of

the sender that co occur with the expression,

such as gaze and body direction, age, gender,

and dominance rank, deduced from recognizing

the sender’s identity and physical markers of fit

ness. Context could also reflect the presence,

proximity, and gestures of other individuals, or

of a sender’s history of behaviors associated with

an expression, as well as the recent activity of the

colony. We will explore the evidence for neural

sensitivity to these contextual factors and the

effects they may have on the evaluation of

emotion laden stimuli.

Head and Gaze Direction

Expressions directed away from the observer

toward an unseen target are ambiguous.

Without knowing the target of the expression,

the appropriate response is unclear and requires

additional information gathering, such as

orienting in the direction of display. Indeed,

averted expressions in monkeys are more

arousing than are expressions directed at the

observer (Hoffman et al., 2007). Because an

important factor in the perception of expres

sions is an assessment of the target of an expres

sion, the direction of head and gaze of a

displaying monkey is important to the proper

interpretation of an expression.

Neurons sensitive to body, head, and eye gaze

direction are found in the superior temporal

sulcus of the temporal lobe (Perrett et al.,

1985), and lesions to this region produce gaze

discrimination deficits (Heywood & Cowey,

1992). In addition, the central nucleus of the

amygdala, which is known to influence auto

nomic output, shows greater BOLD activation

for averted than for directed gaze faces, consis

tent with physiological measures of arousal in

response to the same stimuli (Hoffman et al.,

2007). The STS sends strong projections to the

basolateral amygdaloid nuclei, which, in turn,

project to the central nucleus, thereby providing

a putative circuit for perceiving and redirecting

attention based on the intended target of a seen

expression. These results are consistent with a

more general role for the central nucleus in the

detection of saliency and the reallocation of

attention (Whalen, 2007).

Dominance Rank

The asymmetrical allocation of valued resources

such as space, food, and agonistic interactions

within groups of macaques is evidence of a dom

inance hierarchy, with the commonly studied
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rhesus macaque demonstrating one of the most

linear, despotic hierarchies of all macaque species

(Flack & de Waal, 2004; Thierry, 2004).

Sensitivity to social dominance is a pervasive

facet of macaque behaviors, from its effects on

the latency to approach foods to female orgasm

rate, which increases with the dominance rank of

the males in a pair (Troisi & Carosi, 1998). Even

in an isolated, experimental setting, responses to

pictures of familiar conspecifics demonstrate sen

sitivity to dominance rank. Low ranking maca

ques will follow the gaze of a monkey looking

away, regardless of the rank of the stimulus

monkey. High ranking monkeys, however, will

only follow the gaze of other high ranking mon

keys (Shepherd et al., 2006). Thus, the aforemen

tioned neural sensitivity to head and gaze

direction could also be influenced by the status

of both the observing and stimulus monkeys.

Consideration of rank will be important in

future studies of macaque circuits of emotion.

Kin and Affiliation

Macaque mothers differentiate between threats

directed at them and those directed toward their

infants; the presence of a dominant female is

threatening to both, a subordinate female is a

threat to her infants, and young daughters are

nonthreatening to both groups (Maestripieri,

1995). Understanding the neural substrates for

macaques’ sensitivity to social status is difficult,

however; most of our knowledge of social beha

viors comes from field studies devoid of neural

manipulations. Those studies measuring social

behaviors in monkeys following lesions have

focused on the role of the amygdala.

Qualitative descriptions of the effects of amyg

dala lesions or lesions extending into other

medial temporal lobe regions included with

drawal, submission, and drop in rank when

placed in large group settings (Dicks et al.,

1969; Rosvold et al., 1954). Somewhat different

results were obtained through the quantitative

behavioral assessment of amygdala lesioned

monkeys placed in randomized dyads (Emery

et al., 2001). Under these conditions, introduc

tion to another, unlesioned monkey produced

more affiliative approach behaviors than those

seen for introductions between pairs of

unlesioned monkeys. Monkeys with neonatal

amygdala lesions also show enhanced contact,

in this case with their mothers. These two obser

vations support the idea that the amygdala is

involved in the inhibition of certain types of

behaviors, primarily affiliative behaviors (Sally

Mendoza, personal communication). In addi

tion, despite the ability to generate the full reper

toire of expressions and vocalizations, during

perturbations in the social environment, mon

keys with neonatal amygdala lesions generate

inappropriate responses, either vocalizing more

or less than controls, depending on the situation,

or failing to return to their mothers after forced

separation (Bauman et al., 2004a,b; Kalin et al.,

2001). In contrast, hippocampal lesioned mon

keys showed none of these behaviors. It is not

clear what components of the amygdala are

responsible for these aberrations, but the results

are consistent with the suspected role of the

basolateral amygdala in evaluating the proper

constellation of cues to update behavioral

responses. Clearly, more information is needed

to understand what, if any, additional structures

are implicated in identifying and altering

responses to expressions based on kin relation

ships and social bonds.

Traits and States

In addition to functional architecture that allows

the evaluation of stimuli, the emotional circuits

of the brain are influenced by genetic makeup

and by early life experience that establish the

‘‘baseline’’ or tonic output even in the absence

of a changing input. The temperament,

affective style, or personality traits of the

animal depend on this output. Anxiety related

personality traits in monkeys, for example, have

been linked to the polymorphism of the regula

tory region of the gene for transporter facilitated

uptake of serotonin (Suomi, 2006). Secure

attachment, or lack thereof, to the mother, com

bined with the presence of the short or long allele

of the serotonin transporter gene or of the

monoamine oxidase A gene promoter is predic

tive of risk taking behaviors, resiliency to

adverse social situations, and the ability of mon

keys to control aggression (Newman et al., 2005;

Suomi, 2006). Individual differences in tonic
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autonomic output or ‘‘trait’’ behaviors will

influence the degree and possibly character of

emotional states evoked by changing inputs.

Likewise, keeping track of which individuals

are highly reactive will assist the interpretation

of the likely consequences of a given expression.

Multidimensionality and Pluripotency

Within Emotion circuits

The literature on appetitive conditioning

suggests there are no ‘‘dedicated’’ fear circuits;

rather, emotional stimuli with negative and

positive valence are evaluated by the same or

highly overlapping circuits. Likewise, the struc

tures implicated in the evaluation of social

stimuli overlap, at least partially, with those of

the process conditioned approach/avoidance

behaviors, demonstrating a co opting of

approach/avoidance processing into the social

domain. In addition, all stimuli with uncertain

or ambiguous emotional significance engage the

amygdala and related structures (Whalen, 2007).

This raises the question: To what extent do

structures within circuits of emotion evaluate

‘‘emotional’’ stimuli exclusively?

A comparison of the neural responses elicited

by unfamiliar objects, food items, fear

producing objects, and a variety of facial expres

sions indicated that all classes of stimuli elicit

stimulus selective response in the monkey

amygdala (Gothard et al., 2007). Whether these

images engage the amygdala because they are

unfamiliar with ambiguous value or their ‘‘neu

trality’’ is encoded as part of a more general

process of stimulus evaluation remains to be

clarified. The quasi equanimous allocation of

the processing resources of the amygdala to

negative and positive stimuli is best illustrated

by the response to social stimuli, such as facial

expressions. Although fearful faces are the least

discernable expression for patients with amyg

dala damage (Adolphs et al., 1994;

Sprengelmeyer et al., 1998; but see Rapcsak,

2003) and hemodynamic changes in the human

amygdala appear larger in response to fearful

and angry faces than to neutral or happy faces

(for review, see Zald, 2003), neurons in the

monkey amygdala show only a small increase

in firing rate for threatening faces compared to

neutral or appeasing faces (Gothard et al., 2007).

Neurons in the monkey amygdala that are

selective for facial expressions respond by

either increasing or decreasing their firing rate.

Positive facial expressions (appeasing faces) are

more often encoded by significant decreases of

firing rates than threatening faces that cause

most often significant increases in firing rate

(Gothard et al., 2007). The number of neurons

allocated to process positive, negative, and even

neutral stimuli is roughly equivalent, and the

global activation is significantly above baseline

for all facial expressions. There was indeed a

short lived excess of population firing rate for

threatening faces, but the size of the difference

between the threatening and appeasing faces was

smaller than the size of responses to any type of

facial expressions compared to baseline.

Nevertheless, the observed difference between

aggressive and appeasing facial expressions is

sufficient to account for neuroimaging results

obtained by subtraction analyses using the

same facial expressions (Hoffman et al., 2007).

Our observation that the monkey amygdala pro

cesses aversive and appetitive stimuli equally is

in line with earlier neurophysiological and beha

vioral studies of the monkey amygdala (Fuster &

Uyeda, 1971; Nakamura et al., 1992; Ono &

Nishijo, 1992; Paton et al., 2006; Sanghera

et al., 1979; Wilson & Rolls, 1993).

It appears, therefore, that the monkey amyg

dala performs the operations of aversive condi

tioning and appetitive conditioning elucidated in

rats but, in addition, carries out important social

processing that is not biased in favor of stimuli

with a particular emotional valence. If a structure

traditionally placed at the heart of emotional

processing demonstrates processing of stimuli

irrespective of emotional valence, other structures

in circuits of emotion may do the same.

CONCLUSIONS

1. A variety of neural structures contribute to the

processing of emotions. For didactic purposes,

the neural circuits of emotion can be divided

into core structures that are the proximal
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sources of autonomic and motor responses

associated with the expression of emotion.

These emotional expressions are closely tied

to and in certain cases include vigilance,

orienting, and the reallocation of attention to

emotionally salient stimuli. Intermediate

structures are those that generate more

complex representations that place in

emotional register the external and internal

milieu and flexibly link perceptual and motor

components of an emotional response. Several

additional structures serve an extended

emotional circuit, providing further

information about the emotional content of

stimuli, expected outcomes, and contextual

contingencies that determine which

emotional response should be delivered and

under what circumstances. All regions, taken

together, afford adaptive responses to changes

in the social environment.

2. The amygdala is a key structure for the

evaluation of emotional stimuli. Based on

interaction with affiliate structures, the

amygdala controls the transmission of signals

toward the core structures that orchestrate the

expressions of emotions. Much of our current

understanding is based on the treatment of the

amygdala as a unitary structure due, in part, to

methodological limitations. Nevertheless, the

subcortical and cortical nuclei, when

scrutinized, fall into distinct roles in

emotional circuits on both anatomical and

functional grounds.

3. Emotional responses can be broken down into

the immediate evaluation and response to

changes in the environment and to long term

modifications that can shape future responses,

or even regulatory states of the animal (e.g.,

stress hormone levels). Whereas core and

intermediate areas may afford rapid

responses, the high dimensional information

available to intermediate and affiliate areas

may be useful for constructing multiple

contingencies for subtly varying sets of

inputs. They may also support memory for

these contingencies and set into motion

longer term changes, thereby shaping both

traits and states related to emotions.
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CHAPTER 17

Neurophysiological Correlates of Reward Learning

Wolfram Schultz

LEARNING AS CHANGE IN
PREDICTIONS

Predictions

Learning is manifested as reproducible change in

behavior in identical situations and is a major

factor in the behavioral adaptation to changing

environments. Many forms of behavior are based

on anticipating the future by predicting the out

comes, such as rewards and punishers. Changed

environmental situations lead to changed predic

tions, which then induce changes in behavior.

Thus, learning can be viewed as behavioral

changes that follow changes in predictions. These

considerations are particularly pertinent for con

ditioning or associative learning for motivational

outcomes, such as rewards and punishers.

Rewards are positive outcomes that induce

changes in observable behavior and serve as posi

tive reinforcers by increasing the frequency of the

behavior that results in reward. In Pavlovian, or

classical, conditioning, the outcome follows

the conditioned stimulus irrespective of any beha

vioral reaction, and repeated pairing of stimuli

with outcomes leads to a representation of

the outcome that is evoked by the stimulus

and elicits the behavioral reaction. By contrast,

instrumental, or operant, conditioning requires

the subject to execute a behavioral response;

without such response there will be no reward.

Instrumental conditioning increases the frequency

of those behaviors that are followed by reward by

reinforcing stimulus response links. Instrumental

conditioning allows subjects to influence their

environment and determine their rate of reward.

The behavioral reactions studied classically

by Pavlov are vegetative responses governed by

smooth muscle contraction and gland discharge,

whereas more recent Pavlovian tasks also involve

reactions of striated muscles. In the latter case,

the final reward usually needs to be collected by

an instrumental contraction of striated muscle,

but the behavioral reaction to the conditioned

stimulus itself is not required for the reward to

occur (e.g., anticipatory licking). Thus, indivi

dual stimuli in instrumental tasks come to pre

dict rewards, and the acquisition of this reward

prediction is considered to be Pavlovian condi

tioned. In this sense Pavlovian conditioning can

be broadly defined as the acquisition of outcome

predictions, irrespective of the specific beha

vioral reaction being evoked. These distinctions

are helpful when searching for neural mechan

isms of reward prediction.

Conditioning is governed by contiguity and

contingency. Contiguity refers to the requirement

of near simultaneity (Fig. 17.1a). Specifically, a

reward needs to follow a conditioned stimulus or

response by an optimal interval of a few seconds,

whereas rewards occurring before a stimulus or

response do not contribute to learning (no or

poor backward conditioning). Contingency

describes that a reward needs to occur more fre

quently in the presence of a stimulus as compared

to its absence in order to induce ‘‘excitatory’’

conditioning of the stimulus (Fig. 17.1b); the

occurrence of the conditioned stimulus predicts

a higher probability of reward compared to no

stimulus, and the stimulus becomes a reward

predictor. By contrast, if a reward occurs less
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frequently in the absence of a reward, compared

to its presence, the occurrence of the stimulus

predicts a lower incidence of reward, and the

stimulus becomes a conditioned inhibitor, even

though the contiguity requirement is fulfilled.

Prediction Errors

Whereas sensory systems in principle use infor

mation that is directly received from the outside

world through specific organs, adaptive behavior

based on predictions requires continuous com

parisons with the actually received outcomes

so that predictions can be kept valid through

updating. Thus, to make accurate choices

between predicted outcomes, the brain would

set up predictions, compare the actual outcomes

with the predictions, and update the predictions

according to this discrepancy. Learning, viewed as

behavioral adaptation to environmental change,

would be the simple consequence of this updating

process. Once the discrepancy has declined to low

levels, there would be little further updating of

predictions, little behavioral changes, and thus

little learning. Thus, the progress of learning

depends on reducing the discrepancy between

the actual and predicted outcomes.

Formalizations of the role of discrepancies

between outcomes and predictions have recog

nized the similarity to general error driven

learning rules, and accordingly named the dis

crepancy an error in reward prediction

(Rescorla & Wagner, 1972; Sutton & Barto,

1981). Outcomes that are different than pre

dicted influence behavior in a direction that

reduces the prediction error between the out

come and its prediction until outcome and

prediction match. This concept applies to clas

sical (Pavlovian) conditioning in which

learning consists of changing the prediction

until it matches the outcome, and behavioral

changes are consequential to the change in
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Figure 17.1 Basic assumptions of animal learning theory defining the reinforcing functions of rewards.
(A) Contiguity refers to the temporal proximity of a conditioned stimulus (or action) and the reward. (B)
Contingency refers to the conditional probability of reward occurring in the presence of a conditioned
stimulus as opposed to its absence (modified from Dickinson, 1980). (C) Prediction error denotes the
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zero after several learning trials. Used with permission.

NEUROPHYSIOLOGICAL CORRELATES OF REWARD LEARNING 317



prediction. In instrumental (operant) condi

tioning, the behavioral action is performed

with some prediction of outcome. Learning

consists of changing the behavior until the out

come matches the prediction. Thus, setting up

and modifying predictions is essential for

adapting behavior to the requirements of the

organism according to the resources available

in the environment.

The crucial role of prediction error is derived

from Kamin’s blocking effect (1969), which pos

tulates that a reward that is fully predicted does

not contribute to learning, even when it follows

the conditions of contiguity and contingency.

This is conceptualized in the associative learning

rules (Rescorla & Wagner, 1972), according to

which learning advances only to the extent to

which a reinforcer is unpredicted, and learning

slows progressively as the reinforcer becomes

more predicted. Thus, learning can be graphed

as an asymptotic learning curve (Fig. 17.1c) and

follows the equation:

D V ¼ a b l Vð Þ
with V as associative strength of conditioned

stimulus (prediction), a and b as learning con

stants, and l as maximal associative strength

possibly sustained by an outcome (e.g., reward).

The omission of a predicted reinforcer

reduces the strength of the conditioned stimulus

and produces extinction of behavior. So called

attentional learning rules in addition relate the

capacity to learn (associability) in certain situa

tions to the degree of attention evoked by the

conditioned stimulus or reward (Mackintosh,

1975, Pearce & Hall, 1980).

STRIATUM

Background

The mammalian striatum (caudate nucleus,

putamen, ventral striatum including nucleus

accumbens) is an important brain structure

involved in controlling behavioral output. It is

closely associated, through multiple, convergent,

and partly closed loops, with all areas of the

cerebral cortex. Despite 40 years of intense

research and numerous suggestions, still no

unifying concept of a single striatal function has

emerged (and may never emerge). The lateral

putamen is activated during movements, and

Parkinsonian patients with dopamine deficiencies

in the putamen have severe deficits in motor

activity. The rostral caudate and putamen have

prominent connections with most areas of the

association cortex (‘‘associative striatum’’).

Many parts of the striatum, including the ventral

striatum (nucleus accumbens), are involved in

reward processing. Synaptic connections in the

striatum show use dependent plasticity

(Reynolds et al., 2001), suggesting involvement

in various forms of learning andmemory, such as

procedural learning, sensorimotor and skill

learning (Hikosaka et al., 1989; Wise, 1996),

habit learning (Malamut et al., 1984; Packard &

Knowlton, 2002), goal directed instrumental and

reward association learning (Gaffan & Eacott,

1995), and emotional learning (Linden et al.,

1990). Without attempting to resolve all mys

teries of striatal functions, this section will

describe the neuronal activity of striatal neurons

while animals learn reward predictions in con

trolled behavioral tasks.

Behavioral Tasks Testing Striatal and Frontal

Cortical Reward Functions

Experimental psychologists have developed

specific behavioral tasks to test particular beha

vioral processes in isolation and with a

minimum of confounding variables, and neu

roscientists use these tasks to study the involve

ment of specific brain structures in individual

behavioral processes. A good behavioral para

digm for assessing the function of the frontal

cortex, and of the closely associated basal

ganglia (see above), is the delayed response

task, which tests spatial processing, working

memory, movement preparation and execution,

prediction of reward, and goal directed behavior

(Divac et al., 1967; Jacobsen & Nissen, 1937). In

order to relate neurophysiological findings to pre

vious lesion data using these tests, researchers use

different versions of spatial and conditional

delayed response tasks and investigate themotiva

tional properties of single neurons in macaque

monkeys. In such tasks, an initial visual stimulus

318 PRIMATE NEUROETHOLOGY



indicates the spatial position of the target of an

arm movement for a brief period. Following a

delay of several seconds, during which the spatial

information is absent, a neutral stimulus appears

that tells the animal to make its response to the

remembered target in order to receive a liquid or

food reward. In adaptations of delayed response

tasks for investigating reward functions,

researchers use initial stimuli that, in addition to

spatial information, predict which specific reward

the animal would receive for responding correctly.

Introduction of a delay of 2 to 3 seconds between

the correct response and the delivery of reward

provides the animal with a specific reward expec

tation period following the behavioral reaction.

Thus, the delayed response task is an instrumental

(operant) task in which the reward is contingent

upon the correct response of the animal. The

association of the initial stimulus with the

reward is of a Pavlovian nature, such that the

stimulus becomes a predictor for a specific

reward.

The presentation of a learned stimulus leads

to the recall of its behavioral and motivational

significance from long term memory. The

stimulus is stored in working memory

(remember what just happened) and induces

short term preparations of behavioral actions

and expectations of future rewards.

Expectation and preparation have common

anticipatory components, as they precede

rather than follow predictable events, but they

refer to different predictable events (stimuli,

action, reward) and occur during different

epochs of the task. The prospective (forward in

time) expectation and preparation processes

differ schematically from retrospective (back

ward in time) working memory processes that

concern the previous event and do not require

predictive coding, although they are somewhat

entangled and could be considered common

constituents of working memory (Honig &

Thompson, 1982).

Learning Tasks

Neurophysiological studies investigate the

acquisition of neural responses to novel sti

muli while animals learn a new task from

scratch and acquire the associated reward pre

dictions. The behavioral tasks usually employ

an initial stimulus that predicts the reward

and informs the animal about the required

behavioral reaction.

Our own studies use a learning set paradigm

in which animals first learn a behavioral task

and subsequently learn only a single new task

component at a time that changes repeatedly.

We use a delayed go/no go response task with

three trial types, namely, rewarded movement

trials, rewarded nonmovement trials, and unre

warded, sound reinforced movement trials

(Fig. 17.2A). Different initial pictures presented

on a computer monitor predict whether the

animal would receive a liquid reward or the

auditory reinforcer, and which behavioral reac

tion (movement or no movement) is required to

obtain that outcome. Animals first learn the

familiar stimuli. Then the three stimuli for the

three trial types are replaced by three novel pic

tures, whereas all other task events and the global

task structure remain unchanged. Animals learn

the reward predictions and behavioral signifi

cances of the stimuli by trial and error. When

asymptotic performance is reached with a set of

three learning stimuli, those stimuli are discarded

and three novel stimuli are introduced. Thus,

learning consists of associating each new picture

(1) with liquid reward or conditioned auditory

reinforcement and (2) with executing or with

holding the movement. The repeated learning of

tens and hundreds of novel pictures results in a

learning set in which learning occurs largely

within the first few trials and approaches asymp

totic performance within 5 to 10 trials of each

trial type (Fig. 17.2C), similar to previous beha

vioral studies (Gaffan et al., 1988; Harlow, 1949).

The procedure resembles everyday situations in

which only a minimum of new information is

learned and most other task components remain

valid or are only slightly altered. We use the

learning set paradigm to investigate the electro

physiological activity of single neurons during

complete learning episodes and to compare

their activity with performance in trials using

familiar, well learned pictures. We are parti

cularly interested in the responses to reward

predicting stimuli and in the more sustained
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activations occurring during the expectation of

reward.

Basic Neural Activity

During the performance of delay tasks, neurons

in the striatum and frontal cortex are activated

differentially and specifically during individual

task components (Fig. 17.2B) involving the ret

rospective encoding, maintenance, and recall of

working memory and the prospective prepara

tion of movement (Alexander & Crutcher, 1990;

Funahashi et al., 1989, 1993).

Neuronal activations related to the predic

tion and expectation of reward arise during

specific epochs of this task in response to

reward predicting stimuli and in advance of

the expected delivery of reward. The activations

differentiate between reward and no reward,

between different kinds of liquid and food

reward, and between different magnitudes of

reward. They occur in all trial types in which

reward is expected, irrespective of the type of

behavioral action. Such reward expectation

related activations are found not only in the

striatum (Apicella et al., 1992; Bowman et al.,

1996; Cromwell & Schultz, 2003; Hikosaka et al.,

1989; Hollerman et al., 1998; Schultz et al., 1992)

but also in the amygdala, orbitofrontal cortex,

dorsolateral prefrontal cortex, anterior cingulate,
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Figure 17.2 Learning task and basic neuronal activity. (A) Delayed response task. An initial picture
instructs the animal to perform a rewarded movement, unrewarded movement, or rewarded nonmovement
reaction following a subsequent uniform trigger stimulus. Small drops of juice, or a sound, serve as
reinforcer if the trial is correctly performed. For learning (right), three novel pictures indicate the three
trial types, and the animal finds out by trial and error which of the novel pictures corresponds to the known
trial types. (B) Schematics of main forms of behavioral relationships of striatal neurons. (C) Learning curves
indicating rapid learning of the three trial types.
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and supplementary eye field (Amador et al., 2000;

Pratt & Mizumori, 2001; Schoenbaum et al.,

1998; Shidara & Richmond, 2002; Tremblay &

Schultz, 1999, 2000a).

In some striatal and dorsolateral prefrontal

neurons, the differential reward expectation

related activity discriminates in addition

between different behavioral responses, such

as eye and limb movements toward different

spatial targets, and movement versus non

movement reactions (Cromwell & Schultz,

2003; Hassani et al., 2001; Hollerman &

Schultz, 1998; Kawagoe et al., 1998;

Kobayashi et al., 2002; Matsumoto et al.,

2003; Watanabe, 1996; Watanabe et al.,

2002). The activations do not simply represent

outcome expectation, as they differentiate

between different behavioral reactions despite

the same outcome, and they do not simply

reflect different behavioral reactions, as they

differentiate between the expected outcomes.

Thus, the neurons show differential, beha

vior related activations that depend on the

outcome of the trial, namely, reward or no

reward and different kinds and magnitudes of

reward. These activities provide evidence for a

neural representation of the outcome during

the preparation and execution of the beha

vioral reactions performed in order to obtain

the rewarding goal. They may be parts of

neural mechanisms underlying goal directed

behavior.

Acquisition of Responses to

Reward-Predicting Stimuli

Striatal neurons in monkeys and rats acquire

discriminating responses to reward or pun

isher predicting stimuli during associative

Pavlovian or operant learning. The depressant,

discriminant responses of tonically active striatal

interneurons (TANs) to reward predicting audi

tory stimuli are rare before learning and become

substantial following 15 minutes of repeated

pairing with liquid (Aosaki et al., 1994b).

Behavioral extinction of conditioned stimuli

by withholding reward results in reduction of

neural responses within 10 minutes. Acquisition

and expression of the neuronal response to

reward predicting stimuli are abolished by

interference with dopamine neurotransmission

(Aosaki et al., 1994a). Responses are reinstated

by systemic administration of the dopamine

agonist apomorphine. Associating an aversive

stimulus, such as a loud or air puff related

noise, with a liquid reward changes the

response of TANs to the stimulus (Ravel et

al., 2003). During T maze learning, neurons in

rat striatum show progressively earlier, predic

tive activity in the maze as learning advances

(Jog et al., 1999). Behavioral reversal of sti

mulus outcome associations results in reversed

neural responses in neurons discriminating

between reward and punisher predicting olfac

tory stimuli (Setlow et al., 2003). During the

performance of learning set tasks, striatal neu

rons develop activating responses to reward

predicting stimuli during individual learning

episodes or show transient responses only

during the learning of novel reward predicting

stimuli (Tremblay et al., 1998). Transient

responses disappear after less than 10 or

within a few tens of trials (Fig. 17.3).

Responses occur occasionally also in additional

trial types during initial learning, suggesting a

transient loss of selectivity during learning.

Compatible with the motor and sensory func

tions of the striatum, neurons in this structure

do not only respond to motivationally signifi

cant stimuli but can also acquire responses to

stimuli indicating the direction of behavioral

reactions, as seen in a conditional oculomotor

task (Pasupathy & Miller, 2005). Neurons in

the posterior striatum respond stronger to

novel visual stimuli as compared to familiar

stimuli, although these neurons generally fail

to respond to rewards and reward predicting

stimuli (Brown et al., 1995). Taken together,

striatal neurons readily acquire responses that

are sensitive to the outcome and movement

contingencies of external stimuli.

Adaptation of Reward Expectation

The presentation of a reward predicting stimulus

evokes an expectation of the forthcoming reward.

Novel stimuli of unknown reward prediction will

not evoke specific reward expectations, although
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the previous experience of the animal would indi

cate that some of these stimuli should be asso

ciated with a reward. Consequently, a default

reward expectation might precede any specific

expectation arising from learning the specific,

reward predicting stimuli.

Using our learning set task we investigate

changes in existing reward expectations during

the learning of novel stimuli, using rewarded

movements, rewarded nonmovement reactions,

and unrewarded movements (Tremblay et al.,

1998). Rewarded movements in familiar trials

show consistently shorter reaction times of

movements from a resting key toward a lever

and longer return times from the lever back to

the resting key, as compared to unrewarded

movements (Fig. 17.4A,B). This behavioral

marker allows us to infer the animal’s reward

expectation and its changes during learning.

With new stimuli, return times are initially

typical for rewarded movements in both

rewarded and unrewarded movement trials.

Return times differentiate after the first few

trials between rewarded and unrewarded move

ments (Fig. 17.4C). Erroneous movements in

nonmovement trials are usually performed

with return times typical for rewarded move

ments. Similar changes occur with another

2 secondsStimulus

Learning

Familiar

Figure 17.3 Transient response of caudate neuron to reward predicting stimulus during learning. The
response disappears gradually after a few initial learning trials. Dots in rasters denote the time of neuronal
impulses. Each line of dots represents one trial. The sequence of trials is plotted chronologically from top to
bottom, separately for familiar and learning trials, learning rasters beginning with the first presentations
of the new stimulus. Adapted from Tremblay, L., Hollerman, J. R., & Schultz, W. (1998). Modifications of
reward expectation related neuronal activity during learning in primate striatum. Journal of
Neurophysiology, 80, 964 977, with permission by The American Physiological Society.
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behavioral marker, the electromyographic

activity of forearm muscles. During initial

learning, forearm muscle activity is similar in

all movement trials between key release and

return to resting key and resembles the muscle

activity seen in familiar rewarded movements.

Later during each learning episode, muscle

activity approaches a pattern in unrewarded

movement trials that is typical for familiar unre

warded movements. Thus, both movement

parameters andmuscle activity in initial learning

trials are typical for rewarded movements and

subsequently differentiate between rewarded

and unrewarded movements. We conclude

from these observations that the animals have a

default expectation of reward in initial learning

trials, probably acquired from previous experi

ence in the same task, which differentiates sub

sequently according to the type of reinforcer

predicted by each picture. The animal’s preex

isting reward expectation appears to adapt to the

currently expected outcome according to the

experience of the animal with the new stimuli.

During learning, all forms of reward expecta

tion related activity of striatal neurons change in

the same manner (Tremblay et al., 1998). During

initial learning trials, in which the novel stimuli

are not yet firmly associated with specific reward

expectations and animals rely on default reward

expectations, striatal reward expectation related

neuronal activations occur in all trial types.

Gradually, the neuronal activations become

restricted to rewarded as opposed to unrewarded

movement trials, concurrent with, or slightly ear

lier than, the animal’s shift in behavioral indices

of expectation. These changes occur in neurons

showing pure reward expectation related activity

immediately preceding the reward and in
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Figure 17.4 Adaptation of reward expectation during learning, as evidenced by behavioral reactions. (A)
Movement phase of the behavioral task. Following release of the resting key, the animal’s hand touches the
target key (left), upon which the trigger stimulus disappears (center) and reward or an auditory reinforcer is
delivered, and the animal subsequently returns its hand to the resting key (right). (B) In familiar trials, the
animal’s return to the resting key differs depending on delivery of reward (top) or auditory reinforcer
(bottom). Ordinate indicates median return times inmilliseconds (from release of resting key until return to
resting key). (C) During learning, the animal’s behavioral reaction after touching the target key initially
resembles that in familiar rewarded trials (trials 1 3) and differentiates subsequently according to reward
versus auditory reinforcement. The shift after trial 3 is the result of averaging and varies in individual
learning problems. The trial contains also an initial reinforcer predicting stimulus and a subsequent
movement trigger stimulus (not shown). Data from Tremblay, L., Hollerman, J. R., & Schultz, W. (1998).
Modifications of reward expectation related neuronal activity during learning in primate striatum. Journal
of Neurophysiology, 80, 964 977, with permission by The American Physiological Society.
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neurons in which the reward expectation related

activity occurs during the preparation period for

the behavioral reaction (Fig. 17.5). Thus, striatal

reward expectation activity is nondifferential

during initial learning trials with undifferentiated

reward expectations and subsequently adapts to

the newly learned, valid expectations.

ORBITOFRONTAL CORTEX

In delayed response tasks adapted for reward stu

dies, orbitofrontal neurons display several forms

of task related activity, including responses to the

reward predicting stimuli, activations during the

expectation of reward, and responses to the

reward itself (Tremblay & Schultz 2000a).

However, orbitofrontal neurons show only rarely

sustained activations during the delay between the

initial stimuli and the movement that are typical

for dorsolateral prefrontal cortex (Funahashi et

al., 1989, 1993; Fuster, 1973). Although even the

most elaborate versions of delayed response tasks

are unlikely to test the whole spectrum of the

wide ranging orbitofrontal functions, orbito

frontal neurons consistently show pronounced

relationships to reward (Padoa Schioppa &

Assad, 2006; Rolls et al., 1989, 1996;

Schoenbaum et al., 1998; Tremblay & Schultz,

1999).

Several studies examine orbitofrontal neu

rons during learning. During the performance

of go/no go tasks, animals emit a behavioral

response to one conditioned stimulus and

refrain from moving to a different stimulus in

order to receive a predicted reward or avoid a

punisher. Rolls and colleagues (1996) used

Familiar

MovementInstruction MovementInstructionReward Sound 1s
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MovementInstruction MovementInstructionReward Sound

Rewarded movement

Rewarded movement

Unrewarded movement

Unrewarded movement

wait for reward: 2000 ms -> no wait
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ents
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Figure 17.5 Adaptation of neural reward expectation during learning. During performance with familiar
stimuli (top), this caudate neuron shows a sustained response to the initial reward predicting stimulus in
rewarded movement trials and a transient response in nonmovement trials (not shown). During learning
(bottom), the sustained response occurs initially also in unrewarded movement trials, which are performed
with parameters of rewarded movements. The sustained response disappears when movement parameters
become typical for unrewarded movements (arrows to the right). From Tremblay, L., Hollerman, J. R., &
Schultz, W. (1998). Modifications of reward expectation related neuronal activity during learning in
primate striatum. Journal of Neurophysiology, 80, 964 977, with permission by The American
Physiological Society.
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differential odor and visual stimuli for licking

movements rewarded with sweet liquid (go) and

for withholding licking to avoid aversive saline

(no go). The study tests the reversal of existing

conditioned stimulus outcome associations in

monkeys and found that many orbitofrontal

neurons reverse their differential, reinforcer dis

criminating responses at about the same time as

the animal reverses its go/no go behavioral

responses. Schoenbaum and colleagues (1998,

1999) used odors as outcome predicting stimuli

in rats for the differential acquisition of associa

tions with rewarding sucrose and aversive qui

nine solutions in go/no go nose poking

responses. The studies report that orbitofrontal

responses to the odors come to discriminate

between the two outcomes during learning,

and most of them become differential only at

the same time as the animal reaches the beha

vioral learning criterion. Furthermore, a sepa

rate group of orbitofrontal neurons develops

differential activations during the expectation

of the two types of reinforcers, and these changes

occur before the animal reaches the learning

criterion.

Our own study employs the same delayed go/

no go learning set task for orbitofrontal cortex

as for the striatum (Tremblay & Schultz, 2000b).

Only the three initial stimuli change between

learning episodes, and animals learn the new

reward predictions and behavioral significances

within a few trials by trial and error.

Orbitofrontal neurons show very similar

learning related changes as striatal neurons.

Notably, the neurons acquire responses to the

reward predicting stimuli in each learning epi

sode, and their existing reward expectation

related activity adapts to the novel reward con

tingencies in parallel with behavioral adapta

tions of reward expectation. However,

compared to the striatum, orbitofrontal neurons

show more transient changes during learning

that are absent during performance with familiar

stimuli. These changes consist of increases or

decreases of responses to the novel stimuli

during the learning period (Fig. 17.6), and

often during the subsequent consolidation

period of several tens of trials. By contrast,

other orbitofrontal neurons show reduced

responses during learning. If the increases and

decreases are added, hardly any net change

would result (Fig. 17.6, bottom).

These data suggest that orbitofrontal neurons

respond in a flexible manner to stimuli signaling

rewards and aversive outcomes. In the intui

tively most understandable form, orbitofrontal

neurons acquire differential responses to visual

and olfactory stimuli associated with different

types of reinforcer to be expected or avoided. A

conceptually more interesting learning change

consists of adaptation of reward expectation at

behavioral and neural levels. The changes of

overt behavioral reactions reveal how the ani

mal’s internal reward expectations adapt to the

current values of reward prediction while the

new stimuli are being learned across successive

trials. The behavioral changes are preceded or

paralleled by changes in neural activations,

which may constitute a neural correlate for the

behavioral adaptation of expectations to new

task contingencies. These observations suggest

a neural mechanism for adaptive learning in

which existing expectation related activity is

matched to the new condition rather than

acquiring all task contingencies from scratch.

DOPAMINE NEURONS

Background

Midbrain dopamine neurons show phasic exci

tatory responses (activations) following primary

food and liquid rewards; reward predicting

visual, auditory, and somatosensory stimuli;

and physically intense visual and auditory sti

muli. These activations occur in 65% to 80% of

dopamine neurons in cell groups A9 (pars com

pacta of substantia nigra), A10 (ventral teg

mental area [VTA]), and A8 (dorsolateral

substantia nigra). The activations have latencies

of less than 100ms and durations of less than 200

ms. The same neurons are briefly depressed in

their activity by reward omission and by stimuli

predicting the absence of reward. The activa

tions are only rarely seen following aversive sti

muli (Mirenowicz & Schultz, 1996) and not at all

after inedible objects and known neutral stimuli

unless they are very intense or large. With these
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Figure 17.6 Changes of population responses in orbitofrontal cortex to reward predicting stimuli during
learning. Top: Increase of responses in 38 neurons with responses in familiar trials. Center: Decrease of
responses in 26 neurons. Bottom: Averaged changes in neurons showing responses exclusively in learning
trials, increased responses during learning, and decreased responses during learning (82 neurons). Only data
from rewarded movement trials are shown. In each display, histograms from the first 15 rewarded
movement trials recorded with each neuron are added, and the resulting sum is divided by the number of
neurons. From Tremblay, L., Hollerman, J. R., & Schultz, W. (1998). Modifications of reward expectation
related neuronal activity during learning in primate striatum. Journal of Neurophysiology, 80, 964 977, with
permission by The American Physiological Society.
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characteristics the phasic dopamine responses to

rewards are compatible with the notion of a

reward prediction error and may serve as a

teaching signal for reinforcement learning.

Dopamine neurons in groups A8 through A10

project their axons to the dorsal and ventral

striatum, dorsolateral and orbital prefrontal

cortex, and some other cortical and subcortical

structures. The subsecond dopamine reward

response may be responsible for the reward

induced dopamine release seen with voltam

metry (Roitman et al., 2004) but would not

easily explain the 300 to 9,000 times slower

dopamine fluctuations with rewards and pun

ishers seen in microdialysis (Datla et al., 2002;

Young, 2004). Separate from the rapid reward

response, slower, mostly depressant electrophy

siological responses occur in dopamine neurons

following strong aversive stimuli under

anesthesia.

Acquisition of Responses to

Reward-Predicting Stimuli

Differential Responses

Dopamine neurons acquire responses to

reward predicting visual and auditory condi

tioned stimuli through pairing with food or

liquid rewards (Ljungberg et al., 1992;

Mirenowicz & Schultz, 1994). The responses

covary with the expected value of reward, irre

spective of spatial position, sensory stimulus

attributes, and arm, mouth, and eye move

ments (Tobler et al., 2005). The responses are

modulated by the motivation of the animal, the

time course of predictions and the animal’s

choice among rewards (Morris et al., 2006;

Nakahara et al., 2004; Satoh et al., 2003).

Although discriminating between reward pre

dicting stimuli and neutral stimuli, dopamine

activations have considerable propensity for

generalization (Waelti et al., 2001). While the

animals undergo Pavlovian or operant condi

tioning, dopamine neurons are initially acti

vated by the reward, but the reward response

declines gradually and a response to the

reward predicting stimulus appears and grows

gradually over successive trials (Fig. 17.7)

(Ljungberg et al., 1992; Mirenowicz & Schultz,

1994; Pan et al., 2005), reminiscent of a

Pavlovian behavioral response transfer. The

responses to these different events coexist tran

siently at intermediate levels of learning. Thus,

the two responses change in opposite directions

at the time of the events, without involving

activity backpropagating across the stimulus

reward interval. During learning, the responses

of dopamine neurons become discriminative

and gradually stabilize, consisting of activations

following reward predicting stimuli, depres

sions or activation depression sequences fol

lowing conditioned inhibitors that explicitly

predict the absence of reward, and no or

minor generalizing responses to neutral stimuli

(Fig. 17.8) (Tobler et al., 2003).

Crucial Role of Prediction Errors

Behavioral studies suggest that prediction

errors may provide an important mechanism

for the learning and updating of reward pre

dictions. The response acquisition of dopamine

neurons might underlie this behavioral func

tion if it could be shown that neuronal

learning follows the same basic tests for pre

diction errors as behavioral learning. The

blocking paradigm developed by Kamin

(1969) can be easily adapted to neurophysio

logical studies. In essence, the test involves the

pairing of a novel stimulus with a reward that

is already fully predicted (by another sti

mulus), such that the fully predicted reward

fails to elicit a prediction error in the presence

of the novel stimulus. The assumption of pre

diction error learning postulates that the novel

stimulus fails to acquire reward prediction

(blocking). The absence of learning can be

attributed to the lack of prediction error

rather than unspecific factors by using a con

trol stimulus that is paired with an unpredicted

reward, such that the control stimulus becomes

a reward predictor.

In the neurophysiological experiment, the

novel stimulus indeed fails to acquire a neuronal

response, whereas the control stimulus elicits a

substantial response, very much in parallel to

behavioral learning (Fig. 17.9) (Waelti et al.,

2001). The blocked neuronal learning of the
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novel stimulus occurs despite its pairing with the

reward, demonstrating the crucial role of pre

diction error in learning. It thus appears that the

learning of dopamine neurons is governed by the

same basic principle that underlies behavioral

conditioning, suggesting a neural correlate for

the role of prediction errors in the acquisition of

reward prediction.

Prediction Error Coding

In addition to neuronal learning being sensitive

to prediction errors, dopamine neurons encode

an explicit prediction error signal. Dopamine

neurons show reward activations only when the

reward occurs unpredictably and fail to respond

to well predicted rewards; their activity is

depressed when the predicted reward fails to

occur (Ljungberg et al., 1992; Mirenowicz &

Schultz, 1994). This result has prompted the

notion that dopamine neurons emit a positive

signal (activation) when an appetitive event is

better than predicted, no signal (no change in

activity) when an appetitive event occurs as pre

dicted, and a negative signal (decreased activity)

when an appetitive event is worse than predicted

(Schultz et al., 1997). In line with this argument,

dopamine neurons report both positive and

negative prediction errors during discrimination

learning when animals find out by trial and error

which one of two novel stimuli is rewarded and

which one is not (Hollerman & Schultz, 1998).

More stringent tests for the neural coding of

prediction errors include formal paradigms of

animal learning theory in which prediction

errors occur in specific situations. In the blocking

paradigm, the blocked stimulus fails to predict a

reward. Accordingly, the absence of reward fol

lowing that stimulus does not produce a predic

tion error nor a response in dopamine neurons at
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Figure 17.7 Transfer of neural response from reward to conditioned stimulus in a single dopamine
neuron during a full learning episode. Each line of dots represents a trial, each dot represents the time of the
discharge of the dopamine neuron, the vertical lines indicate the time of the stimulus and juice reward, and
the picture above the raster shows the visual conditioned stimulus presented to the monkey on a computer
screen. Chronology of trials is from top to bottom. The top trial shows the activity of the neuron while the
animal saw the stimulus for the first time in its life, whereas it had previous experience with the liquid
reward. Data fromWaelti, P., Dickinson, A., & Schultz, W. (2001). Dopamine responses comply with basic
assumptions of formal learning theory. Nature, 412, 43 48.
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the usual time of the omitted reward, and the

delivery of a reward does produce a positive

prediction error and a dopamine response

(Fig. 17.10A, left) (Waelti et al., 2001). By con

trast, after a well trained, reward predicting sti

mulus, reward omission produces a negative

prediction error and a depressant neural

response, whereas the fully predicted delivery of

a reward does not lead to a prediction error nor a

response in dopamine neurons (Fig. 17.10A,

right). In a conditioned inhibition paradigm,

the conditioned inhibitor predicts the absence of

reward, and the absence of reward after this sti

mulus does not produce a prediction error nor a

response in dopamine neurons, even when

another, otherwise reward predicting stimulus is

added (Fig. 17.10B) (Tobler at al., 2003). By con

trast, the occurrence of reward after a conditioned

inhibitor produces a strong positive prediction

error due to the large difference between the

received reward and the negative prediction

from the inhibitor. Dopamine neurons show a

stronger response in conditioned inhibitor trials

(Fig. 17.10B, bottom left) compared to trials with

Conditioned stimulus
predicting reward

Conditioned stimulus
predicting absence of reward

Known neutral stimulus

0.5 s

Figure 17.8 Differential responses of a single dopamine neuron to three types of stimuli. Top: Activating
response to a reward predicting stimulus. Middle: Depressant response to a different stimulus predicting
the absence of reward (Pavlovian conditioned inhibition task). Bottom: Neutral stimulus. Vertical line and
arrow indicate time of stimulus. Data from Tobler, P. N., Dickinson, A., & Schultz, W. (2003). Coding of
predicted reward omission by dopamine neurons in a conditioned inhibition paradigm. Journal of
Neuroscience, 23, 10402 10410
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neutral control stimuli (Fig. 17.10B, bottom right).

Taken together, these data suggest that dopamine

neurons show bidirectional coding of reward pre

diction errors, following the equation:

Dopamine response =Reward occurred

Reward predicted

This equationmay constitute a neural equivalent

for the prediction error term of (l V) of the

Rescorla Wagner learning rule. With these char

acteristics, the bidirectional dopamine error

response would constitute an ideal teaching

signal for inducing neural learning through

synaptic plasticity.

Neuronal learning test

Reward

Reward

Established reward prediction

Novel stimulus added
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Stimulus

No reward

Reward

Stimulus

Figure 17.9 Acquisition of dopamine response to reward predicting stimulus is governed by prediction
error. Neural learning is blocked when the reward is predicted by another stimulus (left) but is intact in
the same neuron when reward is unpredicted in control trials with different stimuli (right). The neuron
has the capacity to respond to reward predicting stimuli (top left) and discriminates against unrewarded
stimuli (top right). Addition of a second stimulus results in maintenance and acquisition of response,
respectively (middle). Testing the added stimulus reveals absence of learning when the reward is already
predicted by a previously conditioned stimulus (bottom left). Data from Waelti, P., Dickinson, A., &
Schultz, W. (2001). Dopamine responses comply with basic assumptions of formal learning theory.
Nature, 412, 43 48 .
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CONCLUSIONS

Learning Situations

Standard behavioral learning experiments

involve the acquisition of Pavlovian or operant

responding through association of an intrinsi

cally neutral stimulus or a spontaneously emitted

action with an outcome, such as a reward. For

comparison, a different, control stimulus or a

control action is not associated with the same

outcome. Behavioral measures of learning consist

of assessing the number of behavioral responses

over the course of learning and of comparing the

responses to the target stimulus with those to the

control stimulus. However, neurophysiological

experiments have substantial time constraints,
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Figure 17.10 Coding of prediction errors by dopamine neurons in paradigms derived from animal
learning theory. (A) Blocking test. Lack of response to absence of reward following the blocked stimulus,
but positive signal to delivery of reward (left), in contrast to control trials with a learned stimulus (right).
Data from Waelti, P., Dickinson, A., & Schultz, W. (2001). Dopamine responses comply with basic
assumptions of formal learning theory. Nature, 412, 43 48. (B) Conditioned inhibition test. Lack of
response to absence of reward following the stimulus predicting no reward (top), even if the stimulus is
paired with an otherwise reward predicting stimulus (R, middle, summation test), but strong activation to
reward following a stimulus predicting no reward (bottom). These responses contrast with those following a
neutral control stimulus (right). Data from Tobler, P. N., Dickinson, A., & Schultz, W. (2003). Coding of
predicted reward omission by dopamine neurons in a conditioned inhibition paradigm. Journal of
Neuroscience, 23, 10402 10410.
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as the recording from individual neurons is

usually limited to a few tens of minutes. In addi

tion, these experiments require studying more

than one neuron in each animal for reasons of

reproducibility and for better use of the animal.

The time and the repeated measures require

ments often compromise the neurophysiological

study of straightforward learning situations in

which a whole task is being acquired. The

learning set paradigm offers tremendous advan

tages in respect to these constraints. In these

experiments, usually only one or very few com

ponents of a task have to be learned, which is also

beneficial for the behavioral analysis of well con

trolled learning. The repeated change of the novel

task component increases the speed of learning to

the point where a whole learning episode takes

only a few trials. This is an ideal situation for

neurophysiology, as both the time constraints

and the requirements for repeated, reproducible

learning episodes in the same animals are met. In

addition, the activity of the same neurons can be

compared between novel and familiar task com

ponents. Hopefully future neurophysiological

learning studies will profit more from this enor

mous potential.

Response Acquisition

The most obvious neurophysiological phenom

enon in learning is the gradual acquisition of

neuronal responses to the novel stimuli or

actions. As Pavlovian conditioning offers the

most simple and easily interpretable learning

situation, all reviewed studies reported increased

responses to reward predicting stimuli com

pared to non reward predicting stimuli. Such

responses are found in the striatum, orbito

frontal cortex, and dopamine neurons, as well

as in a number of other brain structures not

described here, such as the dorsolateral pre

frontal cortex and various other parts of the

basal ganglia besides the striatum. The response

acquisition appears to be similar between novel

learning situations and learning set tasks. The

example of dopamine neurons suggests that

neuronal response acquisitions follow similar

rules as behavioral learning, namely, prediction

errors.

Change of Expectations

The learning set experiments demonstrate the pre

sence of neuronal reward expectation activity

from the first learning trial on. Explicit informa

tion eliciting these activations obviously cannot be

derived from the novel, yet unknown stimuli.

During learning, a novel stimulus can only pro

vide a point in time for recalling default reward

expectations from long term memory about

the task being rewarded. Thus, the reward expec

tation activity in each initial learning trial may be

evoked in time by the stimulus and in content by

recall from long term memory of the task struc

ture. Once the novel stimuli have been learned, the

reward expectations would be adapted and

restricted to only those trials that currently lead

to reward. Only then would the newly learned

stimuli evoke the specific information necessary

for expecting the reward. This learning

mechanism consists of two steps, an initial setup

of default expectations about reward acquired

from task experience, and the subsequent

updating to the currently valid, more specific

and restricted expectations. The updating would

be based on the deviation of the initial, default

expectation from the actually occurring reward,

namely, a prediction error. The observed activity

changes during learning appear to simply reflect

this updating of expectation. This mechanism is

obviously more efficient than a continuous setting

up of complete representations of reward expecta

tions from scratch and thus has higher chances for

evolutionary survival.

Role of Prediction Errors

One of the key postulated mechanisms of out

come directed learning is based on prediction

errors. This hypothesis explains the effects of con

tingency on learning (Kamin, 1969) and the gra

dual response acquisition and extinction when

outcomes are better or worse than expected,

respectively. Prediction errors form the basis for

a number of associative learning theories that

explain learning in various behavioral situations

(Mackintosh, 1975; Pearce & Hall, 1980; Rescorla

& Wagner, 1972). In the crucial blocking test for

the role of prediction errors in contingency and
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learning, dopamine neurons closely follow the

fundamental conditions of prediction error

coding (Waelti et al., 2001). It is reasonable to

assume that prediction errors drive the adapta

tions of reward expectations described in learning

set situations, and it could be speculated, but is in

no way shown, that this influence is derived from

inputs from dopamine neurons carrying predic

tion error information.

Possible Synaptic Mechanisms

It is possible, but by no means shown, that inputs

from some of the described brain regions induce

responses to reward predicting stimuli in the

other regions, such as the dopamine responses

driving striatal and orbitofrontal responses. The

transient responses of dopamine neurons may

induce synaptic changes at striatal synapses,

which could underlie the learning of stimuli with

motivational significance and the adaptation of

expectations by changed contingencies. Increased

cortical inputs to striatal neurons may lead to

long lasting synaptic changes, following a

Hebbian learning mechanism with conjoint pre

and postsynaptic activity. Corticostriatal synapses

show long term potentiation and depression

(Calabresi et al., 1992; Reynolds et al., 2001). The

standard Hebbian learning mechanism may be

extended to a three factor Hebbian process with

a dedicated reward predicting dopamine signal as

the determining factor (Schultz & Dickinson,

2000). Dopamine is known to induce synaptic

plasticity in the striatum and cortex (Bao et al.,

2001; Blond et al., 2002; Gurden et al., 2000), and

interference with dopamine neurotransmission

impairs the induction of long term synaptic

changes (Calabresi et al., 1992; Gurden et al.,

2000; Kerr &Wickens 2001). The use of the dopa

mine prediction error in models of reinforcement

learning demonstrates that the dopamine signal

not only replicates some of the basic assumptions

of temporal difference learning (Montague et al.,

1996) but also is able to serve as an effective

teaching signal for such typical striatal and frontal

cortical tasks as delayed responding (Suri &

Schultz, 1999). Thus, although reward informa

tion may reach the different components of the

reward system through separate routes, the listed

plasticity mechanisms may link some of these

brain regions during learning.
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CHAPTER 18

Associative Memory in the Medial Temporal Lobe

Yuji Naya and Wendy A. Suzuki

The ability to form new long term memories for

facts, events, and relationships is referred to as

declarative memory in humans (Squire et al.,

2004) and relational memory in animals

(Eichenbaum & Cohen, 2001; Fig. 18.1A).

Declarative/relational memory is a fundamental

cognitive function that allows us to make appro

priate choices based on past experience. In both

humans and animals, it is critical for many

aspects of everyday life, including social interac

tions, foraging behaviors, and escape from

danger. In humans, declarative memory defines

our personal histories and in that way shapes our

very personalities.

While early studies assumed memory was a

unitary process, likely subserved by the interaction

of large areas of the cerebral cortex (Lashley, 1929),

the description of the well known amnesic patient

H.M. (Scoville &Milner, 1957) showed for the first

time that memory could be localized to particular

brain areas. Patient H.M. underwent experimental

bilateral medial temporal lobe (MTL) (Fig. 18.1B)

resection in an attempt to relieve very severe epi

lepsy. The bilateral resection was described as

including both the amygdala and the hippocampus

as well as some of the surrounding cortical areas

(Scoville & Milner, 1957). Although the operation

markedly reduced the number and severity of his

seizures, H.M. suffered from extensive anterograde

and temporally graded retrograde amnesia. He

retained nothing of day to day happenings after

the surgery, and could not recognize any of the

hospital staff except for Dr. Scoville, his neurosur

geon whom he had known for many years (Milner,

2005). While early reports suggested that H.M.’s

memory impairment was global, it became clear

later that the impairment was selective for declara

tive memory for facts and events while other forms

of memory including visuo motor skill learning

(Corkin, 1968; Milner, 1962) and sensory priming

(Gabrieli et al., 1990) remained intact. Thesemotor

and perceptual forms of plasticity are typically

expressed through performance rather than recol

lection, and have been referred to collectively as

nondeclarative or procedural memory (Fig.

18.1A). The relationship between declarative

memory and the MTL has been further explored

with the development of animal models of human

amnesia in both nonhuman primates (Mishkin,

1978; Zola Morgan & Squire, 1985) and rodents

(Eichenbaum & Cohen, 2001).

While it is now clear that the MTL is critical

for normal declarative/relational memory, the

question of the relative contribution of indivi

dual MTL structures to particular forms of

declarative/relational memory remains contro

versial. While some reports argue that all MTL

structures can contribute in a complementary

way to many forms of declarative memory

(Squire et al., 2007), other reports have empha

sized the differential contributions of individual

MTL structures to distinct aspects of memory

(Eichenbaum et al., 2007). In the latter frame

work, the hippocampus is thought to be critical

for recollection based recognition, whereas

perirhinal cortex is necessary for familiarity

based recognition (Eichenbaum et al., 2007).

On the other hand, declarative memory is also

separable according to the types of items to be

memorized such as object, place, and time or
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their combination. To elucidate the representa

tion of memory between separate objects in

a single modality, a visual stimulus stimulus

association paradigm was introduced into the

experimental animal lesion literature (Buckley &

Gaffan, 1998; Bunsey & Eichenbaum, 1993;

Murray et al., 1993). Results from these studies

indicate that the perirhinal cortex is critical for

the formation and long term representation of

stimulus stimulus association memory. While

findings from lesion studies provide evidence

that the perirhinal cortex is important for sti

mulus stimulus association memory (Buckley &

Gaffan, 1998; Bunsey & Eichenbaum, 1993;

Murray et al., 1993), another critical question

concerns understanding the neural representa

tion of this critical form of memory. How do

neurons in the perirhinal cortex represent a

learned visual visual association? What is its role

in the retrieval of learned visual visual associa

tions, and how does this area interact with other

sensory areas that provide the ‘‘raw’’ sensory

input to the perirhinal cortex? To address these

questions, behavioral neurophysiological studies

have focused on recording in both the perirhinal

cortex and area TE during the performance of

well learned visual visual paired associate (VPA)

tasks. In Part I of this chapter, we detail the results

from these studies.

The critical contribution of the hippocampus

to declarative/relational memory in animals has

been demonstrated using conditional motor

association (CMA) learning, in which stimuli

and spatially directed actions are associated in

memory (Murray & Wise, 1996). Monkeys with

hippocampal ablations could acquire CMA, but

their learning speed was significantly slower than

normal control animals (Wise & Murray, 1999).

A B

Long-term memory

Declarative (explicit) Nondeclarative (implicit)

Facts
(semantic)

Events
(episodic)

Skills
and

habits

Priming Simple
classical

conditioning

Nonassociative
learning

Hippocampus

Entorhinal
cortex

Other direct
projections

Perirhinal
cortex

Parahippocampal
cortex

Unimodal and polymodal
Association areas

(frontal, temporal, and parietal lobes)

Figure 18.1 (A) Classification of long term memory. Declarative (explicit) memory refers to conscious
recollections of facts (semantic) and events (episodic) and depends on the integrity of the medial temporal
lobe. Declarative memory is also referred to as relational memory in animals. Nondeclarative (implicit)
memory refers to a collection of abilities and is independent of the medial temporal lobe. Nonassociative
learning includes habituation and sensitization. In the case of nondeclarative memory, experience alters
behavior unconsciously without providing access to any memory content. (B) A schematic view of the
medial temporal lobe memory system and anatomically related areas. The medial temporal lobe regions
important for declarative/relational memory include the hippocampus and entorhinal, perirhinal, and
parahippocampal cortices (thick outlines). The entorhinal cortex is the major source of cortical
projections to the hippocampus. Two thirds of the cortical input to the entorhinal cortex originates in
the adjacent perirhinal and parahippocampal cortices, which in turn receive projections from unimodal and
polymodal areas in the frontal, temporal, and parietal lobes (thin dashed outlines). The entorhinal cortex
also receives other direct inputs from orbital frontal cortex, cingulate cortex, insular cortex, and superior
temporal gyrus (thin dashed outlines). All these projections are reciprocal. Based on Squire and Zola
Morgan (1991). The medial temporal lobe memory system. Science, 253, 1380 1386. Used with permission.
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This finding suggested that the hippocampus

may be particularly important for the initial

development of new conditional motor associa

tions when animals need to rapidly bind object

information with an action or spatial location.

In Part II of this chapter, we will review the

neurophysiological studies in the medial tem

poral lobe that have examined the development

of new associative representations. These studies

reveal dynamic changes in both the perirhinal

cortex and hippocampus during the acquisition

of new associative memories.

PART I: NEURONAL
ORGANIZATION OF LONG-TERM
ASSOCIATIVE MEMORY

The semantic memory system has been

described as ‘‘a mental thesaurus’’ (Tulving,

1972) formed by overlapping collections of cell

assemblies of related objects. From this point of

view, the inferior temporal (IT) cortex, consid

ered to be a long term memory (LTM) store

house of visual objects (Mishkin, 1982;

Miyashita & Chang, 1988; Penfield & Perot,

1963), is a particularly appropriate place to

encode the relationships between semantically

linked items. IT cortex includes both the ventral

parts of perirhinal cortex (area 36, A36) and the

laterally adjacent visual area TE. The two sub

areas are cytoarchitectonically distinct but

mutually interconnected (Saleem & Tanaka,

1996; Suzuki & Amaral, 1994; von Bonin &

Bailey, 1947). The neural correlates of semanti

cally or temporally linked items have been stu

died in monkey IT cortex with the use of various

long term associative memory tasks. In the

following section, we describe studies that

assess how LTM signals are organized and acti

vated in macaque IT cortex following associa

tion learning at a time when the long term

associations are well established. The results

suggest that the relationships between the

semantically or temporally associated items are

represented by the responses of single neurons

(Miyashita, 1988; Sakai & Miyashita, 1991) and

the long term association memory is stored in

the synaptic connections between TE and peri

rhinal cortex (Naya et al., 2003a; Yoshida et al.,

2003). Specifically, these studies show that the

perirhinal cortex and area TE have a dynamic

and interrelated relationship in the long term

representation of associative memory; the peri

rhinal cortex receives perceptual signals (cue

stimuli) from area TE and feeds back mne

monic signals (paired associates) (Naya et al.,

2001, 2003b).

Neuronal Correlates of Associative Long-

Term Memory in the Temporal Cortex

In one of the first descriptions of long term

associative memory signals in monkey temporal

lobe, Miyashita (1988) recorded the activity of

neurons in IT cortex (Fig. 18.2B) as macaque

monkeys performed a delayed matching to

sample (DMS) task in which a sample image

was first shown in a video monitor followed by

a matching stimulus (Fig. 18.2C). During the

training phase of the task, a set of 97 visual

fractal patterns (‘‘learned stimuli’’; Fig. 18.2A)

was repeatedly used and these stimuli were pre

sented to the animal as the sample stimulus in a

fixed sequence according to an arbitrary serial

position number. During the recording phase of

the experiment, a sample stimulus was selected

not only from the 97 learned patterns but also

from a new set of 97 patterns (‘‘new stimuli’’),

independent of the serial position numbers.

Surprisingly, Miyashita (1988) reported that

the effective response to a given learned stimulus

was most highly correlated to those stimuli that

had been presented in close temporal order

during the training phase (stippled columns in

Fig. 18.2D,E). Thus, this study showed that the

responses of single IT neurons can reflect the

long term associations between temporally

related sets of stimuli even if that information

is not required for the task.

To examine the effect of long term associa

tion on IT neurons when animals were explicitly

required to use those associations to solve the

task, Sakai and Miyashita (1991) recorded the

activity of IT neurons as animals performed a

VPA task. Paired associate tasks are one of the

most widely used neuropsychological tasks in

humans to test for elementary pair wise associa

tions (Wechsler, 1987). Sakai and Miyashita
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trained monkeys in the VPA task using 12 pairs

of Fourier descriptors (Fig. 18.3). In each trial, a

cue stimulus was presented on a video monitor.

After a delay period, two choice stimuli, the

paired associate of the cue (correct choice) and

a distracter from the other pairs (incorrect

choice), were shown. The identity of the correct

combination of any given paired associate

cannot be predicted without memorizing the

specific pairs beforehand; in addition, the VPA

task demands memory retrieval and thus gen

eration of images from LTM. In this study, they

found two types of task related neurons in IT

cortex, ‘‘pair coding’’ and ‘‘pair recall’’ neu

rons. Figure 18.4A shows the responses of a

pair coding neuron. Note that one stimulus eli

cited the strongest response from this neuron

during the cue period (cue optimal stimulus).

This neuron was also activated when the paired

associate of the cue optimal stimulus was pre

sented. In contrast to the robust responses to this

stimulus pair, the neuron responded only

negligibly when stimuli from any of the other

pairs were presented as cue stimuli. This prop

erty indicates that memory storage is organized

such that single neurons can code both paired

associates in the VPA task. Figure 18.4B shows

the response of a pair recall neuron. For this

neuron, in the trial when the paired associate

of the cue optimal stimulus was presented as a

cue stimulus, it exhibited the highest delay

activity among the stimuli. This stimulus selec

tive activity during the delay period is thought to

represent the retrieval of a sought target

retrieved from LTM through the cue stimulus.

To test this hypothesis directly, Naya and collea

gues (1996) manipulated the requirement and

timing for retrieval explicitly using a modified

VPA task with a ‘‘color switch’’ signal shown in

the delay interval that indicated if the trial

required memory retrieval (VPA trial) or not

(DMS trial). When the paired associate of the

cue optimal stimulus was presented as a cue, IT

neurons started to fire just after the color switch

Figure 18.2 Stimulus stimulus association among the learned fractal patterns. (A) Examples of color
fractal patterns. (B) Location of recording sites. Top: A lateral view of macaque brain. Bottom: A section
indicated by a vertical line on the lateral view. The stippled area represents the range of recording sites. rs,
rhinal sulcus; amts, anterior middle temporal sulcus; a, anterior; p, posterior; m, medial; l, lateral. (C)
Sequence of events in a trial of delayed matching to sample task. lev, lever press by the monkey; war,
warning green image; sam, sample stimulus; mat, match stimulus following a 16 second delay; cho, choice
signal of white image. (D) Average delay discharge rate for each sample stimulus in a cell against ‘‘serial
position number’’ of the stimuli (see text). Stippled columns, learned stimuli; black columns, new stimuli.
(E)AsD, but for a different cell. Based onMiyashita, Y. (1988). Neuronal correlate of visual associative long
term memory in the primate temporal cortex. Nature, 335, 817 820. Used with permission.
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that signaled the necessity for memory retrieval

for their cue optimal stimuli (VPA trial). In

contrast, if there was no color switch, the same

neurons showed no activation (DMS trial). This

finding suggests that the delay activity of IT

neurons in the VPA task correspond to the

requirement for the retrieval of a visual image

from LTM.

Forward Processing of Associative Memory

from Visual Cortex to Limbic Cortex

After the discovery of pair coding and pair

recall neurons, the next critical challenge was to

elucidate the neuronal circuits that underlie the

response properties of these memory signals

during a VPA trial. To address this problem,

Naya and colleagues (2001, 2003a) examined

the interaction between the two major subdivi

sions of IT cortex: A36 and TE. Note that while

A36 is a limbic polymodal association area and a

component of themedial temporal lobememory

system (Zola Morgan & Squire, 1990), TE is a

unimodal visual neocortical area located at the

final stage of the ventral visual pathway, impor

tant for object vision (Janssen et al., 2000;

Tanaka, 1996).

Naya and his colleagues (2003a) mapped the

two subdivisions; a total of 2,368 neurons were

recorded from A36 (510 neurons) and TE (1,858

neurons) in the three monkeys performing

the VPA task. Of those, 423 neurons (76 neurons

in A36 and 347 neurons in TE) showed

stimulus selective responses (P <0.01, analysis

of variance [ANOVA]) during the cue period

(cue selective neurons). Their response latencies

were significantly shorter in TE than A36 (mean,

93.8 ms in A36 vs. 86.2 ms in TE, P <0.05),

confirming that the visual signal reached TE

before it reached A36. This finding was consis

tent with their anatomical hierarchy: A36 is
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Figure 18.3 Visual pair
association (VPA) task used to
assess long term memory in
monkeys. (A) Twelve pairs of
Fourier descriptors (1 1’ and
12 12’) were used in the VPA
task. (B) Cue stimuli were
presented at the center of a video
monitor. Choice stimuli were
presented randomly in two of
four positions on the video
monitor. One is the paired
associate of the cue (‘‘Correct’’);
the other is a distracter from a
different pair (‘‘Error’’). Based
on Sakai, K., & Miyashita, Y.
(1991). Neural organization for
the long term memory of paired
associates. Nature, 354, 152 155;
and Naya, Y., Yoshida, M., &
Miyashita, Y. (2003a). Forward
processing of long term
associative memory in monkey
inferotemporal cortex. Journal of
Neuroscience, 23, 2861 2871.
Used with permission.
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situated one synapse downstream of TE

(Felleman & Van Essen, 1991). The responses

of cue selective neurons to paired associates

were significantly correlated at the population

level in both A36 and TE, but this correlation

wasmuch stronger in A36 than TE (median, 0.51

in A36 vs. 0.14 in TE) (Fig. 18.5A).

At the single neuron level, a substantial number

of neurons showed significantly (P<0.01) corre

lated responses to the paired associates (pair

coding neuron) in A36. The percentage of the

pair coding neurons was much higher in

A36 than in area TE (33% in A36 vs. 4.9% in

TE, of the cue selective neurons) (Fig. 18.5B).
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Figure 18.4 Responses of ‘‘pair coding neuron’’ and ‘‘pair recall neuron.’’ (A) A pair coding neuron.
Raster display and peri stimulus time histogram (PSTH) in trials for cue 6’ (left) and for cue 6 (right). The
trials were aligned at the cue onset. Note that cue 6’ and 6 elicited the strongest and the second strongest cue
responses from the neuron. (B) A pair recall neuron. The neuron showed the strongest cue responses in
trials for cue 12. Note the tonic increasing activity during the delay period in trials for cue 12’, which is much
higher than the cue response. Based on Sakai, K., & Miyashita, Y. (1991). Neural organization for the long
term memory of paired associates. Nature, 354, 152 155; and Sakai, K., Naya, Y., & Miyashita, Y. (1994).
Neuronal tuning and associative mechanisms in form representation. Learning & Memory, 1, 83 105. Used
with permission.
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The spatial distribution of the pair coding

neurons demonstrated that the pair coding

neurons in TE were not necessarily distributed

in the region near the border with A36

(Fig. 18.5C). This suggests that the percentage

of the pair coding neurons did not increase in a

gradual manner from lateral to medial in IT

cortex. Moreover, within TE, there was no sub

region where the percentage of the pair coding

neurons was comparable with that in A36

(Fig. 18.5C). These anatomical observations

supported the physiological result that the

percentage of the pair coding neurons drama

tically increased from TE to A36.

These striking differences between TE andA36

raise the question of whether the pair coding

response of A36 neurons was elicited by a feedfor

ward input from TE or by a feedback input from

other higher centers. To address this question,

initial transient responses after the cue stimulus

presentations were examined for the pair coding

neurons in A36. The analysis revealed that they

were separable into two subtypes, and type 1

neurons (68%), but not type 2 (32%) neurons,
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Figure 18.5 Comparison of pair coding responses between area 36 and area TE. (A)Response correlation
to paired associates of cue selective neurons in A36 (N= 76; green) and TE (N= 347; red). The correlation
coefficients for A36 neurons were significantly higher than those for TE neurons (P<0.001; Kolmogorov
Smirnov test). (B) The ratio of the pair coding neurons among the cue selective neurons was significantly
higher (P<0.001; w2 test) in A36 (0.33; green) than TE (0.05; red). The pair coding neurons were defined as
the cue selective neurons that showed significantly positive PCI at the single neuron level: P <0.01 (i.e.,
correlation coefficient >0.71). (C) Spatial distributions of pair coding neurons. The positions of the pair
coding (orange filled diamond), cue selective (black open square), and other recorded (black dot) neurons
are shown on two dimensional unfolded maps for one monkey. Black lines, area borders; gray lines, fundus
or lips of sulci; amts, anterior middle temporal sulcus; ots, occipital temporal sulcus; pmts, posterior middle
temporal sulcus; rs, rhinal sulcus; sts, superior temporal sulcus; vl, ventral lip; A, anterior; P, posterior;
L, lateral; M, medial. Scale bar, 5.0mm. Based on Naya, Y., Yoshida, M., & Miyashita, Y. (2003a). Forward
processing of long term associative memory in monkey inferotemporal cortex. Journal of Neuroscience, 23,
2861 2871. Used with permission.
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began to encode associations between paired sti

muli as soon as they exhibited a stimulus selective

response (Fig. 18.6A). Thus, the representation of

long term memory encoded by type 1 neurons in

A36 is likely generated without feedback input

from other higher centers. Taken together, this

evidence suggests that the representation of sti

mulus stimulus association memory develops

from TE to A36. Naya and colleagues (2003a)

hypothesize that the forward processing of pair

association memory most likely requires selective

convergence such that the perceptual information

about the individual elements of a learned paired

associate is coded by separate TE neurons that

converge onto an individual type 1 A36 neuron

(Fig. 18.6B, the "selective convergence" model).

In other words, a single type 1 neuron in A36 can

receive visual inputs from either of TE neuron

groups coding different but semantically linked

objects (e.g., ‘‘glove’’ and ‘‘ball’’); therefore, the

type 1 neuron can code both objects and/or their

relationship.

Backward Spreading of Memory Retrieval

Signal from Limbic Cortex to Visual Cortex

After images are associated in LTM, what kind of

signal is engaged during memory retrieval?
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Figure 18.6 Initial responses of pair coding neurons and ‘‘selective convergence’’ model. (A) Population
averaged peri stimulus time histogram (PSTH) for the type 1 (N = 17; left) and type 2 (N= 8; right)
neurons, showing the normalized responses in the cue optimal (green), pair (light green), and other (dark
green) trials. Note that two thirds of pair coding neurons in A36 showed initial transient responses in both
cue optimal and pair trials. (B) Selective convergence model of association memory in inferior temporal
(IT) cortex. Suppose that a glove and a ball are associated together in memory. In TE, these images are
represented by different neurons (neuron G for a glove and neuron B for a ball). The neurons G and B
project their fibers to the same A36 neuron, in particular, to type 1 neuron (neuron GB). In this way neuron
GB can code the paired items regardless of their different visual/geometrical properties. Based on Naya, Y.,
Yoshida, M., & Miyashita, Y. (2003a). Forward processing of long term associative memory in monkey
inferotemporal cortex. Journal of Neuroscience, 23, 2861 2871. Used with permission.
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Figure 18.7 shows examples of pair recall neu

rons in A36 and TE (Naya et al., 2001). The A36

neuron exhibited sustained activity earlier than

the TE neuron when the paired associates of the

cue optimal stimuli were presented as cue sti

muli (Fig. 18.7A, bottom). The time course of

the pair recall activity of each neuron was exam

ined by considering the responses to all cue

stimuli. In this study, a partial correlation ana

lysis was used to evaluate the response correla

tion with the target to be retrieved. This measure

was useful because IT neurons have a tendency

to encode both of the paired stimuli and the

correlation between cues and their targets must

be removed from the analysis. The partial corre

lation coefficients of instantaneous firing rates at

time t for each cue stimulus were calculated with

the visual responses to its paired associate (Fig.

18.7C, pair recall index, PRI(t)). To characterize

the time course of PRI(t), two parameters, tran

sition time (TRT) and transition duration

(TRD), were determined for each single

neuron. TRT was defined as the period from

the cue onset to the instant when the PRI(t)

curve reached 50% of its full increase, and TRD

was defined as the duration between the instants

when the curve reached 10% and 90% of its full

increase. The TRT values for the pair recall neu

rons in A36 were significantly smaller than those

in TE (A36, median 206 ms; TE, median 570 ms;

Kolmogorov Smirnov test, P <0.005) (Fig.

18.8A, left). On the other hand, the distributions

of TRD values did not differ between the two

areas (A36, median 115 ms; TE, median 145 ms;

P >0.8) (Fig. 18.8A, right). These results indi

cated that the memory retrieval signal emerges

earlier in A36, and TE neurons were then gradu

ally recruited to represent the retrieved image

(Fig. 18.8B) (Naya et al., 2001). The median

retrieval time was over 300 ms longer in TE

than in A36. Given the fact that TE neurons

receive numerous back projections from A36, a

reasonable interpretation is that the mnemonic

signal spreads backward from A36 to TE.

Compared with the forward transmission of

the visual signal from TE to A36, the backward

mnemonic signal from A36 to TE exhibited a

surprisingly long latency (�10 ms vs. �300

ms). Naya and colleagues (2003b) next asked

what kind of additional process might be

involved in this slow, backward spreading of

mnemonic signal. Theoretically, there are two

kinds of signals thought to be conveyed in the

delay interval of the VPA task. The first is a

retrospective signal that is closely coupled

with the to be retained cue stimulus. The

second is a prospective signal that is coupled

with the to be retrieved target stimulus. To

compare retrospective and prospective signals

quantitatively, the signal contents of the delay

period activity were characterized by partial

correlation coefficients of delay period activ

ities for each cue stimulus with the cue period

responses to that stimulus (cue holding index

[CHI]) and with the cue period responses to its

paired associate (pair recall index [PRI]). The

delay period activity of TE neurons preferen

tially represented the paired associate (PRI,

median = 0.54) rather than the cue stimulus

itself (CHI, 0.23) (P<0.001, PRI vs. CHI,

N= 70), while the delay period activity of A36

neurons retained both the cue stimulus and its

paired associate equivalently (CHI, 0.44; PRI,

0.46) (P= 0.78, N= 38) (Naya et al., 2003b).

These results indicate that TE mostly represents

a sought target that is retrieved from long term

memory during the delay interval, while A36 in

addition retains a cue stimulus that is trans

mitted from earlier visual areas.

If back projections from A36 to TE drive the

delay activity seen in TE, it is surprising that A36

signals both sensory related retrospective as well

as prospective information while TE only signals

prospective information. One interpretation of

this finding may be that the backward signal

transmission from A36 to TE is equipped with

a selective gating mechanism, which preferen

tially passes information about a sought target

(Naya et al., 1996). Another interpretation may

be that there are some mechanisms of actively

inhibiting irrelevant information in TE. The

finding of the strong sought target related

activity of TE neurons during the VPA task is

consistent with the report of Sheinberg and

Logothetis (1997) showing that TE reflected per

ceptually relevant activity during a binocular

rivalry task, in which visual ambiguity was

induced by presenting incongruent images to
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the two eyes. During the binocular rivalry con

dition, one image is seen at a time while the

other is perceptually suppressed. In their study,

almost all TE neurons (�90%) discharge

exclusively when the driving stimulus is seen.

They suggested that TE is the place where the

neural activity reflects the brain’s internal view

of objects. The report by Sheinberg and

Figure 18.7 Comparison of pair recall responses between A36 (left) and TE (right). (A) Raster displays
and peri stimulus time histograms (PSTHs) were aligned at the cue onset in trials with the cue optimal
stimulus as a cue (upper) and in trials with its paired associate as a cue (lower). In the PSTHs, black lines
indicate responses to the cue optimal stimulus (upper) or its paired associate (lower), and gray lines
indicate mean responses to all 24 stimuli. (B) Mean discharge rates during the cue (upper) and delay
(lower) periods are shown for each cue presentation (mean – SEM). A stimulus selective delay activity was
closely coupled with a strong cue response to its paired associate. (C) Temporal dynamics of response
correlation are shown; the values of the pair recall index (PRI) are plotted against the time axis and are fitted
with sigmoid functions (solid). The vertical lines, intersecting the best fit sigmoid functions, indicate the
transition times (TRTs). The shaded areas indicate the transition durations (TRDs). Based on Naya, Y.,
Yoshida, M., & Miyashita, Y. (2001). Backward spreading of memory retrieval signal in the primate
temporal cortex. Science, 291, 661 664. Used with permission.
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Logothetis (1997) suggests that the dominance

of sought target related activity in TE during

the VPA task may also reflect the brain’s

‘‘internal view’’ that derives from LTM and cor

responds to mental imagery in the VPA task. On

the other hand, the perception derived activity

in A36 corresponds to a retrospective signal that

is not necessarily required to solve the VPA task.

This task irrelevant retrospective signal is con

sistent with the findings of Yakovlev and

colleagues (1998) who recorded activity in the

perirhinal cortex during a DMS task. They

reported that perirhinal neurons convey sti

mulus selective sustained activity after a test sti

mulus that continued through the inter trial

interval, despite the fact that information about

the test stimulus is not relevant for the subse

quent trial. They suggested that this stimulus

selective retrospective activity may serve to

generate long term associations between visual
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Used with permission.
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items which are temporally adjacent but sepa

rated by some interval (Miyashita, 1988).

While the exclusive representation of a

sought target in TE implicates its critical con

tribution to a mental image of a retrieved

object, the additional representation of a cue

stimulus in A36 may implicate its contribution

to the formation of LTM because the retro

spective signals can bridge the cue information

to its pair regardless of the behavioral rele

vance. In addition, filtering out the automati

cally driven perception derived signal may

cause the slow (�300 ms) backward transmis

sion of LTM derived signal from A36 to TE.

This slow transmission from A36 (polymodal

limbic area) to TE (sensory neocortex) might

be coupled with an explicit recall of a specific

modality.

Horizontal Cascades of Semantically Linked

Information in the Limbic Cortex

The studies described previously show how an

association of objects proceeds forward from TE

to A36 and retrieval signals spreads backward

from A36 to TE. The remaining question is

how the pair recall signal was generated from

the association signal coded by type 1 neurons.

This problem might be best addressed by

combining a reverberation circuit model

(Amit et al., 1994; Yakovlev et al., 1998) with a

‘‘selective convergence’’ model (‘‘rb selective

convergence model’’). According to the
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Figure 18.9 Selective convergence model with reverberation circuits. Solid and dashed arrows denote
synaptic connections within and between areas, respectively. When stimulus G is presented as a cue
stimulus, TE neurons coding stimulus G are activated and the activation transmits forward to A36. The
activated neuronal group in A36 (neuronal group G) contains type 1 neurons that code both stimulus B as
well as stimulus G. The activation of neuronal group G elicits the following activation of the neuronal group
B within A36 via type 1 neurons. Finally, the information of stimulus B spreads backward from A36 to TE.
When stimulus B is presented as a cue stimulus, the signal transmits in reverse. Expected neuronal responses
are shown as peri stimulus time histograms (PSTHs) for each cue stimulus.
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reverberation circuit model, the selective delay

activity in IT cortex is maintained by recurrent

synaptic feedback between interconnected neu

rons within a local module coding an individual

stimulus. Because the percentage of neurons that

showed stimulus selective sustained activity was

much larger in A36 (53% of the cue selective

neurons) than TE (21%) (Naya et al., 2003b),

the synaptic connections within each module

may be stronger in A36 (denoted as thick

arrows in Fig. 18.9) than in TE (thin arrows).

Considering that type 1 neurons belong to neu

ronal ensembles coding either of the paired

associates, an activation of neuronal ensemble

coding a cue stimulus may spread to another

neuronal ensemble coding its paired associate

via type 1 neurons (Fig. 18.9).

Taken together, long term stimulus stimulus

association memory is stored in perirhinal

cortex as a form of partial overlapping neuronal

ensembles coding individual items. The partial

overlap is constructed by pair coding neurons,

particularly type 1 neurons. Type 1 neurons

receive direct projections from separate TE

neuron groups coding individual visual items.

Next, the retrieval from the long term associa

tion memory is divided into two processes. The

first retrieval process occurs in perirhinal cortex

as a horizontal cascade of activation from one

neuronal ensemble to another. Second, the

retrieved information originated in perirhinal

cortex spreads backward to TE. The activated

TE neurons represent a mental image of the

retrieved item. Thus, according to this model,

the perirhinal cortex is critical for the storage

and retrieval of long term association memory;

however, the interaction with neocortex (e.g.,

TE) is essential for its implementation.

PART II: NEURONAL SIGNALS
UNDERLYING THE FORMATION
OF NEW ASSOCIATIVE
MEMORIES

Strong and convergent evidence from both

human neuropsychological studies as well as

experimental studies in animals suggests that

the medial temporal lobe is critical in the

initial stages of many forms of associative

memory (Eichenbaum & Cohen, 2001;

Scoville & Milner, 1957; Squire & Zola,

1996). In the following section, we turn to

studies that have investigated the dynamic sig

nals seen during new associative learning in

nonhuman primates. We first describe a

series of studies aimed at examining the

neural correlates of learning the same kind of

VPA task used by Miyashita and colleagues.

These studies provide insight into how the

striking pair coding signals described in the

perirhinal cortex may develop during the

early learning process. We next turn to asso

ciative learning signals seen during condi

tional motor association (CMA) tasks. Not

only is this latter task dependent on the integ

rity of MTL (Brasted et al., 2002, 2003; Murray

& Wise, 1996; Murray et al., 2000; Rupniak &

Gaffan, 1987; Wise & Murray, 1999; ), but also

multiple new associations can be learned con

currently within the course of a single

recording session, affording the ability to

examine in more detail the temporal relation

ship between the changes in neural activity and

behavioral performance during fast new asso

ciative learning.

Associative Learning Signals During VPA

tasks

As discussed in part I, Miyashita and his collea

gues (Naya et al., 2003a; Sakai & Miyashita,

1991) showed that visual stimuli paired together

in long term memory become associated such

that some neurons respond similarly to both

associated images (i.e., pair coding neurons).

One hypothesis suggests that with learning, neu

rons that initially respond to one of the stimuli

in a learned pair eventually come to respond to

the learned paired associate of that original sti

mulus. This ‘‘tuning’’ of the neuron’s stimulus

selective activity is thought to occur through the

strengthening of connections between neurons

that initially respond to the two stimuli that

eventually become paired in memory. To test

this hypothesis directly, Messinger and collea

gues (2001) recorded activity in the perirhinal

cortex and the adjacent visual area TE as animals

learned novel associations during a VPA task
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(Fig. 18.10A). In their paradigm, each day, the

monkeys learned two new paired associates.

Consistent with their initial working hypothesis,

they found that over the course of the learning

session, neurons in both the perirhinal cortex

and area TE came to respond more similarly to

two of the stimuli that were paired in memory

(Fig. 18.10B). This increase in correlated

response, measured by a ‘‘pair coding index,’’

was specific to those sessions in which behavioral

performance increased significantly above

chance levels, though peak performance in the

last quartile of the session reached only 55.4%

correct (chance = 50% correct). Values of the

pair coding index did not change in sessions

when the animal did not learn. Because the

changes in correlated neural activity appeared

to parallel the time course of behavioral learning

(i.e., gradually increasing over the four quartiles

of the session), this suggests that these changes in

the neuron’s stimulus selective response proper

ties underlie new associative learning.

In a follow up study using the same data set,

Messinger and colleagues (2005) examined sig

nals observed during the choice period of the

task when the two choice stimuli were visible on

the screen but before the behavioral response

had been made. They reported that neural sig

nals during the choice phase, like the sample

phase analyzed in Messinger and colleagues

(2001), also reflected learning. Using an

ANOVA to contrast the effects of instructed

(i.e., correct) stimuli and chosen stimuli, 54%

of their IT cells reflected information about the

instructed stimulus rather than the chosen sti

mulus in the choice period of the task. In other

words, the neurons signaled the correct associa

tion even when the animal made an incorrect

response. Consistent with the idea that this

instructed stimulus signal develops with

learning, they further showed that the instructed

stimulus signal increased significantly between

the first and second half of the session.

Messinger and colleagues (2005) suggested that

Figure 18.10 Visual paired associate learning task. (A) Schematic representation of the pairs of visual
stimuli learned by the animal each day. In this case, airplane was always paired with basketball and corn was
always paired with dinosaur. For each trial, after fixation, animals were shown a sample stimulus, followed
by a choice array. The extinguishing of the fixation spot was the animal’s cue to make an eye movement to
the correct paired associate of the sample stimulus shown. (B) The change in neural activity of inferior
temporal (IT) cells over the course of the training session to the four different stimuli. Note that the
neuron’s response to stimulus A comes to resemble the response to stimulus B (its paired associate) while
responses to stimuli C and D remain low. Based onMessinger, A., Squire, L. R., Zola, S. M., & Albright, T. D.
(2001). Neuronal representations of stimulus associations develop in the temporal lobe during learning.
Proceedings of the National Academy of Sciences, 98, 12239 12244. Copyright (2001) National Academy of
Sciences, U.S.A. Used with permission.
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this apparent dissociation between neural repre

sentation of instructed stimuli on the one hand

and behavioral choice on the other may be

explained by the effect of behavioral states,

attention, or motivation that may mask the

true state of knowledge the animals accrue

during learning.

Erickson and Desimone (1999) recorded

activity in the monkey perirhinal cortex as ani

mals learned a different kind of associative

learning task (Fig. 18.11A). In their task, a pre

dictor stimulus was followed by a choice sti

mulus. The choice stimulus could either signal

the animals to release a bar (‘‘go’’ condition) or

continue holding a bar (‘‘no go’’ condition). In

this task, the animal was not required to learn

the explicit association between the predictor

and the choice, but knowledge of this association

could allow the animal to respond more quickly

when the choice was presented. Learning was

defined by a significantly faster responses on

the ‘‘valid’’ trials illustrated in Figure 18.11A

and probe trials in which the predictor stimuli

between go and no go trials were reversed. The

neural responses to predictor and choice stimuli

were initially uncorrelated for novel stimuli used

for 1 day but became significantly correlated

after several days of experience with the stimuli

(Fig. 18.11B). In contrast, Messinger and collea

gues (2001) reported that the changes in neural

activity appeared to parallel behavioral learning

within the time course of a single learning ses

sion. The difference in the timing of the neural

signals seen in the VPA task used by Messinger

and colleagues (2001) and the predictive go/no

go task used by Erickson suggests that the timing

of the neural signals seen in the perirhinal cortex

relative to behavior can vary depending on the

specific task demands.

While the studies by Messinger and collea

gues (2001, 2005) and Erickson and Desimone

(1999) have provided important new insight

into the neural correlates underlying the forma

tion of new paired associates, because both tasks

have a relatively slow learning curve, these tasks

are not optimal to address the kind of fast and

flexible associative learning typically attributed

to the hippocampus (Eichenbaum & Cohen,

2001). To examine fast associative learning in

the MTL, several groups have turned to the

CMA learning task in which multiple new asso

ciations can be learned easily in a single training

session. In contrast to the studies using the VPA

task that have focused on neural activity in IT

Figure 18.11 Predictive go/no go task. (A) In the predictive go/no go task, a predictor stimulus was
shown for 500ms followed by a delay interval and then a choice stimulus was presented for 500 ms. Animals
learned which choice stimuli required a bar release (‘‘go’’ stimulus) and which required a bar hold (‘‘no go’’
stimulus) and they could also learn the relationship between the predictor stimulus and the choice stimulus.
(B) The correlation between the responses to paired predictor and choice stimuli were significantly stronger
for familiar pairs (pairs seen for more than 1 day) compared to novel pairs. In contrast, the correlation
between predictor and choice stimuli was near zero for randomly paired stimuli (shuffled). Based on
Erickson, C. A., & Desimone, R. (1999). Responses of macaque perirhinal neurons during and after visual
stimulus association learning. Journal of Neuroscience, 19, 10404 10416. Used with permission.
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cortex, the studies examining CMA learning in

the medial temporal lobe have focused on neural

representation in the hippocampus.

Associative Learning Signals During

Conditional Motor Association Tasks

Both Wirth and colleagues (2003) and Cahusac

and colleagues (1993) examined the patterns of

hippocampal activity during the learning of novel

CMAs (Cahusac et al., 1993; Wirth et al., 2003).

This category of associative learning task, also

known as arbitrary sensory motor mapping or

conditional visuomotor learning, requires animals

to associate a given sensory stimulus (typically a

visual image presented on a computer screen) with

a motor response (i.e., look right or touch right).

Posttraining lesions to the MTL in monkeys

impair the ability to learn novel CMAs, while

well learned associations remain unaffected

(Brasted et al., 2002, 2003; Murray & Wise, 1996;

Murray et al., 2000; Rupniak & Gaffan, 1987;

Wise & Murray, 1999).

In the study by Wirth and colleagues (2003),

animals performed a CMA task also referred to

as the location scene association task (Fig.

18.12A). In this task, animals were first shown

four identical target stimuli superimposed on a

complex visual scene that filled the video
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Figure 18.12 Location scene association (CMA) task and changing cells. (A) Schematic representation of
the location scene association task. In this task, following fixation, animals are shown a set of four identical
visual targets superimposed on a complex visual image (images used in task were all in color). Following a
delay interval during which time the targets remained on the screen, but the scene disappeared, the animal was
cued to make an eye movement response (illustrated schematically by the white arrow) to one of the targets.
Only one of the targets was rewarded for each particular scene. Animals learned by trial and error to associate
each new scene with a particular eye movement response. (B,C) The trial by trial probability correct
performance (dotted line read from the left axis) as a function of the trial by trial activity of cells during
either the scene or delay period of the task (solid line read from right axis) for a sustained (B) and baseline
sustained (C) cell. Note the strong positive or negative correlation between neural activity and learning. Filled
circles at the top of the graphs represent individual incorrect trial, while open circles denote correct trials.
Based on Wirth, S., Yanike, M., Frank, L. M , Smith, A. C., Brown, E. N., & Suzuki, W. A. (2003). Single
neurons in the monkey hippocampus and learning of new associations. Science, 300, 1578 1581.
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monitor. Following a delay interval, during

which the scene disappeared but the targets

remained on the screen, the animal was cued to

make a single eye movement to one of the per

ipheral targets on the screen. For each visual

scene, only one of the four targets was associated

with reward. Each day, animals typically learned

two to four new scenes by trial and error. These

new scenes were also randomly intermixed with

well learned ‘‘reference’’ scenes that the animals

had seen for many months before the recording

experiments began. Responses to the reference

scenes were used to control for motor related

activity in the hippocampal cells.

Wirth and colleagues (2003) reported that

61% of the hippocampal cells examined

responded selectively (i.e., differentially) to

the different visual scenes shown in the task

during the scene period, the delay period, or

both periods of the task. Selectively responding

cells with learning related activity were identi

fied by correlating a moving average of the raw

neural activity with a moving average of the

raw behavioral performance during learning.

Using this criterion, 28% of the selectively

responding cells showed a significant positive

or negative correlation with learning. These

cells were termed ‘‘changing cells.’’ Two cate

gories of changing cells were described.

Sustained changing cells (54% of the popula

tion of changing cells) signaled learning with a

change in neural activity that was maintained

for as long as the cell was able to be recorded

from (Fig. 18.12B). These cells typically started

out with little or no response during the trial

and signaled learning with a dramatic increase

of activity during either the scene or delay

periods of the task. This change in neural

activity was strongly correlated with behavioral

learning. A similar pattern of sustained

changes in neural activity was also described

by Cahusac and colleagues (1993) in the hip

pocampus. Importantly, because the same level

of enhanced activity was not seen in response

to the reference scene with the same rewarded

target location in the Wirth et al. study (2003),

this showed that the changes in neural activity

could not be attributed to a pure motor based

response. Further analysis showed that these

increases in neural activity also corresponded

with an overall increase in the neuron’s selec

tive (i.e., differential) response to all stimuli

examined (Fig. 18.13B).

In the Wirth et al. (2003) study, a second

category of learning related cells termed ‘‘base

line sustained changing cells’’ made up the

remaining 45% of changing cells. Baseline sus

tained cells started out with a scene selective

response during either the scene or delay

period of the task even before the animal learned

the association and signaled learning by

returning to baseline activity (Fig. 18.12C).

Baseline sustained cells were also characterized

by a significantly decreased selectivity (i.e., dif

ferential activity) to all stimuli examined (Fig.

18.13C). While Cahusac and colleagues (1993)

did not describe baseline sustained cells, they did

describe a different population of hippocampal

neurons that only showed differential activity to

the two visual stimuli transiently, near the time

of learning (transient cells). While Wirth and

colleagues (2003) looked for transient learning

signals in the hippocampus, few if any were

observed (unpublished observations). Transient

learning signals have also been described in the

striatum during a conditional motor learning

task (Williams & Eskandar, 2006).

While the learning related hippocampal

activity described by both Wirth and colleagues

(2003) and Cahusac and colleagues (1993)

show that cells in this region signal learning,

another critical question concerns the timing of

the changing cells relative to behavioral

learning. In other words, does the changing

neural activity lead, lag, or occur in parallel

with the animal’s behavioral learning? To

address this question, Wirth and colleagues

(2003) compared the estimated trial number

of neural change and the estimated trial

number of learning for each changing cell.

This comparison showed that hippocampal

cells can signal learning before (N = 18), at the

same time (N = 1), and after (N = 18) learning.

Hippocampal cells signaled learning staring

from as much as 13 trials before learning to

15 trials after learning (Fig. 18.14). Similar to

the Wirth et al. (2003) study, Cahusac and

colleagues (1993) reported that that the
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learning related signals could occur within a

wide range of lag or lead times relative to beha

vioral learning ranging mainly from 30 trials

before learning to 40 trials after learning.

Taken together, the studies of learning related

activity in the hippocampus could change

either before learning, in parallel with learning,

and after learning. This is the general pattern

one would expect from a network with feedback

connections that participates in the learning

process. That is, some cells change before

learning is expressed, possibly playing a role in

driving the early learning process, but with

feedback, other cells in the network get

recruited later in the learning process, with the

average population of cells changing around

the time of learning.

SUMMARY AND CONCLUSIONS

The goal of this chapter was to describe our

current understanding of the neurophysiological

properties of the MTL memory system for both

long term associative memory signals seen after

the association is well established and the

dynamic associative learning signals observed

during various tasks of new associative learning.

We have focused primarily on two key tasks of

association, the visual paired associate task stu

died most extensively in the perirhinal cortex

(Naya et al., 1996, 2001, 2003a, 2003b; Sakai &

Miyashita, 1991) and the conditional motor

association task that has been studied in the

hippocampus (Cahusac et al., 1993; Wirth

et al., 2003). The results summarized in this

chapter showed similarities as well as differences
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in both the behavioral correlates as well as the

neural correlates underlying these two tasks.

One key difference between the VPA task and

the CMA task is the overall speed of learning.

While multiple new conditional motor associa

tions can be learned easily within the course of a

single training session (Wirth et al., 2003), new

visual visual paired associates are more difficult

to learn quickly (Messinger et al., 2001), but with

experience, large sets of visual paired associates

can be learned to a high level of performance

(Naya et al., 2003a). In this way, the slower time

course of learning for the VPA task suggests that

it may be more analogous to semantic memory

while the CMA task may be more analogous to

quickly developing and more flexible relational

memories thought to be dependent on the

hippocampus (Eichenbaum & Cohen, 2001).

During learning of novel visual paired associ

ates, Messinger and colleagues (2001) showed

that perirhinal neurons change their stimulus

selective responses to come to respond more

similarity to two stimuli that have been paired

in memory. When assessed after VPA learning

has been well established, strong pair coding

signals continue to be observed in the perirhinal

cortex. The high proportion of pair coding sig

nals observed in the perirhinal cortex may reflect

the important role of this area in storage of the

long term representation of the associated sti

muli. These findings are also consistent with

findings from lesion studies showing that

damage to the perirhinal cortex impaired

memory for well learned visual paired associates

in addition to impairing learning of new paired

associates (Murray et al., 1993). In addition,

pair recall signals were also described in the

perirhinal cortex with extensive previous

training (Naya et al., 2001). These signals have

been taken as a neural signal underlying retrieval

of the learned paired associates. We further sug

gest that while the perirhinal cortex is critical for

storage and retrieval of visual paired associates,

area TE may be critical for the mental represen

tation or imagery of the retrieved information.

In contrast to the VPA task, the CMA task is

learned quickly and neural signals that parallel

this relatively fast learning can be seen in the

Neurons that change
after learning

N
eu

ro
ns

 th
at

 c
ha

ng
e

be
fo

re
 le

ar
ni

ng

Behavioral change
0 10 20 30 40 50

N
eu

ro
na

l c
ha

ng
e

0

10

20

30

40

50

Figure 18.14 Temporal relationship between neural activity and behavior. Scatter plot illustrating the
temporal relationship between trial number of behavioral change (i.e., learning) and trial number of
neuronal change. Note that about half the cells change before or at the same time as learning, while the
remaining half of the cells change before learning. Based onWirth, S., Yanike, M., Frank, L. M., Smith, A. C.,
Brown, E. N., & Suzuki, W. A. (2003). Single neurons in the monkey hippocampus and learning of new
associations. Science, 300, 1578 1581.

ASSOCIATIVE MEMORY IN THE MEDIAL TEMPORAL LOBE 355



monkey hippocampus (Cahusac et al., 1993;

Wirth et al., 2003). Like the signals in the peri

rhinal cortex, these signals in the hippocampus

appear to represent a selective tuning of the cell’s

stimulus selective response properties that

changes with learning (Wirth et al., 2003).

Hippocampal learning related cells could either

become more selective (sustained changing

cells) or less selective (baseline sustained chan

ging cells) or provide a temporally specific signal

of learning (transient cells). These dynamic

changes may represent an overall tuning of the

hippocampal population with new associative

learning.

While these findings point to an important

role of the perirhinal cortex in slow semantic

like visual paired associative learning and

memory and toward the hippocampus for fast

new associative learning, an important question

for future research concerns how these two areas

may interact during both the learning and long

term representation of VPA and CMA tasks. For

example, while findings from lesion studies sug

gest that the hippocampus is not needed for new

VPA learning (Murray et al., 1993), neural corre

lates in this structure may be involved in contex

tual learning associated with the task. Similarly,

we now have evidence that the perirhinal cortex

signals a new CMA in a similar way to the hippo

campus suggesting cooperative learning signals

across these regions (Yanike et al., 2009). It will

be important to record simultaneously across

different MTL structures during both VPA and

CMA learning to better understand the relative

roles of the MTL during new associative learning.

Another important but unanswered ques

tion concerns understanding the mechanisms

underlying the gradual consolidation of both

VPA and CMA information in LTM. What are

the cellular mechanisms underlying the role of

the perirhinal cortex in both initial learning and

long term storage, and how does the commu

nication of the perirhinal cortex with area TE

change over time with consolidation? Similarly

for the CMA task, how does the long term

representation of the CMAs eventually move

from the hippocampus early on to other as

yet unidentified storage regions? Important

parallel studies in supplementary eye field and

frontal eye field (Chen & Wise, 1995, 1997),

striatum (Brasted & Wise, 2004; Pasupathy &

Miller, 2005; Williams & Eskandar, 2006), and

prefrontal cortex (Asaad et al., 1998) suggest that

all of these other structures can also participate

importantly in the initial learning and possibly

the storage of CMAs. It will be of great interest to

examine the contribution of these different brain

areas in parallel during the course of the

establishment of LMTs of CMAs. Both the CMA

and VPA task will continue to be powerful tools to

understand both how different MTL areas interact

during associative learning and memory tasks and

how those signals develop and change over time

with the development of LTM.
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accompagnant les lésions hippocampiques
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CHAPTER 19

Neurobiology of Social Behavior

Dario Maestripieri

The Primate Order comprises over 300 species

and a wide range of different social systems

(Smuts et al., 1987). Very few species have a

fully solitary lifestyle. Most of the others are char

acterized by permanent associations between two

or more adults and their young. Pair living is

relatively rare, being characteristic of only 3% to

4% of primate species. Some of these socially

monogamous species (e.g., tamarins andmarmo

sets) have a flexible social organization, in which

one additional adult male or female may be tem

porarily associated with the breeding pair. Stable

groups with one adultmale and several reproduc

tively active females (i.e., harems) are shown by

approximately 35% of primate species. The most

common type of social organization in non

human primates consists of social groups with

multiple adult males and females and their

young. These multimale/multifemale social

groups represent the stable form of organization

of about 45% primate species, with an additional

15% of species showing fluctuations between

such groups and groups with a harem structure.

Variation in social organization among primate

species has been explained on the basis of varia

tion in ecological variables such as diet, food

related competition and cooperation and need

for protection from predators or infanticide (e.g.

Dunbar, 1988). Phylogenetic history, however,

also accounts for variation in social organization,

as groups of closely related species and genera

tend to have similar social systems (Rendall &

Di Fiore, 1995). Finally, within species variation

in social organization may result from variation

in local ecological and demographic conditions.

Regardless of the variation in social systems,

it is clear that nonhuman primates are generally

highly social organisms, in which successful sur

vival and reproduction depend on complex

social interactions with other conspecifics.

Accordingly, most primate species exhibit com

plex behavioral adaptations for communication,

affiliation, aggression, mating, and parenting.

Group living monkeys and apes often use voca

lizations to alert others of the presence of food

and predators, and also to keep in contact with

other group members during travel. Facial

expressions and body postures play an impor

tant role in close range affiliative, agonistic, and

sexual interactions, particularly among Old

World monkeys and the great apes. Olfactory

and tactile signals are also used in these and

other contexts, although olfactory communica

tion is relatively underdeveloped in most pri

mate species relative to other mammals. Social

bonds between family and group members are

established and maintained through contact,

proximity, and grooming. Grooming is an

altruistic behavior that can be exchanged for

tolerance, sex, or coalitionary support during

fights. Aggression and submission, often

expressed with facial expressions and body pos

tures, result in the establishment of dominance

relationships and hierarchies. In many species,

conflict outcomes and dominance ranks are

determined not by the individuals’ body size

and strength but by coalitionary support

received from other individuals. Fights between

two individuals often extend to other group

members, whose intervention may reflect
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attempts to protect a family member or political

strategies involving complex cost/benefit ana

lyses. Both affiliative and dominance relation

ships depend on individuals’ memory of their

past interactions and their outcome, as well as

expectations about future interactions. High

dominance rank may confer survival and repro

ductive benefits such as greater access to food

and safe sites or access to more and higher

quality mating partners. Sexual monogamy is

rare in primates, or may be nonexistent since

extrapair copulations have been reported in

socially monogamous primates. Polyandrous

systems, in which one female mates with mul

tiple males, are also rare. Polygynous harem

systems are more common among species

living in small groups, while those living in

large multimale/multifemale groups typically

have promiscuous mating systems. Successful

mating, especially in promiscuous species,

depends not only on features that advertise fer

tility, health, or strength but also on complex

social strategies to increase one’s attractiveness

and deal with competition. Successful reproduc

tion, at least for females, also depends on par

ental investment in the offspring. Male care is

rare among primates, while female care involves

not only lactating but also carrying and pro

tecting offspring from predators and conspeci

fics. Maternal care in many primate species may

extend well beyond the period of offspring nutri

tional dependence. For example, in species with

female philopatry and male dispersal such as

most cercopithecine monkeys, bonds between

female relatives may last throughout the

lifespan.

The behavioral adaptations for social life

that characterize many primate species must

be supported by underlying neurobiological

mechanisms so that a relation is expected

between complexity of social behavior and

complexity of the brain. Consistent with this

expectation, studies have shown that there is,

across primate species, a linear relation

between the average size of the social groups

and the ratio between the size of the neo

cortex and the rest of the brain. Species that

live in larger social groups tend to have a

larger neocortex ratio, suggesting that

complex social life in large groups is asso

ciated with increased cognitive capacity

(Dunbar, 1992). Brain size, however, is a

crude measure of brain function, just as

group size is a crude measure of social com

plexity. To understand the relation between

brain evolution and the evolution of sociality

in primates, one needs to have a much

deeper knowledge of how specific social

behaviors are produced or regulated by spe

cific brain structures or neurochemical sys

tems. Unfortunately, our knowledge of

brain behavior relationships in nonhuman

primates is very preliminary. Although in

recent years there have been major advances

in our understanding of the neural mechan

isms underlying social behavior in other

mammalian species, particularly rodents

(e.g., Young, 2002), research on the neuro

biology of social behavior in nonhuman pri

mates has lagged far behind. With the

availability of new research techniques such

as brain imaging, however, the investigation

of the neurobiological substrates of primate

social behavior will be a promising area of

research in the next few decades.

In this chapter, I review and discuss our cur

rent knowledge of the neurobiological regula

tion of affiliative, aggressive, sexual, and

parental behavior in nonhuman primates.

Communication is clearly an important compo

nent of primate social behavior, but this topic is

addressed elsewhere in this volume (see

Chapters 5 and 25). Similarly, although the per

ception and processing of social stimuli is clearly

a prerequisite for social behavior, brain mechan

isms underlying social cognition are addressed

in other chapters (see Chapter 26). This chapter,

instead, focuses on social behavior expressed in

the context of interactions between two or more

individuals.

Different components of social behavior

such as affiliation, aggression, mating, and par

enting may or may not share some of the same

neural substrates, but they probably share

common neurochemical controls. For example,

endogenous opioids and oxytocin have been

implicated in the regulation of most, if not all,

social behaviors in rodents (see later).
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Similarly, the activity of neurotransmitter sys

tems involving the monoamines dopamine,

norepinephrine, and serotonin has been

shown to affect the expression or inhibition of

a wide range of social activities in many mam

mals and other vertebrates (see later). The study

of neurochemical control of social behavior in

primates has been mainly pursued with corre

lational approaches, in which measures of pep

tides or monoamines or their metabolites in

blood or cerebrospinal fluid (CSF) are analyzed

in relation to social behavior, and to a lesser

extent, with pharmacological manipulations of

neurochemical systems. Attempts to identify

specific areas of the brain involved in the reg

ulation of social behavior have mostly been

made with lesion studies. Other approaches

involving, for example, the electrical stimula

tion of specific areas of the brain or the imaging

of brain activation with positron emission

tomography (PET) or functional magnetic

resonance imaging (fMRI) have been used less

frequently in the context of social behavior

studies (but see Rilling et al., 2001, 2004a;

Snowdon et al., 2006). Single neuron recording

has often been used to address issues of social

perception (e.g., to study the processing and

recognition of faces and facial expressions)

but rarely for social behavior. In this chapter,

first I review research on the neurochemical

control of primate social behavior, particularly

studies of endogenous opioids, oxytocin and

vasopressin, and the brain monoamine systems.

Then, I review the results of brain lesion studies

investigating the neural substrates of primate

social behavior. I conclude the chapter by sum

marizing the main trends emerging from this

literature review and discussing future research

directions.

NEUROCHEMICAL CONTROL OF
SOCIAL BEHAVIOR

Research conducted with other mammalian

species, mostly rodents, has suggested that

neuropeptides such as endogenous opioids,

oxytocin, and vasopressin are good neuro

chemical candidates for regulating complex

social behaviors. These neuropeptides can

influence behavior in conjunction with mono

aminergic neurotransmitter systems. For

example, in a recent model of the neurobiolo

gical regulation of affiliation in mammals,

Depue and Morrone Strupinksy (2005) have

argued that dopamine plays an important role

in incentive reward motivation processes (see

Chapter 17) associated with the appetitive

phase of affiliation, endogenous opioids pro

vide the neurochemical basis for the reward

processes associated with the consummatory

phase of affiliation, and oxytocin and vaso

pressin enhance the perception and memory

of affiliative stimuli. In this section of the

chapter, I review our knowledge of the neuro

chemical control of primate social behavior,

first focusing on neuropeptides, and then on

the monoamine systems.

Endogenous Opioids

Almost 30 years ago, Panksepp and colleagues

proposed that brain endogenous opioids play

a crucial role in regulating the establishment,

maintenance, and disruption of social bonds

in mammals and birds (Panksepp et al.,

1980). This hypothesis was developed from

the observation that the emotional states

accompanying the formation of social attach

ments, the weaning of social bonds, and the

distress arising from social separation appear

to share similarities with the characteristics of

opiate addiction that is, the development of

dependence, tolerance, and withdrawal

(Panksepp et al., 1980, 1999). The hypothe

sized relationship between endogenous

opioids and social attachments was framed

within the general theory that the emotional

substrates of attachments are an evolutionary

outgrowth of more primitive brainstem and

limbic circuits in the mammalian brain that

originally subserved basic physiological needs

such as energy balance, thermoregulation, or

pain perception.

According to Panksepp and collaborators, a

release of endogenous opioids following the

exchange, and especially the receipt, of affiliative

behavior generates the feeling of pleasure and

gratification that arise from the interaction,
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whereas a reduction in endogenous opioids

results in emotional distress and promotes the

need to seek and maintain proximity with a

social partner. Although some studies of birds

and mammals, including nonhuman primates

(e.g., Barr et al., 2008; Kalin et al., 1988;

Kraemer, 1992), have provided evidence for the

involvement of the opioid system in distress

separation responses, there is growing consensus

that the neurobiological systems regulating

separation distress responses are different from

those mediating social rewards (e.g., Insel, 1992;

Panskepp et al., 1999). Therefore, more recent

theories about opioids and social behavior view

endogenous opioids as playing a crucial role in

the consummatory phase of affiliative interac

tions, and therefore in the strengthening of

social bonds, but less so in the motivation to

establish these bonds or in the response to their

disruption or termination (Depue & Morrone

Strupinksy, 2005).

The most systematic attempt to investigate

the role of endogenous opioids in the regulation

of primate social behavior has been made by

Keverne and collaborators with a series of stu

dies in talapoin monkeys and rhesus macaques.

They argued that of the different endogenous

opioids in the brain, b endorphin may be the

best candidate for the regulation of social beha

vior, and given the difficulties of measuring this

peptide directly in the brain of live primates,

they measured its concentration in the CSF

(Martensz et al., 1986). b Endorphin does not

gain access to CSF from the blood when CSF and

the cerebral extracellular fluid are in equili

brium; therefore, CSF levels of b endorphin pro

vide a measure of its presence in the extracellular

fluid of the brain, a reasonable marker of the

level of activity in intracerebral b endorphin

containing systems (Martensz et al., 1986).

Consistent with Panksepp’s hypothesized

relationship between endogenous opioids and

affiliation, Keverne and colleagues (1989) pro

vided evidence for an association between

grooming behavior and opioid release in tala

poin monkeys. Specifically, they reported that

moving adult talapoin monkeys from isolation

housing to pair housing, and therefore pro

viding the monkeys with an opportunity to

exchange grooming behavior, was accompanied

by a significant increase in CSF concentrations

of b endorphin. There were no significant cor

relations, however, between the amount of

grooming given or received and the concentra

tions of b endorphin or their increases following

pair housing. Nevertheless, Keverne and collea

gues (1989) suggested that the opioid release

may have been caused by the tactile stimulation

associated with grooming in newly formed pairs,

and that this effect may be similar to the stimu

lation of endogenous opioid release by acupunc

ture in humans. That endogenous opioids are

sensitive to social variables had also been sug

gested by a previous study, in which CSF

concentrations of b endorphin were found to

be highest in male talapoin monkeys of low

rank and lowest in those of high rank

(Martensz et al., 1986).

A relatively large number of primate studies

has attempted to test the following two predic

tions of Panksepp’s hypothesis: (1) the admin

istration of an exogenous opioid such as

morphine should create a feeling of social com

fort and reduce the motivation to seek social

contact or decrease the expression of affiliative

behavior, and (2) the blockade of endogenous

opioid receptors should increase the need for

social attachment and therefore the solicitation

of affiliative behavior from social partners.

Research by Keverne and colleagues showed

that acute treatment of adult talapoin monkeys

with the opioid receptor blockers naloxone or

naltrexone increased their grooming solicita

tions and resulted in more grooming received

from other individuals (Fabre Nys et al., 1982;

Keverne et al., 1989; Meller et al., 1980). These

effects were observed in both pair housed and

in group living individuals, were dose depen

dent and stronger for females than for males,

and were specific for allogrooming behavior:

Self grooming, aggressive behavior, and loco

motor activity were not affected (but in one

study male sexual behavior was decreased;

Meller et al., 1980). Naltrexone administration

was also associated with an increase in testos

terone, cortisol, and prolactin, suggesting that

some of the effects of opiate receptor blockade

on social behavior may have been hormonally
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mediated (Meller et al., 1980). An increase in

the number of grooming solicitations and in the

amount of grooming received from other

individuals following naloxone or naltrexone

treatment was also reported by two studies of

group living rhesus macaque adult females

(Graves et al., 2002; Martel et al., 1995).

Keverne and colleagues (1989) found that

acute treatment of pair housed monkeys with

nonsedative doses of morphine resulted in a

significant decrease in the number of grooming

solicitations as well as a decrease in grooming

performed. A study of common marmosets,

however, reported that morphine administra

tion increased the frequency and duration of

social play but had no effects on social contact

or grooming (Guard et al., 2002). Since

grooming behavior in Old World monkeys

may have different functions and be regulated

by different mechanisms than grooming beha

vior in New World primates, the findings of the

studies reviewed previously are generally

consistent with the hypothesis that endogenous

opioids may mediate the rewarding properties

of affiliative interactions between adults.

Studies manipulating the opioid system of

immature monkeys have produced results con

sistent with the hypothesized relation between

opioids and attachment (Kalin et al., 1988, 1995;

Martel et al., 1995; Schino & Troisi, 1992). In a

study of group living long tailed macaques,

juveniles receiving an acute administration of

naloxone increased their proximity seeking

behavior toward their mothers, displayed more

grooming solicitations to both their mothers

and other group members, and received more

grooming from them (Schino & Troisi, 1992).

Grooming done by the juveniles was not affected

by naloxone, while self grooming decreased. An

increase in contact seeking with the mother was

also observed in infant and juvenile rhesus

macaques treated with naloxone (Martel et al.,

1995). Miczek and colleagues (1981) reported

that the acute administration of nonsedative

doses of morphine in squirrel monkeys

decreased the rate of affiliative behavior shown

by juveniles toward their mothers. Taken

together, these results are consistent with the

hypothesis that infant attachment and adult

attachment share a common neurochemical

substrate (Nelson & Panksepp, 1998).

The role of the opioid system in mediating

maternal attachment has been investigated in

three primate studies producing conflicting

results. In one study, the opioid system was

pharmacologically manipulated after mother

infant separation and reunion in rhesus maca

ques (Kalin et al., 1995). Morphine decreased

clinging with the infant during the first 30 min

utes of reunion, whereas naltrexone increased

clinging. In a study of socially living rhesus

mothers and infants, however, naloxone reduced

both maternal grooming and maternal

restraining of the infant, suggesting decreased

rather than increased attachment to the infant

(Martel et al., 1993). In this study, however, the

effects of naloxone on affiliative interactions

between mothers and other adults were also

contrary to the expectations. In fact, the mothers

treated with naloxone showed reduced number

of grooming solicitations and reduced amount

of grooming received from other individuals.

Finally, in another study of rhesus macaques,

naltrexone had no significant effects on any

aspects of maternal behavior, including abusive

parenting (Graves et al., 2002). Although some

of these inconsistencies may be due to metho

dological differences between studies, further

research is needed before any firm conclusions

can be drawn regarding the relationship between

opioids and maternal attachment.

Researchers investigating endogenous opioid

release following affiliative interactions made

the assumption that the CSF concentrations

of b endorphin mainly reflect the production

of this peptide by neurons that originate from

the arcuate nucleus of the hypothalamus

(e.g., Keverne et al., 1989; Martensz et al.,

1986). These neurons project to brain regions

that are rich in opiate receptors such as the

brainstem, basal ganglia, and areas of the

hypothalamus, amygdala, cerebellum, and

raphe nuclei. Of the different families of opiate

receptors, many of which have multiple sub

types, the m opiate receptor family seems to be

the most directly implicated in the regulation of

social behavior, and b endorphin has high

affinity for these receptors. In brain areas rich
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in m receptors, b endorphin neurons interact

with dopaminergic and serotonergic neurons,

as well as with neurons using oxytocin and vaso

pressin (at least in rodents). It has been sug

gested that interactions between m opiates and

dopamine neurons in the ventral tegmental area

(VTA) of the hypothalamus produce the experi

ence of reward associated with the appetitive and

consummatory phases of affiliative interactions,

while serotonergic input to the hypothalamus

via the raphe nuclei may result in reduced

arousal and facilitation of opioid mediated feel

ings of gratification following affiliation (Depue

&Morrone Strupinksy, 2005). Finally, studies of

rats have suggested that oxytocin and vaso

pressin may facilitate the rewarding effects of

endogenous opiates, as oxytocin neurons in the

paraventricular nucleus of the hypothalamus

project to the b endorphin neurons in the arc

uate nucleus and increase their release of opioids

(Csiffary et al., 1992). Oxytocin, vasopressin,

and the monoamines, however, can affect affilia

tion and other forms of social behavior also

through mechanisms that are not dependent

on endogenous opiates.

Oxytocin and Vasopressin

Oxytocin and vasopressin are 9 amino acid pep

tides synthesized in the supraoptic and paraven

tricular nuclei of the hypothalamus and released

into systemic circulation from neurons in the

posterior pituitary gland. Hypothalamic neu

rons synthesizing oxytocin and vasopressin

also project to various areas of the brain, and

receptors for these peptides have been found in

the limbic system of some mammalian species,

particularly rodents (Gimpl & Fahrenholz,

2001). Until recently, oxytocin receptors could

not be easily identified in the primate brain

(Toloczko et al., 1997; Winslow, 2005), but the

presence of such receptors has recently been

inferred in the hypothalamus, amygdala,

septum, orbitofrontal cortex, and hippocampus

(Boccia et al., 2001, 2007).

A large body of research conducted mostly

with rodents and sheep, but more recently also

with humans, has suggested that central oxy

tocin and vasopressin play an important role in

the formation and maintenance of social bonds

between adults (e.g., between mating partners)

and between parents and offspring (e.g., Young,

2002). In rodents, these peptides have also been

implicated in the regulation of sexual and

aggressive behavior as well as in stress responses.

Little is known, however, about the relation

between oxytocin or vasopressin and social

behavior in nonhuman primates. An early

study by Winslow and Insel (1991) examined

the effects of intracerebroventricular adminis

tration of two doses of oxytocin and vasopressin,

as well as of an oxytocin receptor antagonist

(OTA), on aggressive, sexual, and affiliative

behavior of pair housed male squirrel monkeys

during an interaction with a familiar adult

female. Oxytocin increased aggressive and

sexual behavior in a dose dependent manner in

dominants but not in subordinates, while it

increased the frequency of approaches and hud

dles mostly in subordinates. These effects were

blocked by OTA. Vasopressin decreased aggres

sive and affiliative behaviors in both dominants

and subordinates. Differences in the effects of

oxytocin in dominants and subordinates were

tentatively explained in terms of different oxy

tocin receptor density associated with differ

ences in testosterone between dominants and

subordinates.

Research on oxytocin and social behavior in

nonhuman primates has been motivated by the

interest in developing a primate model for

autism. When rhesus monkey infants are sepa

rated from their mothers at birth and peer

reared in a small cage, they develop a wide

range of behavioral abnormalities, which

according to some researchers share some simi

larities with autism. Winslow and colleagues

(2003) measured CSF and plasma oxytocin

levels in mother reared and peer reared infants

to assess whether the behavioral characteristics

of peer reared infants (e.g., low affiliation, high

aggression, and high self directed repetitive

behavior) were associated with alterations in

oxytocin. In this study, individual differences

in CSF oxytocin levels at 18, 24, and 36 months

of age did not correlate with differences in

plasma oxytocin levels. The peer reared infants

had lower levels of CSF oxytocin than the
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mother reared ones, but there were no differ

ences in CSF vasopressin or plasma oxytocin.

CSF oxytocin levels were correlated with time

spent engaged in affiliative social behaviors

such as allogrooming and male male mounting

independent of rearing condition, while vaso

pressin levels were negatively correlated with

the frequency of fear grimaces at 18 months of

age. Taken together, the results of this study

provide evidence for an association between

CSF oxytocin and affiliative behavior and also

suggest that both can be affected by a traumatic

early experience such as maternal deprivation.

Similar to the Winslow et al. study (2003),

Schwandt and colleagues (2007) found no sig

nificant correlation between CSF and plasma

concentrations of oxytocin and vasopressin in

free ranging female rhesus macaques. Oxytocin

was not correlated with any social behavior,

although females with low levels of oxytocin

were classified as more fearful by human obser

vers. Vasopressin was correlated only with

leaping behavior, with females with high vaso

pressin exhibiting higher frequencies of this

behavior.

A possible relationship between CSF oxy

tocin and affiliation was also inferred from a

comparison of closely related primate species.

Rosenblum and colleagues (2002) reported that

laboratory born pigtail macaques had lower

CSF concentrations of oxytocin than bonnet

macaques. The authors of this study described

bonnet macaques as very gregarious, affiliative,

and affectively stable, while pigtail macaques

were described as temperamentally volatile and

socially distant. Therefore, the results were

interpreted as being supportive of the hypoth

esis that baseline CSF oxytocin concentrations

are related to species typical social/affective

behavior patterns. Bonnet macaques, however,

have been described by other researchers as

highly competitive and aggressive, while pigtail

macaques have been described as peaceful, gre

garious, and affiliative (Thierry et al., 2004).

Therefore, the significance of the difference in

oxytocin levels between these two species

remains unclear.

The role of oxytocin in the regulation of

parental responsiveness in primates is only

beginning to be investigated. In a pilot experi

ment conducted with two nulliparous rhesus

macaque females, Holman andGoy (1995) exam

ined whether an intracerebroventricular injection

of oxytocin affected responsiveness to infants.

The two females were exposed to an unfamiliar

infant in a cage 10 minutes after the injection of

oxytocin or saline. The females sat near the infant,

and watched, touched, and lip smacked to the

infant more frequently following oxytocin com

pared to saline administration. In no case, how

ever, was more intense caregiving behavior

observed, perhaps because of the environment

in which the animals were tested. In another

study, CSF levels of oxytocin measured in 10

multiparous rhesus females before parturition,

immediately after parturition, and 7 days post

partum were not correlated with mother infant

behaviors such as contact or grooming (Cooke et

al., 1997). Finally, Boccia and colleagues (2007)

reported that the administration of a human

uterine oxytocin receptor blocker reduced the

frequency of lip smacking, approaching, and

touching a stimulus infant in one 4 year old

nulliparous rhesus macaque female (in a separate

experiment, the same treatment also reduced

female sexual behavior, and in both experiments

locomotor activity was also significantly

reduced). This oxytocin receptor blocker had

previously been shown to cross the blood brain

barrier and to accumulate in the hypothalamus,

orbitofrontal cortex, amygdala, hippocampus,

and septum, suggesting that these are brain

areas rich in oxytocin receptors (Boccia et al.,

2007). Although the effects of oxytocin receptor

blockade on infant directed behavior in one sub

ject were suggestive of a relation between oxy

tocin and parental responsiveness, the authors

of this study acknowledged that other explana

tions for their results were also possible.

In a study investigating the possible neuro

biological and neurochemical substrates of

paternal responsiveness in marmoset monkeys,

first time and experienced fathers who had spent

a considerable amount of time carrying infants

had a greater number of vasopressin V1a recep

tors in the prefrontal cortex than adult male

nonfathers living in similar social conditions

(Kozorovitskiy et al., 2006). There were no

NEUROBIOLOGY OF SOCIAL BEHAVIOR 365



differences in the abundance of vasopressin V1b

receptors or oxytocin receptors in the prefrontal

cortex, nor in the abundance of V1a receptors in

the occipital cortex. Interestingly, fatherhood

was also associated with an increased proportion

of dendritic spines in the prefrontal cortex,

which were immunoreactive for V1a receptor,

as well as increased overall density of dendritic

spines on pyramidal neurons in the prefrontal

cortex. The functional implications of this

fatherhood associated structural reorganization

in the prefrontal cortex and the increased abun

dance of vasopressin V1a receptors remain

unclear. Interestingly, Hammock and Young

(2005) have suggested that a repetitive poly

morphic microsatellite in a regulatory region of

the vasopressin 1a receptor gene (AVPR1a) may

be responsible for both intraspecific and inter

specific variation in social behavior in primates,

as in rodents. They found that this poly

morphism is present in humans and in bonobos

but absent in chimpanzees, and hypothesized

that it may be responsible for some of the differ

ences in affiliation and bonding between the

latter two species.

Oxytocin and vasopressin have been hypo

thesized to promote social bonds by facilitating

the perception, processing, and memorization

of affiliative stimuli (Depue & Morrone

Strupinksy, 2005). It has also been suggested

that oxytocin can reduce tension and anxiety

associated with social interactions. For example,

human studies have suggested that oxytocin

released during affiliative social interactions

reduces the hypothalamus pituitary adrenal

(HPA) axis response to stressful events (Uvnas

Moberg, 1998). In an attempt to test this

hypothesis with primate data, Parker and collea

gues (2005) showed that chronic intranasal

administration of oxytocin prior to acute social

isolation attenuates the adrenocorticotropic

hormone (ACTH) response (but not the cortisol

response) to stress in squirrel monkeys (see also

Heinrichs et al., 2003, in humans). Since cortisol

was not affected and because intranasal oxytocin

can penetrate the central nervous system (CNS),

this suggests that oxytocin exerts its antistress

effects prior to adrenal activation, either in the

brain or at the pituitary level.

Dopamine

Dopaminergic neurons and their projection sites

(e.g., the ventral striatum, nucleus accumbens,

amygdala, anterior cingulate cortex, and orbito

frontal cortex) constitute what is known as the

brain reward system (see Chapter 17). This

system regulates a wide range of incentive moti

vated behaviors, and these may also include

social activities such as affiliation, aggression,

mating, and parenting. With regard to affilia

tion, it has been argued that dopamine plays a

crucial role in incentive reward motivation pro

cesses associated with the appetitive phase of

affiliation (Depue & Morrone Strupinksy,

2005). The appetitive phase involves, at the

behavioral level, a search and approach system

whose function is to bring an individual in con

tact with affiliative stimuli. Research with

rodents has shown that the incentive motivation

and experience of reward that underlie the

search for and approach to affiliative stimuli

depend on the functional properties of dopami

nergic neurons in the VTA and nucleus accum

bens (NAS) (Depue & Morrone Strupinksy,

2005). Given the lack of relevant data, whether

the same relation between dopamine and the

appetitive phase of affiliation holds true also in

nonhuman primates remains unclear. There is

some evidence, however, that dopamine plays a

greater role in the appetitive aspects of primate

sexual behavior than in its consummatory com

ponents. For example, a dopamine agonist, apo

morphine, which acts on dopamine D1 and D2

receptors, enhances male sexual arousal in

response to female sexual stimuli in rhesus mon

keys (Pomerantz, 1990) but does not appear to

affect male copulatory behavior (Chambers &

Phoenix, 1989). Quinelorane, another D2 ago

nist, also stimulates male sexual arousal

(Pomerantz, 1991). Whether these effects also

occur in females is unclear, since there have

been no studies investigating dopaminergic

function and sexual behavior in female primates

(Dixson, 1998).

In nonhuman primates, brain dopaminergic

function has also been investigated in relation to

personality traits such novelty seeking, which are

expected to influence behaviors such as
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exploration, assertiveness, aggressiveness, and

dominance. In humans, genetic polymorphisms

in the coding region of the dopamine D4

receptor gene (DRD4) have been linked with a

number of personality and behavioral disorders

both in adults and in children (e.g., Sheese et

al., 2007). A study of captive vervet monkeys

showed that the DRD4 genetic polymorphism

accounts for a significant fraction of interindivi

dual variation in novelty seeking behavior (e.g.,

latency to approach novel objects) (Bailey et al.,

2007). Correlations between CSF concentrations

of the dopamine metabolite homovanillic acid

(HVA) and measures of sexual, assertive, and

aggressive behavior have been reported by

some studies of macaques and vervet monkeys

(e.g., Fairbanks et al., 2004; Kaplan et al., 2002;

Mehlman et al., 1994, 1997), but these correla

tions must be interpreted with caution. This is

because individual differences in CSF con

centrations of HVA are highly positively corre

lated with those of the serotonin metabolite

5 hydroxyindoleacetic acid (5 HIAA) and the

norepinephrine metabolite 3 hydroxy 4 meth

oxyphenylglycol (MHPG) (see later). The CSF

concentrations of the three monoamine meta

bolites also share similarities in their heritability

(Freimer et al., 2007; Higley et al., 1993; Rogers

et al., 2004), the extent to which they are affected

by early stressful experience (Higley et al., 1991;

Maestripieri et al., 2006a,b), and age related

changes across the primate lifespan (Higley et

al., 1992a). In some cases, correlations between

CSF HVA and social behavior may be a by

product of correlations between CSF 5 HIAA

or MHPG levels and behavior. For example,

the association between low CSF HVA and

high dominance status in male vervet monkeys

was almost entirely due to the correlation

between low 5 HIAA and high dominance and

to the correlation between HVA and 5 HIAA

(Fairbanks et al., 2004). Kaplan and colleagues

(2002), however, reported a strong association

between CSF levels of HVA and dominance,

which was independent of the other CSF mono

amine metabolite concentrations. This associa

tion was in the opposite direction to that

reported by Fairbanks and colleagues (2004).

In unisexual groups of captive long tailed

macaques, adult males and females that became

dominant within their groups had significantly

higher CSF HVA concentrations than those that

became subordinate (Kaplan et al., 2002).

Greater dopaminergic activity in dominant

females was also suggested by another study in

the same species, in which prolactin responses to

a challenge with the dopamine antagonist halo

peridol were greater in dominants than in sub

ordinates (Shively, 1998). In another study,

however, dominant females showed greater

striatal dopamine D2 receptor binding than

subordinates, suggesting lower dopaminergic

activity in dominants (Grant et al., 1998).

Given these discrepancies between the results of

different studies, and the fact that other studies

have failed to report significant correlations

between CSF HVA levels and any measures of

social behavior (e.g., Cleveland et al., 2004;

Maestripieri et al., 2006b), the relation between

dopaminergic activity and aggression and dom

inance in primates remains unclear.

Norepinephrine

The brain noradrenergic system has been impli

cated in the regulation of arousal and an indivi

dual’s aggressive or fearful responses to novel or

threatening stimuli. Aggressive and fearful beha

viors are associated with increased central and

peripheral noradrenergic activity in primates as

in other mammals, but this association is not

specific to agonistic interactions. Rather, ele

vated norepinephrine is observed in all situa

tions with high arousal and is an important

component of an individual’s response to

stress. Central norepinephrine may also mediate

sexual arousal, but there are no relevant primate

data on this topic (Dixson, 1998). Some primate

studies have reported correlations between CSF

concentrations of norepinephrine or the norepi

nephrine metabolite MHPG and aggressive

behavior, but these correlations have been

mixed. For example, Higley and colleagues

(1992b) reported that highly aggressive rhesus

monkey males had higher CSF levels of norepi

nephrine than less aggressive monkeys, whereas

among females low CSF norepinephrine was

associated with high rates of severe aggression
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(Higley et al., 1996a). No correlation between

CSF MHPG and aggression was found in several

other studies of free ranging rhesus monkeys

(Higley et al., 1992b, 1996a; Howell et al.,

2007). In long tailed macaques, CSF MHPG

was higher in dominants than in subordinates

among males, but not among females (Kaplan et

al., 2002), whereas in male vervet monkeys there

was no significant correlation between CSF

MHPG levels and dominance rank (Fairbanks

et al., 2004). Elevated CSF MHPG levels have

been reported in rhesus monkey infants rejected

and abused by their mothers (Maestripieri et al.,

2006a) or in peer reared infants (Higley et al.,

1991). As juveniles, individuals with low CSF

MHPG exhibit high avoidance of other indivi

duals (Maestripieri, 2006b), while among adult

females, individuals with high CSF MHPG are

avoided more by other individuals. In wild

vervet monkeys, however, low CSF MHPG

levels were associated with higher impulsivity

(Fairbanks et al., 1999).

Given the discrepancies in these research find

ings, it is premature to draw any conclusions

about the relation between norepinephrine and

social behavior in nonhuman primates. Whether

norepinephrine dependent arousal results in

aggressiveness or avoidance might depend on

the complex relationship between arousal and

anxiety, fear, and impulsivity. Since different

types of aggression may have different emotional

substrates, the relation between norepinephrine

and aggression could be different for different

types of aggressive behavior. Furthermore, similar

to HVA, the relation between CSF MHPG and

aggression may be confounded by the relation

between 5 HIAA and aggression and the positive

correlation between 5 HIAA and MHPG.

Although noradrenergic mechanisms can poten

tially affect aggression and dominance indepen

dently of serotonin, the relation between

aggression and serotonin seems to be stronger

and more specific (see later) than that between

aggression and dopamine or norepinephrine. For

example, studies of rodents have shown that the

basal activity of the noradrenergic system, unlike

that of the serotonergic system, does not consis

tently differentiate between more and less aggres

sive individuals (Miczek & Fish, 2006).

Serotonin

Serotonin is one of the most ancient neurotrans

mitters in mammals and has been implicated in

the regulation of social behavior in a number of

other taxa as well (Insel & Winslow, 1998). In

humans and other primates, brain neurons that

use serotonin as their primary neurotransmitter

originate in the raphe nuclei of the brainstem

and project to the cerebral cortex as well as to

subcortical structures such as the amygdala,

septum, hypothalamus, hippocampus, tha

lamus, and basal ganglia. Studies of serotonin

and social behavior in primates have used

indirect measures of CNS serotonergic function

such as the measurement of 5 HIAA in the CSF

or pharmacological and neuroendocrine chal

lenges. The use of CSF 5 HIAA concentration

as an indicator of brain serotonin activity has

been validated by various methods including

postmortem brain studies showing that the

CSF content of 5 HIAA reflects the content of

this metabolite in the brain (e.g., Banki &

Molnar, 1981; Wester et al., 1990). Low concen

trations of CSF 5 HIAA are generally interpreted

as representative of lower CNS serotonergic

function. The relationship between CSF 5 HIAA

and specific serotonergic neural pathways in the

brain, however, remains unclear (Insel &

Winslow, 1998). Administration of the serotonin

agonist fenfluramine, which stimulates the release

of serotonin from neurons and inhibits its reup

take, has also been used as an indirect method of

assessing CNS serotonergic function. Since

stimulation of serotonin receptors in the

hypothalamus results in increased release of pro

lactin from the pituitary, plasma concentrations

of prolactin following fenfluramine administra

tion can be used as indicators of responsivity of

the brain serotonergic system. Finally, the seroto

nergic system can be challenged by manipulating

the availability of tryptophan, the amino acid

necessary for the synthesis of this monoamine,

or by using other pharmacological serotonin

reuptake inhibitors.

Using the previously described techniques,

a number of human studies have shown that

low CNS serotonin function is related to

impaired impulse control and to unrestrained
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aggressiveness and violence, particularly in adult

males (see Manuck et al., 2006, for a recent

review). Similarly, studies of rhesus macaque

adult males and females have shown that low

levels of CSF 5 HIAA are associated with high

impulsivity, risk taking behavior, and propen

sity to engage in severe forms of aggression

(Higley et al., 1996a,b,c; Howell et al., 2007;

Mehlman et al., 1994; Westergaard et al., 1999,

2003; see Higley, 2003, and Manuck et al., 2006,

for reviews). In vervet monkeys, individuals fed

diets high in tryptophan exhibit lower aggres

sion, whereas individuals placed on diets low in

tryptophan become more aggressive, with the

increase in aggressiveness being greater for

males than for females (Chamberlain et al.,

1987; Raleigh et al., 1985, 1986, 1991).

Decreased aggression has also been observed

following short term administration of sero

tonin reuptake inhibitors (Chamberlain et al.,

1987; Raleigh et al., 1980, 1985, 1986, 1991),

while administration of the serotonin synthesis

inhibitor p chlorophenylalanine (PCPA) results

in increased aggression (Kyes et al., 1995;

Raleigh & McGuire, 1986; Raleigh et al., 1980,

1983, 1986). In long tail macaques, individuals

showing low responsivity to the fenfluramine

challenge were more aggressive toward other

individuals and to faces with threatening expres

sions than individuals exhibiting prolactin

responses of greater magnitude (Botchin et al.,

1993; Kyes et al., 1995).

A relation between aggressiveness and CSF

5 HIAA concentrations has also been found in

comparisons between different genetic strains of

rhesus macaques and between closely related

species. For example, the more aggressive

Chinese derived rhesus strain has lower CSF

5 HIAA concentrations than the less aggressive

Indian derived strain (Champoux et al., 1997).

Furthermore, rhesus macaques have lower CSF

5 HIAA levels than pigtail macaques, a species

believed to be generally less aggressive than

rhesus macaques (Westergaard et al., 1999).

Finally, Kaplan and colleagues (1999) reported

that anubis baboons, who are characterized by

relatively high levels of intermale aggression,

have lower CSF 5 HIAA concentrations than the

less aggressive anubis hamadryas baboon hybrids.

Although it is possible that there is a direct

causal relation between brain serotonergic

function and aggressive behavior, it is more

likely that such a relationship is indirect and

mediated by impulse control. In this view,

reduced or dysregulated serotonergic function

would impair an individual’s ability to restrain

impulses, and this would be manifested in risky,

aggressive, depressed, or addictive behavior

depending on the environmental circumstances

and the individual’s motivational state. The

hypothesis that impulse control is an important

intervening variable is supported by evidence

that, in rhesus macaques, low CSF 5 HIAA is

correlated only with aggression involving phy

sical contact and chases, a type of aggression

that is more likely to result in serious injuries,

and not with milder agonistic behavior invol

ving threats and avoidance, which is commonly

associated with the maintenance of dominance

relationships (Botchin et al., 1993; Higley et al.,

1992b, 1996a,b; Mehlman et al., 1994). Indeed,

the relationship between CSF 5 HIAA levels

and dominance is not clear, as some studies

have reported that CSF 5 HIAA is higher in

dominants and lower in subordinates (e.g.,

Fairbanks et al., 2004; Westergaard et al.,

1999) while other studies have reported the

opposite pattern or no relation at all (Kaplan

et al., 2002; Raleigh et al., 1991; Shively, 1998;

Shively et al., 1995; Yodyingyuad et al., 1985).

Monkeys with low CSF 5 HIAA concentrations

are more likely to exhibit behaviors suggestive

of impaired impulse control such as long leaps

at high heights and repeated jumping into

baited traps in which they are captured

(Fairbanks et al., 1999; Higley et al., 1996c;

Mehlman et al., 1994). In the laboratory,

rhesus macaques with low CSF 5 HIAA con

centrations have a lower latency to approach a

novel object than do monkeys with high CSF 5

HIAA concentrations (Bennett et al., 2002). In

vervet monkeys, individuals with low CSF 5

HIAA concentrations approached a strange and

potentially dangerous adult male more quickly

and were more likely to act aggressively toward

him than monkeys with high CSF 5 HIAA

(Fairbanks et al., 2001; see also Manuck et al.,

2003). Individuals treated with the selective
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serotonin reuptake inhibitor fluoxetine became

less impulsive in this strange male test than

control individuals (Fairbanks et al., 2001).

Increased tendencies to exhibit risky beha

viors and to engage in severe forms of aggression

are not the only behavioral manifestations of low

CSF 5 HIAA in monkeys. Individuals with low

CSF 5 HIAA also show reduced propensities for

prosocial behaviors and affiliation. In a study of

free ranging adolescent rhesus macaque males,

individuals with low CSF 5 HIAA concentra

tions exhibited reduced amounts of time spent

in proximity and grooming other group mem

bers, and a lower number of social partners with

whom they interacted (Mehlman et al., 1995; see

also Kaplan et al., 1995). Young rhesus males

with low CSF 5 HIAA concentrations have also

been reported to emigrate from their natal group

at an earlier age than males with higher CSF

5 HIAA concentrations (Howell et al., 2007;

Kaplan et al., 1995; Mehlman et al., 1995,

1997). In the laboratory, low CSF 5 HIAA con

centrations were associated with low rates of

affiliative interactions among rhesus juveniles

of both sexes (Higley et al., 1996a). Adult females

with low CSF 5 HIAA also appear to be less

socially oriented, spending more time alone,

grooming less, and having fewer conspecifics in

close proximity (Cleveland et al., 2004). Adult

rhesus males with low CSF 5 HIAA form fewer

consorts with estrous females during the mating

season, and during these consorts, they groom

and mount the females less frequently than

males with higher CSF 5 HIAA (Mehlman et

al., 1997). In long tail macaques, individuals

with low responses to fenfluramine spent less

time in affiliative interactions with other indivi

duals andmore time alone (Botchin et al., 1993).

In vervet monkeys, Raleigh and colleagues found

that enhancing serotonin function by admi

nistering tryptophan, the reuptake inhibitor

fluoxetine, or the serotonin agonist quipazine

increased affiliative behaviors such as

approaching and grooming other monkeys

(Raleigh et al., 1980, 1983, 1985). In contrast,

reducing serotonin function by administering

the tryptophan hydroxylase enzyme inhibitor

PCPA resulted in social withdrawal and in

avoidance of affiliative interactions (Raleigh

& McGuire 1990; Raleigh et al., 1980, 1985).

These data from vervet monkeys thus suggest

that enhancing serotonergic function facilitates

the expression of affiliative behavior, whereas

reducing serotonergic function inhibits affiliation.

There is some evidence that serotonergic func

tion is related not only to aggressive and affiliative

behavior but also to sexual and maternal beha

vior. Consistent with the results of studies of

rodents, serotonin has been shown to exert inhi

bitory effects on male and female sexual behavior

in primates as well (e.g., Gradwell et al., 1975;

Pomerantz et al., 1991). Early studies of serotonin

and maternal behavior in primates reported that

monkey mothers with low CSF 5 HIAA were

more protective and restrictive, and that their

infants spent more time in contact with them,

than mothers with high CSF 5 HIAA (Fairbanks

et al., 1998; Lindell et al., 1997). Cleveland and

colleagues (2004) found no relationship between

CSF 5 HIAA and maternal behavior in the first

few postpartum days, but on postpartum days 15

and 20, females with low CSF 5 HIAA broke

contact and left their infants less frequently than

females with high CSF 5 HIAA. A preliminary

study in our laboratory reported a positive corre

lation between CSF 5 HIAA concentrations mea

sured during pregnancy and maternal rejection

behaviors in the first postpartummonth inmulti

parous females (Maestripieri et al., 2005). Our

more recent work involving multiple measure

ments of CSF 5 HIAA during development, how

ever, reported a negative correlation between CSF

5 HIAA and maternal rejection among first time

mothers (Maestripieri et al., 2007).

Serotonin may affect maternal motivation

through its actions on oxytocin or prolactin

release, or through its effects on emotional

expression (Insel & Winslow, 1998; Numan &

Insel, 2003). Emotions can be powerful elicitors

of maternal behavior in nonhuman primates

and humans (Dix, 1991; Maestripieri, 1999;

Pryce, 1992). For example, there are marked

individual differences in anxiety among rhesus

mothers, and such differences translate into dif

ferences in maternal style (Maestripieri,

1993a,b). Maternal anxiety has also been impli

cated in the etiology of infant abuse in macaques

(Maestripieri, 1994; Troisi & D’Amato, 1991).

370 PRIMATE NEUROETHOLOGY



Although the role of impulse control in primate

maternal behavior is still poorly understood, it is

possible that impulsivity affects how primate

mothers interact with their infants, and that

high impulsivity is expressed as high rejection

rates, thus explaining the association between

low CSF 5 HIAA and high rejection rates

found in first time rhesus macaque mothers

(Maestripieri et al., 2007).

The occurrence of individual differences in

CSF concentrations of 5 HIAA and their asso

ciation with differences in aggressive, affiliative,

and maternal behavior has sparked interest in

the origin of this variation. Studies of genotyped

primate populations and studies of cross

fostered individuals have provided evidence for

moderate to strong heritability of CSF concen

trations of 5 HIAA and other monoamine meta

bolites (Higley et al., 1993; Rogers et al., 2004).

Heritability of variation in serotonergic function

could arise from any genes whose products par

ticipate in serotonin’s synthesis, release, reup

take, or metabolism, or in genes that encode

serotonin receptors (Manuck et al., 2006). A

well known case of genetic variation in seroto

nergic function involves the polymorphism in

the serotonin transporter (5 HTT or SERT)

gene. In humans, rhesus macaques, and other

primates as well, the promoter region of this

gene (5 HTTLPR) exists in two allelic variants,

which differ in length. The short allele confers

lower transcriptional efficiency to the serotonin

transporter gene (Bennett et al., 2002) and is

associated with reduced serotonin reuptake

into the presynaptic neuron and reduced sero

tonergic responsivity to neuroendocrine chal

lenges (Manuck et al., 2006). Human studies

have shown that individuals with one or two

copies of the short allele have greater amygdala

neuronal activation in response to faces with

threatening expressions (Skuse, 2006). These

individuals also had reduced gray matter in the

perigenual cingulate cortex (pACC) and in the

amygdala. The pACC has the greatest density of

serotonin terminals within the human cortex

and it is a major target for projections from

the amygdala. fMRI studies have shown that

people with at least one short allele had weaker

functional interactions between ventromedial

prefrontal cortex, pACC, and amygdala, sug

gesting that the presence of short allele is asso

ciated with hyperreactivity of the amygdala in

response to threats (Skuse, 2006).

In rhesusmacaques, the SERT polymorphism

is generally unrelated to CSF concentrations of

5 HIAA, with the exception of individuals

who are separated from their mothers at birth

and reared with peers (Bennett et al., 2002;

Maestripieri et al., 2006a). Nevertheless, indivi

duals who carry the short allele for SERT appear

to share some behavioral traits with individuals

with low CSF 5 HIAA, including higher aggres

siveness and earlier age of male emigration from

the group (Trefilov et al., 2000). Rhesus

macaque mothers who abuse their infants are

more likely to carry the short allele of the sero

tonin transporter gene than nonabusive mothers

(McCormack et., 2009). Furthermore, infants

with the short allele who are separated from

their mothers at birth or physically abused by

them are more likely to show anxiety and fear in

response to novelty and dysregulated HPA axis

responses to stress and challenges than indivi

duals with the same early experience who are

homozygous for the long allele (Barr et al.,

2004; Bennett et al., 2002; Lesch et al., 1996;

McCormack et al., 2009).

Comparative studies of functional variability

of the serotonin transporter gene in seven dif

ferent species of macaques have shown that spe

cies that are believed to more socially tolerant

and less despotic and nepotistic such as Barbary

macaques, Tibetan macaques, and stumptail

macaques are monomorphic for the SERT

gene. In contrast, species believed to be more

intolerant and aggressive such as rhesus, long

tailed, and pigtail macaques are polymorphic for

the SERT gene, with rhesus macaques having the

highest degree of polymorphism (Wendland et

al., 2005). Tonkean macaques, which are

believed to be relatively docile and egalitarian,

are polymorphic as well. Although these findings

suggest that genetic variation in serotonergic

function may play an important role in deter

mining species differences in aggressiveness

among macaques, caution is needed in inter

preting these results for several reasons. First,

species differences in aggressiveness among
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macaques are not well established. Second, the

species that are polymorphic for the SERT gene

are all closely related to each other, and more

distantly related from the species that are mono

morphic. Although Tonkean macaques would

be expected to be monomorphic on the basis of

their presumed behavioral characteristics, they

are polymorphic like pigtail macaques, a closely

related species from which they evolved.

At the individual level, early experience can

be an important source of variation in seroto

nergic function in adulthood. Long term effects

of early maternal deprivation on the develop

ment of the brain serotonergic system have

been reported in laboratory reared rhesus maca

ques (Higley et al., 1991; Kraemer et al., 1989;

Shannon et al., 2005). In group living rhesus

macaques, individuals exposed to high rates of

maternal rejection in infancy had significantly

lower CSF concentrations of 5 HIAA across

their first 3 years of life than the individuals

exposed to low rates of maternal rejection

(Maestripieri et al., 2006a). This difference was

found both in individuals reared by their biolo

gical mothers and in cross fostered juveniles,

suggesting that it did not reflect genetic simila

rities between mothers and offspring. Among

these juveniles, there was a significant negative

correlation between CSF 5 HIAA and rates of

scratching (Maestripieri et al., 2006b), sug

gesting that individuals with low CSF 5 HIAA

were more anxious than those with high 5 HIAA

(see Maestripieri et al., 1992, and Schino et al.,

1991, for the relation between scratching and

anxiety). When females who were reared by

high rejection mothers gave birth for the first

time, their low 5 HIAA was associated with

high rates of maternal rejection toward their

own infants (Maestripieri et al., 2007). The

maternal rejection rates of daughters closely

resembled those of their mothers and the resem

blance was particularly strong for the cross fos

tered females and their foster mothers

(Maestripieri et al., 2007).

The serotonin systemmay also be involved in

the intergenerational transmission of infant

abuse.We reported that about half of the females

who were abused by their mothers early in life,

whether cross fostered or non cross fostered,

exhibited abusive parenting toward their first

born offspring, whereas none of the females

reared by nonabusive mothers did (including

those born to abusive mothers; Maestripieri,

2005). Moreover, the abused females, both

cross fostered and non cross fostered, who

became abusive mothers had lower CSF

5 HIAA concentrations than the abused females

who did not become abusive mothers

(Maestripieri et al., 2006a). Since abuse tends

to co occur with high rates ofmaternal rejection,

our findings suggest that experience induced

long term alterations in serotonergic function

in females reared by highly rejecting and abusive

mothers contribute to the manifestation of

maternal rejection and abusive parenting in

adulthood. It is possible that experience induced

reduction in serotonergic function results in ele

vated anxiety and impaired impulse control, and

that high anxiety and impulsivity increase the

probability of occurrence of maternal rejection

and abusive parenting with one’s own offspring

later in life, perhaps in conjunction with

social learning resulting from direct experience

with one’s own mother or from observation

of maternal interactions with siblings

(Maestripieri, 2008).

THE NEURAL SUBSTRATES OF
SOCIAL BEHAVIOR: BRAIN
LESION STUDIES

Studies employing brain lesions to investigate

the role of different neural structures in the

regulation of social behavior have focused

mostly on the amygdala, and to a lesser extent

on the hypothalamus, the hippocampus, tem

poral lobes, and orbital frontal cortex. These

structures play an important role in the proces

sing of environmental stimuli and the produc

tion of emotional responses that regulate

survival related behaviors. These brain regions

are also rich in receptors for neuropeptides and

monoamines as well as for other hormones and

neurotransmitters that have been shown to

affect social behavior in primates and other

animals (e.g., Way et al., 2007). In highly

social organisms such as primates, limbic and

cortical responses to social stimuli can play a

372 PRIMATE NEUROETHOLOGY



fundamental role in an individual’s ability to

achieve successful survival and reproduction.

For example, since the amygdala is necessary

for the interpretation of social stimuli and the

production of emotional responses that regulate

avoidance and aggressive behavior, this struc

ture can potentially play an important role in

the regulation of primate social behavior. The

hypothalamus plays an important role in regu

lating the motivational aspects of sexual and

maternal behavior, and the hippocampus may

be relevant to social behavior regulation insofar

as it plays a role in processing the spatial and

contextual interrelations of social stimuli. The

orbital frontal cortex is strongly connected with

brain regions that process all sensory stimuli,

while temporal lobes have been implicated in

the processing of facial expressions and body

movements. Therefore, these structures are

likely implicated in the neural control of social

cognition, and in the acquisition and processing

of information that motivates and controls

social interactions.

Studies of brain lesions and social behavior in

primates have generally taken two different

approaches. Some of them have investigated

the effects of lesions on the expression of social

behavior in adults, while others have investi

gated the effects of lesions on the development

of social behavior in infants. In general, the

results of studies in which temporal lobes,

orbital frontal cortex, and hippocampus were

lesioned in adults have been consistent with

those of studies in which these brain areas were

lesioned in infants. In the case of amygdala

lesions, however, the results of studies involving

adults and infants have produced somewhat

inconsistent results (see later).

Young and adult monkeys with lesions of the

temporal lobes are generally socially withdrawn

or inactive and hyporeactive to fear inducing

stimuli, and in the case of adults, they also

show inappropriate sexual behavior such as

mounting inanimate objects (Bachevalier et al.,

2001; Brown & Schaefer, 1888; Kluver & Bucy,

1937, 1939). Individuals with these lesions

appear to have impaired ability to discriminate

between conspecifics and objects, and therefore

to respond properly to socially relevant stimuli.

Lesions of the orbital frontal cortex appear to

result in avoidance of social interactions and

alterations in aggressiveness and dominance

(Butter & Snyder, 1972; Raleigh & Steklis,

1981). Individuals with these lesions also show

impairments in their social attachments, such as

a weaker preference for their primary caregiver

(Goursaud & Bachevalier, 2007).

An early study by Rosvold and colleagues

(1954) reported that male rhesus monkeys who

had achieved high dominance rank in artificially

created social groups fell to the bottom of the

hierarchy and behaved submissively following

bilateral amygdalectomy and reintroduction to

the group. Similarly, in a series of studies con

ducted with rhesus macaques, stumptail maca

ques and vervet monkeys, Kling and colleagues

reported that individuals with bilateral lesions of

the amygdala who were reintroduced into their

social groups failed to re establish functional

social relationships with other individuals and

were either attacked or ignored by others (Dicks

et al., 1969; Kling & Cornell, 1971; Kling &

Steklis, 1976; Kling et al., 1970). Changes in

maternal and sexual behavior in amygdala

lesioned animals were reported as well (e.g.,

Kling & Brothers 1992). Spies and colleagues

(1976) reported that female rhesus monkeys

with bilateral lesions of the amygdala showed

impaired sexual proceptive behavior but

normal receptivity and copulatory behavior

when paired with amale in a cage (similar results

have also been obtained with lesions of the

hypothalamus; see later).

Early studies involving amygdala lesions in

monkeys have been criticized by Amaral (2002;

see also Amaral et al., 2003) because these lesions

were not selective enough and the behavioral

observations were not accurate enough to war

rant strong conclusions regarding the relation

between amygdala and social behavior. Amaral

and colleagues conducted a series of studies

involving amygdala lesions in rhesus monkeys,

in which the specificity of such lesions was

greatly enhanced by the use of ibotenic acid, a

neurotoxin that is injected stereotaxically into

the brain and selectively destroys the amygdala

without affecting adjacent areas. One set of stu

dies examined the effects of amygdala lesions on
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the behavior of adult males in a variety of labora

tory testing conditions. In dyadic social interac

tions in which the amygdala lesioned males and

their unoperated controls were tested with the

same stimulus individuals, the lesioned males

showed reduced latency to engage in social inter

actions with their partners and greater affilia

tion, particularly during the early encounters,

suggesting that they had lower social anxiety

and more social disinhibition than controls

(Emery et al., 2001). The lesioned animals also

exhibited lower elevations in plasma cortisol

levels in response to the social encounters than

the controls did, suggesting that the amygdala

lesion reduced the extent to which the indivi

duals interpreted the interaction with an unfa

miliar individual as stressful (Amaral, 2002).

Perhaps as a result of the behavior of the lesioned

individuals, the stimulus partners directed more

affiliative behavior toward them than toward the

controls (Emery et al., 2001). The amygdala

lesioned adult males showed reduced behavioral

inhibition also in response to people and novel

objects. For example, they had a lower latency to

retrieve a grape and to approach and handle a

rubber snake than controls (Mason et al., 2006).

Thus, adult males with bilateral lesions of the

amygdala show behavioral characteristics similar

to those of individuals who experienced much

larger lesions of the temporal lobes (Kluver &

Bucy, 1937, 1939).

Amaral and collaborators also investigated

the long term effects of brain lesions on infant

behavioral development. Bilateral lesions of the

amygdala or the hippocampus were performed

in 2 week old infants, who were returned to

their mothers and reared by them in small

cages with or without other mother infant

pairs. Mother infant behavioral interactions

were not significantly altered by amygdala or

hippocampus lesions, with the exception of

increased mother infant contact in the amyg

dala lesioned group (Bauman et al., 2004).

When infants were permanently separated from

their mothers at 6 months of age, the amygdala

lesioned infants did not preferentially seek

proximity to their mother in a social preference

test in which they could choose between their

mother and another familiar adult female

(Bauman et al., 2004). This finding was inter

preted as indicative of an impairment in the

perception of potential danger rather than as a

specific deficit in the bond with the mother. The

amygdala lesioned infants, however, did not

differ significantly from controls in their

plasma cortisol response to separation from

their mothers or in their cortisol responses to

dexamethasone suppression and ACTH chal

lenge (Goursaud et al., 2006). At 6 to 12

months of age, the amygdala lesioned infants

showed reduced fear of novel objects such as

rubber snakes but more fearful behavior than

both hippocampus lesioned and sham operated

controls during dyadic encounters with both

familiar and unfamiliar conspecifics (Bauman

et al., 2004; Prather et al., 2001). The behavior

of both amygdala and hippocampus lesioned

infants in both dyadic and group interactions,

however, was generally normal and age appro

priate. If anything, the amygdala lesioned

infants showed more affiliative and submissive

behavior than the infants in the other groups

(Bauman et al., 2004). At approximately 18

months of age, dominance tests were conducted

in which the juveniles were given the opportu

nity to retrieve preferred food items in a compe

titive situation involving other individuals

(Bauman et al., 2006). In these tests, the amyg

dala lesioned individuals showed longer laten

cies to retrieve the food, reduced aggressive

behaviors, and more frequent fear and submis

sive behaviors than hippocampus lesioned indi

viduals and sham lesioned controls. The

behavioral effects of amygdala lesions conducted

in infancy, therefore, appeared to be opposite to

those of similar lesions performed in adult

males. Finally, Goursaud and Bachevalier

(2007) reported that rhesus monkeys receiving

bilateral ibotenic acid lesions of amygdala and

hippocampus at 1 to 2 weeks of age and who

were subsequently reared by human caregivers

did not differ from controls in their preference

for their primary caregiver versus another

familiar human when tested in a social prefer

ence task at 11 months of age.

Taken together, the results of these studies

suggest that an intact amygdala is not necessary

for the expression of normal social behavior in
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adult macaques or for normal social develop

ment in infants (Amaral et al., 2003). Although

evidence from single neuron studies suggests

that neurons in the amygdala fire at different

rates following exposure to different facial

expressions of emotion (Gothard et al., 2007),

Amaral and colleagues (2003) have recently

questioned the hypothesis that the amygdala

plays an important role in social cognition (see

Brothers, 1996). Rather, their view is that amyg

dala serves the function of a protection device: It

allows an individual to evaluate the extent to

which novel objects in the environment or social

situations pose a threat or danger and helps the

individual to produce an appropriate response,

through projections to other areas of the brain

such as the cortex and the hippocampus.Without

an intact amygdala, monkeys fail to properly

evaluate and recognize the riskiness of a particular

stimulus. As a result, amygdala lesionedmonkeys

show a lack of fear responses to threatening

objects and appear to be uninhibited in poten

tially dangerous social situations.

Primate brain lesion studies investigating

hypothalamic influences on social behavior have

mostly focused on sexual behavior. Research con

ducted by Dixson and colleagues showed that

lesions of the anterior and medial hypothalamus

in female marmosets impair female active initia

tion of sexual activity (proceptivity) but not

responses to male sexual advances (receptivity)

(Dixson, 1990; Dixson & Hastings, 1992;

Kendrick & Dixson, 1986). Consistent with these

results, studies of macaques have shown that elec

trical stimulation of the ventromedial or preoptic

area of the hypothalamus enhances female procep

tive behavior toward males (Koyama et al., 1988).

Moreover, neurons in the ventromedial hypotha

lamus increase their firing rate while female maca

ques are engaged in proceptive behavior or

copulation, while those of the preoptic area

decrease their firing rate during these activities

(Aou et al., 1988). Taken together, the results of

these studies suggest that the hypothalamic

mechanisms regulating sexual behavior in pri

mates may differ from nonprimate mammals in

some important ways (Dixson, 1998). Different

areas of the hypothalamus may control different

components of sexual behavior in female

primates, and since female primates are unique

in their ability to engage in sexual behavior

outside of the fertile phase of their cycle (Wallen,

1990), it is possible that the neural control of

sexual behavior in primates overlaps with the

neural control of affiliation and bonding to a

larger extent than in other mammals. Although

the hypothalamus plays an important role in

regulating maternal motivation in rodents and

other mammals, there have been no studies inves

tigating the effects of hypothalamic lesions on

parental motivation and behavior in nonhuman

primates.

CONCLUSIONS

Studies of the neural substrates or neurochem

ical mechanisms underlying social behavior in

nonhuman primates are clearly limited when

compared to those conducted with other

animals, particularly laboratory rodents.

Moreover, since most research on the neuro

biology of primate social behavior has been con

ducted with the few primate species that are

readily available in captivity, such as rhesus

macaques, marmosets, or squirrel monkeys, the

conclusions of these studies may not be general

izable to other primates, let alone to other

animals. Nevertheless, the research findings

reviewed in this chapter have made a significant

contribution to our understanding of the neu

robiological regulation of primate social

behavior.

Research on social cognition aside, most of

the work investigating the neural and neuro

chemical control of social behavior has focused

on the limbic system and its relation to emo

tional and motivational substrates of behavior.

The best experimental evidence linking specific

brain regions or neurochemical systems to emo

tional substrates of social behavior has been

obtained for ‘‘negative’’ emotions such as

anxiety, fear, and impulsivity and for agonistic

behaviors such as aggression and avoidance.

With the exception of work on endogenous

opioids and affiliation, ‘‘positive’’ emotions

and their relations to affiliation and social

bonding have proven more difficult to study.
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Research in this area has been driven by findings

obtained with rodents, but whether conceptua

lizations of affiliation and social bonding in

rodents can be directly extrapolated to primates

remains unclear. Similarly, although there is a

wealth of evidence linking social bonding

to oxytocin and vasopressin in rodents

(e.g., Carter, 1998; Young, 2002), empirical evi

dence that these peptides affect social bonding in

primates is very preliminary or equivocal.

Studies of complex affiliative behavior, and to

some extent also of aggressive, sexual, and par

ental behavior, in primates will need greater

conceptual and experimental sophistication

than studies conducted with laboratory rodents.

Because of ethical and logistical constraints in

the study of brain behavior relationships in non

human primates, most studies to date have

attempted to measure, often very indirectly, the

activity of brain regions or neurochemical systems

and then to correlate these measures with aspects

of behavior. Although the neuropharmacological

manipulation of behavior in complex social set

tings could be an effective approach for testing

neuroethological hypotheses, this approach has

generally been underutilized in primate research.

The effects of various psychotropic drugs on the

social behavior of nonhuman primates have been

investigated in a number of studies (see Smith &

Byrd, 1983). Inmany of these studies, however, the

relation between drugs and behavior was investi

gated without a clear understanding of the drug’s

mechanisms of action in the brain, and without

attempting to test specific hypotheses concerning

the neurobiological regulation of behavior. Since

the physiological and molecular mechanisms of

action of many neuropharmacological agents are

now well understood, hypothesis driven neuro

pharmacological manipulations of social behavior

could play an important role in primate

neuroethological research.

Brain lesions have proven useful in investi

gating the role of particular brain regions in the

expression of primate social behavior. Brain

lesion studies, however, have limitations in that

lesions are not always specific and cause per

manent and irreversible brain damage. Brain

imaging techniques are far less invasive than

lesions and hold great promise for future

research in primate social neuroethology. One

constraint of brain imaging studies of non

human primates is that they must be conducted

under controlled laboratory conditions. A

similar constraint exists also for human studies,

but despite this constraint, thousands of brain

imaging studies with humans have been con

ducted in the past few decades, many of which

focused on social cognition and social behavior

(e.g., Rilling et al.,). Brain imaging both struc

tural and functional is arguably also the

experimental technique with the greatest poten

tial for answering evolutionary questions

about brain behavior relationships in primates

(e.g., Rilling & Insel, 1999). By systematically

documenting similarities and differences in the

structure of different brain regions across

primate species and in how these regions are

activated during complex social interactions,

we could potentially acquire a great deal of new

information about the evolution of social and

cognitive complexity in the Primate Order and

the brain mechanisms that support it.
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CHAPTER 20

Neural Bases of Numerical Cognition

Andreas Nieder

INTRODUCTION

Dealing with numbers had long been thought to

be an exclusive faculty of language endowed

humans. Symbolic number representations, such

as numerals and number words, and the infinite

mathematical manipulations they enable are

uniquely human cultural achievements and

shape our technologically advanced and scientific

culture. However, basic numerical competence

does not depend on language; it is rooted in bio

logical primitives that can already be found in

animals. As illustrated by Elizabeth Brannon and

colleagues (Chapter 8), animals possess impressive

numerical capabilities and are able to nonverbally

and approximately grasp the numerical properties

of objects and events. Such a numerical estimation

system for representing number as language inde

pendent mental magnitudes (analog magnitude

system) is a precursor on which verbal numerical

representations build, and their neural founda

tions can be studied in animal models.

This review charts the progress made in our

understanding of the neuronal substrates and

mechanisms of nonverbal numerical compe

tence in nonhuman primates. It is structured

according to the two major concepts numerical

cognition encompasses: numerical quantity and

numerical rank (Wiese, 2003). Numerical quan

tity refers to the empirical property cardinality

(‘‘numerosity,’’ the size of a set) of objects and

events. It pertains to the question ‘‘How many?’’

for numerable quantity, and ‘‘How much?’’ for

innumerable quantity. Numerical rank refers to

the empirical property serial order and is sought

after by the question ‘‘Which position?’’

NUMERICAL QUANTITY
(CARDINALITY)

Neurons Encoding Numerical Quantity

Recordings in monkeys trained to discriminate

numerosity demonstrated the capacity of single

neurons to encode cardinality (Nieder & Miller,

2004a; Nieder et al., 2002, 2006). In the basic

layout of the task, monkeys viewed a sequence of

two displays separated by a memory delay and

were required to judge whether the displays con

tained the same number of items (Fig. 20.1A).

To ensure that the monkeys solved the task by

judging number per se rather than simply mem

orizing sequences of visual patterns or exploiting

low level visual features that correlate with

number, sensory cues (such as position, shape,

overall area, circumference, and density) were

varied considerably and controlled for (Nieder

et al., 2002).

Numerosity selective neurons were tuned to

the number of items in a visual display; that is,

they showed maximum activity to one of the

presented quantities a neuron’s ‘‘preferred

numerosity’’ and a progressive dropoff as the

quantity became more remote from the pre

ferred number (Nieder & Merten, 2007; Nieder

et al., 2002). Importantly, changes in the physical

appearance of the displays had no effect on the

activity of numerosity selective neurons (Nieder

& Miller, 2004a; Nieder et al., 2002, 2006).

A high proportion of numerosity detectors

(Fig. 20.1B) was found in the lateral prefrontal

cortex (PFC) (Nieder et al., 2002). In the pos

terior parietal cortex (PPC), numerosity selective
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Figure 20.1 Representation of visual cardinality in rhesus monkeys. (A) Delayed match to sample task
with visually presented numerosity as the stimulus dimension of interest. A trial started when the monkey
grasped a lever and fixated at a central target. After 500ms of pure fixation, the sample stimulus (800ms)
cued the monkey for a certain numerosity it had to memorize during a 1,000 ms delay period. Then, the test
1 stimulus was presented, which in 50% of cases was a match showing the same number of dots as cued
during the sample period. In the other 50% of cases the test 1 display was a nonmatch, which showed a
different numerosity as the sample display. After a nonmatch test stimulus, a second test stimulus (test 2)
appeared that was always a match. To receive a fluid reward, monkeys were required to release the lever as
soon as a match appeared. Trials were pseudo randomized and balanced across all relevant features.
Monkeys were required to maintain fixation throughout the sample and delay period. (B) Lateral view of
a monkey brain showing the recording sites in lateral prefrontal cortex (LPFC), posterior parietal cortex
(PPC), and anterior inferior temporal cortex (aITC). The proportion of numerosity selective neurons in
each area is color coded according to the color scale. The intraparietal sulcus (IPS) is unfolded to show the
different areas in the lateral and medial walls. Numbers on prefrontal cortex (PFC) indicate anatomical
areas. As, arcuate sulcus; Cs, central sulcus; LF, lateral fissure; LS, lunate sulcus; Ps, principal sulcus; Sts,
Superior temporal sulcus. After Nieder, A., & Miller, E. K. (2004a). A parieto frontal network for visual
numerical information in the monkey. Proceedings of the National Academy of Sciences of the USA, 101,
7457 7462. (C,D) Responses of single neurons that were recorded from the PFC (C) and the IPS (D). Both
neurons show graded discharge during sample presentation (interval shaded in gray, 500 to 1,300 ms) as a
function of numerosities 1 to 5 (color coded averaged discharge functions). The insets in the upper right
corner show the tuning of both neurons and their responses to different control stimuli. The preferred
numerosity was 4 for the PFC neuron (B) and 1 for the IPS neuron (C). After Nieder, A., Freedman, D. J., &
Miller, E. K. (2002). Representation of the quantity of visual items in the primate prefrontal cortex. Science,
297, 1708 1711.
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neurons were sparsely distributed in several areas,

but relatively abundant in the fundus of the intra

parietal sulcus (IPS), termed the ventral

intraparietal area (VIP) (Colby et al., 1993).

There were few such cells in the anterior inferior

temporal cortex (aITC) (Nieder & Miller 2004a)

(Fig. 20.1B).

Item numbers can be determined in two fun

damentally different spatio temporal presenta

tion formats. When presented simultaneously as

in multiple item patterns, numerosity can be

estimated at a single glance in a direct, percep

tual like way from a spatial arrangement. On a

behavioral level, constant reaction times and

equal numbers of scanning eye movements to

individual items (Nieder & Miller, 2004b) indi

cate parallel processing mechanisms for quantity

assessments from multiple dot patterns.

Moreover, the response latencies of single neu

rons are indifferent across numerosities (Nieder

et al., 2002). In contrast to a simultaneous pre

sentation, the elements of a set can be presented

one by one and, thus, need to be enumerated

successively across time (Cordes et al., 2001;

Meck & Church, 1983; Whalen et al., 1999).

Sequential enumeration is cognitively more

demanding; it incorporates multiple encoding,

memory, and updating stages; it may even be

regarded as a form of addition of one. Sequential

enumeration is particularly interesting in that it

constitutes a nonverbal precursor of real

counting; after all, verbal counting is a sequential

enumeration process using number symbols

(i.e., 1 2 3, etc.).

To address the neuronal representation of

an abstract counting like accumulation of

sensory events and to compare it to the

encoding of numerosity in simultaneous dis

plays, Nieder and colleagues (2006) recorded

single cell activity in the fundus of the IPS

while monkeys performed a delayed match

to sample task in which sample numerosity

was specified either by single dots appearing

one by one to indicate the number of items

in sequence (‘‘sequential protocol,’’ Fig.

20.2A) or by multiple dot patterns (‘‘simul

taneous protocol,’’ Fig. 20.1A). It was

ensured that temporal or spatial cues could

not be used by the animals to solve the task.

In addition to the previously described neu

rons selective to numerosity in multiple dot

patterns, roughly 25% of the neurons in the

fundus of the IPS also encoded sequentially

presented numerical quantity (Fig. 20.2B).

However, numerical quantity was represented

by distinct populations of neurons during the

ongoing spatial or temporal enumeration

process (i.e., in the sample phase); cells

encoding the number of sequential items

were not tuned to numerosity in multiple

item displays, and vice versa. Once the enu

meration process was completed, though, and

the monkeys had to store information in

mind, a third population of neurons coded

numerosity both in the sequential and simul

taneous protocol; about 20% of the cells were

tuned to numerosity irrespective of whether

is was cued simultaneously or in sequence

(Fig. 20.2C E). This argues for segregated

processing of numerosity during the actual

encoding stage in the parietal lobe, but also

for a final convergence of the segregated

information to form most abstract quantity

representations. The intermediate numerosity

of an ongoing quantification process and the

storage of the final cardinality are accom

plished by different neuronal populations.

In another domain, cells in the superior parietal

lobule (SPL) have been reported to keep track of

the number of movements (Sawamura et al.,

2002). The authors trained monkeys to alternate

between five arm movements of one type (‘‘push’’

and ‘‘turn’’) and five of another. They found neu

rons in a somatosensory responsive region (part of

area 5) of the SPL that maintained the number of

movements. Relatively few such neurons were

found in the same lateral PFC regions where

other perceptual categories were investigated.

One possibility for the difference between these

studies may be modality (touch vs. vision), but

another may be the level of abstraction. Most

movement number representations found by

Sawamura and colleagues (85%) were not

abstract; number selective activity depended

on whether the monkey’s movement was

‘‘push’’ or ‘‘turn.’’ By contrast, the visual

numerosity representations found in the PFC

and fundus of the IPS were abstract and
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generalized (Nieder & Miller, 2004a; Nieder et

al., 2002, 2006).

The parietal cortex, and the IPS in particular,

might be the first cortical stage that extracts visual

numerical information because its neurons

require shorter latencies to become numerosity

selective than PFC neurons (Nieder & Miller,

2004a). As PPC and PFC are functionally inter

connected (Chafee & Goldman Rakic 2000;

Quintana & Fuster, 1999), that information

might be conveyed directly or indirectly to the

PFC, where it is amplified andmaintained to gain

Figure 20.2 Coding of sequentially presented numerosity. (A) Sequential delayed match to numerosity
task (here for numerosity 3). The sample numerosity was cued by sequentially presented items temporally
separated by pauses containing no items. The temporal succession and duration of individual items were
varied within and across quantities. (B) Responses of an example neuron selective to the sequential
quantity 2 (only one condition shown for clarity). Top panel illustrates the temporal succession of
individual items (square pulses represent single items). The corresponding latency corrected discharges
for many repetitions of the protocol are plotted as averaged spike density functions. The first 500 ms
represent the fixation period. Corresponding colors were used for the stimulation illustration and the
plotting of the neural data. Gray shaded areas denote item presentation. The inset shows the tuning
functions of the neuron to the standard and a control protocol (error bars represent SEM) for four
sequential dots. In both protocols, the neuron was tuned to numerosity 2. (C E) Spike density
histograms of a single intraparietal sulcus (IPS) neuron showing remarkably similar delay activity in the
sequential (C) versus simultaneous (D) presentation protocol, with 3 as the preferred numerosity. This
neuron was not numerosity selective in the sample period. (E) Tuning functions of the neuron in C and D
calculated for the delay period. After Nieder, A., Diester, I., & Tudusciuc, O. (2006). Temporal and spatial
enumeration processes in the primate parietal cortex. Science, 313, 1431 1435.
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control over behavior. As classical association

cortices, the prefrontal and posterior parietal cor

tices are ideal brain structures for an abstract

encoding of quantity. They receive highly pro

cessed multimodal input (Bremmer et al., 2001;

Duhamel et al., 1998; Lewis & Van Essen, 2000;

Miller & Cohen, 2001) a prerequisite for

numerical competence because the number con

cept applies equally well to all sensory modalities.

Both are cardinal processing stages for executive

functions (e.g., categorization, working memory,

decision making, goal directed behavior, etc.)

and play an important role in maintaining infor

mation ‘‘online’’ (Freedman et al., 2001; Stoet &

Snyder, 2004; Wallis et al., 2001), and the PPC in

particular hosts neural circuitry dedicated to the

representation of abstract spatial information

(Colby & Goldberg, 1999).

Behavioral Significance of Numerosity-

Selective Neurons

The activity of all numerosity selective neurons,

each tuned to a specific preferred numerosity,

formed a bank of overlapping numerosity filters

(Fig. 20.3B), mirroring the animals’ behavioral

performance (Fig. 20.3A). Interestingly, the

neurons’ sequentially arranged overlapping

tuning curves preserved an inherent order of

cardinalities. This is important because numeros

ities are not isolated categories, but exist in rela

tion to one another (e.g., 3 is greater than 2 and

less than 4); they need to be sequentially ordered

to allow meaningful quantity assignments.

The response properties of numerosity selec

tive cortical cells can explain basic psychophy

sical phenomena in monkeys, such as the

numerical distance and size effect (Fig. 20.3).

The numerical distance effect states that it is

easier to discriminate quantities that are

numerically remote from each other (say, 2 vs.

6 is easier than 5 vs. 6), while the numerical size

effect captures the finding that pairs of numer

osities of a constant numerical distance are easier

to discriminate if the quantities are small (e.g., 2

vs. 3 is easier than 5 vs. 6). The numerical dis

tance effect results from the fact that the neural

filter functions that are engaged in the discrimi

nation of adjacent numerosities heavily overlap

(Nieder & Miller, 2003). As a consequence, the

signal to noise ratio of the neural signal detec

tion process is low, and the monkeys make many

errors. On the other hand, the filter functions of

neurons that are tuned to remote numerosities

Figure 20.2 (Continued)
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barely overlap, which results in a high signal to

noise ratio and, therefore, good performance in

cases where the animal has to discriminate sets of

a larger numerical distance. The behavioral con

sequences of the numerical size effect are there

fore in accordance with Weber’s Law.

The numerical size effect is directly related to

the precision of the neuronal numerosity filters:

The widths of the tuning curves (or neuronal

numerical representations) increase linearly with

preferred numerosities (i.e., on average, tuning

precision deteriorates as the preferred quantity

increases). Hence, more selective neural filters

that do not overlap extensively are engaged if a

monkey has to discriminate small numerosities

(say, 1 and 2), which results in high signal to

noise ratios and few errors in the discrimination.

Conversely, if a monkey has to discriminate large

numerosities (such as 4 and 5), the filter functions

would overlap considerably. Therefore, the dis

crimination has a low signal to noise ratio, which

leads to poor performance.

An important piece of evidence for the con

tribution of numerosity selective neurons to

behavioral performance came from the examina

tion of error trials. When the monkeys made

judgment errors, the neural activity for the pre

ferred quantity was significantly reduced as com

pared to correct trials (Nieder & Merten, 2007;

Nieder &Miller, 2004a; Nieder et al., 2002, 2006).

As a result of this (and the ordered representation

of quantity), the activity to a given preferred

numerosity on error trials was more similar to

that elicited by adjacent nonpreferred quantities

on correct trials. In other words, if the neurons

did not encode the numerosity properly, the

monkeys were prone to mistakes.

Implementing Numerosity Detectors

How may numerosity selective neurons tuned

to preferred numerosities arise in the course of

cortical processing? Purely sensory, nonnume

rical properties (such as binocular disparity,

wavelength, and contrast in the visual system)

Figure 20.3 Relation between monkey behavior and numerosity selective neurons. (A) Behavioral
numerosity discrimination functions of two monkeys. The curves indicate whether they judged the first
test stimulus as containing the same number of items as the sample display. The function peaks (and the
color legend) indicate the sample numerosity for which each curve was derived. Behavioral filter functions
are skewed on a linear scale (left), but symmetric on a logarithmic scale (right). (B) The averaged single cell
numerosity tuning functions (from prefrontal cortex) are also asymmetric on a linear scale, but symmetric
after logarithmic transformation. After Nieder, A., & Miller, E. K. (2003). Coding of cognitive magnitude:
Compressed scaling of numerical information in the primate prefrontal cortex. Neuron, 37, 149 157.
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are encoded already at the earliest processing

stages of the sensory epithelia (Van Essen &

DeYoe, 1993). Number, on the other hand, is a

most abstract category devoid of specific sensory

features; two cats and two calls have nothing in

common, except that the size of their sets is

‘‘two.’’ How, then, may the cardinality of objects

or events, the pure number of entities, be derived

in terms of neuronal information processing?

Two main models have been proposed to

explain the implementation of quantity infor

mation. The mode control model by Meck and

Church (1983) works in series and suggests that

each item is encoded by an impulse from a pace

maker, which is added to an accumulator

(Fig. 20.4A). The magnitude in the accumulator

at the end of the count is then read into memory,

forming a representation of the number of a set.

Thus, it is assumed that quantity is encoded by

‘‘summation coding’’ (i.e., the monotonically

increasing and decreasing response functions of

the neurons; see also network model by Zorzi &

Butterworth, 1999; Zorzi et al., 2005).

Another model, the neural filtering model by

Dehaene and Changeux (1993), implements

numerosity in parallel (Fig. 20.4B). First, each

(visual) stimulus is coded as a local Gaussian

distribution of activation by topographically

organized input clusters (simulating the retina).

Next, items of different sizes are normalized to a

size independent code. At that stage, item size,

which was initially coded by the number of active

clusters on the retina (quantity code), is now

encoded by the position of active clusters on a

location map (position code). Clusters in the

locationmap project to every unit of downstream

‘‘summation clusters,’’ whose thresholds increase

with increasing number and pool the total activity

of the location map. The summation clusters

finally project to ‘‘numerosity clusters.’’

Numerosity clusters are characterized by central

excitation and lateral inhibition so that each

numerosity cluster responds only to a selected

range of values of the total normalized activity

(i.e., their preferred numerosity). Since the

numerosity of a stimulus is encoded by peaked

tuning functions with a preferred numerosity

(causing maximum discharge), this mechanism

is termed ‘‘labeled line code.’’ A similar

architecture was proposed by Verguts and Fias

(2004) using a backpropagation network.

Interestingly, summation units developed spon

taneously in the second processing stage (the

‘‘hidden units’’) after tuned numerosity detectors

were determined at the output stage.

Even though numerosity representations

derived with both models are noisy (approxi

mate) and obey Weber’s Law, the two models

differ in important aspects. The mode control

model by Meck and Church (1983) operates

serially and assumes representation of cardin

ality on a linear scale, whereas in the neural

filtering model by Dehaene and Changeux

(1993), numerosity is encoded in parallel and

represented on a logarithmic scale (the same

holds for the backpropagation model by

Verguts and Fias [2004]). Bothmodels, however,

have summation units implemented that accu

mulate number in a graded fashion prior to

feeding into numerosity detectors at the

output. As a putative physiological reflection of

this computational stage in models of number

processing, Roitman and colleagues (2007)

recorded neurons in the parietal lobe whose

responses resembled the output of accumulator

neurons with response functions that systemati

cally increased or decreased with an increase of

stimulus set size (Fig. 20.4C,D).

In this study, the activity of single neurons was

recorded in the lateral intraparietal (LIP) area of

monkeys performing a delayed saccade task

(Roitman et al., 2007). On each trial, monkeys

maintained fixation on a central point while a

saccade target was placed at a random location

lateral to the fixation spot. When the fixation

point was extinguished, the monkey shifted its

gaze to the saccade target to receive a fluid

reward. Prior to the monkey performing the sac

cade toward the target, a set of items (2, 4, 8, 16, or

32 dots) at the location of the recorded cell’s recep

tive field informed the monkey about the amount

of reward it would receive after a correct saccade.

One of the five possible numerosities was selected

as the standard, which was then presented in half

of the trials. In such standard trials, the animal

received a fixed amount of fluid as reward. In each

of the remaining trials, one of the four deviant

numerosities was shown, resulting in a slightly
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larger amount of fluid as reward. This encouraged

the monkey to pay attention to the numerosities,

even though they were not to be discriminated or

otherwise used in the task.

Roitman and coworkers (2007) found that

the activity of most LIP neurons increased or

decreased systematically with increasing

number of elements during stimulus presenta

tion (Fig. 20.4C,D) (irrespective of other

stimulus features or cognitive demands).

Thus, a population of neurons in the LIP area

encoded the number of elements in a visual

array in a roughly monotonic manner, similar

to neurons representing sensory magnitude

(Brody et al., 2003; Romo et al., 1999). The

authors suggested that these two classes of

number selective neurons may be the physio

logical instantiation of the summation units

Figure 20.4 Implementation of numerosity detectors. (A) Mode control model. After Meck, W. H., &
Church, R. M. (1983). A mode control model of counting and timing processes. Journal of Experimental
Psychology: Animal Behavioral Processes, 9, 320 334. (B) Neural filtering model. After Dehaene, S., &
Changeux, J. P. (1993). Development of elementary numerical abilities: A neural model. Journal of Cognitive
Neuroscience, 5, 390 407. (C, D) Neurons in lateral intraparietal (LIP) area discharge monotonically as a
function of set size during an implicit numerosity task. Two single cells are depicted that show an increase (C)
or decrease (D) of discharge rate, respectively, with increasing numerosity. Each neuron was tested with
different standard (color code) and deviant numerosities (see text for explanation of the task). FromRoitman,
J. D., Brannon, E. M., & Platt, M. L. (2007). Monotonic coding of numerosity in macaque lateral intraparietal
area. PLoS Biology, 8, e208. (E H) Prefrontal cortex neurons tuned to preferred numerosities in monkeys
performing a delayed match to numerosity task. Preferred numerosity was 2 (E), 4 (F), 6 (G), and 20 (H).
From Nieder, A., & Merten, K. (2007). A labeled line code for small and large numerosities in the monkey
prefrontal cortex. Journal of Neuroscience, 27, 5986 5993.
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and numerosity units proposed in neural net

work models of numerical representation;

monotonic magnitude coding of LIP neurons

may provide input to neurons in the PPC and

PFC that compute cardinal numerical represen

tations via tuning to preferred numerosities

(Fig. 20.4E H) (Nieder & Merten, 2007;

Nieder & Miller, 2004a; Nieder et al., 2002,

2006; Piazza et al., 2004).

In agreement with this hypothesis, monotonic

neurons described in the LIP area would operate

on an intermediate level of numerosity detection.

The numerosity stimuli used by Roitman and

coworkers (2007) were carefully placed over the

spatially confined response fields of LIP neurons

and thus allowed to address local information

processing. Final processing stages of abstract

numerical information, however, are required to

integrate across time, space, and modality. Area

VIP and the PFC are ideal candidate structures for

a global representation of numerosity; both areas

integrate multimodal input (Duhamel et al.,

1998), and neurons in PFC in particular exhibit

global cognitive processing properties that are no

longer spatially restricted (Everling et al., 2002).

Behavioral relevance is another aspect that could

have a substantial effect on the coding scheme. All

studies that required the monkeys to use cardinal

numerical information explicitly to solve a task

found a labeled line code, irrespective of stimulus

modality, presentation format, and recording site

(Nieder et al., 2002, 2006; Sawamura et al., 2002),

whereas numerosity was implicitly informative in

the delayed saccade task (Roitman et al., 2007) but

had no impact on the monkeys’ task performance.

Thus, the neuronal representation may change if

quantity is encoded as an explicit category.

The Scaling of Numerical Representations

As mentioned previously, the neurons’ overlap

ping tuning curves are ordered along a ‘‘number

line’’ (Fig. 20.3B). But what is the scaling scheme

of such a ‘‘number line’’? Are neuronal numerical

representations best described on a linear or a

nonlinear, possibly logarithmically compressed

scale? The latter would be predicted if Fechner’s

Law holds. Fechner’s Law states that the perceived

magnitude (S) is a logarithmic function of

stimulus intensity (I) multiplied by a modality

and dimension specific constant (k). If the tuning

functions for behavioral discrimination and

single units are regarded as the monkeys’ beha

vioral and neural numerical representations

(Fig. 20.3), the crucial question then concerns

which scaling scheme provides symmetric (i.e.,

Gaussian) probability density distributions. Both

the performance and the single unit data for

numerosity judgments are better described by a

compressed, as opposed to a linear, scale (Nieder

& Miller, 2003). Therefore, single neuron repre

sentations of numerical quantity in monkeys

obey Fechner’s Law.

Coding of Continuous and Discrete

Quantity

Quantitative knowledge, such as understanding

how much drinking water is available (Van

Marle et al., 2006; Woodruff et al., 1978) or

how many individuals belong to an opponent

party (McComb et al., 1994; Wilson et al., 2001),

guide vital decisions in the life of animals and

humans alike. Functional imaging studies in

humans suggest that anatomical vicinity

(Castelli et al., 2006; Fias et al., 2003; Pinel et

al., 2004) or even a common magnitude system

(Walsh, 2003) for the representation of numer

ical (discrete) and spatial (continuous) quantity

in the parietal cortex might be responsible for

behavioral interference phenomena between

numerical and spatial quantity. In a number

comparison task, for example, choosing the

numerically larger number takes significantly

longer if the numeral is physically smaller in

size compared to the numerically smaller

number (e.g., in the comparison 2 versus 7)

(Henik & Tzelgov, 1982; Pinel et al., 2004).

To investigate how continuous quantity is

encoded by single nerve cells and how it relates

to numerosity representations, Tudusciuc and

Nieder (2007) trained two rhesus monkeys in a

delayed match to sample task to discriminate dif

ferent types of quantity randomly alternating

within each session. In the ‘‘length protocol,’’ the

length of a line (out of four different lengths)

needed to be discriminated (continuous spatial

quantity). In the ‘‘numerosity protocol’’
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(Fig. 20.1A), the number of (one to four) items in

multiple dot displays (discrete numerical

quantity) was the relevant stimulus dimension.

To ensure that the monkeys solved the task based

on the relevant quantitative information, other

covarying features of the stimuli were again con

trolled, and the positions of the dots and lines were

greatly varied.

After the monkeys solved more than 81% of

the trials correctly for both the length and the

numerosity protocols, single unit activity from

the depth of the IPS was analyzed while the

animals performed the task. About 20% of ana

tomically intermingled single neurons in the

monkey IPS each encoded discrete numerical

(Fig. 20.5A), continuous spatial (Fig. 20.5B), or

Figure 20.5 Neuronal coding of continuous and discrete quantity. (A C) Three example neurons exhibiting
selectivity for quantity. Top panels in A illustrate the four different numerosities (left) and four different line
lengths (right) used as stimuli. Left and right graphs illustrate the discharge rates (displayed as smoothed spike
density histograms) of the same neuron in the numerosity and length protocol, respectively. The first 500ms
represent the fixation period. The area between the two black vertical bars represents the sample presentation;
the following 1,000ms indicate the delay phase. Colors correspond to the quantity dimensions. The insets
between two histograms depict the tuning functions of each of the three neurons to numerosity and length. (A)
Neuron tuned to numerosity 3, but not to length. (B) Neuron tuned to the third longest line, but not to any
tested numerosity. (C) Neuron encoding both discrete and continuous quantity. (D, E) Classification
performance in the sample period across the neuronal population. Confusion matrices describing the pattern
of quantity classification performed on 72quantity selective neurons (D) and 72nonselective (untuned)
neurons (E). The rows in each confusion matrix represent the true classes the monkey had seen; the columns
correspond to the output of the classifier. Color codes the classification probability. The eight classes correspond
to the eight stimulus quantities: numerosity 1 to 4 and line length 1 to line length 4, where length 1 is the shortest
line. Thus, the main diagonal shows how often the classifier correctly assigned quantity stimuli to their real
category (i.e., a measure of accuracy). Averaging the classification probabilities over each diagonal parallel to the
main diagonal results in the average performance of the classifier as a function of distance from the actual
quantity, which is plotted as a tuning function at the top left (discrete) and bottom right (continuous) of each
matrix. From Tudusciuc, O., & Nieder, A. (2007). Neuronal population coding of continuous and discrete
quantity in the primate posterior parietal cortex. Proceedings of the National Academy of Sciences of the USA, 104,
14513 14518.
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both types of quantities (Fig. 20.5C), suggesting

that two partly overlapping populations of neu

rons within this area may give rise to a general

ized magnitude system (Walsh, 2003).

Can functionally overlapping groups of par

ietal neurons provide sufficient information for

the monkey to make correct quantity judgments?

To assess the discriminative power of this small

population of neurons, Tudusciuc and Nieder

(2007) applied a population decoding technique

(Averbeck et al., 2006; Hung et al., 2005; Laubach,

2004; Laubach et al., 2008) based on an artificial

neuronal network (Kohonen, 1997). The classifier

was trained with neuronal responses (i.e., prepro

cessed spike trains) of a set of neurons recorded

while the monkeys judged each of the eight quan

tity categories; at this stage, the classifier was

informed about the stimulus configuration and

learned the neuronal features that were best

suited for identifying a given category. In the

subsequent test phase, the classifier predicted

the categories from novel neuronal responses of

the same pool of neurons (i.e., from data it had

not used for learning).

The quantitative results based on the statistical

classifier demonstrated that the small population

of quantity selective neurons carried most of the

categorical information (Fig. 20.5D); by

exploiting the classical spike rate measure that

contributes to the monkeys’ quantity discrimina

tion performance (Nieder &Miller, 2004a; Nieder

et al., 2002, 2006), the classifier was able to accu

rately and robustly discriminate both continuous

and discrete quantity classes. Interestingly, even

the population of untuned neurons had a remark

able and significant quantity coding ability, albeit

to a lesser extent than the tuned neurons (Fig.

20.5E). This suggests that the classifier extracted,

beyond the averaged spike rate, additional infor

mation from the temporal structure of the neu

ronal responses. Moreover, the comparison

between the monkeys’ neuronal and behavioral

responses showed that the brain indeed utilizes

this information for decision making; neuronal

Figure 20.5 (Continued)
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responses recorded whenever the monkeys failed

to discriminate the quantity categories prevented

the classifier from predicting the correct quantity

category. Future studies need to clarify whether

complex quantity judgments require an interplay

with, or readout by, structures with more execu

tive functions, such as the prefrontal cortex

(Miller & Cohen, 2001).

Toward Symbolic Number Representations

As shown previously, humans and animals share

an evolutionarily old quantity representation

system that allows the estimation of set sizes.

Nonverbal numerical cognition, however,

is limited to approximate quantity representa

tions and rudimentary arithmetic operations.

Language endowed humans, on the other

hand, invented number symbols (numerals and

number words) during cultural evolution. These

mental tools enable us to create precise quantity

representations and perform exact calculation

that is beyond the reach of any animal species.

Even though number symbols are of para

mount importance in today’s scientifically and

technologically advanced culture, their inven

tion dates back only a couple thousand years

(Ifrah, 2000). Given the time scale of brain evo

lution, a de novo development of brain areas

with distinct, culturally dependent number

symbol functions is more than unlikely

(Dehaene, 2005). Rather, it is conceivable that

brain structures that originally evolved for other

purposes are built upon in the course of conti

nuing evolutionary development (Gould, 1982).

According to the ‘‘redeployment hypothesis’’

(Anderson, 2007) or ‘‘recycling hypothesis’’

(Dehaene, 2005; Dehaene & Cohen, 2007),

already existing simpler cell assemblies are largely

preserved, extended, and combined as networks

become more complex (Sporns & Kotter, 2004).

In the number domain, existing neuronal

components in PFC and IPS subserving non

verbal quantity representations could be used

for the new purpose of number symbol encoding,

without disrupting their participation in existing

cognitive processes (Piazza et al., 2007). Guided

by the faculty of language, children learn to use

number symbols as mental tools during

childhood. During this learning process, and as

a prerequisite for the utilization of signs as

numerical symbols, long term associations

between initially meaningless shapes (that later

become numerals) and inherent semantic numer

ical categories must be established. This necessary

but by no means sufficient step toward the utili

zation of number symbols in humans can also be

mastered by different animal species (Boysen &

Berntson, 1989; Matsuzawa, 1985; Washburn &

Rumbaugh, 1991; Xia et al., 2001).

To investigate the single neuron mechanisms

of such semantic associations, Diester and Nieder

(2007) mimicked a semantic mapping process by

training two monkeys to associate the a priori

meaningless visual shapes of Arabic numerals

(that became ‘‘signs’’ or, more precisely,

‘‘indices’’; Wiese, 2003) with the inherently

meaningful numerosity of multiple dot displays.

After this long term learning process was com

pleted, a relatively large proportion of PFC neu

rons (24%) encoded plain numerical values,

irrespective of whether they had been presented

as a specific number of dots or as a visual sign

(Fig. 20.6A,B). Such ‘‘association neurons’’

showed similar tuning during the course of the

trial to both the direct numerosity in dot stimuli

and the associated numerical values of signs (Fig.

20.6C). Interestingly, the tuning functions of

association neurons showed a distance effect for

both protocols (i.e., a dropoff of activity with

increasing numerical distance from the preferred

numerical value; Fig. 20.6D). This distance effect

found in the shape protocol indicates that asso

ciation neurons responded as a function of

numerical value rather than visual shape per se.

Most cells coded the (direct and associated)

numerical values during specific time phases in

the trial (e.g., only at sample onset or toward the

end of the delay period). The neuronal popula

tion as a whole, however, represented the numer

ical association throughout the entire trial and

thus provided crucial associative information

over time. The activity of association neurons

predicted the monkeys’ judgement performance;

if the monkeys failed to match the correct

number of dots to the learned signs, the

tuning behavior of a given neuron to numer

osities and their associated visual shapes were
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severely disrupted. These findings argue for

association neurons as a neuronal substrate

for the semantic mapping processes between

signs and categories.

In the same study (Diester & Nieder, 2007),

the activity of neurons in the fundus of the IPS

was also recorded. In contrast to PFC, only 2%

of all recorded IPS neurons associated signs with

numerosities (Fig. 20.6E). Moreover, the quality

of neuronal association in the IPS was weak and

occurred much later during the trial.

The conclusion drawn from these results is

that even though monkeys use the PFC and

IPS for nonsymbolic quantity representations,

Figure 20.6 Semantic associations between signs and numerical categories by single neurons. (A, B) The
responses of the same single prefrontal cortex (PFC) neuron to both direct numerosities and associated
numeral shapes (top panels in A and B illustrate sample stimuli). Neuronal responses in A and B are
shown as smoothed spike density histograms (colors denote discharge to the corresponding sample
numerical value 1 to 4). The first 500ms indicate the fixation period. Black vertical lines mark sample
onset (500ms) and offset (1,300ms). This neuron’s preferred numerical value in the sample and delay
period was 4. Note the similarity in the association neuron’s temporal discharge profiles in response to the
multiple dot displays and the shape of Arabic numerals. (C) Time course of original cross correlation
coefficients (red) and chance cross correlation coefficients (shuffle predictor, blue). The interval
bordered by vertical dotted lines indicates the time phase of significant cross correlation (as
determined by measures from signal detection theory) between tuning to numerical values in the
multiple dot displays and Arabic numerals; in this period, the neuron associated numerical values in
the two protocols. (D) Tuning functions to numerical values in the multiple dot displays and Arabic
numerals. (E) Lateral view of a monkey brain indicating the recording sites in the PFC and intraparietal
sulcus (IPS). Proportions of association neurons in the PFC and IPS are displayed as pie charts. After
Diester, I., & Nieder, A. (2007). Semantic associations between signs and numerical categories in the
prefrontal cortex. PLoS Biology, 5, e294.
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only the prefrontal part of this network is

engaged in semantic shape number associations.

Interest ingly, this neural pattern seems to be

preserved in children (Ansari et al., 2005;

Kaufmann et al., 2006; Rivera et al., 2005). In

contrast to adults, preschoolars lacking ample

exposure to number symbols show elevated

PFC activity when dealing with ymbolic cardin

alities. With age and proficiency, however, the

activation seems to shift to parietal areas. The

PFC could thus be ontogenetically and phylo

genetically the first cortical area establishing

semantic associations, which might be relocated

to the parietal cortex in human adolescents in

parallel with maturing language capabilities that

endow our species with a sophisticated symbolic

system (Deacon, 1997).

The prefrontal region is strategically situated

to establish semantic associations (Miller &

Cohen, 2001); it receives input from both the

anterior inferotemporal cortex encoding shape

information (Tanaka, 1996) as well as the

posterior parietal cortex that contains numer

osity selective neurons (Nieder & Miller, 2004a;

Nieder et al., 2006). Previous studies showed

that neurons in the PFC encode learned associa

tions between two purely sensory stimuli

without intrinsic meaning (e.g., the association

of a ertain color with a specific sound, or pairs of

pictures) (Fuster et al., 2000; Miller et al., 1996;

Rainer et al., 1999). In the anterior inferotem

poral cortex, Miyashita and coworkers found

‘‘pair coding neurons’’ that responded to

arbitrary pairs of images monkeys learned to

match in a pair association task (Sakai &

Miyashita, 1991); the same group found evi

dence that the PFC is important for active

retrieval of these associative representations

(Tomita et al., 1999). Our findings (Diester &

Nieder, 2007) demonstrate that neurons in the

PFC represent semantic long term associations

not only between pairs of pictures but also

between arbitrary shapes and systematically

arranged categories with inherent meaning

(i.e., the ordered cardinalities of sets). In that

respect, the PFC of primates may not only con

trol the retrieval of long term associations but

also may in fact onstitute a crucial processing

stage for abstract semantic associations.

NUMERICAL RANK
(ORDINALITY)

The frontal lobe is an ideal region in the brain to

encode both sensory object properties and rank

order information because PFC receives massive

sensory input from the temporal and parietal

lobes and projects to premotor and motor

areas of the frontal lobe (Miller & Cohen,

2001). Thus, neurons that encode the ordinal

position of task related hand or eye movements

have been found frequently in prefrontal

(Funahashi et al., 1997) and a subset of motor

related cortical areas in trained monkeys. Joseph

and coworkers (Barone & Joseph, 1989; Kermadi

& Joseph, 1995; Procyk & Joseph, 2001; Procyk

et al., 2000) identified order selective neurons in

the frontal eye field (FEF), caudate nucleus, and

anterior cingulate cortex of monkeys that had

been trained to sequentially order spatially

arranged items. These neurons were only active

when the monkeys reached for the first, second,

or third target, irrespective of the targets’ loca

tion and the precise type of hand movement.

Clower and Alexander (1998) trained a monkey

to position a cursor on a video display by

moving a joystick clockwise or counterclockwise

along a spatially arranged four item path. In the

presupplementary motor areas (pre SMAs),

more than two thirds of the recorded neurons

showed significant effects of numerical order,

but only about one third of the neurons dis

played an effect of rank order in the supplemen

tary motor area (SMA). Rank order selectivity

was also identified in the pre SMA of monkeys

that had been trained to sequentially perform

three different hand movements (‘‘push,’’

‘‘pull,’’ or ‘‘turn’’) in four to six different

orders separated by waiting times (Shima &

Tanji, 2000; Tanji & Shima, 1994). In the pre

SMA, the activity differed selectively in the pro

cess of preparing the first, second, or third

movements in individual trials. The SMA, on

the other hand, was more involved in linking

the occurrence of two different movements and,

therefore, in determining the order of the com

ponent movements in the sequence (relational

order). Ordinal position of movements in

the pre SMA seems to be encoded in an

398 PRIMATE NEUROETHOLOGY



effector independent manner as in the case of eye

movement sequences (Isoda & Tanji, 2004). In

twomotor areas that are specialized in processing

eye movements, activity that reflected saccade

sequence or the numerical position of a saccade

within a sequence (rank) was more common in

the supplementary eye field (SEF), whereas

activity that reflected saccade direction was

more dominant in the FEF (Isoda & Tanji, 2003).

Interestingly, encoding of numerical order

has not only been observed in these premotor

and supplementary motor areas but also in the

primary motor cortex. Carpenter and collea

gues (1999) showed monkeys five spatially

arranged visual targets that appeared succes

sively on a screen. After the target sequence

was complete, one of the items changed its

color. The monkeys needed to memorize the

order in which the targets appeared and point

to the item that appeared just after the one that

had changed its color at the end of the list

presentation. In approximately one third of

the neurons recorded from the arm region of

the topographically organized primary motor

cortex (M1), the ordinal position of the targets

was the only factor that covaried with neuronal

activity. Therefore, the motor cortex an area

that is traditionally regarded as purely motor

executive also participates in the processing

of cognitive information about serial order

within the context of a motor task. The

authors pointed out, however, that the motor

cortex most likely is just one component in a

distributed network that encodes, stores, and

recalls a sequence. Motor related areas such as

M1, SMA, pre SMA, and FEF may receive

numerical information that has already been

computed in earlier stages of the cortical hier

archy to perform appropriate serial order

actions.

Ordinal categorization of items requires both

information about the rank of an item (e.g.,

based on temporal order) and its identity.

Neuropsychological studies emphasize the

importance of the lateral prefrontal cortex in

maintaining temporal order information

(McAndrews & Milner, 1991; Milner, 1971). In

monkeys, lesioning the dorsolateral frontal

cortex causes impairments in tasks that require

recall of the temporal order of events and stimuli

(Petrides, 1995). In two recent elegant studies

(Ninokura et al., 2003, 2004), the single neuron

correlate of temporal rank order information in

visual lists was addressed. Monkeys were

trained to observe and remember the order in

which three visual objects appeared.

Subsequently, the animals planned and exe

cuted a triple reaching movement in the same

order as previously seen (Fig. 20.7). Neurons in

the ventrolateral PFC selectively encoded visual

object properties (26% of the total sample),

whereas neurons in the dorsolateral PFC

(44%) were selectively tuned to the rank order

of the objects irrespective of the sensory prop

erties of objects. For example, a rank order

selective neuron would be active whenever the

second item of a shuffled lists appears. A third

class of neurons (30%), found in the ventrolat

eral PFC, showed the most complex responses,

integrating the objects’ sensory and order infor

mation. Such neurons would only discharge

whenever a certain object appeared at a given

position in the sequence. Similar results have

also been reported by Inoue and Mikami

(2006).

The representational formats of nonverbal

serial order information are still poorly

understood. However, the behavioral and

neuronal data indicate an imprecise

representation of discrete numerical rank,

which is reminiscent of the analog magnitude

mechanism that has been proposed for car

dinality. To elaborate a computational model

of working memory for serial order, Botvinick

and Watanabe (2007) recently wove item,

numerosity, and rank information together.

Their network combined graded neuronal

responses to different items (not yet verified

experimentally) and tuning functions for

sequential enumeration processes (Nieder et

al., 2006) with the data showing that neurons

in the PFC code the rank of items within a

sequence (Ninokura et al., 2004; Fig 20.7). The

model’s output, a recalled multi item

sequence, replicated many behavioral charac

teristics of working memory such as the pri

macy effect (a recall advantage for initial

items) and the recency effect (advantage for
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the last one or two items). Furthermore, chan

ging the width of the model rank tuning curve

simulated the developmental finding of

improved recall accuracy with age. Thus, this

model integrates across several neurophysio

logical studies to demonstrate how higher

cognitive functions may exploit both quantity

and rank (Jacob & Nieder, 2008). It posits that

working memory of ordered sequences at least

in part relies on neuronal assemblies in the

parietal and prefrontal cortices that also con

tribute to numerosity representations.

Figure 20.7 Temporal ordering task and single cell responses from the PFC. (A)Monkeys were required
to observe and remember the order in which three visual objects appeared, so that the animals could plan a
subsequent triple reaching movement in the same order. (B) Two single neurons encoding the first (cell 1)
and the second rank (cell 2), irrespective of the order in which the three items (symbolized by letters ABC)
appeared. Neural responses are shown in a dot raster histogram (top panels, each dot represents an action
potential) and averaged as peri stimulus time histograms (bottom panels). From Ninokura, Y., Mushiake,
H., & Tanji, J. (2004). Integration of temporal order and object information in the monkey lateral prefrontal
cortex. Journal of Neurophysiology, 91, 555 560.
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CONCLUSION

This chapter illustrates that nonverbal numerical

representations can engage a wide cortical net

work, with the PFC and the IPS, in particular, as

key structures. Neurons in these areas are char

acterized by response properties that underlie

basic psychophysical phenomena during cardin

ality or serial order judgments. So far, single cell

studies in monkeys have concentrated on either

cardinal or ordinal aspects, but never both. In

the human primate, a recent study showed that

the cortical network for rank coincides with the

areas processing numerical quantity (Fias et al.,

2007), even though this does not necessarily

mean that single neurons may encode both car

dinality and ordinality. Based on the findings that

discrete and continuous quantities and even

simultaneously and sequentially presented

numerosities are encoded by largely distinct neu

ronal populations in the IPS, a cellular segrega

tion also for cardinal and ordinal stimulus aspects

is likely. Single cell electrophysiology is well

poised to answer this and other important ques

tions about the neural basis of numerical cogni

tion in the years to come.

REFERENCES

Anderson, M. L. (2007). Evolution of cognitive
function via redeployment of brain areas.
Neuroscientist, 13, 13 21.

Ansari, D., Garcia, N., Lucas, E., Hamon, K., &
Dhital, B. (2005). Neural correlates of
symbolic number processing in children and
adults. Neuroreport, 16, 1769 1773.

Averbeck, B. B., Sohn, J. W., & Lee, D. (2006).
Activity in prefrontal cortex during dynamic
selection of action sequences. Nature
Neuroscience, 9, 276 282.

Barone, P., & Joseph, J. P. (1989). Prefrontal cortex
and spatial sequencing in macaque monkey.
Experimental Brain Research, 78, 447 464.

Botvinick, M., & Watanabe, T. (2007). From
numerosity to ordinal rank: A gain field model
of serial order representation in cortical working
memory. Journal of Neuroscience, 27, 8636 8642.

Boysen, S. T., & Berntson, G. G. (1989). Numerical
competence in a chimpanzee (Pan troglodytes).
Journal of Comparative Psychology, 103, 23 31.

Bremmer, F., Schlack, A., Shah, N. J., Zafiris, O.,
Kubischik, M., Hoffmann, K., et al. (2001).
Polymodal motion processing in posterior
parietal and premotor cortex: A human
fMRI study strongly implies equivalencies
between humans and monkeys. Neuron, 29,
287 296.

Brody, C. D., Hernandez, A., Zainos, A., & Romo,
R. (2003). Timing and neural encoding of
somatosensory parametric working memory in
macaque prefrontal cortex. Cerebral Cortex, 13,
1196 1207.

Carpenter, A. F., Georgopoulos, A. P., & Pellizzer, G.
(1999).Motor cortical encoding of serial order in
a context recall task. Science, 283, 1752 1757.

Castelli, F., Glaser, D. E., & Butterworth, B. (2006).
Discrete and analogue quantity processing in
the parietal lobe: A functional MRI study.
Proceedings of the National Academy of Sciences
of the USA, 103, 4693 4698.

Chafee, M. V., & Goldman Rakic, P. S. (2000).
Inactivation of parietal and prefrontal cortex
reveals interdependence of neural activity
during memory guided saccades. Journal of
Neurophysiology, 83, 1550 1566.

Clower,W. T., & Alexander, G. E. (1998). Movement
sequence related activity reflecting numerical
order of components in supplementary and
presupplementary motor areas. Journal of
Neurophysiology, 80, 1562 1566.

Colby, C. L., Duhamel, J. R., & Goldberg, M. E.
(1993). Ventral intraparietal area of the
macaque anatomical location and visual
response properties. Journal of Neurophysiology,
69, 902 914.

Colby, C. L., & Goldberg, M. E. (1999). Space and
attention in parietal cortex. Annual Review of
Neuroscience, 22, 319 349.

Cordes, S., Gelman, R., Gallistel, C. R., &Whalen, J.
(2001). Variability signatures distinguish verbal
from nonverbal counting for both large and
small numbers. Psychonomic Bulletin and
Review, 8, 698 707.

Deacon, T. (1997). The symbolic species: The co
evolution of language and the human brain.
London: Norton.

Dehaene, S. (2005). Evolution of human
cortical circuits for reading and arithmetic:
The ‘‘neuronal recycling’’ hypothesis. In:
S. Dehaene, J. R. Duhamel, M. D. Hauser, &
G. Rizzolatti (Eds.), From monkey brain to
human brain (pp. 133 157). Cambridge,
MA: MIT Press.

NEURAL BASES OF NUMERICAL COGNITION 401



Dehaene, S., & Changeux, J. P. (1993).
Development of elementary numerical
abilities: A neural model. Journal of Cognitive
Neuroscience, 5, 390 407.

Dehaene, S., & Cohen, L. (2007). Cultural recycling
of cortical maps. Neuron, 56, 384 98.

Diester, I., & Nieder, A. (2007). Semantic
associations between signs and numerical
categories in the prefrontal cortex. PLoS
Biology, 5, e294.

Duhamel, J. R., Colby, C. L., & Goldberg, M. E.
(1998). Ventral intraparietal area of the
macaque: Congruent visual and somatic
response properties. Journal of
Neurophysiology, 79, 126 136.

Everling, S., Tinsley, C. J., Gaffan, D., & Duncan, J.
(2002). Filtering of neural signals by focused
attention in the monkey prefrontal cortex.
Nature Neuroscience, 5, 671 676.

Fias, W., Lammertyn, J., Caessens, B., & Orban, G.
A. (2007). Processing of abstract ordinal
knowledge in the horizontal segment of the
intraparietal sulcus. Journal of Neuroscience,
27, 8952 8956.

Fias, W., Lammertyn, J., Reynvoet, B., Dupont,
P., & Orban, G. A. (2003). Parietal
representation of symbolic and nonsymbolic
magnitude. Journal of Cognitive Neuroscience,
15, 47 56.

Freedman, D. J., Riesenhuber, M., Poggio, T., &
Miller, E. K. (2001). Categorical representation
of visual stimuli in the primate prefrontal
cortex. Science, 291, 312 316.

Funahashi, S., Inoue, M., & Kubota, K. (1997).
Delay period activity in the primate prefrontal
cortex encoding multiple spatial positions and
their order of presentation. Behavioral Brain
Research, 84, 203 223.

Fuster, J. M., Bodner, M., & Kroger, J. K. (2000).
Cross modal and cross temporal association
in neurons of frontal cortex. Nature, 405,
347 351.

Gould, S. J. V. E. (1982). Exaptation: A missing
term in the science of form. Paleobiology, 8,
4 15.

Henik, A., & Tzelgov, J. (1982). Is three greater than
five: The relation between physical and
semantic size in comparison tasks. Memory
and Cognition, 10, 389 395.

Hung, C. P., Kreiman, G., Poggio, T., & DiCarlo, J. J.
(2005). Fast readout of object identity from
macaque inferior temporal cortex. Science, 310,
863 866.

Ifrah, G. (2000). The universal history of numbers:
From prehistory to the invention of the computer
(p. 633). New York: Wiley.

Inoue, M., &Mikami, A. (2006). Prefrontal activity
during serial probe reproduction task:
Encoding, mnemonic, and retrieval processes.
Journal of Neurophysiology, 95, 1008 1041.

Isoda, M., & Tanji, J. (2003). Contrasting neuronal
activity in the supplementary and frontal eye
fields during temporal organization of
multiple saccades. Journal of Neurophysiology,
90, 3054 3065.

Isoda, M., & Tanji, J. (2004). Participation of the
primate presupplementary motor are in
sequencing multiple saccades. Journal of
Neurophysiology, 92, 653 659.

Jacob, S. N., & Nieder, A. (2008). The ABC of
cardinal and ordinal number representations.
Trends in Cognitive Science, 29,4652 4657.

Kaufmann, L., Koppelstaetter, F., Siedentopf, C.,
Haala, I., Haberlandt, E., Zimmerhackl, L.B. et
al. (2006). Neural correlates of the number size
interference task in children. Neuroreport, 17,
587 591.

Kermadi, I., & Joseph, J. P. (1995). Activity in the
caudate nucleus of monkey during spatial
sequencing. Journal of Neurophysiology, 74,
911 933.

Kohonen, T. (1997). Self organizing maps (2nd
ed.). Berlin: Springer Verlag.

Laubach, M. (2004). Wavelet based processing of
neuronal spike trains prior to discriminant
analysis. Journal of Neuroscience Methods, 134,
159 168.

Laubach, M., Narayanan, N. S., & Kimchi, E. Y.
(2008). Single neuron and ensemble
contributions to decoding simultaneously
recorded spike trains. In: C. Holscher & M.
Munk (Eds.), Information processing by
neuronal populations. New York: Cambridge
University Press.

Lewis, J. W., & Van Essen, D. C. (2000).
Corticocortical connections of visual,
sensorimotor, and multimodal processing areas
in the parietal lobe of the macaque monkey.
Journal of Comparative Neurology, 428, 112 37.

Matsuzawa, T. (1985). Use of numbers by a
chimpanzee. Nature, 315, 57 59.

McAndrews, M. P., & Milner, B. (1991). The
frontal cortex and memory for temporal order.
Neuropsychologia, 29, 849 859.

McComb, K., Packer, C., & Pusey, A. (1994).
Roaring and numerical assessment in contests

402 PRIMATE NEUROETHOLOGY



between groups of female lions, Panthera leo.
Animal Behaviour, 47, 379 387.

Meck, W. H., & Church, R. M. (1983). A mode
control model of counting and timing
processes. Journal of Experimental Psychology:
Animal Behavioral Processes, 9, 320 334.

Miller, E. K., & Cohen, J. D. (2001). An integrative
theory of prefrontal cortex function. Annual
Review of Neuroscience, 24, 167 202.

Miller, E. K., Erickson, C. A., & Desimone, R.
(1996). Neural mechanisms of visual
working memory in prefrontal cortex of the
macaque. Journal of Neuroscience, 16,
5154 5167.

Milner, B (1971). Interhemispheric differences
in the localization of psychological
processes in man. British Medical Bulletin,
27, 272 277.

Nieder, A., Diester, I., & Tudusciuc, O. (2006).
Temporal and spatial enumeration processes
in the primate parietal cortex. Science, 313,
1431 1435.

Nieder, A., Freedman, D. J., & Miller, E. K. (2002).
Representation of the quantity of visual items in
the primate prefrontal cortex. Science, 297,
1708 1711.

Nieder, A., & Merten, K. (2007). A labeled line
code for small and large numerosities in the
monkey prefrontal cortex. Journal of
Neuroscience, 27, 5986 5993.

Nieder, A., & Miller, E. K. (2003). Coding of
cognitive magnitude: Compressed scaling of
numerical information in the primate
prefrontal cortex. Neuron, 37, 149 157.

Nieder, A., & Miller, E. K. (2004a). A parieto
frontal network for visual numerical
information in the monkey. Proceedings of
the National Academy of Sciences of the USA,
101, 7457 7462.

Nieder, A., & Miller, E. K. (2004b). Analog
numerical representations in rhesus monkeys:
Evidence for parallel processing. Journal of
Cognitive Neuroscience, 16, 889 901.

Ninokura, Y., Mushiake, H., & Tanji, J. (2003).
Representation of the temporal order of
visual objects in the primate lateral
prefrontal cortex. Journal of Neurophysiology,
89, 2868 2873.

Ninokura, Y., Mushiake, H., & Tanji, J. (2004).
Integration of temporal order and object
information in the monkey lateral prefrontal
cortex. Journal of Neurophysiology, 91,
555 560.

Petrides, M. (1995). Impairments on nonspatial
self ordered and externally ordered working
memory tasks after lesions of the mid dorsal
part of the lateral frontal cortex in the
monkey. Journal of Neuroscience, 15, 359 375.

Piazza, M., Izard, V., Pinel, P., Le Bihan, D., &
Dehaene, S. (2004). Tuning curves for
approximate numerosity in the human
intraparietal sulcus. Neuron, 44, 547 555.

Piazza, M., Pinel, P., Le Bihan, D., & Dehaene, S.
(2007). A magnitude code common to
numerosities and number symbols in human
intraparietal cortex. Neuron, 53, 293 305.

Pinel, P., Piazza, M., Le Bihan, D., & Dehaene, S.
(2004). Distributed and overlapping cerebral
representations of number, size, and
luminance during comparative judgments.
Neuron, 41, 983 993.

Procyk, E., & Joseph, J. P. (2001). Characterization
of serial order encoding in the monkey anterior
cingulate sulcus. European Journal of
Neuroscience, 14, 1041 1046.

Procyk, E., Tanaka, Y. L., & Joseph, J. P. (2000).
Anterior cingulate activity during routine and
non routine sequential behaviors in macaques
Nature Neuroscience, 3, 502 508.

Quintana, J., Fuster, J. M., & Yajeya, J. (1989). Effects
of cooling parietal cortex on prefrontal units in
delay tasks. Brain Research, 503, 100 110.

Rainer, G., Rao, S. C., & Miller, E. K. (1999).
Prospective coding for objects in primate
prefrontal cortex. Journal of Neuroscience, 19,
5493 5505.

Rivera, S. M., Reiss, A. L., Eckert, M. A., & Menon,
V. (2005). Developmental changes in mental
arithmetic: Evidence for increased functional
specialization in the left inferior parietal
cortex. Cerebral Cortex, 15, 1779 1790.

Roitman, J. D., Brannon, E. M., & Platt, M. L.
(2007). Monotonic coding of numerosity in
macaque lateral intraparietal area. PLoS
Biology, 8, e208.

Romo, R., Brody, C. D., Hernandez, A., & Lemus,
L. (1999). Neuronal correlates of parametric
working memory in the prefrontal cortex.
Nature, 399, 470 473.

Sakai, K., & Miyashita, Y. (1991). Neural
organization for the long term memory of
paired associates. Nature, 354, 152 155.

Sawamura, H., Shima, K., & Tanji, J. (2002).
Numerical representation for action in the
parietal cortex of the monkey. Nature, 415,
918 922.

NEURAL BASES OF NUMERICAL COGNITION 403



Shima, K., & Tanji, J. (2000). Neuronal activity in
the supplementary and presupplementary motor
areas for temporal organization of multiple
movements. Journal of Neurophysiology, 84,
2148 2160.

Sporns, O., & Kotter, R. (2004). Motifs in brain
networks. PLoS Biology, 2, e369.

Stoet, G., & Snyder, L. H. (2004). Single neurons in
posterior parietal cortex of monkeys encode
cognitive set. Neuron, 42, 1003 1012.

Tanaka, K. (1996). Inferotemporal cortex and
object vision. Annual Review of Neuroscience,
19, 109 139.

Tanji, J., & Shima, K. (1994). Role for
supplementary motor area cells in planning
several movements ahead.Nature, 371, 413 416.

Tomita, H., Ohbayashi, M., Nakahara, K.,
Hasegawa, I., & Miyashita, Y. (1999). Top
down signal from prefrontal cortex in
executive control of memory retrieval. Nature,
401, 699 703.

Tudusciuc, O., & Nieder, A. (2007). Neuronal
population coding of continuous and discrete
quantity in the primate posterior parietal
cortex. Proceedings of the National Academy of
Sciences of the USA, 104, 14513 14518.

Van Essen, D. C., & DeYoe, E. A. (1993).
Concurrent processing in the primate visual
cortex. In: M. S. Gazzaniga (Ed.), The cognitive
neurosciences (pp. 383 400). Cambridge, MA:
MIT Press.

Van Marle, K., Aw, J., McCrink, K., & Santos, L. R.
(2006). How capuchin monkeys (Cebus apella)
quantify objects and substances. Journal of
Comparative Psychology, 120, 416 26.

Verguts, T., & Fias, W. (2004). Representation of
number in animals and humans: A neural
model. Journal of Cognitive Neuroscience, 16,
1493 1504.

Wallis, J. D., Anderson, K. C., & Miller, E. K.
(2001). Single neurons in prefrontal cortex
encode abstract rules. Nature, 411, 953 956.

Walsh, V. (2003). A theory of magnitude: Common
cortical metrics of time, space and quantity.
Trends in Cognitive Science, 7, 483 488.

Washburn, D. A., & Rumbaugh, D. M. (1991).
Ordinal judgments of numerical symbols by
macaques (Macaca mulatta). Psychological
Science, 2, 190 193.

Whalen, J., Gallistel, C. R., & Gelman, R. (1999).
Nonverbal counting in humans: The
psychophysics of number representation.
Psychological Science, 10, 130 137.

Wiese, H. (2003).Numbers, language and the human
mind. New York: Cambridge University Press.

Wilson, M. L., Hauser, M. D., & Wrangham, R. W.
(2001). Does participation in intergroup
conflict depend on numerical assessment,
range location, or rank for wild chimpanzees?
Animal Behaviour, 61, 1203 1216.

Woodruff, G., Premack, D., & Kennel, K. (1978).
Conservation of liquid and solid quantity by the
chimpanzee. Science, 202, 991 994.

Xia, L., Emmerton, J., Siemann, M., & Delius, J. D.
(2001). Pigeons (Columba livia) learn to link
numerosities with symbols. Journal of
Comparative Psychology, 115, 83 91.

Zorzi, M., & Butterworth, B. (1999). A
computational model of number comparison.
In: M. Hahn & S. C. Stoness (Eds.), Proceedings
of the Twenty First Annual Conference of the
Cognitive Science Society (pp. 778 783).
Mahwah, NJ: Erlbaum.

Zorzi, M., Stoianov, I., & Umiltà, C. (2005).
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CHAPTER 21

Executive Control Circuits

Jonathan D. Wallis

Primate behavior is complex, and as behavioral

complexity increases so too must the complexity

of the systems responsible for controlling the

behavior. In this chapter, we examine the neuronal

systems that are responsible for this control. We

begin by examining one of the essential features of

such systems. High level or executive control

operates on highly processed information that is

increasingly abstracted from the concrete world of

specific sensory stimuli and motor responses. We

will examine the evidence that the prefrontal

cortex, an area of the brain that has increased

dramatically in size over the course of mammalian

evolution, enables this abstraction. We will look at

the various psychological constructs that rely on

abstraction, including high level rule use, strate

gies, and task sets. We will then examine how this

high level control is organized. We will see that

studies investigating how humans implement

high level information suggest that there is a hier

archical organization of such information within

the prefrontal cortex. We will then examine

whether there is evidence for such an organization

in the monkey prefrontal cortex. Finally, we will

examine how high level information in the pre

frontal cortex interacts with other regions of the

brain to control behavior.

COMPLEX BEHAVIOR AND
ABSTRACTION

The ultimate goal of behavior is simple: Ensure

the continued existence of the organism long

enough to permit reproduction and survival of

one’s offspring. Relatively simple behaviors

evolved to accomplish this. For example, condi

tioning enables an organism to appreciate its

sensory environment in terms of whether the

situation enhances or decreases the organism’s

survival prospects. This enables the organism to

approach and seek out beneficial situations and

avoid potentially harmful ones.

Over the course of mammalian evolution,

however, behavioral repertoires became increas

ingly intricate. Animals began to learn more

about their environments than simply whether

they were good or bad for survival, and the

relationships that they formed became more

complex. For example, mammals can learn arbi

trary relationships between sensory stimuli and

motor responses. A rat can learn to push a lever

up when a chamber is brightly lit and press it

down when the chamber is dimly lit (Passingham

et al., 1988). Humans can learn to brake when they

see a red traffic light and continue driving when

they see a green light. Although such learning is

clearly useful for our morning commute, it suffers

from a number of disadvantages relative to more

complex types of learning. First, it does not gen

eralize very well: Learning about red and green

traffic lights, for example, tells you nothing about

the red and green lights on your stereo. A second

problem is that we need to learn these stimulus

response associations through trial and error. Such

learning necessarily involves errors, which can

be costly. Errors may result in the lost opportu

nity for reward, or even physical harm. A third

problem is that by dealing with the world in a

literal fashion, we are potentially encoding it in

an inefficientmanner. There are somany potential
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combinations between stimuli and responses that

we would be unable to remember all the possible

combinations and their meanings.

One solution to these problems resides in the

ability to abstract information across experi

ences. We learn to attend to the commonalities

of a situation and ignore trivial differences. For

example, after dining in a few restaurants, we

learn to abstract the general rules that underlie

ordering a meal, such as ‘‘wait to be seated,’’

‘‘order from the menu,’’ and ‘‘pay the bill.’’

Such rules are easy to generalize, and we can

apply them to any restaurant that we subse

quently visit. No two restaurants are physically

identical, but because rules operate at a concep

tual level, they are relevant to physically different

situations. Furthermore, although we initially

acquire the rules through trial and error

learning (as we blunder our way through our

first restaurant experience), once these rules

have been established, we can use them to

order a meal in a new restaurant. Finally, by

abstracting the ‘‘gist’’ of a restaurant experience,

we can substantially reduce the amount of infor

mation we need to store about restaurants.

The ability to abstract information is a capacity

that seems to be limited to only certain species.

One abstract rule that is relatively easy to

demonstrate in animals is that of sameness: The

matching to sample task tests this ability. A

subject sees a sample stimulus, and then a short

while later sees two test stimuli, one of which is the

same as the sample. To get a reward, the subject

must select the test stimulus that matches the

sample stimulus. If an animal can successfully

perform this task, it suggests that the animal can

appreciate that the sample stimulus and the test

stimulus are the same, and that this relationship

controls the choice of the test stimulus. A particu

larly stringent test is whether the animal can solve

the task when the experimenter uses new stimuli

on each trial since this eliminates any explanations

in terms of trial and error learning.

There is substantial evidence that some species

understand the ‘‘same’’ rule and can solve the

matching to sample task, even when every trial

uses new stimuli. These species include chimpan

zees (Nissen et al., 1948; Oden et al., 1988),

rhesus monkeys (Mishkin et al., 1962), dolphins

(Herman & Gordon, 1974), and sea lions (Kastak

& Schusterman, 1994). The ability to use abstract

rules is not limited tomammals. Corvids (the bird

family that includes crows, rooks, jays, and jack

daws) and parrots all show the ability to perform

the matching to sample task with novel stimuli

(Pepperberg, 1987; Wilson et al., 1985). In con

trast, although pigeons can learn thematching to

sample task for small sets of stimuli, if novel

stimuli are used on every trial, they perform at

chance, suggesting that they are unable to abstract

the rule (Wilson et al., 1985).

In terms of comparative psychology, other

tasks that involve abstract rules yield similar

results. One example is the formation of a

‘‘learning set.’’ If primates learn a series of stan

dard visual discriminations, where they see two

pictures and must learn to select one of them to

get a reward, their rate of learning gets progres

sively better with each discrimination they solve

(Harlow, 1949). Eventually, the monkey can

learn the problem in a single trial: Performance

on the first trial is necessarily at chance, but

performance is virtually 100% correct on the

second trial. The monkey has learned to extract

the abstract rule ‘‘win stay, lose shift,’’

which dramatically speeds performance (Restle,

1958). So, too, do corvids, but pigeons must

solve each discrimination individually (Hunter

& Kamil, 1971; Wilson et al., 1985).

Interestingly, corvid brains differ from those of

other birds, in that they have an enlarged meso

pallium and nidopallium, areas that are analo

gous to prefrontal cortex in mammals

(Rehkamper & Zilles, 1991).

Finally, in humans, we find the crowning

achievement of the capacity to use abstract

information. Language is arguably the ability

that most clearly distinguishes us from other

animals (Wynne, 2004). It involves the ability

to learn thousands of arbitrary associations

(between words and their meanings) as well as

the capacity to follow a system of abstract rules

for the meaningful combination of those asso

ciations (grammar). Humans also have the lar

gest and most well developed frontal lobes, and

as we shall see, there is substantial evidence that

this region of the brain may underpin the

capacity to use abstract information.
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PREFRONTAL CORTEX AND THE
REPRESENTATION OF ABSTRACT
INFORMATION

One of the most prominent gross anatomical

differences in mammalian brain phylogeny is

the dramatic expansion in the size of the frontal

lobe. This development reaches its zenith in the

great apes, where frontal cortex accounts for

approximately 38% of total cortical surface

area (Bush & Allman, 2004; Semendeferi et al.,

2002). For comparison, frontal cortex accounts

for 32% of total cortical surface area in the

rhesus monkey, 18% in the coyote, and 16% in

the lion. Indeed, comparing across 43 mammals

reveals that primate frontal cortex increases dis

proportionately relative to the rest of the neo

cortex as brain size increases (Bush & Allman,

2004). Consequently, an attractive hypothesis is

that the expansion of the frontal lobe underlies

the increase in the complexity of the behavioral

repertoire exhibited by primates relative to other

mammals. In anatomical terms, the frontal lobe

is ideally suited to represent abstract, high level

rules. The anterior region of the frontal lobe is

called the prefrontal cortex, and it receives input

from all sensory modalities (Barbas & Pandya,

1991; Pandya & Yeterian, 1990). Neurons in

prefrontal cortex are also responsive to a wide

range of sensory modalities (Rao et al., 1997;

Rolls & Baylis, 1994; Romanski et al., 1999;

Romo et al., 1999). This ability to respond to a

wide variety of sensory inputs is critical for

organizing sensory information into supra

modal concepts and rules. Prefrontal cortex

also sends projections to a variety of secondary

motor areas, including premotor cortex (PMC);

these areas in turn project to more primary

motor structures (Barbas & Pandya, 1991;

Pandya & Yeterian, 1990). Thus, prefrontal

cortex appears to reside at the apex of the per

ception action cycle, receiving highly processed

sensory information and projecting to high level

motor areas (Fuster, 2002).

Research on the neural substrates of the

representation of abstract information focused

primarily on the lateral region of prefrontal

cortex (LPFC). Many of the first studies of the

function of LPFC examined its role in working

memory, a limited capacity system responsible

for the temporary storage and manipulation of

information. The spatial delayed response task

was the first behavioral task to uncover a deficit

that was specifically associated with damaged

LPFC. In this task, the monkey sees a reward

hidden at one of two locations, and then after a

brief delay is allowed to retrieve it. Monkeys with

large LPFC lesions act as if they forgot where the

experimenter hid the reward, even after short

delays of just a few seconds (Jacobsen, 1935).

Neurophysiologists subsequently discovered

that a high proportion of neurons in LPFC

increased their firing rate when a subject is

using working memory to bridge a task delay

(Fuster & Alexander, 1971; Kubota & Niki,

1971). Later studies showed that these neurons’

firing properties were selective to the specific

memorized cue (Constantinidis et al., 2001;

Funahashi et al., 1989). These firing patterns

became synonymous with the notion of a ‘‘neu

ronal representation’’ of the cue, since the neu

ronal activity appeared to represent the cue, even

when the cue was no longer present in the

environment.

Despite this focus, working memory alone

provided an unsatisfactory account of some of

the deficits observed in humans and monkeys

following LPFC damage. Monkeys with lesions

of LPFC were impaired on certain cognitive

tasks, even when those tasks did not have a

working memory component (Rushworth et al.,

1997). Many of the tasks sensitive to LPFC

damage in humans also did not have an obvious

working memory component. For example, the

Wisconsin Card Sorting Task (WCST), one of

the first neuropsychological tests sensitive to

LPFC damage in humans, requires patients to

sort a deck of cards based on different abstract

dimensions (e.g., ‘‘sort according to color’’ or

‘‘sort according to shape’’). Patients had parti

cular problems switching between these different

dimensions (Milner, 1963). Deficits in rule

implementation also occur when a subject must

override a strongly prepotent response tendency

in favor of a recently learned rule. For example,

patients with LPFC damage are impaired on the

Stroop task, where one must inhibit the tendency

to name a word, and instead name the color of

EXECUTIVE CONTROL CIRCUITS 407



the ink in which the word is written (Perret,

1974).

This disparity between the findings from

neurophysiology and neuropsychology endured

until the last decade or so of research, when

neurophysiologists began to find that the delay

selectivity in LPFC neurons encoded more than

just memorized cues. Several studies examined

the neuronal response to the same sensory cue

under different task conditions (Asaad et al.,

2000; Hoshi et al., 2000; White & Wise, 1999).

For example, at the sample phase of a task, the

animal might see a picture of an apple on the

computer screen. At a subsequent test phase, if

the animal was performing an object task, it

would see two pictures and would have to sac

cade to the picture that matched the sample, in

this case the picture of the apple. In contrast, if

the animal was performing a conditional visuo

motor task, it would have to make a specific

arbitrary motor response, for example, a right

ward saccade (Fig. 21.1). Remarkably, many

LPFC neurons responded to the initial presenta

tion of the picture of an apple in one task but not

the other (Asaad et al., 2000). Thus, LPFC neu

rons were not simply encoding sensory informa

tion, but rather they were encoding sensory

information as it pertained to the demands of

the task.

Subsequently, we looked at whether LPFC

neurons could encode high level abstract rules

(Wallis et al., 2001a). We presented a picture on

a computer screen, and we instructed the mon

keys to follow either the ‘‘same’’ rule or the ‘‘dif

ferent’’ rule (Fig. 21.2A). After a brief delay, we

presented a second picture. The monkey had to

make a given response depending on which rule

was in effect and whether the second picture

matched or did not match the first picture. An

advantage of this design is that until the second

picture appears the monkey cannot plan its beha

vioral response, because it has no way of knowing

whether the second picture will match the first.

Thus, neuronal activity during the delay period

between the two pictures can only encode either

the abstract rule or the identity of the picture.

Figure 21.2B shows the activity of a single LPFC

neuron during performance of this task. This
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Figure 21.1 (A) In the object task, the subject has to remember the cue, and at the test phase, saccade to
the picture that matches the cue. In the associative task, at the test phase the subject has to make a saccade in
a specific direction, dependent on the identity of the cue. Both tasks used the same set of cues. (B) An
example of a lateral prefrontal cortex (LPFC) neuron that responds to a specific cue in the associative task
but not in the object task, even though the subject is viewing the identical stimulus in both cases. (From
Asaad et al., 2000, with permission).
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neuron shows a higher firing rate whenever the

‘‘same’’ rule is in effect, but does not discriminate

between the different pictures that the monkey is

remembering. Many LPFC neurons, particularly

in the dorsal region of LPFC, encoded the abstract

rule during the delay period (58 of 197 or 29% of

neurons) rather than the picture (7 of 197 or 4%

of neurons). The task was subsequently adapted

for use in humans where functional magnetic

resonance imaging (fMRI) revealed activation in

LPFC when the subject encoded and maintained

the rule (Bunge et al., 2003). These results suggest

that encoding of abstract rules is an important

function of LPFC, indeed more so than the

encoding of sensory information. In addition,

the results help explain why patients with LPFC

damage have difficulties with tasks such as the

WCST.

In conclusion, early studies of LPFC function

focused on its role in working memory.

Figure 21.2 (A) The subject grasps a lever and a cue picture appears. After a brief delay, a second picture
appears. If the ‘‘same’’ rule is in effect, the monkeymust release a lever if the second picture matches the first,
but hold the lever if it is different. If the ‘‘different’’ rule is in effect, the monkey must release a lever if the
second picture does not match the first, but hold the lever if it is the same. Thus, to solve the task correctly,
the subject must remember the identity of the cue picture and the rule that is currently in effect. (B) A lateral
prefrontal cortex (LPFC) neuron that encodes the rule: It shows a higher firing rate when the ‘‘same’’ rule is
in effect compared to when the ‘‘different’’ rule is in effect, irrespective of the picture that the subject is
remembering.
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Although this is undoubtedly an important role

of LPFC, it may be one of several functions that

collectively enable the abstraction of informa

tion, by allowing the subject to disengage from

the processing of the immediate sensory envir

onment. A recent study, however, has shown

that while LPFC appears to instantiate abstract

rule representation in mammals, it is not neces

sary to have the complex neuronal machinery of

a frontal lobe in order to use abstract informa

tion in the control of behavior. Investigators

trained honeybees on a Y maze (Giurfa, 2001).

At the entrance to the maze was the sample

stimulus, and at the entrance to the two forks

in the Y maze were two test stimuli (Fig. 21.3a).

Bees received a reward for choosing the armwith

the matching test stimulus. Not only could the

bees learn this task, but they also were able to

apply the rule to novel stimuli (Fig. 21.3b). This

study raises interesting questions. For example,

why should the capacity to use an abstract rule

be useful to bees, but not to pigeons (Wilson

et al., 1985)? This capacity is not simply the

ability to know that one flower is the ‘‘same’’ as

another, a very simple (and useful) behavioral

adaptation that can be solved through stimulus

generalization and conditioning. Rather, it is

using the relationship between two stimuli to

govern behavior in an arbitrary fashion. Quite

what use the bee finds for this ability is a mys

tery, but it does demonstrate that a remarkably

simple nervous system, consisting of a brain of

1 mm3 and fewer than 1 million neurons

(Witthöft, 1967), is capable of using abstract

information. It remains an open question

whether it can learn a variety of abstract infor

mation, as does the mammalian brain, or

whether its abilities are more constrained.

STRATEGIES AND SETS

In addition to enabling explicit, abstract rules to

control information, the LPFC also appears to be

involved in implementing other forms of high

level information, such as strategies and cogni

tive sets. The acquisition and adoption of a

strategy involves the control and organization

of cognitive processes in a manner that speeds

learning or otherwise reduces the overall

cognitive resources necessary to solve a task.

For example, in a spatial self ordered search

task, monkeys have to search through a

number of possible locations to find a hidden

reward, but are penalized for returning to a

location that they have already searched.

Monkeys gradually develop a strategy to help

with the task such as searching through locations

in a clockwise order. Doing so reduces the

memory demands of the task, since the animal

no longer has to keep track of which locations it

has previously visited. Lesions of LPFC severely

disrupted the ability of marmosets to implement

this strategy effectively (Collins et al., 1998). One

sees a similar effect in marmosets that learn to

search for a hidden door into a box that contains

food. Animals adopt a strategy of searching each

side of the box in turn, but marmosets with

lesions of LPFC fail to learn this strategy

(Wallis et al., 2001b). Recent studies have

emphasized the interaction of the frontal and

temporal cortices, at least in the implementation

of strategies pertaining to visual discriminations.

Animals that had acquired a complex alternation

strategy to solve a visual discrimination task

were impaired following crossed lesions of

frontal and temporal cortex (Gaffan et al.,

2002). However, they could still solve a simple

visual discrimination that did not require a

higher order strategy.

Taken together, these results strongly impli

cate the primate LPFC in the implementation of

strategies. Likewise, neurophysiological studies

have found neurons in LPFC that represent stra

tegic information. Wise and colleagues trained

monkeys to learn a three choice conditional

visuomotor task (Murray et al., 1996). In this

task, the monkey learns to make one of three

possible motor responses to each of three unique

visual stimuli. For example, visual stimulus

A may indicate that the monkey should move a

joystick left, stimulus B right, and stimulus C

down. The monkey learns which response goes

with which stimulus by trial and error. However,

the experimenters soon realized that the animals

were incorporating high level information into

their choices that enabled them to perform

better than would be expected by chance.

Specifically, the animals kept track of the
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stimulus response mappings that they knew in

order to rule out potential alternatives when

encountering a novel stimulus by adopting a

‘‘repeat stay, change shift’’ strategy. For exa

mple, suppose an animal encountered stimulus

A on trial one, and correctly guessed that it

should make a leftward joystick movement. On

the next trial, if stimulus A appeared it would

always select the leftward movement (repeat

stay). If, however, one of the other two pictures

A B

Figure 21.3 (A) The behavioral apparatus used to train bees on a delayed matching to sample paradigm.
The bee flew into a Y maze, at the entrance of which was one of two sample stimuli. Half the bees learned the
task using a vertical or horizontal grating, while the other half learned the task using the colors blue and
yellow. The entrance led to a decision chamber, where the bee could choose one of two arms. Each arm
carried one of the two sample stimuli. If the bee chose the arm with the stimulus that was identical to the
sample stimulus, it received a sucrose solution reward. After several days of training, the bees could perform
the task with greater than 70% accuracy. (B) Critically, the bees were not solving the task using simple rules
(e.g., ‘‘Choose blue and not yellow if blue was at the entrance’’ and ‘‘Choose yellow and not blue if yellow
was at the entrance), but had abstracted the general concept of sameness. This was evident by the bees’
performance on transfer tests where they were confronted with new stimuli (colors for the bees trained on
gratings, and gratings for those trained on colors). The bees immediately performed the task with greater
than 70% accuracy, indicating that they had abstracted a rule that they could apply to novel stimuli. (From
Giurfa et al., 2001, with permission).
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appeared, it would never select the leftward

movement, but would instead choose one of

the two remaining alternative movements

(change shift). This simple strategy enabled the

animal to perform at 67% correct on this second

trial, rather than the 33% expected by chance.

Subsequent neurophysiological recording

revealed that 41% of LPFC neurons encoded

this high level strategy, showing differences in

activity on repeat stay versus change shift trials

(Genovesio et al., 2005).

A cognitive construct related to strategies is

the notion of ‘‘task set.’’ A task set consists of

information about which stimulus attributes to

attend to, important conceptual criterion, goal

states, and condition action rules (Monsell,

2003). It reflects not just which items a subject

is preparing to process, but also how the subject

plans to process the items and the rules of the to

be performed task. One type of task set is an

attentional set, which consists of an expectancy

that certain abstract properties of one’s sensory

environment will be necessary to solve a task,

which in turn leads to a focusing of attention on

those properties. Consider the animal that learns

to solve a series of discriminations between mul

tidimensional visual stimuli. For example, a set

of stimuli might consist of a red heart, a red

diamond, a black heart, and a black diamond.

On each trial two of the stimuli appear, one of

each color and shape. The correct answer is to

choose the red stimulus regardless of whether it

is a heart or a diamond. Once the animal has

learned to do this consistently, the experimenter

gives it a second problem. For example, the new

set might consist of a green triangle, green

square, yellow triangle, and yellow square, and

the correct response is to choose the green sti

mulus irrespective of its shape. The animal

learns successive discriminations progressively

quicker as it realizes which dimension of the

stimulus is relevant (color in this particular

example). The animal has learned what is

termed an ‘‘attentional set.’’ In effect, the animal

has developed an expectancy that one particular

abstract property of the stimulus will be necessary

to solve the discrimination, and so it focuses its

attention on that property. When the animal

subsequently encounters a discrimination where

shape is now relevant, it takes the animal a long

time to learn, since it mistakenly focuses on its

color. Lesions of LPFC dramatically exacerbate

the difficulty that monkeys have in shifting their

attentional set (Dias et al., 1996). Subsequent

studies showed that dopaminergic innervation

of LPFC was critical in mediating attentional

shifts. Dopamine depletions in LPFC impaired

attentional set shifting, but dopamine depletions

in the neighboring orbitofrontal cortex or seroto

nergic depletions of LPFC did not affect set

shifting (Clarke et al., 2004, 2005).

The aforementioned task is very similar to the

WCST. When subjects learns to sort a deck of

cards according to color, they are in effect devel

oping an attentional set to color. TheWCST was

originally developed as a test of cognitive flex

ibility (Berg, 1948) and was subsequently found

to detect PFC damage in humans (Milner, 1963),

Recent fMRI studies using primate analogs of

the task show that the same neuronal substrates

underlie the ability to perform the task across

species (Nakahara et al., 2002). The same region

of LPFC (the ventral portion consisting of

Brodmann’s areas 44 and 45) is activated

during the performance of the WCST in both

humans and rhesus monkeys (Fig. 21.4).

Subsequent neurophysiological studies showed

that approximately a third of LPFC neurons

were engaged in encoding the attentional shift

(Mansouri et al., 2006).

The formation of attentional sets speeds

learning. However, task sets are also evident

even when a cue indicates the currently relevant

task, thereby removing the learning component

(Monsell, 2003; Monsell et al., 2003). For

example, a subject might have to indicate

whether a number is either odd or less than

seven depending on a task instruction cue.

This experimental design introduces an incon

gruity cost (also referred to as ‘‘conflict’’):

Subjects are typically faster to respond when a

stimulus instructs different responses on the

tasks (e.g., the number nine in the previous

task, which is odd, but greater than seven)

than if they instruct the same response (the

number three, which is both odd and less than

seven). In addition, there is a switch cost:

Performance is faster when the task remains
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the same (nonswitch trials), but worse when the

task changes (switch trials). A study of the

comparative psychology of task switching in

monkeys and humans suggests that these two

costs may inversely correlate, and reflect the

degree to which the two species can effectively

implement task sets (Stoet & Snyder, 2003).

Humans typically show large switch costs but

small incongruity costs, while the opposite pat

tern occurs in monkeys. This may reflect the

better implementation of the task set by

humans. Thus, humans are better able to main

tain focused attention on a particular task for

long periods and ignore irrelevant aspects of the

stimulus, leading to smaller incongruity costs

than monkeys. However, this ability comes

with a cost, namely, that it is more difficult for

the human to switch to a different task.

Regarding the neuronal underpinnings of

task switching, activation in LPFC in humans

is associated with switch costs (Badre &

Wagner, 2006; Brass & von Cramon, 2004;

Braver et al., 2003) and incongruity costs

(Dreher & Berman, 2002; Kerns et al., 2004;

MacDonald et al., 2000). This is not to say that

LPFC is the only area involved in task switching.

Correlates of incongruity costs are evident in the

activity of single neurons in posterior parietal

cortex of monkeys (Stoet & Snyder, 2007) and

activations of anterior cingulate cortex (ACC) in

humans (Dreher & Berman, 2002; Kerns et al.,

2004; MacDonald et al., 2000). However, it has

proven controversial whether these areas are

necessary for the processing of incongruity and

resolution of such conflict, or whether their

activity reflects a different cognitive process

that happens to correlate with incongruity pro

cessing (di Pellegrino et al., 2007; Fellows &

Farah, 2005; Rushworth et al., 2004). In contrast,

a recent study shows that LPFC does have a

singular role in the implementation of incon

gruity resolution (Mansouri et al., 2007). When

subjects experience an incongruity, they typically

make a behavioral adjustment such that their

performance on the next trial is slower, but

also more accurate (Rabbitt, 1966). Lesions of

LPFC in monkeys abolished this behavioral

adjustment induced by incongruity, whereas

lesions of ACC had no effect (Fig. 21.5A,B).

The modulation of behavior in the current trial

by the degree of incongruity experienced in the

previous trial requires a system to hold the

memory of experienced incongruity across

trials. The activity of LPFC neurons was consis

tent with such a system since they encoded both

the degree of incongruity on the current trial

(Fig. 21.5C) as well as the degree of incongruity

on the previous trial (Fig. 21.5D).

FUNCTIONAL ORGANIZATION
OF HIGH-LEVEL INFORMATION

To recap, we have seen that LPFC has undergone

a dramatic expansion in primate evolution and

that it is responsible for the encoding of a wide

variety of information that would be useful for

high level cognitive behavior, including abstract

rules, behavioral strategies, and task sets. Recent

work has attempted a more fine grain analysis of

the relationship between LPFC and the encoding

of high level information. A number of models

A B

Figure 21.4 Functional magnetic resonance imaging scans reveal how performance of WCST activates
posterior ventrolateral prefrontal cortex in both (A) monkeys and (B) humans. Green arrowhead indicates
the principal sulcus, blue arrowhead the inferior arcuate sulcus, and yellow arrowhead the inferior frontal
sulcus. (From Nakahara et al., 2002, with permission).
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have been developed that propose a hierarchical

organization of rules within the frontal lobe,

with progressively higher level information

represented in progressivelymore anterior frontal

regions (Badre & D’Esposito, 2007; Bunge &

Zelazo, 2006; Christoff & Keramatian, 2008;

Koechlin et al., 2003; Sakai & Passingham,

2003). These findings are consistent with models

that propose that hierarchical organization is a

general feature of brain organization (Fuster,

2002; Hawkins & Blakeslee, 2007).

Although there are differences between the

models regarding the manner of the hierarchical

organization, nearly all begin with the observation

that the implementation of simple conditional

rules depends on the premotor cortex.

Conditional rules take the form ‘‘If X, then Y,’’

and typically take the form of stimulus response

associations, for example, ‘‘If red light, thenbrake.’’

Lesions of premotor cortex in monkeys impair the

ability to perform such tasks (Halsband &

Passingham, 1982; Petrides, 1982) and premotor

cortex is activated in humans when they perform

tasks requiring conditional rules (Amiez et al.,

2006). However, rules that are more complex

than conditional rules typically produce activation

more anterior to the premotor cortex. For

example, compound rules that require subjects to

Figure 21.5 (A) Lateral (top) and medial (bottom) views of the macaque brain illustrating the location of
the lateral prefrontal cortex (LPFC) and anterior cingulate cortex (ACC) lesions. (B) Control animals show
longer reaction times on high conflict trials when the trial was preceded by a high conflict trial (HH) as
opposed to when it was preceded by a low conflict trial (LH). Lesions of LPFC, but not ACC, abolished this
conflict induced behavioral adjustment. (C) An LPFC neuron that shows a higher firing rate when the
sample stimulus elicits low conflict. (D) An LPFC neuron that shows a higher firing rate when the subject
experienced low conflict on the previous trial. (From Mansouri et al., 2007, with permission).
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integrate two pieces of information to determine

the correct response (‘‘If X and if Y, then Z’’)

activate LPFC more than simple conditional rules

(Bunge et al., 2003). In a similar vein, simple con

ditional rules activate PMC,while rules that require

consideration of both the stimulus and the context

in which the stimulus occurs activate LPFC

(Koechlin et al., 2003). In addition, rules that

require consideration of the stimulus, the context,

and the temporal episode in which the task occurs

activate cortex anterior to LPFC in the frontal pole

(Koechlin et al., 2003). However, task complexity

per se does not recruit more anterior regions of

cortex. Investigators studied the effects of

manipulating not only the abstractness of the

rules (as in the previous tasks) but also the overall

complexity of the task via the number of contin

gencies that the subjects had to follow (Badre &

D’Esposito, 2007). Although increasing the

number of contingencies, and thus the overall

complexity of the task, led to larger activations, it

had no effect on the location of those activations.

Only the abstractness of the rule altered the activa

tion locus, with increasingly abstract rules acti

vating increasingly anterior regions of the frontal

lobe (Fig. 21.6).

So far, we have considered the human frontal

lobe. Is there evidence that such a hierarchy of
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Figure 21.6 Subjects performed four different tasks that required them to follow rules at varying degrees
of abstraction. The experimenters could alter the complexity independent of its level of abstraction by
increasing the number of contingencies presented to the subject. (A) The subject learns a stimulus
response contingency. The color of a presented square instructs which of two responses to make. (B) The
subject learns a stimulus feature contingency. The color of the square tells the subject to look for one of
two features present in a sample stimulus, and make one of two responses depending on the presence or
absence of that feature. (C) The subject learns a stimulus dimension contingency. The color of the square
tells the subject to attend to one of two stimulus dimensions (and ignore the other dimension), and make
one of two responses depending on whether two stimuli share a specific feature within that stimulus
dimension. (D) The subject learns context based stimulus dimension contingencies. The colored square
instructs the subject to attend to a specific stimulus dimension, but the color dimension contingency
changes between blocks of trials. The subject must then identify whether two stimuli share a specific
feature within that stimulus dimension and make the appropriate response. Brain activation patterns
reveal that as the task becomes increasingly abstract, the locus of activation shifts anteriorly within lateral
prefrontal cortex. (From Badre & D’Esposito, 2007, with permission).
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function is also present in the monkey? A series of

studies investigating the neuronal basis of

reaching found evidence of hierarchical organi

zation stretching from primary motor cortex into

LPFC in terms of the control of motor behavior.

LPFC neurons sat atop the hierarchy and

encoded the abstract behavioral rule that indi

cated whether to select a stimulus based on either

the location or identity of a previous stimulus

(Hoshi et al., 2000). PMC neurons encoded

information about the target location, as well as

which arm the subject would use to reach to the

target, consistent with a role in planning the

action (Hoshi & Tanji, 2000). Finally, neurons

in primary motor cortex were active during the

execution of the movement, consistent with their

role in motor control (Hoshi & Tanji, 2000).

However, hierarchical organization of cognitive

information is not apparent within LPFC itself.

We recorded from a large expanse of LPFC

while monkeys were implementing ‘‘same’’ and

‘‘different’’ rules, and there was no evidence of an

anterior posterior gradient within LPFC in terms

of the prevalence of neurons encoding these

abstract rules (Wallis & Miller, 2003; Wallis et

al., 2001a). Thus, the question remains as to why

we do not see a hierarchical organization of rules

in monkey LPFC. In part, it may be because we

have not investigated multiple levels of abstract

rules, as we have done in humans. The reason for

this is that we seem to be approaching the limit of

the cognitive capabilities of monkeys. Teaching

them two relatively simple abstract rules, such as

‘‘same’’ and ‘‘different,’’ takes �200,000 trials.

Having them learn a number of abstract rules

that depend on some other task context, as in

the tasks used in humans (Badre & D’Esposito,

2007; Koechlin et al., 2003), is likely to be

impossible.

Theobvious implicationof these findings is that

the most anterior part of the frontal lobe (termed

the ‘‘frontal pole’’) should also be responsible for

the highest level control. A recent review of the

neuroimaging literature concluded that, in

humans, this was indeed the case, arguing that the

frontal pole was particularly important when two

or more cognitive operations need integrating in

the pursuit of a higher behavioral goal (Ramnani &

Owen, 2004). For example, frontal pole activation

occurs when subjects must maintain information

in working memory while performing a secondary

task during the delay interval (Braver &

Bongiolatti, 2002; Koechlin et al., 1999).

However, the frontal pole is also the region of the

primate frontal lobe that is most diverse across

different primate species (Fig. 21.7), seeming to

occupy a disproportionately greater area in

humans than in other primates (Semendeferi et

al., 2001). The anatomical connections of the

frontal pole in the monkey are only partially con

sistentwith its role as the apexof high level control.

It connects most strongly with cingulate cortex,

orbitofrontal cortex, and multimodal regions of

the temporal lobe (Petrides & Pandya, 2007).

Thus, it is unusual within the frontal lobe in that

it does not connect with any motor or sensory

areas, but rather connects with areas responsible

formultisensory processing and internal emotional

Figure 21.7 The right prefrontal cortex of (A) a human and (B) a monkey brain, represented as flattened
surfaces, illustrating the considerably larger proportion of the surface area occupied by area 10 (shaded in
red) in humans relative to monkeys. (From Ramnani & Owen, 2007, with permission).
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states. While this is consistent with the role of the

frontal pole in processing the most abstract, high

level information (such as multimodal sensory

information), its relatively weak connections with

much of LPFC seems inconsistent with the idea

that it sits atop the functional hierarchy in the

lateral frontal lobe. A challenge for future studies

is to reconcile these findings from monkeys and

humans. However, given the disparity in the size of

the frontal pole between the two species

(Semendeferi et al., 2001), it is possible that our

use of the monkey to model human cognitive

processes is not appropriate to the frontal pole.

IMPLEMENTATION OF
HIGH-LEVEL INFORMATION

Representing information relating to high level

control is one step in using this information to

control behavior. However, the information

must then interact with systems responsible for

motor control. We have examined how this

takes place by simultaneously recording from

LPFC, as well as two of the major output struc

tures of the LPFC, PMC and the caudate nucleus

(CN), while subjects were applying the ‘‘same’’

or ‘‘different’’ rule to successively presented

pictures (Muhammad et al., 2006; Wallis et al.,

2001a; Wallis &Miller, 2003). We found that the

strongest rule selectivity was in the frontal lobe

(LPFC and PMC) with only weak rule selectivity

in CN. During the delay between the two pic

tures, rule selective neurons were significantly

more prevalent in LPFC (58 of 197 or 29%)

and PMC (59 of 258 or 23%) than they were in

CN (38 of 341 or 11%).

These results stand in marked contrast to

studies examining the role of CN in simpler

levels of behavioral control, such as the imple

mentation of conditional rules involving con

crete stimulus response associations. Pasupathy

and Miller (2005) recorded data simultaneously

from LPFC and CN while monkeys learned

which of two behavioral responses (saccade left

or right) to make to which of two pictures (A

and B). Both structures encoded the associations

between the pictures and the responses, but

selectivity appeared earlier in learning in CN

than in LPFC. Despite this early neural correlate

of learning in CN, the monkeys’ behavior did

not change until LPFC encoded the associations.

These results present us with a challenge: Why

would the monkeys continue to make errors,

despite the fact that CNwas encoding the correct

picture response associations? The apparent

implication of these findings is that overt beha

vior is under the control of LPFC more so than

under that of CN. Furthermore, they suggest

that LPFC will not necessarily use all of the

available information to control behavior

(since it apparently ‘‘ignores’’ CN).

One possibility is that LPFC is integrating infor

mation frommany low level learning systems, not

just CN, and that some of these systems may not

necessarily agreewithCNas to the correct response.

For example, consider the brain systems that

acquire stimulus reward associations or action

reward associations. It is impossible to learn sti

mulus response associations using such stimulus

reward or action reward associations because each

action and each stimulus are rewarded equally

often. However, this does not necessarily mean

that these systems will be silent during the perfor

mance of a task dependent on stimulus response

associations. For example, perhaps after a rein

forced leftward saccade, the action reward system

instructs LPFC tomake another leftward response,

oblivious to the fact that on the next trial, the

stimulus instructs a rightward response. LPFC

would need to learn that such information is not

useful to solve the task and ignore this system.

Lesion studies support the idea that these different

low level learning systems can compete with one

another. For example, lesions of anterior cingulate

cortex impair the learningof stimulus reward asso

ciations (Busseyetal., 1997;Gabriel etal., 1991),but

facilitate the learning of stimulus response associa

tions (Bussey et al., 1996). These findings suggest

that in the healthy animal, anterior cingulate con

tributes to the learning of stimulus reward associa

tions, and that removing the capacity to learn such

associations can improve the ability to learn sti

mulus response associations.

A puzzling feature of our results is that infor

mation about the abstract rule appeared approxi

mately 90 ms earlier in PMC than in LPFC (CN

neurons lay somewhere in between, but the low
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numbers of rule selective neurons in CN make

this difficult to interpret). This seems to contra

dict the notion of a hierarchical organization,

since PMC is anatomically lower on the hierarchy

than LPFC, yet encodes high level information

quicker. One possible explanation lies in the fact

that the rules were highly familiar to the animals;

they had performed this task formore than a year.

Evidence suggests that LPFC is more critical for

new learning than for familiar routines. LPFC

damage preferentially affects new learning; ani

mals and humans can still engage in complex

behaviors as long as they learned them before

the damage occurred (Dias et al., 1997; Knight,

1984; Shallice, 1982; Shallice & Evans, 1978).

LPFC neurons also show more selectivity during

new learning than during the performance of

familiar cue response associations (Asaad et al.,

1998). Human imaging studies report greater

blood flow to PMC than LPFC when subjects

are performing familiar versus novel tasks

(Boettiger & D’Esposito, 2005) and greater

LPFC activation when subjects are retrieving

newly learned rules versus highly familiar rules

(Donohue, 2005). In addition, with increasing

task familiarity, there is a relative shift in blood

flow from areas associated with focal attention,

such as LPFC, to motor regions (Della Maggiore

& McIntosh, 2005). Therefore, it may be that

LPFC is primarily involved in new learning, but

with familiarity, rules becomemore strongly estab

lished in downstream motor system structures.

CONCLUSION

As behavior has become more complex, it has

inevitably become more difficult to control. The

animal that is reliant on conditioning parses the

world into two behaviors: approach or avoid. The

animal that learns arbitrary relationships, however,

has a farmore difficult task. Presentedwith a single

stimulus, it must determine the salient features.

Should it pay attention to its color, its shape, or

some other feature? Even once the animal has

identified the relevant sensory dimension, it must

then select among the myriad potential motor

responses. A hierarchical organization of cognitive

control, with increasing abstraction at each level of

the hierarchy, is one potential solution to the

problem.The current evidence favors suchanorga

nization in the human frontal lobe and a rudimen

tary analog in the frontal lobeof themonkey. In this

way, primate behavior has evolved to be the most

complex behavior in the animal kingdom.
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CHAPTER 22

Reinventing Primate Neuroscience for the

Twenty-First Century

Todd M. Preuss

The manner in which an organism perceives and

responds to features of its environment reflects

the state of the neural systems that make up its

brain. If we want to address behavior from a

perspective that is meaningful in terms of both

the mechanisms of behavior and evolutionary

history, we have to consider the organization of

the neural systems that constitute brains, how

that organization varies across individuals and

across species, and how that organization

changed over evolutionary time.

As a group, primatologists have paid rela

tively little attention to evolutionary changes in

the internal organization of brains, focusing

instead on changes in size. Size has virtues as a

scientific variable: It can be measured in both

extant and extinct species, and it is unquestion

ably easier to measure the size of a brain than to

examine its contents. Moreover, there have

seemed good reasons to think that mammalian

brains (or primate brains, anyway) are just larger

or smaller versions of a common brain, and that

size itself is what one really needs to study in

order to understand the relationship between

the evolution of the brain and its functional

capacities. This view was systematized by Harry

Jerison, in his classic synthesis of brain size stu

dies (Jerison, 1973), and it established the model

for primatological/anthropological approaches

to brain evolution. Jerison’s approach was

grounded in the idea that the internal organiza

tion of the cortex (the largest component of the

brain in primates and many other mammals) is

relatively uniform across species, an idea that

can be traced to the influential work of Karl

Lashley (Lashley, 1931, 1949), who famously

argued that most of the cortex is functionally

‘‘equipotential.’’ Subsequent work has refined

the allometric treatment of brain size data, but

the core premise of the enterprise that brain

organization is conserved and scalable across a

wide variety of mammalian species has largely

gone unchallenged. Ralph Holloway, with his

insistence that evolution could reorganize

brains internally, so that brains of the same size

could have different functional capacities, has

been a conspicuous exception (Holloway, 1966).

To me, Holloway’s critique has always

seemed eminently sensible. The molecular, cel

lular, and histological organization of the cere

bral cortex, and its patterns of neuronal

connectivity, are incredibly complex, and so

there would seem to be enormous opportunity

for evolutionary change: Why, in the service of

modifying behavior, shouldn’t evolution have

tweaked the membrane potentials of cells, for

instance, or built connections between neurons

that didn’t previously communicate, or reorga

nized cell ensembles to serve novel cognitive

functions?

Yet, it has to be admitted that if these kinds of

changes did take place in mammalian evolution,

the neuroscience community has done a very

good job of keeping them under wraps.

Modern experimental neuroscience is strongly

focused on the apparent similarities between
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taxa. The cortex, in particular, has come to be

regarded as essentially invariant in its internal

organization across species, and has been said to

have a ‘‘basic uniformity of structure’’ (Rockel

et al., 1980) and a ‘‘generality of functional orga

nization’’ (Creutzfeldt, 1977). In considering the

appeal of these claims, it is important to bear in

mind that most neuroscientists work with a very

limited range of taxa, typically one or a few of the

accepted ‘‘model’’ species, which today means

primarily rats or mice. If you study rodent

brains, you have every incentive to believe that

there are no important brain characteristics of

other mammals (including humans) that are not

present in rodents. And if most of your collea

gues also study rodents, who’s to say you’re

wrong? As one speaker I heard recently put it,

we can use rats as experimental stand ins for

humans because, after all, ‘‘brains are brains.’’

The generality of results obtained in model spe

cies is simply taken for granted and is not

regarded as being in need of empirical validation

(Logan, 1999; Preuss, 2000a).

Nevertheless, if one sheds the blinders of the

model animal paradigm and looks in detail at

the primary data available from a variety of

mammals, it is quite apparent that there is

remarkable phyletic variation in the organiza

tion of cerebral cortex: The claim of ‘‘basic uni

formity’’ is simply false. These data have been

extensively reviewed elsewhere (e.g., DeFelipe

et al., 2002, 2007; Elston, 2007; Hof &

Sherwood, 2007; Preuss, 1995, 2000, 2001;

Rilling, 2006; Sherwood & Hof, 2007;

Sherwood et al., 2003), and these reviews paint

a very clear picture: Cortex varies across mam

malian taxa at just about any level or dimension

of organization one cares to consider, from

transmitters and receptors; to cell types, cell

morphologies, and cell numbers; to the ways in

which different cell types are organized into

layers; to the ways cells in different layers are

interconnected to form local processing archi

tectures; to the ways local cell assemblies are

organized into modules and areas (the larger

order histological units of the cortex); to the

ways areas are assembled into higher order

information processing systems through pat

terns of long intracortical connections.

Furthermore, and not surprisingly, the varia

tions in cortical organization are not random,

but follow phylogenetic patterns: The internal

organization of cerebral cortex in bushbabies

and rhesus macaques two primates that differ

markedly in brain size is much more similar

than in bushbabies and tree shrews animals

with brains about the same size as bushbabies,

but which are not primates. This is not to say

that there aren’t features of cortical organization

that are widely shared among mammals by

virtue of common ancestry (e.g., the existence

of some manner of columnar and laminar dis

tribution of cortical neurons), but the idea that

there was an ancestral organization from which

modern forms have descended with modifica

tion is a very different proposition than the

claim that important features of cortical organi

zation are invariant across mammalian groups,

which is the main point of ‘‘basic uniformity.’’

Accepting the fact that cortical organization

varies across changes one’s view of what students

of primate brain evolution should be doing. For

one thing, it means that a primary or exclusive

focus on brain size will not do, for if the internal

organization of brains varies in important ways,

then trying to understand the functional capa

cities of different species by measuring endocra

nial capacity is like trying to understand what

different computers can do by measuring the

boxes they came in. To be sure, you might learn

something by a comparison of computer boxes if

you start out with a good understanding of the

architecture of computers, and if the computers

are two versions of the same model. But if you

don’t have that kind of knowledge, you’re not

going to get very far.

Acknowledging that internal brain organiza

tion varies means that we must document those

variations in a systematic way and apply the

modern analytic tools of comparative biology to

reconstruct brain evolution based on those varia

tions. That is, we need to know how brain orga

nization varies across taxa and to map those

variations onto the phylogenetic tree. Doing

this, it is possible to reconstruct the brain organi

zation of ancestors, which are represented at the

internal nodes of the phylogenetic tree, and to use

ancestral organizations as starting points for
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assessing evolutionary changes in daughter

lineages. These analytic techniques are now well

developed and widely applied in fields of research

as diverse as molecular biology and ethology;

indeed, the burgeoning science of comparative

genomics, which is founded on the identification

of homologous gene sequences in different taxa,

would scarcely be possible without the modern

tools of phylogenetic analysis.

An emphasis on studying the internal orga

nization of brains also implies a primary

emphasis on the study of living (extant) taxa. I

don’t mean by this to suggest that paleoneur

ology is futile, but rather to assert that what we

can expect to glean from paleoneurological stu

dies of extinct species will depend on what we

know about the actual brain biology of their

closest living relatives. In addition, we need to

pick and choose the extant taxa to be studied

very carefully. Since we can’t study every species

in great detail, we must choose species that max

imize the amount of information they provide

about evolutionary history. Certainly, we want

to identify the shared, derived characteristics of

at least the major branches of the primate tree

strepsirrhines (lemurs, lorises, and bushbabies),

tarsiers, platyrrhines (New World monkeys),

and catarrhines (Old World monkeys, apes,

and humans), so we need to study members of

each of these groups. Understanding what fea

tures of brain organization distinguish primates

from other mammals requires outgroup evi

dence, and thus, in addition to studying pri

mates, was also need to compare primates to

other mammals, especially the groups of mam

mals most closely related to primates, which, on

current evidence, include tree shrews (mamma

lian order Scandentia) and colugos (i.e., flying

lemurs; order Dermoptera) (e.g., Murphy et al.,

2001). Of course, the characteristics of the

human lineage and of the hominoid (ape)

clade of which our lineage is a part are

matters of special interest and importance.

Understanding this part of primate evolutionary

history requires comparing humans and apes,

and particularly the ape species to which we

humans are most closely related: chimpanzees

and bonobos. Currently, we know very little

about what distinguishes the human brain

from that of apes or other primates, apart from

the fact that it is extremely large (Crick & Jones,

1993; Preuss, 2000b, 2006).

The task of addressing primate brain evolu

tion at such fine levels of neurobiological and

phylogenetic detail might seem daunting, if not

impossible. It is important to recognize, there

fore, that there is at least one area of research in

which neuroscientists have been equal to the

task: Primate visual systems have been examined

in considerable detail from a comparative stand

point, and it is possible to reconstruct many

features of the primate visual system evolution.

I want to review this matter in some detail,

because it illustrates both the promise of the

science and the limitations that must be over

come in order to obtain comparably detailed

analyses of other brain systems.

If we are unusually well informed about the

evolution of primate visual systems, it is because

visual science has a particularly strong compara

tive tradition and because the influential work of

Le Gros Clark (1959) stressed the importance of

vision in primate evolution. Le Gros Clark’s

banner was taken up by Diamond and his col

leagues, who helped promote studies of tree

shrews and bushbabies (e.g., Diamond & Hall,

1969; Harting et al., 1972, 1973), studies that

have been essential for understanding primate

visual system evolution. This rich history of

study makes it possible to identify likely primate

specializations at almost every level of visual

system organization (for comprehensive reviews

of the primary literature, see Allman, 1977;

Casagrande & Kaas, 1994; Casagrande et al.,

2007; Kaas & Preuss, 1993; Preuss, 2004,

2007a,b; Rosa & Krubitzer, 1999; Ross &

Martin, 2007). One of the first and most exhaus

tively documented primate specializations is the

distinctive pattern of projections from the retina

to the superior colliculus, whereby each colli

culus represents only the contralateral visual

field. The unusual lamination in the thalamic

lateral geniculate nucleus (LGN) of primates

reflects a pattern of input segregation different

from other mammals. In primates, the LGN

projects nearly exclusively to a single cortical

area, the primary visual area (V1; also known

as striate cortex), whereas in other mammals
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that have been studied, LGN projections are

more widespread. One consequence of this is

that higher order visual areas are more depen

dent upon V1 for driving physiological activity in

primates than they are in nonprimates. Within

area V1 of primates, there is a distinctive pattern

of compartmentation in the upper layers, such

that inputs that ultimately arise from the W class

of cells in the retina terminate in small patches

(‘‘blobs’’) that are rich in cytochrome oxidase, a

metabolic enzyme. Blobs are absent in tree

shrews, rodents, and other mammals, with the

exception of carnivores, in which they evolved

independently. Primates also possess a large

number of higher order visual areas, as do some

other mammals, but only in primates are these

areas organized by their interconnections into

two distinct processing streams, a dorsal pathway

related to spatial attention and action and a ven

tral pathway related to object recognition.

In addition to the shared, derived features of

primates, we also know something about the

visual system specializations of particular pri

mate groups. Early in the radiation of the hap

lorine primates (the group that includes tarsiers

and anthropoids), there was adaptation to a

diurnal activity pattern and the retina was reor

ganized, with the evolution of a true fovea and

with the replacement of rods in the central retina

by an abundance of miniaturized cones. These

changes improved spatial resolution in bright

light and created the conditions required for oppo

nent interactions between cones, whichmake color

discrimination possible. Independent duplication

of the ancestral medium/long wavelength cone

opsin in the New World and Old World anthro

poid led to the evolution of trichromatic vision in

these groups. We know of additional modifica

tions of the laminar organization of area V1 (in

hominoid evolution) and of the compartmental

organization of area V1 (in human evolution),

but the functional implications of these changes

are as yet poorly understood.

THE NEW NEUROSCIENCE
TECHNOLOGIES

If the visual system gives us a glimpse of what a

mature comparative neuroscience of primates

could look like, the unhappy fact is that we

known rather little about most other regions of

the brain. We know that primates vary in the

organization of somatosensory and motor

cortex in ways that parallel changes in manual

reaching, grasping, and manipulative abilities

(Hinkley et al., 2007; Kaas, 2007; Padberg et al.,

2007; Wise, 2007). We have evidence that pri

mates evolved new motor areas along with a

large suite of new areas in the classical higher

order association regions of the frontal, parietal,

and temporal lobes (Preuss, 2007a,b). We also

know of changes in cortical cell biology, his

tology, and receptor distribution, although in

most cases the comparative coverage has not

been sufficient to make possible detailed phyletic

reconstructions. Many aspects of primate brain

organization remain to be explored from a com

parative perspective.

Why can’t we simply extend the experimental

approaches that have proven so successful in

documenting the evolution of the visual system

to other systems? Consider that much of the

comparative visual system research has involved

invasive and terminal experimental procedures,

and that to be applied on anything more than a

small scale, these procedures would require an

infrastructure of animal colonies housing a tax

onomically diverse set of primate species and

close primate relatives. In the United States,

where concentration of research around a few

‘‘model’’ species seems to be a much higher

priority than maintaining a diversity of research

species, the number of primate species (and

other species relevant to primate evolution)

available for research is declining: The past

decade has seen the elimination of all the ape

species from the National Primate Research

Centers with the exception of chimpanzees,

and the National Committee for Research

Resources (NCRR; the branch of the National

Institutes of Health [NIH] that supports the

National Primate Research Centers) has decided

to maintain a moratorium on breeding the

chimpanzees it holds (Cohen, 2007a), which

means that the chimpanzees will eventually be

eliminated, too. The few remaining breeding

colonies of critically important taxa like galagos

and tree shrews, historically supported by NIH
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funding, are unlikely to be maintained. To the

extent that nonhuman primates will continue to

have a role in a neuroscience based on tradi

tional experimental methods, that future

belongs mainly to a few macaque and baboon

species and to marmosets. If we continue to rely

primarily on experimental approaches requiring

invasive and terminal procedures, it seems unli

kely that we will have access to the diversity of

taxa required to reconstruct primate brain

evolution.

Does the science of primate brain evolution

have a future? If it does, it will have to come to

terms with the degradation of the animal

resources upon which comparative brain studies

have heretofore relied. One way to do this is to

take greater advantage of the variety of new

‘‘low impact’’ techniques available to neuros

cientists, techniques that either involve nonin

vasive or minimally invasive methods for

studying living organisms or employ biological

materials that can be collected without harming

the individual or that can be collected after

death. These include neuroimaging, histological

techniques, and genomic and other molecular

biological methods.

Comparative Neuroimaging

Neuroimaging is a set of methods for remotely

probing the structure, chemistry, and physiology

of the brain. These include magnetic resonance

imaging (MRI), positron emission tomography

(PET), computer assisting tomography (CAT),

near infrared spectroscopy, electroencephalo

graphy (EEG), and transcranial magnetic stimu

lation (TMS). Currently, MRI and PET offer the

greatest potential for comparative neuroima

ging, and will be the focus of discussion here. It

is convenient to distinguish structural and func

tional modes of neuroimaging, categories that

cut across the MRI/PET distinction.

Structural Imaging with MRI

MRI works by using magnetic fields and electro

magnetic (EM) pulses to manipulate the spins of

atomic nuclei, and thereby induce them to emit

electromagnetic signals. The strongest signals can

be elicited from hydrogen nuclei (protons), both

because of their intrinsic magnetic properties and

because they are the most abundant nuclei in the

brain, so the most commonly used MRI techni

ques are based on proton imaging. In the presence

of a strong background magnetic field, protons

align their spin axes along that field; in fact, their

spin axes precess around a central axis much like

the wobble of a spinning top. External electromag

netic pulses tuned to appropriate ‘‘resonant’’ fre

quencies that depend on the strength of the

background field cause the axes to flip out of the

plane of the backgroundmagnetic field and simul

taneously synchronize the precession phases of the

individual nuclei. Following the EM pulse, the

protons relax, their precessions dephasing at an

exponential rate and their axes returning to align

ment with the background field at an exponential

rate. As protons relax, they emit EMwaves at their

resonant frequencies. The rate of return to align

ment with the background field is known as T1;

the rate of dephasing of precessions is known as

T2. Different tissues have different T1 and T2

values, values that depend on the concentration

of hydrogen and on the organization of different

hydrogen containing molecules in the tissue. This

provides the basis for the tissue contrast one sees

in MR images, such as, for example, the contrast

between graymatter andwhitematter in the brain.

Typical structural MRI scans reflect both T1 and

T2 but weight them differently (Fig. 22.1A).

Increasing the strength of the background

magnetic field increases the signal to noise

ratio of the MR signal obtained from individual

brain volume elements (voxels), which means

that stronger magnets make it possible to

obtain higher spatial resolution scans without

sacrificing image quality. Current clinical scan

ners are generally 1.5 to 3 Tesla (T), and a

number of universities now have experimental

research scanners of 9.4T or more. Early scan

ners, with low field strength, were best suited for

the study of large species, such as humans.

Indeed, MRI is unusual among neuroscientific

techniques in that its first large scale applica

tions were in humans, proving valuable as a

diagnostic tool for localizing tumors, strokes,

and aneurisms, as well as for carrying out mor

phometric studies of human brain structure.

The progressive improvement of the technology
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of MRI has made it possible to extend MRI

morphometry to species with smaller and

smaller brains, so that MRI has become an

important tool in comparative neuroscience.

Moreover, while we usually think of MRI as an

in vivo technique, it can be used with fixed

brains as well and therefore can be used to

study archival brain material (Fig. 22.1B).

There is already an extensive literature of

comparative MRI morphometry. Examples

include studies comparing the absolute and rela

tive volumes of cerebral lobes among hominoids

(Rilling & Insel, 1999b; Rilling & Seligman, 2002;

Semendeferi et al., 1997, 2002); the volumes of

the cerebellum and its constituents among pri

mates and between primates and cetaceans

(MacLeod et al., 2003; Marino et al., 2000;

Rilling, 2007; Rilling & Insel, 1998); the sizes of

white matter systems of the brain, including the

white matter of the different cerebral lobes

(Rilling & Seligman, 2002; Schenker et al.,

2005; Schoenemann et al., 2005) and of the

major fiber bundles interconnecting the two

hemispheres, the anterior commissure and

corpus callosum (Rilling & Insel, 1999a); as

well as studies of cerebral asymmetries of cortical

mass and sulcal morphology (Gilissen, 2001;

Hopkins et al., 1998). To date, MRI morpho

metry has been used mainly to study hominoids

and anthropoids and other large brain creatures,

but it is certainly possible to image smaller brain

animals. One of the advantages of postmortem

imaging is that you can fit relatively small brains

into high field strength scanners (7T or higher)

and scan them for a long time to obtain very high

resolution, as, for example, in the recent study of

a Daubentonia brain by Kaufman et al. (2005).

(Fig. 22.1B).

Despite these technical improvements, the

study of certain major constituent structures

Figure 22.1 T1 and T2 weighted structural neuroimaging. (A) T1 weighted coronal image from a
chimpanzee acquired in vivo with a 3T scanner. (B) T2 weighted images from the fixed brain of an aye
aye (Daubentonia madagascariensis) acquired in a 9T scanner. The image sets in B were reconstructed to
show the intersection of a coronal plane and a parasagittal plane. T1 and T2 weighted images show
different patterns of tissue contrast: Gray matter is darker than white matter in T1, whereas white matter
appears very dark in T2 weighted images, which resemble myelin stained histological sections. T1 weighted
scans are commonly used for rapid acquisition of structural images in vivo with high spatial resolution.
Fixed brains can be scanned for very long periods, however, and T2 weighted images can be acquired with
very high spatial resolution and excellent contrast between gray matter and white matter, showing
remarkable anatomical detail even in the relatively small brain of this lemur. Figure 22.1B from Kaufman,
J. A., Ahrens, E. T., Laidlaw, D. H., Zhang, S., & Allman, J. M. (2005). Anatomical analysis of an aye aye
brain (Daubentonia madagascariensis, primates: Prosimii). combining histology, structural magnetic
resonance imaging, and diffusion tensor imaging. Anatomical Records Part A: Discovery of Molecular,
Cellular, and Evolutionary Biology, 287, 1026 1037. Used with permission.
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of the brain, notably cortical areas and thalamic

nuclei, has proven difficult with current MRI

techniques. Identifying and demarcating (‘‘seg

menting’’) these structures is important,

because unlike whole lobes and hemispheres,

these are real functional units of the brain.

Sulci, unfortunately, are not very reliable

guides to the borders of cortical areas in cross

species comparisons (Preuss, 2007b). The pro

blem of segmenting cortical areas and nuclei in

MRI is compounded by the fact that the orga

nization of even well studied taxa like rhesus

macaques is still not completely worked out.

The widespread reliance on Brodmann’s map

of human cortical areas (Brodmann, 1909) in

functional MRI studies suggests a level of

knowledge about human cortex that we just

do not have: Brodmann’s map is inaccurate in

important respects (Abbott, 2003; Eickhoff

et al., 2005a; Toga et al., 2006). Moreover,

researchers typically assign Brodmann’s num

bers to loci of functional activity based solely on

their coordinates in one of the standardized

brain spaces currently available for human

brain mapping, rather than on an independent

assessment of the histological architecture of

subjects’ brains precisely because it has been

difficult to do something like a cytoarchitec

tonic or myeloarchitectonic parcellation of the

cortex using MRI. One approach to resolving

this limitation is to make architectonic maps

from brains that have been scanned, then sec

tioned and analyzed histologically, and then

registered back into standardized brain space;

individual subjects’ MRI scans can then be

registered into the same space, and cortical

areas identified on a probabilistic basis

(Eickhoff et al., 2005b, 2007b). Ultimately, it

may prove possible to make individualized

brain maps: Current imaging techniques can

detect variations in the strength of the MR

signal across the laminae of the cortex, and in

principle, these intensity variations could be

used to distinguish cortical areas just as laminar

variations in cell and fiber staining are used to

distinguish cortical areas in classical histolo

gical architectonic mapping (Clare & Bridge,

2005; Clark et al., 1992; Eickhoff et al., 2005a;

Walters et al., 2003).

There are at least two additional variants of

MRI that are potentially extremely valuable for

comparative studies. One is diffusion tensor

imaging (DTI), the attraction of which lies in

its ability to map fiber tracts noninvasively, and

thus overcome (to some extent) the limitations

of standard connectivity techniques. Since

brains are collections of neural systems, consti

tuted by the interconnections of neurons and

neuron containing structures, understanding

connectivity and how it varies across species is

fundamental to comparative neuroscience. The

most sensitive and reliable experimental techni

ques for tracing connections in the brain have

involved the injection of chemical substances

that are taken up by neurons and transported

either proximally (back to the cell body) or dis

tally (out to the terminations of axons) or both.

Injecting the substances involves invasive sur

gical procedures; confirming the location of the

injection site and determining where the tracer

was transported to requires sacrificing the sub

ject and examining the brain microscopically.

Obviously, these techniques are inappropriate

for use in humans, or in rare or endangered

species, such as chimpanzees. As a result, most

of what we think we know about the connec

tivity of the human brain represents extrapola

tion from experimental studies in macaque

monkeys rather than results obtained directly

from studies of human beings (Crick & Jones,

1993). DTI provides the opportunity to study

connectivity directly in humans, and can be used

in other species as well (Fig. 22.2).

DTI is based on the ability of MRI to detect

the direction of diffusion of water molecules (see

reviews by Mori & Zhang, 2006, and Ramnani

et al., 2004). Since water molecules tend to dif

fuse along, rather than across, nerve fibers, local

anisotropies in water diffusion can be used to

reconstruct the three dimensional organization

of fiber bundles (Kaufman et al., 2005). DTI can

be done in vivo, but also with fixed, archival

brain tissue. Studies of well preserved tissue

yield results similar to in vivo studies

(D’Arceuil et al., 2007; Guilfoyle et al., 2003;

Sun et al., 2003), because DTI is based on the

physics of water diffusion, rather than on the

biological activity of living tissue.
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Figure 22.2 Diffusion tensor imaging (DTI) can be used to reconstruct white matter pathways. A C illustrate the

principles of DTI in the brain of Daubentonia, as demonstrated by Kaufman et al. (2005). (A) A histological section
through the cingulumbundle (CB), corpus callosum (CC), and caudate nucleus (Cd) stained formyelin. The cingulum

bundle and corpus callosum aremajor fiber tracts, and therefore are stained darkly; the caudate, a graymatter structure,
has a light appearance. (B) A ‘‘color map’’ at the same level, obtained from DTI scans obtained before the brain was

sectioned. DTI color maps code the principal direction of fibers in each brain voxel. In this map, red represents
anteroposteriorly oriented fibers, green represents fibers oriented superoinferiorly, and blue represents mediolaterally

oriented fibers. The prominent blue territory corresponds to the corpus callosum, which carries fibers passing
mediolaterally between the two hemispheres. The cingulum bundle, which carries fibers that pass between the frontal

lobe and posterior cortical regions, starts out red at posterior levels and then turns green as it turns inferiorly anterior to
the genu of the corpus callosum. (C)Histological confirmation of the DTI results: Plots of fiber directions observed in

myelin stained sections at different levels of the cingulumbundlematch the directionality indicatedby theDTI results in
B. (D) Results of a DTI study comparing the course and targets of the arcuate fasciculus in the cerebral hemispheres of

humans and chimpanzees, based on Rilling et al. (2008). These maps illustrate fiber pathways reconstructed from
principal direction data. Note that in these figures, all fibers and terminations are rendered as shades of green, whatever

their orientation. In humans, the arcuate fasciculus interconnects language areas of the inferior frontal lobe and parietal
and temporal cortex. Chimpanzees also possess an arcuate fasciculus, but it lacks the strong connections with the

temporal lobe seen in humans. In humans, the relevant temporal areas are involved in the representation of word

meaning. abSF, ascending branch of the Sylvian fissure; AOS, anterior occipital sulcus; CS, central sulcus; FOS, fronto
orbital sulcus; hbSF, horizontal branch of the Sylvian fissure; IFS, inferior frontal sulcus; IPS, intraparietal sulcus; ITS,

inferior temporal sulcus; LCaS, lateral calcarine sulcus; LuS, lunate sulcus; PoCS, postcentral sulcus; PrCS, precentral
sulcus; SF, Sylvian fissure; SFS, superior frontal sulcus; STS, superior temporal sulcus. A C fromKaufman, J. A., Ahrens,

E. T., Laidlaw, D. H., Zhang, S., & Allman, J. M. (2005). Anatomical analysis of an aye aye brain (Daubentonia
madagascariensis, primates: Prosimii) combining histology, structural magnetic resonance imaging, and diffusion

tensor imaging. Anatomical Records Part A: Discovery of Molecular, Cellular, and Evolutionary Biology, 287, 1026 1037.
D based onRilling, J. K., Glasser,M. F., Preuss, T.M.,Ma, X., Zhao, T ,Hu, X., et al. (2008). The evolution of the arcuate

fasciculus revealed with comparative DTI.Nature Neuroscience, 11, 426 428. Used with permission.
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DTI tracing has some important limitations

compared to traditional tracer studies. The spatial

resolution of DTI is relatively coarse (with voxel

sizes usually in the range of 0.5 to 2.0 mm), so at

present this is not a method that can trace connec

tions from cell to cell. In addition, accurate recon

struction of fiber tracts depends on the coherence

of fiber bundles, so DTI tracks quite well through

the white matter, but less well as fibers pass into

gray matter, where fibers disperse and travel in

multiple directions. Finally, DTI is vulnerable to

both false positives and negatives, so that currently

the best use of DTI is not to provide an exhaustive

accounting of the structures with which a given

brain region is connected (which is what tracer

studies provide), but rather to assess the prob

ability that fibers pass between a specific region

of interest and other voxels in the brain.

Notwithstanding these limitations, DTI is

proving to be extremely valuable as a noninvasive

tool for tracing connections, and it is now being

used to directly compare humans and nonhuman

primates and thus to shed light on human brain

evolution. Recent studies of note include compar

isons of frontal lobe connections with subcortical

structures (Croxson et al., 2005; Ramnani et al.,

2006; Tomassini et al., 2007); comparisons of

the interconnections of higher order cortical

regions in humans, chimpanzees, and macaques

(Rilling et al., 2008); and comparisons of amyg

dala connectivity (Hecht et al., 2008). The ability

of DTI to track fiber pathways also makes this a

useful tool for segmenting the areas and nuclei of

the brain (Behrens & Johansen Berg, 2005),

because brain areas differ in their patterns of

connectivity as well as their histological

organization.

Functional Imaging

Neuroimaging can also be employed to monitor

the functional activity of living brains, using a

variant of the MRI technique, functional MRI

(fMRI), and with PET. Both approaches are

based on the fact that changes in neural activity

are accompanied by changes in regional blood

flow and glucose utilization. Functional imaging

maps these regional metabolic changes.

Functional MRI does this by tracking changes

in blood flow; as brain regions increase or

decrease their activity level, and blood flow

increases or decreases accordingly, the relative

amounts of oxygenated and deoxygenated

hemoglobin in those regions change: Regions

with high blood flow have higher levels of oxy

genated hemoglobin. The change can be

detected with MRI because deoxygenated and

oxygenated hemoglobin have different magnetic

properties.

Whereas MRI works by the external applica

tion of magnetic fields and EM pulses, PET

derives information by introduction into the

subject (orally or by injection) of radioactively

labeled substances that accumulate in the brain.

These substances incorporate short half life,

Figure 22.2 (Continued)
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positron emitting isotopes. An emitted positron

travels only a few millimeters on average before

encountering an electron and the two are anni

hilated, yielding a pair of photons traveling in

nearly opposite directions. These photons reach

detectors arrayed around the subject, and by

comparing the location of the detector elements

activated and the time required to reach the

detector array, their points of origin can be

determined. In this way, regional variations in

the accumulation of the radiolabeled substance

can be reconstructed. PET can be used as an

anatomical tool, for example, to determine the

distribution of specific receptor types using

appropriate ligands, but its principal use has

been to determine function related differences

in regional brain activity using radiolabeled

oxygen isotopes or glucose analogs.

While widely used in human studies, func

tional imaging has found rather limited applica

tions in studies of nonhuman primates. In part,

this is because subject movement degrades the

images obtained in MRI and PET scanners.

Most human subjects can restrain their head

movements upon request even as they make

finger taps or othermotor responses in behavioral

tasks, but awake animals need to be extensively

trained, as well as physically restrained, in order

to be suitable as subjects. This can be done in

some cases, mainly with highly trained, chair

restrained macaques (e.g., Howell et al., 2001;

Logothetis et al., 1999), but scanning awake,

unrestrained individuals is not a practical option

for most nonhuman primate species. Certainly,

you do not want to try to scan a powerful animal

like an adult chimpanzee unrestrained in your

multimillion dollar MRI or PET facility.

One way to escape this limitation is to sepa

rate the time period during which the subject is

awake and behaving and taking up a radiola

beled marker, from the time period of PET scan

ning, in which the distribution of the ligand in

the brain is determined. Provided the tracer

accumulates to an asymptotic level during the

behavioral testing period and doesn’t decline

significantly during the time required to obtain

the PET scan, it makes little difference whether

the PET scan is done with the subject awake or

anesthetized. Using [18F] fluorodeoxyglucose

(FDG), a radiolabeled glucose analog, this PET

technique has been used in humans (who are not

usually anesthetized during scanning), as well as

in nonhuman primates (Rilling et al., 2001,

2004, 2007). PET is currently the only technique

available for directly comparing behavior

related patterns of brain functional activity in

humans and chimpanzees (Fig. 22.3).

Functional Connectivity

The need to anesthetize nonhuman subjects

during scanning means that PET, rather than

fMRI, is in most cases the practical option

for comparing the relationship between

regional brain activity and behavior across

primate species. Functional MRI does have a

use in comparative studies, however. Regions

of the brain that are coupled synaptically

tend to have temporally correlated patterns

of metabolic activity: They tend to be active

in synchrony. Functional MRI, which mea

sures levels of functional activity in indivi

dual brain voxels, provides data that can be

used infer patterns of connectivity. This tech

nique, called functional connectivity MRI (or

fcMRI), is now being used extensively to

study humans (e.g., Biswal et al., 1995; Fox

et al., 2005; Hampson et al., 2002; Lowe et

al., 1998; Seeley et al., 2007; Xiong et al.,

1999). Typically, human subjects rest quietly

in the scanner while MRI records sponta

neous brain activity; the subjects are not per

forming any particular task. Interestingly,

much of this spontaneous brain activity is

retained in shallow sleep and light anesthesia

(Peltier et al., 2005), and as a result, the

technique has been employed to compare

humans and macaques (Vincent et al.,

2007). It should be possible to extend it to

other nonhuman primate species as well. The

fcMRI technique could prove an important

complement to DTI for providing informa

tion about connectivity for species in which

traditional, invasive methods cannot be used.

Comparative Histology and Cell Biology

Neuroimaging gives us a window into the brain;

histological and cell biological techniques take
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us into the very substance of the brain, and at

scales of organization that can be smaller than

those achievable in normal practise with neuroi

maging (Balter, 2007). Because tissue studies are

as old as experimental biology itself and almost

always involve studies of tissue obtained post

mortem, one might not imagine this to be a

hotbed of new methods and an avenue to new

discovery about the brain. In fact, the amount

and quality of information that can be gleaned

from brain tissue has increased dramatically over

the past several decades, driven by the introduc

tion of new techniques for labeling specific tissue

and cell compartments, new methods of quanti

tative analysis, and new techniques for preser

ving tissue.

Scientists in the nineteenth century discovered

that different components of neural tissue could

be distinguished by chemical treatment of the

tissue; these histochemical methods include

stains that reveal cell bodies (e.g., the Nissl

stain) and myelinated axons. New histochemical

stains were developed in the twentieth century,

including stains for enzymes that are highly abun

dant in the nervous system, such as cytochrome

oxidase and acetylcholinesterase. These staining

Figure 22.3 Comparative functional neuroimaging of resting state cognitive activity using the in vivo
fludeoxyglucose positron emission tomography (FDG PET) technique in humans and chimpanzees, based
on Rilling et al. (2007). In humans, numerous studies have shown that specific regions of cortex are highly
active when subjects simply rest in the scanner and allow their thoughts to wander freely, including the
medial frontal cortical (MFC) areas representing self referential and emotional processes, medial posterior
cortical (MPFC) areas involved in episodic memory, and lateral areas in the posterior parietal (PP) lobe and
the cortex in and around the posterior superior temporal sulcus (STS) involved in language and conscious
awareness. Rilling and colleagues replicated previous resting state activity results in humans, and showed
that chimpanzees exhibit patterns of activity similar, but not identical, to that of humans. The amount of
FDG incorporated into different parts of the brain is color coded; the brightest voxels denote the highest
activity. The same FDG PET technique can be used with more structured behavioral tasks to compare
functional brain activity across species. V, visual cortex. From Rilling, J. K., Barks, S. K., Parr, L. A., Preuss,
T. M., Faber, T. L., Pagnoni, G., et al. (2007). A comparison of resting state brain activity in humans and
chimpanzees. Proceedings of the National Academy of Sciences, 104, 17146 17151. Used with permission.
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methods are still widely employed in experi

mental neuroscience. Increasingly, however, neu

roscientists are making use of a rapidly growing

set of ligand molecules that bind selectively to

specific molecules of interest in the brain. Since

different molecules tend to be localized within

particular cell types (e.g., pyramidal cells, inter

neurons, astrocytes) and to particular compart

ments within those cell types (e.g., nucleus, cell

body, synaptic spines), mapping the distribution

of specific molecules can tell us a great deal about

the cellular and subcellular organization of brain

tissue. The ligands employed in these studies

include naturally occurring chemicals, including

a variety of plant lectins that have affinities for the

carbohydrate moieties of proteins, and synthetic

compounds, including neuroactive drugs that

mimic neurotransmitters, binding to specific

receptor molecules on neurons and glia. But by

far the most widely used ligands are antibodies.

Antibody production for research and clinical use

is now a large industry, turning out antibodies to

a substantial fraction of the proteins present in

the human brain. So, in a typical immunohisto

chemical (or immunocytochemical) procedure,

one bathes tissue sections in a solution containing

antibodies to a protein of interest, then immerses

the sections in a second solution that tags the

primary antibody with a marker that can be

visualized under a microscope, such as a fluores

cent dye or a chemical that can be processed to

yield a visible precipitate, typically diaminobenzi

dine (DAB).

What can we do with these methods? One

use is to segment the gray matter into structu

rally and functional meaningful subunits. Since

gray matter, in its natural state, tends to be

quite homogeneous in appearance, histologists

have explored chemical procedures that differ

entially stain or label subunits of gray matter.

Classically, the histochemical stains for Nissl

and myelin were employed to try to subdivide

gray matter based on regional differences in the

size and density of cell bodies (as in the

familiar work of Brodmann, 1909) and the

density and geometric pattern of myelinated

fiber distribution (as, for example, by Vogt &

Vogt, 1919). In principle, however, any mole

cule that varies in its density or spatial

distribution across brain regions can be used

to segment (or ‘‘parcellate,’’ in the argot of

architectonics) the brain. So, for example,

simple histochemical stains for cytochrome

oxidase and acetylcholinesterase have been

used to map cortical areas (e.g., Stepniewska

et al., 1993; Tootell et al., 1985), and with the

proliferation of antibodies and other ligands, a

number of these have proven useful for sub

dividing the cortex and subcortical brain

regions. Investigators try to combine evidence

from multiple sources to obtain reliable and

meaningful parcellations (e.g., Kaas, 1987;

Toga et al., 2006). For example, my colleagues

and I found that a plant lectin, Wisteria flour

abunda agglutinin, and an antibody to a cal

cium binding protein, calbindin, are both

useful tools for distinguishing nuclei of the

thalamus (Cola et al., 2005; Preuss et al.,

1998), and that an antibody to neurofilament

protein (SMI 32) is valuable for distinguishing

subdivisions of motor cortex (Preuss et al.,

1997). Our experiences with these ligands are

paralleled by those of many other workers, and

the use of lectins and antibodies is now a

standard feature of brain mapping in humans

and nonhuman primates. Karl Zilles and

his coworkers have made extensive use of

another class of ligands, synthetic radiolabeled

receptor binding substances, in comprehensive

human brain mapping studies (for reviews, see

Amunts & Zilles, 2001; Eickhoff et al., 2007a;

Zilles et al., 2002). This impressive body of

work should eventually supplant Brodmann’s

(Brodmann, 1909) widely employed, but

deeply flawed, map of human cortex (Abbott,

2003). The same ligands can be used in com

parative studies (e.g., Zilles et al., 1996),

although to date they have not been widely

employed in this capacity. With the develop

ment of new techniques for differentially

labeling brain regions have come new quanti

tative analytic techniques for identifying bor

ders between regions (e.g., Annese et al., 2004;

Geyer et al., 1996; Hackett et al., 2001).

Histological techniques have much more to

offer to comparative neuroscience than seg

menting major brain divisions, as important as

that task may be. They also provide clues to
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phyletic differences at finer levels of organiza

tion, of which there are many examples (for

reviews, see DeFelipe et al., 2002, 2007; Hof &

Sherwood, 2007; Preuss, 1995, 2001; Sherwood&

Hof, 2007). We know of differences in the

laminar organization and compartmental orga

nization of homologous cortical areas, as exem

plified by the modifications of layer 4A of

primary visual cortex that occurred in ape and

human evolution (Preuss & Coleman, 2002;

Preuss et al., 1999) (Fig. 22.4). There are differ

ences in the biochemical phenotypes of homo

logous cell types: For example, layer 5 pyramidal

cells in the cingulate cortex of great apes and

humans express the calcium binding protein

calretinin, unlike other primates (Hof et al.,

2001). The morphologies of neurons vary

across taxa: great apes and humans possess a

distinctive class of large, spindle shaped layer 5

cells (Von Economo cells) in anterior cingulate

and fronto insular cortex; these are especially

large and numerous in humans, and are not

observed in primates outside the great ape

human clade (Allman et al., 2005; Nimchinsky

et al., 1999). Glial cell morphologies also vary

across primate taxa (Colombo et al., 2004). The

dendritic branching patterns of pyramidal cells

differ between taxa (Elston, 2003), as do the

geometries of certain classes of axonal termina

tions (Raghanti et al., 2007, 2008). The sizes of

particular types of neurons can vary in ways that

are not plausibly explained by differences in

brain size, and presumably reflect functional

specializations (Sherwood et al., 2003). It is

also possible to study the local connectivity of

brain regions in fixed tissue, over a distance of

several millimeters, using lipophilic dyes

(Galuske et al., 2000; Mufson et al., 1990;

Tardif & Clarke, 2001), but comprehensive com

parative studies have not yet been undertaken

with this technique.

One of the most important developments in

modern histology is the advent of techniques for

accurately estimating numbers and densities of

cells. Because the process of sectioning tissue

results in fractions of individual cells being pre

sent in two or more adjacent tissue sections,

merely counting the number of cells in a section

and multiplying by the thickness of the section

results in the overestimation of cell numbers and

densities. This problem of ‘‘lost caps’’ has long

been recognized, and various correction factors

were developed to mitigate the problem, most of

which now appear to be inadequate. Beginning in

the 1960s, new and simple techniques have been

developed that resolve the lost caps problem,

which, along with efficient sampling schemes,

yield unbiased and reliable estimates of the num

bers and densities of cells and other small parti

cles. These so called ‘‘design based stereology’’

techniques have become the standard for quanti

tative studies in the neurosciences (Gundersen et

al., 1988; Schmitz & Hof, 2005; West, 1993).

Thus, it is only very recently that we have had

estimates of neocortical neuron number for

humans (19 23 billion, varying with age and

sex; Pakkenberg & Gundersen, 1997), based on

methods that are generally acknowledged to be

accurate. Stereological techniques for unbiased

estimation of cell numbers have recently been

introduced into comparative primate brain stu

dies by Sherwood and colleagues in their studies

of glia/neuron ratios in anthropoids (Sherwood

et al., 2006) and of the densities of different inter

neuron types in anthropoid visual cortex

(Sherwood et al., 2007). Sherwood and colleagues

have also introduced modern phylogenetic

regression techniques (independent contrasts;

e.g., Garland et al., 1992) to comparative studies

relating variations in cell numbers and density to

brain size in primates. Simple regressions can be

confounded by the presence of different phyloge

netic groups, with different scaling relations and

different sample sizes, in a common analysis.

Independent contrasts provide a means to distin

guishwithin group and between group contribu

tions to scaling.

It is noteworthy that most of the studies cited

previously were carried out using unperfused

tissue collected and fixed postmortem by

simple immersion in fixative. Often in these

studies, furthermore, there were delays of several

hours postmortem before the brain was

removed and placed in fixative. This contrasts

with the usual procedures employed with

experimental animals, which are overdosed

with anesthetic and then perfused transcardially

with fixative at the point of death, so as to
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Figure 22.4 The neural architecture of homologous cortical areas can vary widely across taxa, as
illustrated by recent studies of the primary visual area (area V1; area 17) of anthropoid primates. As
demonstrated by Preuss and Coleman (2002), patterns of evolutionary change in the brain can be
reconstructed in considerable detail when appropriate comparative studies are carried out, and these
changes include hominoid (ape human) and human specializations of layer 4A. (A)
Photomicrographs of Nissl stained sections from area V1 in four primate species: a New World
monkey (Saimiri sciureus, squirrel monkey); an Old World monkey (Macaca mulatta, rhesus
macaque); and two hominoids (Pan troglodytes, chimpanzee; Homo sapiens, human). These sections
span the full thickness of the cortex, from layer 1 to the white matter (WM). Nissl staining does not
reveal dramatic differences in the organization of area V1 across anthropoid species. Scale bars are
500 microns. (B) Marked differences in the histology of anthropoid V1 can be demonstrated with
preparations other than Nissl staining. These panels, which focus on layer 4A, show results using four
different procedures: histochemistry for cytochrome oxidase (CO), a mitochondrial enzyme expressed
at high levels in metabolically active neurons and neurites; immunocytochemistry for the calbindin
(CB), a calcium binding protein expressed primarily by interneurons; immunocytochemistry for
nonphosphorylated neurofilament protein (NPNF), which is expressed strongly by pyramidal cells;
and immunocytochemistry with monoclonal antibody Cat 301, which labels an extracellular matrix
proteoglycan expressed primarily by interneurons. In the CO panel, note the prominent, thin band of
CO staining in layer 4A of Saimiri and Macaca, which is lacking in Pan (denoted by the filled
arrowhead) and Homo. This difference may reflect evolutionary changes in the distribution of visual
inputs to layer 4A (Preuss et al., 1999). In the CB panel, Saimiri and Macaca exhibit light staining
in layer 4A, while Pan (filled arrowhead) has stronger labeling. Homo has even stronger labeling, and
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Figure 22.4 (Continued) unlike Pan, the labeling is distributed in irregular patches (open arrowhead).
NPNF and Cat 301 labeling in Homo also shows a patchy pattern, with irregular darkly stained and lightly
stained compartments. Double labeling studies show that NPNF and Cat 301 densely label the same
compartments, whereas CB is concentrated in the other set of compartments (Preuss & Coleman, 2002).
Pan andHomo also differ from the monkeys in having dense NPNF labeling of the neuropil in layers 2 and 3
(denoted by the asterisk in Pan). The photographs are not to a common scale, each being rescaled as needed
to show the four divisions of layer 4A in parallel. (C) A reconstruction of layer 4A evolution in anthropoid
primates based on published data about connectivity and histology from 13 anthropoid genera. The
branching relationships between anthropoids depicted here is from Purvis (1995) and is relatively
uncontroversial. Different types of data are presented by an alphabetic code: (a) the presence or absence
of direct projections from LGN to 4A, (b) the presence or absence of a CO dense band, (c) level of
expression of calbindin in 4A, (d) pattern of expression of NPNF, and (e) the pattern of expression of
Cat 301. Parsimony analysis suggests that ancestral anthropoids possessed an organization of layer 4A
similar to that found in modern Saimiri andMacaca, in which afferents from the parvocellular layers of the
lateral geniculate nucleus (P LGN) terminate directly in layer 4A, which is reflected by the presence of a
discrete band of CO labeling in this layer. Cone shaped clusters of pyramidal cell bodies and their apical
dendrites in layer 4B punctuate layer 4A, giving layer 4A a ‘‘honeycomb’’ appearance, when sectioned in the
plane of the cortical surface. Expression of CB and of the Cat 301 antigen was probably low in layer 4A of
ancestral anthropoids, and expression of NPNF and MAP2 (a microtubule associated protein strongly
expressed in neurons) was concentrated in the cone like pyramidal cell clusters. Ancestral organization was
modified in the evolution of owl monkeys (Aotus), which lost the direct P LGN projections to layer 4A,
along with their associated CO dense band. The most dramatic modifications of the macaque and squirrel
monkey like pattern of layer 4A took place in hominoid evolution, however. The CO dense band was lost in
hominoid phylogeny prior to the divergence of orangutans (Pongo) from the African ape clade; this may
reflect the loss of P LGN inputs (as in Aotus). By the same time point, there was increased expression of CB
in layer 4A. Additional specializations occurred in the lineage leading to Homo sapiens, after its separation
from the Pan lineage: Humans evolved a distinctive type of tissue compartmentation in layer 4A, in which
compartments filled with small cells that stain densely for CB are embedded in a meshwork of neurons and
neuropil that express NPNF and the proteoglycan labeled by Cat 301. Figure modified from Preuss, T. M., &
Coleman, G. Q. (2002). Human specific organization of primary visual cortex: Alternating compartments
of dense Cat 301 and calbindin immunoreactivity in layer 4A. Cerebral Cortex, 12, 671 691.
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minimize postmortem tissue degradation and

ensure uniform tissue fixation. Certainly such

procedures improve tissue quality, and certain

molecules (especially RNA and small peptides)

may be so labile as to degrade within minutes to

hours if the brain is not fixed at death. Yet the

quality of tissue obtained and fixed postmortem

can be remarkably good for many purposes

(Lewis, 2002). For many molecules, the critical

issue appears to be overfixation rather than post

mortem collection. For decades, the common

practice of pathologists and histologists was to

store tissue samples in fixative at room tempera

ture. Prolonged exposure to fixative can alter the

structure of proteins so that antibodies don’t

bind to them well. In recent years, a variety of

procedures for restoring the antigenicity of

tissue (antigen retrieval techniques) have been

developed that can greatly improve the staining

of tissue that has been stored in fixative for long

periods (months to years). Perhaps even more

valuable, however, has been the development of

cryopreservative solutions containing ethylene

glycol antifreeze, that is (Hoffman & Le,

2004;Watson et al., 1986). Using these solutions,

tissue sections, tissue blocks, and even whole

brains can be removed from fixative and stored

at 20�C in common household type freezers.

Tissue quality is remarkable antigenicity and

even enzyme activity are retained for years (it’s

not yet clear for exactly how many years). Even

relatively labile and fixation sensitive molecules,

like cytochrome oxidase, can be preserved with

cryopreservative solution (Preuss & Coleman,

2002). Antigen retrieval and cryopreservation

techniques greatly enhance the value of brain

tissue archives.

Comparative Genomics and Other

Comparative Molecular Approaches

Comparative molecular biology has roots that

go back at least as far as the work of Nutall

(1904), who identified differences in the immu

nogenicity of blood serum derived from dif

ferent species. Recent advances in the

technology of nucleic acid sequencing have pro

foundly transformed this field, however, and

provide much new information of value to

students of primate brain evolution. There are

two sides to comparative molecular research,

one focused on understanding the phyletic rela

tionships between species, genes, and proteins,

and the other focused on reconstructing the

evolutionary transformations of molecules and

molecular systems in particular evolutionary

lineages. Here, I am concerned principally with

the latter. To date, much of the research carried

out in this vein has focused on the human

lineage, and particularly on molecular changes

potentially relevant to human brain evolution,

but the same methods can be brought to bear on

other primate lineages and other biological

systems.

Themost conspicuous recent development in

comparative molecular biology is the compara

tive genomics movement. Comparative geno

mics is the product of the invention of rapid,

automated techniques for sequencing DNA,

which made possible the first whole genome

sequencing projects involving humans and

select model organisms such as mice and fruit

flies. As sequencing methods have improved and

sequencing capacity has accumulated, the cost of

sequencing has come down and more and more

species have been added to the list of organisms

being ‘‘genomed,’’ with varying degrees of accu

racy and completeness. As of this writing, there

are sequencing projects for 13 primate species,

including several strepsirrhines, a tarsier, a New

World monkey (Callithrix jacchus), several Old

World monkeys from the genera Macaca and

Papio, a hylobatid, the Sumatran orang, gorilla,

common chimpanzee, and human. In addition,

one species each from the orders Scandentia (tree

shrews) andDermoptera (flying lemurs) are being

sequenced. Interestingly, the rationale offered for

selecting particular species to be genomed

includes not only their status as experimental

models but also the desire to covermajor branches

of the phylogenetic tree in order to facilitate the

evolutionary reconstruction of gene sequences

and genomes (see, e.g., http://genome.wustl.edu/

genomes/view/cynocephalus volans/). The rapid

growth in information about gene and protein

structure and function, spanning a remarkable

variety of organisms, has necessitated the devel

opment of computational and Web based
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methods for organizing and exploring informa

tion, with the result that in silico analyses are now

asmuch a part ofmolecular biology as in vivo and

in vitro studies.

The development of technologies to sequence

nucleic acids rapidly and cheaply has had con

sequences that extend far beyond the mere accu

mulation of gene sequence data: They have led

(directly and indirectly) to remarkable new

explorations of virtually every dimension of

molecular genetics, including not only protein

coding sequences but also the organization of

nontranscribed regions of the DNA that influ

ence gene expression and of the nontranslated

small RNAs that regulate how messenger RNAs

(mRNAs) are translated into proteins. They have

also made it possible to document in exquisite

detail how evolution rearranged the coding and

noncoding elements in chromosomes, and so

augment the work of classical comparative cyto

genetics. The information from sequencing pro

jects has also provided the basis for constructing

mRNA microarrays that make it possible to

identify genes differentially expressed in homo

logous tissues under different experimental con

ditions, or in some cases, in homologous tissues

of different species.

Rather than review these techniques in detail,

I want to consider some recent findings in com

parative genomics that require us to reconsider

our common understanding of the relationship

between genetic and phenotypic evolution, an

understanding strongly influenced by the classic

paper of King and Wilson (1975). King and

Wilson were struck by the very close similarity

in themacromolecular sequences of humans and

chimpanzees: greater than 99% correspondence

in the amino acid sequences of proteins, for

example. Yet, it seemed to them there was a

very large gap between the phenotypes of

humans and chimpanzees, too large to be

accounted for by of the small number of changes

in protein sequences. To explain this disparity,

they proposed that most of the important evolu

tionary changes in the human lineage involved

changes in gene expression; that is, in the

amount of mRNA and protein that specific

genes produce and in the spatial distribution

and developmental timing of that production.

Most of these regulatory changes, they argued,

involved the rearrangement of genes on chro

mosomes, resulting in changes in the location of

coding genes with respect to regulatory

sequences. A small number of rearrangements

of the right sorts of genes could yield profound

phenotypic changes, transforming a rather

chimp like ancestor into a human.

The sequencing of the human genome laid

the foundation for carrying out the research

program implicit in the analysis of King and

Wilson (1975). Sequence information made it

possible to construct gene microarrays (gene

chips) that allow one to quantify the amounts

of mRNAs present in tissue samples, and thus to

identify gene expression differences between

humans, chimpanzees, and other primates. The

microarrays employed inmost of the first studies

of this type consisted of probe sequences repre

senting about 10,000 expressed human genes

(nearly half the total complement of expressed

genes). To date, studies comparing humans and

chimpanzees have focused on adult brain tissue

(Cáceres et al., 2003; Enard et al., 2002; Gu &Gu,

2003; Khaitovich et al., 2004; Oldham et al.,

2006; Uddin et al., 2004; but see also Karaman

et al., 2003). The data generated by these dif

ferent studies show a high level of consistency,

and there is a good rate of validation for indivi

dual genes when examined with independent

techniques (Preuss et al., 2004). Functional ana

lysis of the expression differences is problematic,

in part because the functions of many of the

genes differentially expressed in the cortex are

so poorly understood. However, Cáceres and

colleagues (Cáceres et al., 2003; Preuss et al.,

2004) noted a higher than expected number of

expression changes in genes involved in cell

growth and maintenance in the human lineage,

and identified a number of genes involved in

neuronal or synaptic functions that underwent

expression changes in human evolution.

One limitation of the use of microarrays for

comparative studies like these is that the micro

arrays are composed of probe sequences based

on human specific sequences; thus, in instances

in which there are species differences in the short

sequences used to construct the probe sets, the

human mRNA transcripts will bind more
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strongly to the probes than their nonhuman

homologs, creating the false impression of

increased gene expression in humans. The

sequence differences between humans and chim

panzees are sufficiently small that one can delete

from the analysis probes that aren’t identical in

the two species. The differences between maca

ques and humans (and chimpanzees) are much

greater, however, and one would have to elim

inate so many probes as to make analysis

impractical. The noise in the outgroup data

makes it difficult to determine the direction of

character change in the ingroups; thus, we may

be able to state with confidence, for example,

that gene X is expressed at a higher level in

humans than in chimpanzees, but we can be

less sure whether the gene was upregulated in

human evolution or downregulated in chim

panzee evolution. The new technology of mass

resequencing (Bentley, 2006), which can be used

to quantify the numbers of mRNA copies pre

sent in tissue samples, should be ‘‘species

agnostic,’’ in the sense that its precision should

not depend on the species being studied (pro

vided that adequate sequence information is

available), and therefore should be extremely

valuable for comparative studies.

The advent of techniques for characterizing

phyletic differences in gene expression differ

ences is by any measure a real breakthrough.

Parallel developments in genomics, however,

also make it clear that although changes in gene

regulation are important in evolution, there is

more to the evolution of gene expression than

chromosomal rearrangements and more to the

genetics of species differences than changes in

gene expression. Genomes are systems in flux,

and numerous gene duplications, insertions, and

deletions occurred independently in the human

and chimpanzee lineages, as well as in other

primate lineages (Eichler et al., 2001; Fortna

et al., 2004; Nahon, 2003). Thus, Varki and

Altheide (2005) estimated that humans and

chimpanzees are �96%, rather than 98% to

99%, similar at the nucleotide level. Even that

number, however, doesn’t really capture the full

magnitude of the genetic differences between

lineages. The studies of Eichler and colleagues,

in particular, have identified large numbers of

segmental duplications (resulting in sequences

with copy numbers in the range of 2 to 50) in

hominoid and human evolution (Bailey &

Eichler, 2006). Approximately 33% of the dupli

cates present in humans are absent in chimpan

zees (Cheng et al., 2005). We seem to have

systematically underestimated the global genomic

differences between species, even such closely

related species as humans and chimpanzees

(Sikela, 2006). It may be true that the alignable,

orthologous gene sequences of humans and

chimpanzees are about 98% to 99% similar, but

these do not comprise the entire genome.

The gain and loss of gene copies has impor

tant implications. When genes that are copied or

lost are very similar in structure and function,

we might think of phyletic differences in copy

number as affecting gene dosage. As has long be

understood (Ohno, 1970), however, gene dupli

cation followed by structural divergence is the

main mechanism by which evolution has gener

ated new genes genes that have new functions,

or are localized in different tissues or cell com

partments, or are expressed at different points in

development (Conrad & Antonarakis, 2007).

Given the apparent large number of lineage spe

cific duplications in primate evolution

(including hominoid and hominin evolution),

we have to take seriously the fact that there are

species specific genes, and take seriously the

possibility that these may have played a signifi

cant role in human evolution (Fortna et al.,

2004; Nahon, 2003; Sikela, 2006). Two gene

groups that have attracted interest in this

regard are the morpheus family (Eichler et al.,

2001; Johnson et al., 2001) and the DUF1220

domain (Popesco et al., 2006); not only were

these gene segments amplified in human evolu

tion, but also some of their members underwent

strong positive selection at the sequence level.

DUF1220 containing proteins are expressed

strongly (although not exclusively) in the brain

(Popesco et al., 2006).

New genes can also arise by means other than

duplication and divergence. Hayakawa and col

leagues (2005) have identified a human specific

gene, SIGLEC11, a segment of which is homo

logous to part of the chimpanzee SIGLEC11

gene, while another segment is homologous to
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part of human SIGLEC16, which is a pseudo

gene. Human SIGLEC11 is expressed in micro

glia (Hayakawa et al., 2005), the cells that

mediate immune and inflammatory responses

in the brain.

Nor do all the new or modified genes code for

proteins: Some code for transcribed, but

untranslated, RNAs. Pollard and colleagues

(2006a), screening for sequences that are highly

conserved in vertebrate evolution but that

underwent rapid change in the human lineage,

identified over 200 elements, most of which are

in noncoding DNA and many of which are

located near transcription factor and DNA

binding genes, that is, genes that regulate gene

expression. The element that showed the highest

rate of change in the human lineage, however,

codes for part of an expressed RNA, HAR1F

(Pollard et al., 2006b). Pollard and colleagues

demonstrated that HAR1F is expressed by

Cajal Retzius cells, which also express a protein,

reelin, that plays a central role in organizing

the laminar arrangement of neurons in the

developing cortex. The secondary structure of

HAR1F appears to be unlike that of other

known expressed RNAs, including the class of

small (�22 nucleotide) RNAs known as

microRNAs. MicroRNAs are thought to play

an important role in sculpting developmental

stage and tissue specific patterns of gene expres

sion; in the brain they have been implicated in

the control of synapse formation (Klein et al.,

2005). As with other classes of genes, there are

lineage specific (including human specific)

microRNAs (Berezikov et al., 2006; Zhang

et al., 2007).

It is clear, then, that genetic differences

between humans and chimpanzees animals

separated by only �6 million years from their

common ancestor are much greater than has

commonly been supposed (Cohen, 2007b). Far

from being 99% identical, with only a smattering

of nucleotide differences in coding and non

coding regions separating us, we now know

that humans and chimpanzees differ along

many different dimensions of genomic organi

zation, and that there are likely a nontrivial

number of human specific and chimpanzee spe

cific genes. Moreover, macromolecular diversity

isn’t limited to the diversity of genes: We know

that homologous gene transcripts can be pro

cessed to yield different functional proteins by

the alternative splicing of different exons

(Calarco et al., 2007) and that homologous pro

teins can undergo different patterns of posttran

slational processing and modification that affect

their functions (e.g., Brooks, 2004; Gearing et al.,

1996; Rosen et al., 2006; Varki, 2006).

The magnitude of macromolecular diversity

constitutes something of a conundrum. Under

the old view that humans and chimps are 99%

identical, the role of comparative genomics

seemed to be to identify the relatively few genetic

differences that explain the phenotypic differences

between humans and chimpanzees. Now, it seems,

we’ve got lots of genetic differences between

humans and chimpanzees, involving many dif

ferent dimensions of the macromolecular organi

zation, and the differences between more distantly

related taxa must be even greater. Yet, as discussed

previously, we know very little about how human

and ape brains differ, or about how hominoid

brains differ from those of other primates.

Where, then, are all the human specific phe

notypes? Presumably, they’re still out there for us

to discover. This suggests a new role for compara

tive genomics and molecular biology: phenotype

discovery (Preuss et al., 2004). In genetics, typi

cally, one identifies a distinct phenotype and then

tracks down the gene or genes that contribute to

it. Phenotype discovery reverses the process,

taking known genetic differences as starting

points for idenfying previously unknown pheno

types. One way to do this is to investigate the

consequences of a sequence change or expres

sion level changes in tissues that express the

gene in question. For example, using microarrays

and polymerase chain reaction to compare

humans, chimpanzees, and macaques, my collea

gues and I found evidence that the genes for the

extracellular matrix proteins thrombospondin 2

(THBS2) and thrombospondin 4 (THBS4) were

upregulated in human brain evolution, THBS4

dramatically so (Cáceres et al., 2007) (Fig. 22.5).

Thrombspondins are proteins of special interest

to neuroscientists because in model systems they

play a critical role in inducing neurons to make

synapses (Christopherson et al., 2005; Susman
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Figure 22.5 Evidence for increased expression of thrombospondinmessenger RNA (mRNA) and proteins
in human brain evolution. (A) Comparative microarray experiments indicate that expression of the genes
for THBS4 and THBS2 is stronger in forebrain regions of humans (Hs: Homo sapiens) than of chimpanzees
(Pt: Pan troglodytes). Values plotted are average mRNA hybridization intensities and standard errors.
Asterisks indicate significant differences at the 0.05 (*) and 0.01 (**) levels. Brain regions surveyed
include FCx, frontal cortex; TCx, temporal cortex: VCx, primary visual cortex; ACCx, anterior cingulate
cortex; Cau, caudate nucleus; and Cb, cerebellum. (B) Comparative reverse transcriptase polymerase chain
reaction (RT PCR) experiments support the conclusion that expression of the THBS4 and THBS2 genes in
frontal cortex increased in the human lineage, after the divergence of humans and chimpanzees. Expression
values from humans (Hs), chimpanzees (Pt), and two species of macaque monkeys,Macaca mulatta (Mm)
and Macaca nemestrina (Mn), were used to estimate expression levels at all three internal nodes of the
phylogeny using linear parsimony and squared change parsimony techniques. Branches that show
significant differences between the observed values for the living species and estimated value for the
ancestral node are marked with asterisks. Observed expression values represent the mean number (–
SEM) of thrombospondin gene transcripts in the sample per 1,000 b actin transcripts in the sample. (b
actin serves as a control gene to which results from each sample are normalized.) (C) Comparative Western
blotting results confirm that the increased expression of thrombospondin mRNA in humans was
accompanied by increased protein levels in the cortex of the frontal pole (FP). Samples were compared
from three individual humans (Hs), three chimpanzees (Pt), and three macaques (Mm) The density and
width of the bands reflects the amount of protein present in a sample. b Tubulin (TUBB) was used as
loading control to normalize for differences in the total amount of protein in the samples. Staining for
THBS4 and THBS2 was stronger in the humans than in chimpanzees or macaques, THBS4 verymarkedly so.
(D) Immunocytochemistry for THBS4 protein in frontal polar cortex revealed stronger labeling in humans
than in chimpanzees or macaques. The lower panel shows labeling through the full thickness of the cortex;
the upper panel shows labeling in the upper part of cortical layer 3 at higher magnification. THBS4 antibody
labeled numerous pyramidal cell bodies in all species, as well as the neuropil region surrounding the cell
bodies. Labeling of the neuropil, which is rich in synapses, was particularly strong in humans. Scale bars:
upper panel, 50 mm; lower panel, 250 mm. Figures are modified from Cáceres, M., Suwyn, C., Maddox, M.,
Thomas, J. W., & Preuss, T. M. (2007). Increased cortical expression of two synaptogenic thrombospondins
in human brain evolution. Cerebral Cortex, 17, 2312 2321.

441



et al., 2007). Thrombospondins have other func

tions, however, and are expressed by a variety of

cell types, so the mere fact that thrombospondin

mRNA was upregulated in human brain tissue

isn’t by itself strong evidence humans underwent

evolutionary changes in the biochemical control

of synapse formation.Moreover, it is possible that

the upregulation of thrombospondin mRNA is

not matched by an increase in thrombospondin

protein. So, we used Western blotting with anti

bodies to THBS4 and THBS2 proteins to verify

that they are, indeed, expressed more strongly in

humans than in chimps or macaques. Finally,

using immunocytochemistry with antibodies to

THBS4, we showed that the most conspicuous

difference in the labeling of prefrontal cortex

across species was the greater density in humans

of labeling in the neuropil space the territory

surrounding neuronal cell bodies that is filled

with fine axonal and dendritic processes, and

the place where most synapses are located.

While we have not yet directly demonstrated

that humans modified their propensity to make

and unmake synapses, the results justify further

explorations of the comparative synaptic biology

of humans and nonhuman primates. If the bio

chemical machinery of synaptogenesis were,

indeed, modified during human evolution, we

should expect there to have been changes in

other genes and proteins involved in this process,

and we are currently investigating several addi

tional candidate gene expression changes that

may be relevant. A change in the synaptogenic

machinery of the cortex should also be mani

fested at physiological, cognitive, and behavioral

levels. What these changes might be are not

clear no one, to my knowledge, has previously

proposed that there might be something unusual

about human synaptic machinery. One possibi

lity is that evolution modified the substrates of

human working memory, which is at the heart of

human reasoning capacities and involves cir

cuitry spanning much of the cortex (Baddeley,

2003).

Figure 22.5 (Continued)
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This example illustrates how genomic differ

ences can suggest previously unsuspected phe

notypes. It also illustrates how the different

techniques discussed in this chapter can be

used in combination, in this case, the combina

tion of comparative genomics, molecular

biology, and histology. Conceivably, if we were

to obtain additional evidence pointing to a

human specialization of synaptic mechanisms,

we could test our working hypothesis with com

parative neuroimaging.

CONCLUSIONS

The new tools of comparative neuroimaging,

comparative histology, and comparative mole

cular biology discussed in this chapter can serve

to energize the study of primate brain evolution

in the twenty first century. What makes these

tools so valuable is not only that they permit us

to explore dimensions of brain organization

that were previously out of reach, but also that

they make it possible to study species that are

otherwise out of reach. This is because they can

be used in vivo, or make use of material

acquired using noninvasive or minimally inva

sive procedures in living individuals or from

samples acquired postmortem. As a result, not

only can they tap the resources of primate

research centers, they can also make available

for study the more varied collections of species

present in zoos and wildlife parks, greatly

enhancing the value of these resources. I don’t

mean to imply that the development of low

impact technologies renders invasive and term

inal methods irrelevant or obsolete: We would

be very hard pressed to sense of DTI or fcMRI

results without the results of experimental

tract tracing and physiological recording studies

in macaques, squirrel monkeys, owl monkeys,

and galagos. Nevertheless, the new technologies

offer new opportunities for the growth of neuros

cientific understanding and the more complete

integration of neuroscience with the other beha

vioral and biological sciences, provided that we

muster the appropriate resources.

What are those appropriate resources? With

so many of the mammalian and primate species

crucial for understanding primate brain

evolution facing extinction, neuroscientists

need to make a commitment to species preserva

tion. This means not only conservation in the

wild but also the provision for captive animal

facilities: Both are essential. I take it there’s no

need to explain to biologists why species con

servation in the wild is important, but I do think

it’s important to emphasize how important cap

tive facilities are for experimental behavioral,

cognitive, and neuroimaging studies. Simply

put, the opportunities for doing properly con

trolled experiments in the wild are extremely

limited compared to those in captive situations.

We would never take seriously theories of

human psychology or brain function that are

not based on well controlled experiments: Why

would we suppose that we can do without them

when trying to understand other species? If we

think that captive situations are too artificial to

yield valid results, we should work to make them

more naturalistic. We need a better interaction

between field and captive studies and scientists

with experience in both contexts. Certainly, the

impending loss of access to chimpanzees for

even the kinds of low impact investigations

that we routinely carry out in humans will have

a catastrophic effect on our ability to understand

human brain organization, and we need to do

everything in our power to ensure that future

generations of scientists will be able to study

these unique and remarkable animals (Preuss,

2006).

As the foregoing discussion has made clear,

tissue collections are potentially of enormous

value for understanding primate brain evolu

tion. Existing collections include the

Comparative Mammalian Brain Collection

(www.brainmuseum.org), consisting of material

originally assembled by W. Welker at the

University of Wisconsin and J.I. Johnston, Jr.,

at Michigan State University, and currently

housed in the National Museum of Health and

Medicine. There is also the Comparative

Neurobiology of Aging Resource, organized by

J.M. Erwin as part of the Great Ape Aging

Project, which serves as a clearinghouse for

great ape brain tissue. These efforts are extremely

valuable, but we need to do more. Faced as we

are with the extinction of so many primate

REINVENTING PRIMATE NEUROSCIENCE FOR THE TWENTY FIRST CENTURY 443

www.brainmuseum.org


species, we must make every reasonable effort to

collect tissue from as many individuals of as

many primate species as possible, and ensure

that specimens are properly curated and made

available to qualified investigators. We need to

identify and catalog brain material held in ad

hoc collections. Fixed brains from as many

species as possible should be scanned with

structural MRI and DTI protocols, and the

data placed in a permanent database of primate

brain morphology and connectivity, accessible

online. MRI scans of diverse fish species are cur

rently being collected under the auspices of the

Digital Fish Library (www.digitalfishlibrary.org),

under the sponsorship of the National Science

Foundation we should be able to do at least as

much with primates.

As essential as these resources and technolo

gies are to primate neuroscience, they will be of

little value unless we have researchers who are

expert in both neurobiology and evolutionary

biology. We need to recognize a distinct profes

sional category evolutionary neuroscience

just as 25 years ago we recognized molecular

evolution as a distinct field, and provide fellow

ships and stipends to support students in this

discipline, as well as dedicated funding for com

parative brain research.

We need to recognize this special class of

scientists to bridge the gap between the two

very ways of conceptualizing the role of animal

studies in biological research. It’s not too much

of a stretch to say that there are currently two

biologies one that takes phyletic diversity ser

iously and one that doesn’t. Those of us who

would characterize ourselves as neuroethologists

or primatologists or zoologists are likely to be

familiar with the principles of modern evolution

biology. As modern evolutionists, most of us

would disavow those views of evolution that

were so popular in the nineteenth and early

twentieth centuries, specifically, that evolution

takes the form of a phylogenetic scale, with

humans at the top (Lovejoy, 1964; Richards,

1987), or the idea that the multitude of species

are really just minor variants of a few basic

animal ‘‘types’’ (Desmond, 1982; Richards,

1992). Evolutionary biologists today take the

view that evolution is a branching tree, and

that all living species, including humans, are

the products of equally long evolutionary his

tories. Moreover, we understand that each spe

cies is a mosaic of characteristics: some shared

with many other species by virtue of ancient

common ancestry, some shared with a narrower

range of species by virtue of more recent

common ancestry, and some that are unique to

the species, the products of recent evolutionary

history. If we want to know what features of

organization are widespread among mammals,

we understand that we must study a variety of

different mammalian species to reconstruct

ancestral organization. Similarly, if we want to

know what features of organization constitute

the defining specializations of a particular spe

cies, we understand that we need to compare the

target species to other species, and that the most

informative comparisons are with closely related

species. If the species in question is Homo

sapiens, the most informative species are chim

panzees and the other great apes. No one with

even the most rudimentary training in modern

evolutionary biology would presume that one

could take results from a few rodent species

and expect them, as a rule, to generalize to all

mammals, or take results from a few rodent or

even primate species or expect them to extend

with high fidelity to humans.

Yet it is upon such boggy ground that the

enterprise of modern neuroscience largely rests.

Most branches of neuroscience have adopted the

model animal paradigm, an approach that

assumes that results obtained in a few model

species will be broadly applicable to other spe

cies. Neuroscientists expend enormous effort to

ensure that their experimental results have

internal validity that is, that their results are

reliable or repeatable under the same set of con

ditions but often pay little more than lip ser

vice to external validity, or generalizability. If

you believe that rodents are truly archetypical

mammals, then external validity becomes a non

issue (Logan, 1999, 2002, 2005). But if you

understand that species vary, that mammalian

brains are not just smaller or larger versions of a

common brain type, you have to take external

validity seriously. And the way to take external

validity seriously is to do comparative studies.
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I’m not suggesting that we stop studying rodents

or rhesus monkeys. Rather, I’m suggesting that

neuroscientists need to study those species and

many more, and do so within a rigorous com

parative framework. Only in this way can we

make well founded claims about ‘‘basic’’ fea

tures of brain organization. It is also the only

way we can make room for the serious consid

eration of the ways species and groups of species

differ from one another, such as, for example,

how primates differ from other animals or how

humans differ from other primates.

Perhaps it is too much to hope that the neu

rosciences can be reconciled with modern evolu

tionary biology. Consider, however, the case

of comparative genomics. One need only

browse through the Entrez Gene Web site

(www.ncbi.nlm.nih.gov/sites/entrez), sponsored

by the National Center for Biotechnology

Information (NCBI; a branch of NIH), to

appreciate the extent to which genomics and

related branches of molecular science have been

evolutionized. At the core of the NCBI database

is the tree of life (www.ncbi.nlm.nih.gov/sites/

entrez?db=taxonomy), and although the tax

onomy browser warns us not to regard it as a

substitute for the primary taxonomic literature

on phyletic relationships, the effort is remark

ably comprehensive and thoroughly grounded

in modern phylogenetics. Data for thousands

of genes and gene domains are presented, all in

appropriate phylogenetic context (Benson et al.,

2000; Wheeler et al., 2000).

Genomics didn’t start out with a strong com

mitment to evolutionary diversity. The roots of

genomics are in experimental genetic studies of

fruit flies and mice, animals that were aggressively

promoted as stand ins for animals generally

(Kohler, 1994; Rader, 2004). Genetics, however,

has never been saddled with quite as small a

number of model species as the neurosciences,

and as sequence data for different species began

to accumulate, the differences between organisms

became a fact that couldn’t be ignored, if for no

other reason than that the differences had to be

dealt with systematically in order to correctly iden

tify the commonalities. Genomics thus embraced

the modern evolutionary concepts and methods

that make sense of the diversity of life.

The lesson of genomics is that comparative

biology is good biology, and that studying many

species is better than studying a few species. Of

course, we can’t study every species in great depth,

and I don’t doubt that obtaining useful neurobio

logical information from any given species typi

cally requires more cost and effort than obtaining

useful genetic information from that same species.

But neuroscience can no longer afford to live out

side the scope of comparative biology and to be

hamstrung by the concentration of effort and

resources on a few ‘‘model’’ species. It is not

merely desirable or intellectually pleasing that neu

roscience anchor itself with the core principles that

guide the rest of biology it is essential. It’s a

question of good biology versus bad biology:

whether we’re going to make room for phyletic

variations in brain organization including the

variations that make humans human or whether

we’re going to content ourselves with the fiction

that ‘‘brains are brains.’’
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CHAPTER 23

Ethologically Relevant Movements Mapped on the

Motor Cortex

Michael S. A. Graziano

DOES MOTOR CORTEX
DECOMPOSE MOVEMENT INTO
MUSCLES, OR INTEGRATE
MUSCLES INTO MOVEMENTS?

The discovery of motor cortex is one of the land

mark events in neuroscience. In 1870, Fritsch

and Hitzig found that brief pulses of electrical

stimulation applied to the cortex of a dog brain

evoked muscle twitches. The twitch evoking

sites were arranged across the surface of the

cortex to form a rough map of the body (Fig.

23.1). This map of the body was studied further

in monkeys (e.g., Beevor & Horsely, 1887;

Ferrier, 1874). Almost 70 years after the initial

discovery of motor cortex, Penfield published

his now famous study of the human motor

cortex (Penfield & Boldrey, 1937), confirming

that the human brain also contained a topo

graphic map of body parts (Fig. 23.2).

Although a map the body could be discerned in

the motor cortex, the map was not cleanly seg

regated into separate muscles or rotations of

separate joints. Instead, the topography was

blurred and overlapped. This intermixing of

muscles within the motor cortex map was

reported in every major study. As shown in

Figure 23.2, however, Penfield’s iconic homun

culus appeared to show a clean, segment by

segment map of the body. Perhaps Penfield’s

summary diagram inadvertently contributed to

the now widespread and inaccurate idea of a

simple map of body parts laid out on the

motor cortex.

The hypothesis of a segregated map of move

ment components was taken to its extreme by

Asanuma and colleagues in their studies of the

cat and monkey cortex (e.g., Asanuma & Rosen,

1972; Asanuma & Sakata, 1967; Asanuma &

Ward, 1971). Rather than stimulating the sur

face of the cortex with large electrodes, Asanuma

and colleagues inserted amicroelectrode into the

cortex and stimulated through its exposed tip.

The volume of brain tissue directly affected by

stimulation was probably less than half a milli

meter in diameter. The stimulation current was

reduced to its threshold, the level at which the

evoked movement was barely detectable. Using

this method, Asanuma and colleagues reported

that each stimulation site in cortex was con

nected to a single muscle or in some cases two

muscles. They argued for the presence of a seg

regated mapping of muscles on the cortex

(Asanuma, 1975).

An alternative explanation exists for the

results of Asanuma and colleagues. In what

could be termed the ‘‘iceberg’’ interpretation,

each site in cortex contributes to a complex

movement that recruits many muscles that

cross many joints. As part of the coordination

of that movement, some muscles are more

active than others. By lowering the electrical

stimulation to threshold, by the definition of

‘‘threshold’’ the evoked movement is reduced

until most of it is no longer detectable and

only the one or two most strongly recruited

muscles are still detectable above the noise.
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Only the tip of the movement iceberg is

measured. In this interpretation, the use of

threshold stimulation by its very definition

produces the misleading illusion of a muscle

by muscle map.

Are singlemuscles, or combinations ofmuscles,

controlled by the motor cortex map? The question

was answered unambiguously by Cheney and Fetz

(1985). They recorded the activity of neurons in

the motor cortex of monkeys and the activity of

muscles in the arm and hand. When a neuron in

cortex fired an action potential, after a latency of

approximately 5 ms, a minute effect could be

observed at the muscles. By averaging the data

over thousands of neuronal spikes, a clear signal

could be obtained. This method of spike triggered

averaging allowed the experimenters to determine

which muscles were directly affected by the firing

of a neuron in cortex. The results showed that each

cortical neuron could affect the activity of many

muscles crossing many joints. The motor cortex

did not contain a muscle by muscle map as sug

gested by Asanuma and colleagues, but instead

integrated the action of muscles. Each locus in

cortex, and even each neuron in cortex, affected a

complex set of muscles.

One reasonable hypothesis based on the

results of Cheney and Fetz is that the over

lapping representation of muscles in cortex

reflects the overlapping use of muscles in

normal movement. In support of this hypoth

esis, Nudo and colleagues (1996) found that

when a monkey practices a task that requires

the coordinated use of two arm joints, the

motor cortex develops a larger overlap in the

representation of the muscles that actuate those

joints. Martin and colleagues further explored

the role of experience in the development of an

overlapping somatotopy (Chakrabarty &

Martin, 2000; Martin et al., 2005). They used

microstimulation to map the motor cortex in

cats. They found that at birth, the representa

tion in motor cortex was mainly nonoverlap

ping. Separate joints of the forelimb were

represented in discrete patches in cortex.

During development, as the kitten learned to

perform complex behaviors that required coor

dination among joints, the representations in

Neck

Foreleg

Hindleg

Face

Figure 23.1 The map of stimulation evoked movements in a dog brain. Each point indicates the
approximate location of a movement center. Stimulation at or near each point evoked movements of the
indicated body part. Adapted from Fritsch, G., & Hitzig, E. (1870). Uber die elektrishe Erregbarkeit des
Grosshirns. Arch. f. Anat., Physiol und wissenchaftl. Mediz., Leipzig, 300 332. [On the electrical excitability
of the cerebrum. Translated by G. von Bonin. In: W. W. Nowinski (Ed.), Some papers on the cerebral cortex
(pp. 73 96). Springfield, IL: Thomas.]Used with permission.
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cortex developed the highly overlapped prop

erty characteristic of the adult. Individual

joints were no longer typically represented in

separate patches. If the kitten was prevented

from practicing complex, integrated move

ments, the motor map did not develop the

normal overlap of representations.

These results suggest that during experience

the motor cortex is trained on, and comes to

reflect, the movement repertoire of the animal.

If an animal has a need to control individual

muscles (if such an unlikely condition ever

exists), the animal might well develop a motor

cortex map that topographically separates the

muscles. In the more common case that an

animal has a need to control many muscles and

joints in a coordinated fashion, such as for

reaching toward an object or manipulating an

object, its motor cortex develops a topography

in which the relevant muscles are represented in

an integrated fashion.

Recently we electrically stimulated the motor

cortex in monkeys and found the often con

firmed, overlapping map of muscles (Cooke &

Graziano, 2004a,b; Graziano et al., 2002, 2005).

However, we then extended the electrical stimu

lation to a duration that was behaviorally rele

vant. We stimulated for half a second at a time,

approximating the duration of a monkey’s

reaching or grasping, instead of stimulating for

the more typical duration of less than 50 ms.

Neurons in motor cortex are not normally

active in 50 ms bursts but instead, to a first

approximation, are active throughout the dura

tion of a movement. This use of electrical stimu

lation on a behavioral time scale is a standard

method used to study brain areas outside of

motor cortex. It is responsible for fundamental

Figure 23.2 The motor homunculus of the human brain. Each point in motor cortex was electrically
stimulated and the evoked muscle twitch was noted. Although each cortical point could activate many
muscles, a rough body plan could be discerned. Adapted from Penfield, W., & Rasmussen, T. (1950). The
cerebral cortex of man. A clinical study of localization of function. New York: Macmillan.
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results such as the mapping of eye movement

areas of the brain, the discovery of emotional

andmotivational functions of the hypothalamus,

and the demonstration that cortical sensory pro

cessing causes sensory perception (e.g., Bruce et

al. 1985; Caggiula & Hoebel, 1966; Hess, 1957;

Hoebel, 1969; King & Hoebel, 1968; Robinson,

1972; Robinson & Fuchs, 1969; Salzman et al.,

1990; Schiller & Stryker, 1972). Within motor

cortex research, however, the technique of

stimulation on a behaviorally relevant time scale

had not been systematically explored.

Using the longer stimulation inmotor cortex,

we found that the muscle twitches unfolded into

complex actions. Stimulation caused themonkey

to perform movements that were common in its

normal repertoire. Some of these movements are

drawn in Figure 23.3, traced from video footage.

They included ethologically relevant behaviors

such as closing the hand in a grip while bringing

Reach to grasp

Climbing/leaping

Manipulate in central space

Hand to mouth

Defense

Hand in 
lower space

Chewing/
licking

Figure 23.3 Action zones in the motor cortex of the monkey. Seven common categories of movement
evoked by electrical stimulation of the cortex on the behaviorally relevant time scale of 0.5 seconds. Images
traced from video frames. Each image represents the final posture obtained at the end of the stimulation
evoked movement. Within each action zone, movements of similar behavioral category were evoked. Based
on results from Graziano, M. S. A., Taylor, C. S. R., & Moore, T. (2002). Complex movements evoked by
microstimulation of precentral cortex.Neuron, 34, 841 851; and Graziano, M. S. A., Aflalo, T., & Cooke, D.
F.. (2005). Arm movements evoked by electrical stimulation in the motor cortex of monkeys. Journal of
Neurophysiology, 94, 4209 4223. Used with permission.
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the hand to the mouth and opening the mouth;

extending the hand away from the body with the

gripopenedas if inpreparation tograspanobject;

bringing the hand inward to a region just in front

of the chest while shaping the fingers, as if to

manipulate anobject; squinting the facialmuscles

while turning the head sharply to one side and

flinging up the arm, as if to protect the face from

an impending impact; and moving all four limbs

as if leaping or climbing. The behavioral reper

toireof theanimal seemedtoberenderedonto the

cortical sheet.

The evoked movements were also roughly

arranged across the cortex according to the

location in space to which the movement was

directed. The height of the hand was most

clearly mapped across the cortical surface.

Stimulation of the lower (ventral) regions of

cortex commonly drove the hand into upper

space, and stimulation of upper (dorsal)

regions of cortex commonly drove the hand

into lower space (Fig. 23.4). Again, an impor

tant aspect of the animal’s action repertoire was

mapped across the cortex.

Figure 23.4 Progression of spatial locations to which hand movements are directed. Within the arm
representation of the monkey motor cortex, electrical stimulation in dorsal cortex tended to drive the hand
into lower space; stimulation in ventral cortex tended to drive the hand into upper space; and stimulation in
intermediate cortical locations tended to drive the hand to intermediate heights. Each image is a tracing of
the final posture obtained at the end of a stimulation evoked movement. Each dotted line shows the
trajectory of the hand during the 0.5 second stimulation train. Dots show the position of the hand in 30 ms
increments. These trajectories show the convergence of the hand from disparate starting locations toward a
final location. Based on results from Graziano, M. S. A., Taylor, C. S. R., & Moore, T. (2002). Complex
movements evoked by microstimulation of precentral cortex. Neuron, 34, 841 851; and Graziano, M. S. A.,
Aflalo, T., & Cooke, D. F.. (2005). Arm movements evoked by electrical stimulation in the motor cortex of
monkeys. Journal of Neurophysiology, 94, 4209 4223. Used with permission.
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Just how closely the stimulation evoked

movements mimic natural movements is still

uncertain. The muscles are activated in combi

nations that apparently mimic normal behavior.

However, the temporal pattern of muscle

activity is time locked to the stimulation train

and often does not have the smooth, bell shaped

modulation of normal movement (Cooke &

Graziano, 2004a; Taylor et al., 2002). It is there

fore probably not correct to think of the stimu

lation as triggering a complete and natural

motor plan. Rather, the motor cortex network

appears to have learned the statistics of natural

behavior, and the electrical stimulation reveals

that statistical structure and the manner in

which different zones of cortex emphasize dif

ferent parts of the movement repertoire.

DIMENSIONALITY REDUCTION
AS A THEORY OF TOPOGRAPHIC
ORGANIZATION

As described previously, a traditional view of the

motor cortex is that it contains a map of the

body. This map was famously depicted by

Penfield (Fig. 23.2). The traditional topographic

scheme, however, does not capture the actual

pattern of overlaps, fractures, re representations,

and multiple areas separated by fuzzy borders. A

commonly accepted parcellation of motor cortex

into functionally different areas is shown in

Figure 23.5 (e.g., Dum & Strick, 2002; He et al.,

1995; Luppino et al., 1991; Matelli et al., 1985;

Matsuzaka et al., 1992; Preuss et al., 1996;

Rizzolatti & Luppino, 2001). This scheme, how

ever, also suffers from the problem of overlap.

Although the motor cortex is clearly heteroge

neous, the changes across the cortical sheet are

more graded than absolute. A clean division into

separate areas with separate functions is almost

certainly incorrect, especially since the specific

functions supposedly localized to these distinct

areas are largely unknown and the functions that

have been tested tend to be found to some degree

in all motor areas tested.

Based on our stimulation results, we pro

posed a different underlying topographic prin

ciple: the reduction of the many dimensional

space of the animal’s movement repertoire

onto the two dimensional surface of the cortex
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SMA
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PMVcPMVr

FEF

SEF
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Figure 23.5 Some commonly accepted divisions of the cortical motor system of the monkey. PMDr,
dorsal premotor cortex, rostral division, also sometimes called Field 7 (F7); PMDc, dorsal premotor cortex,
caudal division, also sometimes called Field 2 (F2); PMVr, ventral premotor cortex, rostral division, also
sometimes called Field 5 (F5); PMVc, ventral premotor cortex, caudal division, also sometimes called Field 4
(F4); SMA, supplementary motor area; SEF, supplementary eye field, a part of SMA; pre SMA,
presupplementary motor area; FEF, frontal eye field.
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(Aflalo & Graziano, 2006). In this principle, local

continuity is optimized. Information processors

that need to interact are arranged physically near

each other in cortex, presumably gaining a con

nectional advantage. One could term this prin

ciple of cortical organization the rule of ‘‘like

attracts like.’’ However, perfect continuity is

not possible because the movement repertoire

is highly dimensional and the cortical sheet is

only two dimensional. Therefore, the optimum

solution for local continuity is not a perfect

solution, but rather a compromise of many con

flicting constraints.

In our proposal, the map of actions in Figure

23.3 is not by itself correct. It is present in the

data, but the pattern is noisy and approximate.

The map of the body shown in Figure 23.2 is also

not by itself correct, but is noisy and blurred, as

all motor cortex researchers have noted. The

map of hand location shown in Figure 23.4 is

also an approximate one, present statistically but

overlapping and blurred. The height of the hand

is most clearly mapped across the cortical sur

face, but even this dimension is noisily mapped.

Our proposal is that many potential ways to

parameterize movement are rendered onto the

cortical sheet simultaneously, resulting in a

compromise that does not neatly follow any

single scheme.

We tested a mathematical model (Aflalo &

Graziano, 2006; Graziano & Aflalo, 2007) that

collapsed an approximate description of the

monkey’s movement repertoire onto a two

dimensional sheet following the principle of

maximizing local continuity. The model fol

lowed the method of Kohonen for self orga

nizing maps (Kohonen, 1982, 2001). The

model was able to reconstruct organizational

features of the cortical motor system, including

the outlines of the body map as in Figure 23.2,

the clustering of movement categories as in

Figure 23.3, and an approximate mapping of

hand position as in Figure 23.4. In addition,

the dimensionality reduction resulted in a

rough division of the motor cortex into zones

with different properties, closely following the

outlines of the primary motor area, dorsal and

ventral premotor areas, supplementary motor

area, frontal eye field, and supplementary eye

field, as in Figure 23.5. The details of how and

why different movement types were naturally

pushed to different zones in cortex are described

more fully in Graziano and Aflalo (2007). The

theory of a dimensionality reduction, in which

the animal’s movement repertoire was flattened

onto the cortex, was astonishingly successful in

explaining the organizational intricacies of a

large swath of cortex, totaling about 20% of the

macaque cortical mantle.

ACTION ZONES WITHIN MOTOR
CORTEX

The following sections describe in detail the

complex movements evoked by stimulation of

different zones within the motor cortex of mon

keys, and the manner in which these movements

resemble actions in the monkey’s normal beha

vioral repertoire.

Hand-to-Mouth Movements

Stimulation within a restricted zone in the pre

central gyrus evoked a characteristic hand to

mouth movement. Five components were

typical of this movement. The grip aperture

closed in the hand contralateral to the elec

trode; the forearm supinated and the wrist

flexed, such that the grip was aimed at the

mouth; the elbow flexed and the shoulder

rotated such that the hand moved precisely to

the mouth; the mouth opened; and when the

head was released from the headbolt and

allowed to turn freely, stimulation caused a

rotation of the head to a forward facing posi

tion, contributing to the alignment of the

mouth and the hand. These five movement

components occurred simultaneously in a coor

dinated fashion resembling the monkey’s own

voluntary hand to mouth movements.

Although the movements resembled volun

tary actions in some respects, they clearly were

not true voluntary movements of the monkey’s

but were driven by the stimulation. Typically,

the movement could be obtained on every sti

mulation at short latency with mechanical relia

bility for hundreds of trials, with no adaptation

or degradation. Similar movements could be
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evoked in anesthetized animals, though the

movements were weaker and required greater

current. A short stimulation, such as a 100 ms

stimulation, evoked the initial part of the action, a

slight closing of the hand, a slight twitching of the

hand upward in the direction of the face, and a

slight opening of the mouth. This truncated

movement, by itself, makes no behavioral sense.

It is best described as a twitch. It makes sense,

however, if interpreted as the initial segment of a

larger movement that has not had time to unfold.

Longer stimulations, such as for 300 ms, allowed

more of the movement to unfold, but rarely

allowed the hand to reach the mouth. Yet longer

stimulation of 500 ms almost always allowed the

hand to reach the mouth in an apparent comple

tion of the movement. Stimulations longer than

500 ms, such as those of 1,000 ms, typically

caused the hand, arm, and mouth to freeze at

the final configuration, as if the movement had

been completed and the activated circuit were

maintaining the final posture. When the stimula

tion train was extended beyond 1 second, almost

always the animal appeared to overcome the sti

mulation effects and take back some degree of

control of its arm. Once the stimulation train

stopped, however, and then was reinitiated, the

hand would move directly back to the mouth.

If the monkey was reaching toward a piece of

food at the time of stimulation onset, the hand

would close on empty air and come to the

mouth. If the monkey had just grasped a piece

of food, stimulation would drive the clenched

hand to the mouth and cause the hand to freeze

at the mouth, the food securely gripped in the

fingers and the mouth stuck open, until the end

of the stimulation train, at which time the

animal would finally be released from the stimu

lation evoked posture and put the food in its

mouth. If an obstacle was placed between the

hand and the mouth, stimulation caused the

hand to move along a direct path toward the

mouth and bump against the obstacle, pressing

against it throughout the remainder of the sti

mulation, without moving intelligently around

the obstacle. Therefore, although the stimulation

evoked a movement of great complexity and

coordination, the complexity was also limited.

The movement resembled a fragment of

behavior that was mechanically produced by

the stimulated circuitry without intelligent

flexibility.

Not all sites within the hand to mouth zone

resulted in the same movement. For example,

depending on the cortical site, stimulation

drove the hand to one side of the mouth or

the other, and caused the mouth to open more

on the side that the hand approached, as if the

monkey were placing a piece of food into the

side of the jaw, as the animals often do in

normal behavior. Not only did the exact posi

tion of the hand vary from site to site, but the

type of hand grip also varied. For some stimu

lation sites the hand shaped into an apparent

precision grip, the thumb against the side of the

forefinger (typical of a macaque precision grip).

For other stimulation sites, the hand shaped

into what we called a hamburger grip, the four

fingers against each other and opposed to the

thumb, with a gap between, as if for gripping a

larger object. These variations suggested that

the zone of cortex was not uniform and not

dedicated to producing a single movement,

but instead probably contributed to a range of

movements that fell within the large class of

interactions between the hand and the mouth.

In normal monkey behavior, the hand is often

brought to the mouth to put in food, take out

food, manipulate a piece of food that is in the

mouth, scratch the lips, pick at the teeth, push

food out of the cheek pouches, and so on.

It is unlikely that the collection of components

in a hand to mouth movement co occurred by

chance. Even putting aside the specific combina

tion of body parts, the hand closes rather than

opens (50% chance); the mouth opens rather

than closes (50% chance); the forearm supinates,

aiming the grip at the mouth, rather than pro

nates, aiming the grip away from the mouth

(50% chance); the hand moves within about 5

cm of the mouth, a ball of space accounting for

about 1% of the total workspace of the hand (1%

chance); and the head turns to a forward posi

tion, within about 5% of its range of motion (5%

chance). Multiplied, these conservatively esti

mated probabilities yield a P value of 0.00005.

We must dispense with the occasionally sug

gested interpretation that the evoked
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movements are chance collections of twitches

rather than meaningful fragments of the beha

vioral repertoire.

In all monkeys tested, the hand to mouth

sites were clustered in a lateral, anterior zone

probably within the ventral premotor cortex.

Whether they are in the caudal or rostral divi

sion is unclear. Every monkey tested thus far had

a hand to mouth zone, but the exact location

varied somewhat, especially in the rostrocaudal

dimension. Our current interpretation is that

the hand to mouth sites are more likely to lie

within a ventral anterior part of F4 as defined by

Matelli and colleagues (1985) and that the dorsal

part of F4 emphasizes a different type of action,

the defensive movement.

Defensive Movements

In a specific zone in the precentral gyrus, neu

rons typically respond to tactile stimuli on the

face and arms and to visual stimuli looming

toward the tactile receptive fields (Fogassi et al.,

1996; Gentilucci et al., 1988; Graziano et al.,

1997; Rizzolatti et al., 1981). Some of the neu

rons are trimodal, responding also to auditory

stimuli in the space near their tactile receptive

fields (Graziano et al., 1999). Because of these

distinctive sensory properties, we refer to this

cortical region as the polysensory zone (PZ).

Although all monkeys tested have a PZ, it

varies among animals in size and precise posi

tion (Graziano & Gandhi, 2000). It is typically

located just posterior to the bend in the arcuate

sulcus. In the terminology scheme of Matelli and

colleagues (1985), it probably corresponds to the

dorsal part of premotor area F4 where similar

polysensory neurons have been reported

(Fogassi et al., 1996; Gentilucci et al., 1988).

Stimulation within this zone evokes move

ments that closely resemble a natural defense of

the body surface such as to an impending impact

or unexpected touch. For example, at some sites,

the neurons had tactile receptive fields on the

side of the face contralateral to the electrode and

visual receptive fields in the space near that side

of the face. Stimulation of these sites evoked a

defensive action that included eight compo

nents: a blink, stronger or exclusively on the

contralateral side; a squinting of themusculature

surrounding the eye; a lifting of the upper lip in a

facial grimace that wrinkled the cheek upward

toward the eye; a folding of the contralateral ear

against the side of the head; a shrugging of the

shoulder, either stronger on or exclusively on the

contralateral side; a rapid turning of the head

away from the contralateral side; a rapid lifting

of the arm, sweeping the hand and forearm into

the contralateral space near the face as if

blocking or wiping away a potential threat; and

a centering movement of the eyes (Cooke &

Graziano, 2004a; Graziano et al., 2002). These

movement components match point for point

the components of a normal defensive reaction

such as when the monkey’s face is puffed with air

(Cooke & Graziano, 2003).

At other sites, neurons had a tactile receptive

field on the arm and hand and a visual response

to objects looming toward the arm and hand.

Stimulation caused a fast retraction of the hand

to the side or back of the torso. In general, the

movement evoked from a site within PZ seemed

appropriate for defending the part of the body

covered by the tactile and visual receptive fields

of the neurons.

We observed apparent summation between

the stimulation evoked defensive like move

ments and actual defensive movements. In the

summation test, we lowered the stimulating cur

rent to a point near or below threshold until a

subtle movement was obtained only on some

trials. We then puffed air on the monkey’s face,

or presented some other noxious stimulus such

as a ping pong ball thrown at the animal, evoking

a defensive reaction. Within a second after the

actual defensive reaction, we then stimulated the

site in PZ. Under this condition, the stimulation

evoked a robust, super threshold defensive reac

tion. The actual defensive movement seemed to

prime the system such that a low stimulating

current in PZ could evoke a large effect.

One possibility is that the stimulation of sites

in PZ evoked a noxious sensory percept to which

the monkey then reacted. This possibility is dif

ficult or impossible to rule out because the

monkey cannot self report. However, some

observations suggest that it is unlikely.

Although the stimulation evoked an apparent
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defensive reaction, as soon as the stimulation

train ended the reaction ended and the monkey

returned to feeding itself or playing with toys.

A brief stimulation, such as for 50 ms, evoked a

correspondingly brief movement, shorter than

any behaviorally normal defensive reaction; a

long stimulation, such as for 1,000 ms, evoked a

correspondingly sustained movement that ter

minated abruptly at the end of the stimulation.

An actual noxious stimulus, such as an air puff or

a ping pong ball thrown at the face, did not result

in such tight time locking to the stimulus, but

instead resulted in an extended reaction

including general agitation and threats to the

experimenter. Moreover, the defensive like

movements evoked by stimulation could be still

evoked under anesthesia, even when the

anesthesia was so deep that the animal did not

react to noxious stimuli.

In order to further test the role of PZ in the

coordination of defensive movements, we disin

hibited neuronal activity in PZ by injecting the

chemical bicuculline and inhibited neuronal

activity by injecting the chemical muscimol

(Cooke & Graziano, 2004b).

When bicuculline was injected into PZ, not

only did the local neuronal activity increase, but

the neurons also began to fire in intense sponta

neous bursts of activity with approximately 5 to

30 seconds between bursts. Each spontaneous

burst of neuronal activity was followed at short

latency by the standard set of defensive like

movements, including blinking, squinting, flat

tening the ear against the side of the head, ele

vating the upper lip, shifting the head away from

the sensory receptive fields, shrugging the

shoulder, rapidly lifting the hand into the space

near the side of the head as if to block an

impending impact, and centering the gaze.

Chemical stimulation of neurons within PZ,

therefore, produced the same effect as electrical

stimulation. This result may seem expected. If

electrical stimulation of PZ evokes a set of move

ments, then surely chemical stimulation should

too. However, chemical stimulation is in some

ways a more specific manipulation, affecting

local neuronal receptors. It does not stimulate

fibers of passage or induce antidromic activa

tion. The result of chemical stimulation in PZ,

therefore, is an important confirmation and

strengthens the findings from electrical

stimulation.

In addition to evoking defensive like move

ments by inducing bursts of neuronal activity,

bicuculline also altered the monkey’s actual

defensive reaction to an air puff directed at the

face. After the injection of bicuculline into PZ,

the monkey gave an exaggerated defensive reac

tion to the air puff. The magnitude of the defen

sive reaction, as measured by facial muscle

activity, was approximately 45% larger after

bicuculline injection than before injection.

Even gently bringing a Q tip toward the face,

normally evoking little reaction from the

monkey, evoked a pronounced defensive reac

tion in the monkey with a bicuculline treated

PZ. Muscle activity during chewing, threat

faces, and eyebrowmovement were not elevated.

The effect was limited to the defensive reaction.

When muscimol was injected into PZ, thereby

inhibiting neuronal activity, the monkey’s

defensive reaction to the air puff was reduced.

Themagnitude of the defensive reaction, as mea

sured by facial muscle activity, was approxi

mately 30% smaller after muscimol injection

than before injection. Injections into sur

rounding cortical tissue outside of PZ did not

affect the defensive response to an air puff. These

chemical manipulations therefore strengthen the

case for PZ as a sensory motor interface related

to the defense of the body surface, a cortical

region to which the appropriate visual, tactile,

and auditory information is supplied, and from

which emerges the motor command to produce

spatially directed defensive reactions.

Manipulation Movements

Stimulation of another cluster of sites evoked an

especially varied and complex set of movements

that involved the fingers, wrist, and often the

arm and shoulder, contralateral to the electrode.

The movements resembled the types of actions

that monkeys typically make when manipu

lating, examining, or tearing objects. The finger

movements included an apparent precision grip

(thumb against forefinger), a power grip (fist),

or a splaying of the fingers. In some cases a
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supination or pronation of the forearm

occurred, rotating the grip one direction or the

other. Also in some cases the wrist flexed or

extended. A common action for monkeys is to

splay the fingers of one hand, orient the palm

toward the face, and examine the splayed hand,

perhaps searching for stray granules of food.

This splayed hand posture, with the palm

oriented toward the face, was often evoked on

stimulation within this cortical zone. Monkeys

commonly manipulate objects in a region of

central space within about 10 cm of the chest.

Stimulation within this cortical zone often

evoked a movement of the shoulder and arm

that brought the hand into this central region

of space. A common action for monkeys when

manipulating objects is to tear the object or pull

it in two, the two hands pulling rapidly from

central space toward lateral space while the fore

arms supinate and the hands are tightly gripped.

Stimulation within this zone of cortex also

sometimes evoked just such a movement,

though only in the contralateral limb.

These sites were clustered in a posterior zone

that lay partly on the gyral surface and partly on

the anterior bank of the central sulcus. This

cluster probably corresponds to the traditional

primary motor hand representation. It may also

correspond to the central hand region in the

motor cortex maps of Kwan and colleagues

(1978) and Park and colleagues (2001). We sug

gested that this cortical zone may represent a

‘‘manual fovea,’’ a repertoire of movements that

is related to the manipulation of objects and that

is heavily biased toward but not exclusively lim

ited to hand locations in a central region of space

in front of the chest (Graziano et al., 2004).

Reach-to-Grasp Movements

For some cortical sites stimulation evoked an

apparent reach in which the wrist straightened,

the fingers opened as if to grasp, the forearm

pronated to orient the grip outward, and the

hand extended away from the body. In some

cases the hand extended to a region of space as

far as 25 cm distant from the body, at arm’s

length. In other cases the hand converged on a

location at a lesser distance, with the elbow

partially flexed, as if the hand were reaching to

a closer object. In all of these cases stimulation

caused a convergence to the final posture from a

range of initial postures. These apparent

reaching sites tended to be located on the gyral

surface just anterior to the ‘‘central space/

manipulation’’ zone and dorsal to the ‘‘defen

sive’’ zone. Because of this relative location, the

reach related sites probably lie within the dorsal

premotor cortex, within its caudal division

(PMDc), where a high proportion of neurons

respond in relation to reaching movements

(e.g., Crammond & Kalaska, 1996; Hocherman

& Wise, 1991; Johnson et al., 1996; Messier &

Kalaska, 2000). Typically stimulation of more

rostral sites did not evoke reliable or clear

movements.

Hand in Lower Space

A commonly evoked movement involved a pla

cement of the hand in lower space near the feet,

typically with the forearm pronated such that

the palm faced down or inward toward the

body. These stimulation evoked movements

resembled a common part of the monkey’s

behavioral repertoire in which the hand was

braced on the ground (Graziano et al., 2004).

These sites were typically found just dorsal to

the central space/manipulation sites.

Mouth Movements

The aforementioned movement categories were

evoked from the large arm and hand sector of

the lateral motor cortex. When we stimulated in

cortex ventral to the arm and hand representa

tion, we obtained movement of the jaw, lips, and

tongue, as expected on the basis of the standard

body map described for the monkey motor

cortex (Woolsey et al., 1952). The mouth move

ments often appeared to be coordinated and of

behavioral significance. For example, stimula

tion of one site caused the jaw to attain a par

tially open position, the lips to purse slightly

toward the contralateral side of the mouth, and

the tongue to move until the tip was placed in a

contralateral and slightly protuberant position.

The final oral posture evoked from this site

resembled an action to acquire a bit of food
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just outside the mouth on the contralateral side.

We looked for but did not find any obvious

cortical map in the mouth representation in

terms of the spatial location around the mouth

toward which the tongue and lip movement was

directed. We also did not obtain movements

that looked like threat displays, fear grimaces,

or any other social displays. It is likely, however,

that we failed to discover many of the move

ment types in the mouth representation, since

we did not explore it as extensively as we did

the arm and hand representation. We rarely

obtained rhythmic chewing like jaw move

ments, perhaps because we usually stimulated

for 0.5 seconds instead of the 3 seconds used by

Huang and colleagues (1989), who reported

rhythmic chewing movements.

Climbing/Leaping

In a medial and anterior region, stimulation

evoked especially complex movements that

involved bilateral action of the arms and legs,

movements of the torso, and movements of the

tail, often simultaneously from one site. These

complex, whole body sites correspond roughly

to the supplementary motor area (SMA), a

cortical region on the crown of the hemisphere

and extending slightly onto the lateral side, just

anterior to the primary motor leg representa

tion. Others have also obtained bilateral move

ments of multiple body parts on stimulating in

this area of cortex (e.g., Foerster, 1936;

Luppino et al., 1991; Penfield & Welch, 1951;

Woolsey et al., 1952).

Subjectively, the movements resembled

climbing or leaping postures. For example, sti

mulation of one site caused the left foot to press

down against the floor of the primate chair; the

right foot to lift and reach forward with the toes

shaped as if in preparation to grasp; the left hand

to reach toward a lower, lateral position while

shaped as if in preparation to grasp; the right

hand to reach toward a position above the head

while shaped as if in preparation to grasp; and

the tail to curl to one side. The long tailed maca

ques in our experiments do not have prehensile

tails. Instead, they use their long, stiff tails

mainly as balance devices during locomotion,

and therefore the tail movements evoked by

stimulation of SMA are consistent with a pos

sible role in locomotion.

Stimulation within the SMA did not always

evoke movements of all four limbs. For example,

stimulation of another site in the right hemi

sphere caused the hips to turn to the left side,

the left foot to reach out and down as if stepping

to a position lateral to and slightly behind the

body, and the left arm to reach to a lateral posi

tion as if to grasp a support.

Although we sometimes tested stimula

tions extended to 1 second or more, we did

not observe any cyclical stepping movements.

Instead, the movements resembled the com

plex adjustments of body and limb often seen

when monkeys are navigating a complex

environment. The climbing like movements,

however, were restricted by the primate chair

in which the animal was tested and therefore

could never be compared directly to the

normal climbing, leaping, or complex loco

motor movements of a monkey.

COMPLEX MOVEMENTS
REPORTED IN OTHER STUDIES

Although our studies of motor cortex were the

first to systematically map the movement reper

toire onto the cortical surface, many experi

ments before and since have reported that

electrical stimulation of specific, motor related

structures can evoke highly complex, species

typical behavior. Some of these studies are

reviewed below.

Midbrain

In a now classic study, electrical stimulation of a

midbrain nucleus in the cat resulted in patterned

locomotor behavior (Shik et al., 1969). The exact

role of this mesencephalic locomotor nucleus, its

relationship to spinal and cortical control of

locomotion, is still unknown.

Electrical stimulation has long been used to

study maps of motor output in the superior

colliculus or, as it is called in nonmammals, the

optic tectum. The map of saccadic eye move

ments in cats and monkeys is perhaps the best
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known stimulation result in the colliculus

(Guitton et al., 1980; Robinson, 1972; Schiller

& Stryker, 1972). However, other complex

species typical behaviors can be evoked.

Stimulation of the optic tectum in salamanders

evokes a coordinated movement in which the

animal orients to a spatial location, reaches out

with the forepaws, and opens the mouth as if to

acquire prey (Finkenstadt & Ewert, 1983). In

rats, stimulation of the part of the map that

represents lower visual space evokes orienting

movements of the head as if the animal were

acquiring an object on the ground in front of

it, and stimulation of the part of the map that

represents upper visual space evokes retracting,

defensive like movements (Dean et al., 1989).

These movements are consistent with the exi

gencies of normal life for a rat, in which food is

found on the ground in lower visual space and

enemies attack from above.

Spinal Cord

Giszter and colleagues (1993) electrically stimu

lated sites in the spinal cord of frogs and studied

the effect on the hindleg. The frog’s ankle was

fixed in a range of different spatial locations. For

each ankle location, the force evoked by stimula

tion was measured. These stimulation evoked

forces formed a convergent force field pointing

toward a single location in space, suggesting that

if the ankle were free to move, the foot would

move to that spatial terminus. Different stimula

tion sites resulted in convergent force fields

aimed at different spatial locations.

Our results on stimulating the monkey motor

cortex are similar in that stimulation caused the

limb to converge from a range of initial locations

toward a specific final location. Presumably, the

cortical stimulation operates by recruiting spinal

circuitry. If the Giszter et al. result is applicable to

the monkey spinal cord, then our results may

depend on spinally mediated force fields. The cor

tical stimulation, however, appears to recruit a

higher order or more integrated version of the

spinal force fields. We typically found convergence

of many joints from different body segments. For

example, a hand to mouth movement involves a

coordination of output that passes through the

spinal cord (for the control of the hand, arm, and

shoulder) and through the facial nucleus (for the

control of the head and mouth).

Cortex

Several studies have confirmed the essential phe

nomenon of complex movements evoked from

the motor cortex, and have now extended the

results to other species of animals.

In the rat, species typical behavior can be

evoked by stimulation of motor cortex. Brecht

and colleagues (2004) found that intracellular

stimulation of a single cortical neuron evoked

rhythmic whisking movements. Cramer and

Keller (2006) suggested that the cortically con

trolled whisking actions are mediated by a pro

jection from the motor cortex to a subcortical

central pattern generator that in turn controls

the whiskers.

Haiss and Schwarz (2005) found that the rat

motor cortex contains two adjacent zones

related to the whiskers. Stimulation of one

zone on a behavioral time scale (500 ms)

evoked rhythmic whisking similar to normal

exploratory movements. Stimulation of the

other zone for 500 ms evoked a retraction of

the whiskers on the contralateral side, a closure

of the contralateral eye, a facial grimace, and

sometimes a lifting of the contralateral forepaw

to the space beside the face. These results suggest

that the rat motor cortex, like the monkey motor

cortex, may be organized into zones that empha

size different ethologically useful actions, in this

case exploratory whisking for one zone and

defensive actions for the other zone.

Ramanathan and colleagues (2006) stimulated

the rat motor cortex on a behaviorally relevant

time scale (500 ms) and obtained reaching and

grasping movements of the forepaws. Moreover,

when a reaching zone in cortex was lesioned, the

rat’s ability to reach was compromised.When the

rat was retrained to reach, the motor cortex was

found to have reorganized such that reaching

could be electrically evoked from new cortical

sites. After this rehabilitation, the ability of the

rat to perform the behavior correlated with the

amount of cortex that, when stimulated, evoked

the behavior. These results strongly support the

view that themotor cortex is organized to control
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complex, meaningful behavior; that different

behaviors are emphasized in different regions of

cortex; and that these behaviors can be assessed

through electrical stimulation.

In the cat motor cortex, Ethier and colleagues

(2006) found that stimulation on a behaviorally

relevant time scale (500 ms) evoked a variety of

forepaw movements including apparent reaching

and hooking of the paw as if to acquire an object.

Stepniewska and colleagues (2005) stimu

lated the motor and parietal cortex of galagos

using the behaviorally relevant time scale of 500

ms. They evoked complex movements that

resembled fragments of the animal’s normal

behavioral repertoire. Different categories of

movement were evoked from different cortical

zones. The parietal lobe could be segmented into

functional zones including a hand to mouth

zone, a defensive zone, and a reaching zone.

Similar results were obtained in the motor

cortex, but were not studied in as much detail.

In macaque monkeys, stimulation of the ventral

intraparietal area (VIP) evokes movements that

resemble defensive reactions (Cooke & Graziano,

2004a; Cooke et al., 2003; Graziano et al., 2002;

Thier & Andersen, 1998). The evoked movements

are similar to those evoked from PZ in the motor

cortex. VIP is anatomically connected to PZ (Lewis

& Van Essen, 2000; Luppino et al., 1999), and

neurons in VIP respond preferentially to tactile

stimuli on the face and to visual and auditory

stimuli near the face, much like neurons in PZ

(e.g., Colby et al., 1993; Duhamel et al., 1998;

Schlack et al., 2005). One possibility is that VIP

and PZ are part of a larger sensory motor circuit

that contributes to the maintenance of a margin of

safety around the body (Graziano & Cooke, 2006).

SUMMARY

The monkey motor cortex does not appear to

decompose movement into the action of sepa

rate muscles. Instead, the control of muscles is

extensively overlapped in the cortex, effectively

allowing for the construction of complex, beha

viorally meaningful movements. Electrical sti

mulation of different zones within cortex tends

to evoke different categories of movement that

resemble actions in the monkey’s normal

repertoire.

The complex topography within motor

cortex roughly follows several different possible

organizational schemes, including a map of the

body, a spatial map of hand location, a cluster

map of ethologically relevant categories of

action, and a set of commonly designated areas

with fuzzy borders and largely unknown func

tions. One possible way to reconcile these many

organizational schemes, each one of which cap

tures some of the data, is to hypothesize that the

cortex is a best fit rendering of the highly dimen

sional movement repertoire on the two dimen

sional cortical sheet. In this view, various

individual dimensions that are of importance

in the movement repertoire are mapped across

cortex in noisy, partial topographies. No single

dimension of movement is perfectly mapped

across the cortical surface because of a compro

mise among multiple constraints. The under

lying principle of organization, in this view, is

not a map of one or another dimension, but a

rendering of the many dimensional movement

space onto the cortex.

It is not yet clear to what extent this etholo

gical organization of the motor cortex is built in

through evolution, and to what extent it is

learned during development and adulthood as

the animal learns its motor repertoire. The dis

tinct connections and anatomical structure of

different zones within motor cortex argue for

some built in organization shaped through evo

lution to serve the behavioral repertoire. The

modifications to the map that occur with experi

ence demonstrate that at least some of the cor

tical organization reflects learning.
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CHAPTER 24

Object Recognition: Physiological and

Computational Insights

Doris Y. Tsao, Charles F. Cadieu, and Margaret S. Livingstone

INTRODUCTION

Visual object recognition is the identification of

a thing in the outside world based on the sense of

vision. Our eyes are bombarded by a wide variety

of visual forms, from simple shapes like cups and

pens, to complicated shapes like keyboards and

saxophones, to amorphous natural forms like

flowers and bodies. These forms can appear at

multiple poses as they rotate (or as we rotate),

can change size as they move closer or farther,

and can frequently occlude one another. Yet we

have no trouble recognizing them. How does the

brain transform the unpredictable retinal array

into invariant representations of objects? This

problem has two aspects: (1) extracting a

stable, compact, and explicit representation of

the forms stimulating our eyes at any moment,

and (2) comparing the resulting representation

to a stored representation in memory. We will

focus in this chapter on the first aspect: How

does the primate visual system extract stable

representations of the objects in the visual

world?

Visual object recognition is a function of the

inferior temporal lobe, specifically, ventral

stream areas V4, TEO, and TE. It has been sug

gested that the specialization of the inferior tem

poral lobe for object recognition arose during

evolution as an elaboration of the foveal visual

representation in V1, while the specialization of

the parietal lobe for manipulation of objects in

space arose as an outgrowth of the lower field

representation of V1 (where the hands would

normally be located) (Maunsell & Van Essen,

1987; Previc, 1990).

Understanding the neural computations

underlying object recognition is a uniquely

difficult problem for three reasons. First,

we don’t even know how object recognition

might be solved computationally. Even though

numerous computer models exist, they don’t

come close to rivaling the performance of the

human visual system. Second, a huge expanse

of cortical territory is dedicated to object

recognition. Areas TEO and TE, for example,

are more than 10 times as large as the much

studied motion area MT (Felleman & Van

Essen, 1991). Assuming that multiple levels of

organization exist within this vast cortical

expanse, it becomes exceedingly difficult to

map specific computations onto specific sets of

neurons. Thus, single unit physiologists typi

cally assume that the organization of inferotem

poral (IT) cortex is homogeneous and that

meaningful answers can be obtained from sam

pling responses of random populations of IT

neurons. Finally, the set of possible objects

covers a huge parameter space. While it is clear

the brain must use some sort of code that is

compact, explicit, and stable to identify objects

within this space (Connor et al., 2007), it is

unclear what this code might be. To summarize,

understanding object recognition is difficult due

to a lack of effective computer models, the large

number of cortical resources used to solve the

problem, and a huge parameter space.
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Over the past three decades, knowledge has

gradually accumulated concerning a system in

the temporal lobe that may allow us to overcome

these challenges. Both macaques and humans

have a specialized system in the temporal lobe

for processing faces that produces an extraor

dinary ability to recognize faces under a variety

of conditions (Pinsk et al., 2005; Tsao et al.,

2003, 2006, 2008). (Fig. 24.1). This face proces

sing system provides a spatially limited network

with readily accessible components representing

a parametrically confined set of objects.

Face perception is amicrocosm of object recog

nition processes, and the solution to the particular

problem of face recognition will undoubtedly yield

insights into the general problem of object recog

nition. The most difficult challenge in object

recognition distinguishing among similar visual

forms despite substantial changes in appearance

arising from changes in position, illumination,

occlusion, etc. is something we can do effort

lessly for faces (Fig. 24.1). Although face identifica

tion is often singled out as demanding particular

sensitivity to differences between objects sharing a

common basic configuration, in fact, such differ

ences must be represented in the brain for both

faces and nonface objects. It is true that most

humans can easily identify hundreds of faces

(Diamond & Carey, 1986), but, even if one

cannot recognize a hundred different bottles by

name, one can certainly distinguish them in pair

wise discrimination tasks.

In this chapter, we first discuss the functional

architecture of the temporal lobe, with a special

focus on the architecture of the system of face

selective areas in macaques and humans. We

then discuss the physiology of cells in the tem

poral lobe, with a focus on the response proper

ties of face selective cells. Finally, we discuss

different computational approaches to object

recognition. The central thesis of this chapter is

that understanding face processing will illumi

nate the general problem of visual object

recognition.

Functional Architecture of the Inferior

Temporal Lobe

The functional architecture of the temporal lobe

sets the stage for the neural processes underlying

object recognition.

General Architecture of the Macaque

Ventral Visual Pathway

Figure 24.2 shows a schematic of the lateral and

ventral surfaces of the macaque brain. The three

major areas of the ventral form processing

pathway are V4, TEO, and TE. Area TE is further

subdivided into four parts on the basis of anato

mical connection criteria: TEpd (dorso pos

terior), TEpv (ventro posterior), TEad (dorso

anterior), and TEav (ventro anterior) (Cheng

et al., 1997 Saleem & Tanaka, 1996; Yukie &

Iwai, 1988). Monkeys with bilateral lesions to

V4, TEO, and TE show severe and specific defi

cits in object recognition tasks (Dean, 1976;

Gross, 1973). Both V4 and TEO are retinotopi

cally organized, with TEO containing a coarse

but complete representation of the contralateral

visual field (Boussaoud et al., 1991); cells in TE

have large receptive fields centered on the fovea

(Ito et al., 1995; Kobatake & Tanaka, 1994).

The architecture of the inferior temporal lobe

has been studied by classic anatomical tracing.

V4 sends strong projections to TEO from its

central visual field representation (Ungerleider

et al., 2008). TEO in turn sends strong feedfor

ward projections to area TE (Saleem et al., 1993).

Figure 24.1 The challenge of object recognition, exemplified for a face.
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The projection from TEO to TE shows a precise

modularity, with single TEO sites projecting to

two to five clusters in TE (Saleem et al.,

1993) (Fig. 24.3A). These clusters are columnar,

extending across all six cortical layers. Although

the functional properties of the TEO injection

sites and connected TE columns are unknown, it

seems plausible that this precise anatomical cir

cuitry serves a computational purpose. One

interesting possibility is that each network of

connected sites in TEO and TE is responsible

for extracting a specific aspect or class of visual

form.

Area TE, the highest purely visual stage of the

ventral pathway, sends feedback projections to

V4 and TEO, and feedforward projections to

several polymodal brain sites including the peri

rhinal cortex, the frontal cortex, the amygdala,

and the striatum (Cheng et al., 1997; Saleem &

Tanaka, 1996; Suzuki et al., 2000; Webster et al.,

1991, 1993, 1994). The perirhinal projections

from TEav and TEad differ, suggesting that

these areas constitute distinct processing regions

in TE. Focal TEav injections result in a widely

distributed labeling in perirhinal cortex, cov

ering around half its total extent, whereas
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Figure 24.2 The ventral visual processing pathway. (A) Lateral view of the right hemisphere of the
macaque brain, showing the architectonic subdivisions of inferior temporal cortex. The superior
temporal sulcus (STS) is opened to show the dorsal bank (d), fundus (f), and ventral bank (v).
(B) Ventral view of subdivisions of the inferior temporal cortex. ls, lateral sulcus; STGr, superior
temporal gyrus, rostral part; TEad, dorsal subregion of anterior TE; TEav, ventral subregion of anterior
TE; TEpd, dorsal subregion of posterior TE; TEpv, ventral subregion of posterior TE; TG, temporal pole;
TH, area TH of parahippocampal cortex; TF, area TF of the parahippocampal cortex; TFO, area TFO of the
parahippocampal cortex; 28, entorhrinal cortex; 36, perirhinal cortex. From Saleem, K. S., Kondo, H., &
Price, J. L. (2008). Complementary circuits connecting the orbital and medial prefrontal networks with the
temporal, insular, and opercular cortex in the macaque monkey. Journal of Comparative Neurology, 506,
659 693. Used with permission.
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injections into TEad result in labeling in only a

small region of lateral perirhinal cortex (Saleem&

Tanaka, 1996). Perirhinal cortex has been impli

cated in encoding long term memory of objects

(Meunier et al., 1993) and association between

familiar objects (Erickson & Desimone, 1999;

Erickson et al., 2000; Miyashita et al., 1996). The

widespread projections from TEav to perirhinal

could thus facilitate association between different

shapes (e.g., different views of the same object).

In addition to projections to other areas, both

areas TEO and TE have local connections.

Injections into TE reveal horizontal axons in

layers 2 and 3 terminating in patches 0.5 mm

wide and cylindrical in shape, spanning layers 1

through 3 or even to layers 4 and 5, with the

farthest patches up to 4 mm distant from the

injection site (Fujita & Fujita, 1996) (Fig. 24.3B).

TEO shows similar, but slightly smaller, columns

of connected patches, with the patches slightly

smaller. Again, it seems plausible that each net

work of locally connected patches forms a system

specialized to represent a particular aspect of form.

Electrophysiology and optical imaging stu

dies also suggest a columnar functional architec

ture in TE. Neighboring cells are responsive to

similar visual features of objects (Fujita et al.,

1992). Optical imaging reveals that spots �0.5

mm wide in TE are activated when a monkey

views a particular object (Tsunoda et al., 2001;

Wang et al., 1996), with different spots activated

by different objects. The cortical regions acti

vated by three different objects are shown in

Figure 24.4A. Single unit recordings confirmed

Figure 24.3 Columnar projections in inferior temporal (IT) cortex. (A) Labeled terminals in TE following
injections of the anterograde tracer Phaseolus vulgaris leukoagglutinin (PHA) in TEO (indicated by two red
spots) form columnar clusters. From Saleem, K. S., Tanaka, K., & Rockland, K. S. (1993). Specific and
columnar projection from area TEO to TE in the macaque inferotemporal cortex. Cerebral Cortex, 3,
454 464. (B) Labeled terminals of intrinsic horizontal axons show patchy columnar arborization
following injection of biocytin into layer 3 in area TE. The injection site is marked by the red asterisk and
arrowheads indicate terminal patches. From Fujita, I., & Fujita, T. (1996). Intrinsic connections in the
macaque inferior temporal cortex. Journal of Comparative Neurology, 368, 467 486. Used with permission.
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Figure 24.4 Distributed object representations in macaques and humans. (A) Top: Spots activated by different stimuli (1, 2, and 3, right) as revealed by optical
imaging, together with numbered electrode sites. Bottom: Reponses to the three stimuli at each of 17 electrode sites. Scale bar, 1.0 mm. Tsunoda, K., Yamane, Y.,
Nishizaki, M., & Tanifuji, M. (2001). Complex objects are represented in macaque inferotemporal cortex by the combination of feature columns.Nature Neuroscience,
4, 832 838. (B) Example images from the eight stimulus categories used by Haxby and colleagues (2001) to examine object representations in the human temporal lobe.
(C) The pattern of responses to four categories (faces, houses, chairs, shoes) measured separately from data obtained on even numbered and odd numbered (two
horizontal slices from a single subject are shown). Within category correlations (0.81, 0.87, 0.45, 0.35) are significantly higher than cross category comparisons ( 0.4,
0.47, 0.12, 0.1), allowing prediction of the viewed object category. B and C from Haxby, J. V., Gobbini, M. I., Furey, M. L., Ishai, A., Schouten, J. L., & Pietrini, P.
(2001). Distributed and overlapping representations of faces and objects in ventral temporal cortex. Science, 293, 2425 2430. Used with permission.
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the responsiveness of cells within these spots to

the particular objects used to activate them (and

absence of responsiveness outside these spots).

For example, an apple activated spots 1, 2, and 3,

and single units in these three sites also

responded strongly to the apple. Since multiple

spots, distributed over several millimeters of

cortex, were active in response to a single

image, and since the size of these spots is similar

to the size of termination zones observed in

tracer experiments (Fig. 24.3), it is conceivable

that these spots correspond to connected

columns.

Distributed Architecture of the Human

Ventral Pathway

Human functional magnetic resonance imaging

(fMRI) studies provide a much coarser picture

of functional architecture of ventral temporal

cortex, but are consistent with results from

macaques. The wide field of view of fMRI

makes it possible to address the question of

how distributed the representation of an object

is. Haxby and colleagues (2001) measured

response patterns in ventral temporal cortex

evoked by viewing of faces, cats, five categories

of manmade objects, and nonsense pictures

(Fig. 24.4B). They found that object categories

are represented by widely distributed and over

lapping representations in ventral temporal

cortex. Each category elicited a distinct and

reproducible distributed response pattern that

could be used to identify which category was

seen (Fig. 24.4C).

The distinctiveness of the response patterns is

apparent even at a scale of centimeters (Fig.

24.4C, compare response to chairs with response

to shoes). This suggests that the structure in the

response patterns reflects a level of functional

organization more macroscopic than 0.5 mm

columns. While multivoxel readout techniques

might be capable of distinguishing response pat

terns that differ only at a scale of 0.5 mm col

umns (by pooling minute but consistent

category differences across a large number of

voxels) (Norman et al., 2006), such functional

distinctions should not be readily apparent using

a technique with a resolution on the scale of

centimeters (Boynton, 2005; Kamitani & Tong,

2005). Therefore, the distinct fMRI response

patterns to different objects observed by Haxby

and colleagues may instead arise from a coarser

scale functional organization, possibly, networks

of connected, clustered columns.

Architecture of the Face Processing System

in Humans

The existence of a face selective area in the

human brain was first suggested by neurolo

gical observations. That there is a specialized

area for processing upright faces fits with

one of the most striking findings from the

neuropsychology literature: Patient C.K., who

is severely impaired at object recognition,

including many basic midlevel visual pro

cesses, is nonetheless 100% normal at face

recognition (Moscovitch et al., 1997). C.K.’s

dissociation is illustrated by his perception of

the face made up of vegetables by Arcimbaldo

C.K. sees the face, but not the constituent vege

tables. His pattern of deficits indicates that face

processing is not simply a final stage tacked

onto the end of the nonface object recognition

pathway, but rather a different pathway that

branches away from object recognition early in

the visual hierarchy.

The first direct demonstration of face selective

activation in a human brain area came from posi

tron emission tomography (PET) studies showing

activation of the fusiform gyrus in a variety of face

perception tasks (Haxby et al., 1991; Sergent et al.,

1992) and event related potential (ERP) studies

showing a face selective event related potential in

the fusiform gyrus (Allison et al., 1994; McCarthy

et al., 1999; Puce et al., 1999). Subsequently fMRI

revealed more of the specificity of these cortical

regions for faces, with demonstrations of fusiform

regions that responded more strongly to faces

than to letter strings and textures (Puce et al.,

1996), flowers (McCarthy et al., 1997), everyday

objects, houses, and hands (Kanwisher et al.,

1997). Face specific fMRI activation can be seen

in the superior temporal sulcus (STS), in part of

the occipital lobe (the ‘‘occipital face area,’’ or

OFA), and most robustly, on the lateral side of

the right midfusiform gyrus (the ‘‘fusiform face

476 PRIMATE NEUROETHOLOGY



area,’’ or FFA) (Kanwisher et al., 1997) (Fig.

24.5A). Recent functional imaging provides evi

dence for a fourth face selective area in the human

brain in the anterior temporal lobe, within the

collateral sulcus (Tsao et al., 2008) (Fig. 24.5A).

Architecture of the Face Processing System

in Macaques

Face selective cells have been found scattered

throughout the temporal lobe, though they

tended to be found in clusters (Perrett et al.,

1984). Because other kinds of shape selectivities

also tend to be clustered (Desimone et al., 1984;

Fujita et al., 1992; Tanaka et al., 1991;Wang et al.,

1996), it was assumed that within the temporal

lobe there was a columnar organization for shape,

in which face columns represented just one of

many shape specific types of columns. However,

this view was inconsistent with emerging evi

dence from human neurology and functional

imaging that human face processing was localized

to specific, reproducible regions of the temporal

lobe. One possible explanation was that only a

fraction of cells within fMRI identified face selec

tive areas were actually face selective. Another

explanation was that the face areas observed in

fMRI experiments were unique to humans.

Finally, it was also possible that macaques have

face areas composed entirely of face cells, but

previous single unit recordings, which sampled

inferior temporal cortex randomly, did not con

sistently target these areas.

The apparent discrepancy was resolved by

Tsao and colleagues (Tsao et al., 2003, 2006,

Figure 24.5 Comparison of face selective regions between humans and macaques. (A) Face selective
regions shown on a flattened map of the human right hemisphere. (B) Face selective regions shown on a
flattened map of a macaque right hemisphere. By comparison, the human face selective regions are shifted
ventrally away from the STS relative to the macaque face patches. AF, anterior face patch in the STS fundus;
AFP1, anterior face patch 1; AL, anterior face patch on the STS lip; AM, anterior face patch on the ventral
surface of IT just lateral and anterior to the AMTS; FFA, fusiform face area; MF, middle face patch in the STS
fundus; ML, middle face patch on the STS lip; OFA, occipital face area; PL, posterior face patch; STS FA,
superior temporal sulcus face area. aos, anterior occipital; cas, calcarine; cos, collateral; ios, inferior occipital
sulcus; ips, intraparietal; its, inferior temporal; los, lateral occipital; lots, lateral occipitotemporal; ls, lunate
sulcus; ots, occipitotemporal sulcus; pcs, precentral; sf, Sylvian fissure sts, superior temporal; pos, parieto
occipital; tos, transoccipital. Tsao, D. Y., Moeller, S., & Freiwald, W. A. (2008). Comparing face patch
systems in macaques and humans. Biological Sciences Neuroscience: PNAS 2008 105: 19514 19519;
published online November 25, 2008 [DOI: 10.1073/pnas.0809662105]. Used with permission.
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2008), who found that in monkeys, as in

humans, face processing, as revealed by func

tional imaging, is localized to six discrete regions

of the temporal lobe (Fig. 24.5B). These six

patches are distributed along the anterior pos

terior axis of the temporal lobe and organized

into one posterior patch on the lateral surface of

TEO (‘‘PL’’, for posterior lateral); two middle

face patches in posterior TE, one located in the

fundus of the STS (‘‘MF,’’ for middle fundus)

and one on the lower lip of the STS (‘‘ML,’’ for

middle lateral); and three patches in anterior TE,

one located near the fundus of the STS (‘‘AF,’’

for anterior fundus), one on the lower lip of the

STS and adjacent gyrus, in TEad (‘‘AL,’’ for

anterior lateral), and one more medially on the

ventral surface, just lateral and anterior to the

anterior medial temporal sulcus, in TEav

(‘‘AM,’’ for anterior medial).

The face patch system presents us with a

new kind of functional organization in TE.

The components of this network are coarser

(few millimeters in diameter) than feature col

umns of inferotemporal cortex (�0.5 mm in

diameter; Fujita et al., 1992; Wang et al., 1996),

yet finer in scale than the coarse partitioning of

IT into anatomically defined subregions

(Felleman & Van Essen, 1991; Seltzer &

Pandya, 1994; Von Bonin & Bailey, 1947).

The face patch system transgresses area

boundaries, with face patches located in pos

terior, middle, and anterior portions of IT

(Felleman & Van Essen, 1991).

Tsao and colleagues (2006) further showed

that at least two of the macaque face areas, ML

and MF, consist almost entirely of face selec

tive cells (Fig. 24.6). Tsao and colleagues used

functional imaging to localize regions in the

macaque temporal lobe that were selectively

activated by faces, compared to nonface

objects, and then they recorded almost 500

single units within ML and MF in two mon

keys. They found a remarkable degree of face

selectivity within these two regions, with 97%

of visually responsive cells being face selective,

on average showing almost 20 fold larger

responses to faces than to nonface objects.

The region where they recorded was quite pos

terior in the temporal lobe (6 mm anterior to

the interaural canal, corresponding to

posterior TE/anterior TEO). The fact that an

area consisting almost entirely of face selective

cells exists so early in the ventral stream is

consistent with the idea that the face proces

sing pathway is a completely different pathway

from the nonface object recognition pathway,

and that it branches away early in the visual

hierarchy. The existence of an area consisting

almost entirely of face selective cells so early in

the ventral stream furthermore implies that the

face processing pathway is gated by a face

detection stage, at which nonface objects are

filtered out. As we propose later, the existence

of this detection gate may account for the see

mingly special ‘‘holistic’’ aspect of face

processing.

What is the functional significance of the

anatomical localization of face processing? The

cerebral cortex is functionally parcellated:

Neurons concerned with similar things are

organized into areas and columns, each

having extensive interconnections and

common inputs and outputs (Mountcastle,

1997). Face processing, an identifiable and dis

crete form of object recognition, appears also

to be organized into anatomically discrete pro

cessing centers. Individual neurons connect

directly with a small fraction of the rest of the

neurons in the brain, usually to nearby cells,

because longer axons delay neural transmis

sion, are energetically expensive, and take up

space. Furthermore, colocalization of neurons

concerned with face processing enables

enriched local inhibitory interactions, since

inhibitory neurons are always local (Somogyi

et al., 1998). Wang and colleagues (2000)

recorded responses in anterior IT to a set of

complex stimuli before, during, and after

applying the g aminobutyric acid (GABA)

receptor antagonist bicuculline near the

recording electrode. In many cases, for both

face selective and non face selective cells,

blocking local inhibition revealed responses to

previously nonactivating stimuli, which were

often activating stimuli for neighboring cells.

This suggests that neighboring cells refine

each other’s response selectivity by mutual

inhibition.

478 PRIMATE NEUROETHOLOGY



While tracer studies demonstrate connec

tions between specific nodes in TEO and TE

(Saleem et al., 1993), the need to sacrifice the

animal to process the tissue prevents assessment

of the functional properties of connected nodes.

In general, to understand functional architec

ture, it is necessary to combine connectivity

maps with functional topography. The face pro

cessing system of macaque monkeys, consisting

of six patches that can be identified by fMRI and

targeted for anatomical experiments, provides

an ideal preparation for dissecting the large

scale functional anatomy of one discrete aspect

of object recognition.

To identify the connectivity of individual

face patches, Moeller and colleagues (2008)

used electrical microstimulation combined

with simultaneous fMRI. Stimulation of

each of four targeted face patches produced

strong activation specifically within a subset

of the other face patches (Fig. 24.7).

Stimulation outside the face patches pro

duced an activation pattern that spared the

face patches. These results indicate that the

Figure 24.6 Mapping face and object selectivity in the monkey brain. (A) Five stimulus categories
included faces, four nonface object categories (hands, gadgets, fruits, and bodies), and grid scrambled
patterns. (B) Responses of 182 neurons from the middle face patch of one monkey to 96 images of faces and
nonface objects. (C) Average normalized population response to each image. Tsao, D. Y., Freiwald, W. A.,
Tootell, R. B. H., & Livingstone, M. S. (2006). A cortical region consisting entirely of face selective cells.
Science, 311, 670 674. Used with permission.
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face patches form a strongly and specifically

interconnected network.

The existence of this network creates unprece

dented possibilities for gaining a systematic

understanding of information flow in IT. For

the first time we can access anatomically distinct

components of a unified object processing net

work in vivo and intercept the messages being

sent between connected cell pairs within different

patches. Thus, in addition to characterizing in

detail the properties of cells within each patch,

we can sequentially characterize the transforma

tions that occur across patches transformations

that somehow lead to our ability to recognize

thousands of different faces effortlessly even

under incredible variation (i.e., Fig. 24.1).

Interim Summary

Nonface objects are represented by widely distrib

uted and overlapping representations in ventral

temporal cortex. Anatomical tracing, optical ima

ging, and single unit studies in macaques suggest

that the neural machinery supporting these non

face object representations has a precise circuitry.

The unit element of this circuitry is a column�0.5

mmwide. Specific subsets of columns within TEO

and TE are organized into connected networks.

Alongside the machinery for recognizing nonface

objects, the temporal lobe of both humans and

macaques contains a system of strongly face selec

tive regions. Inmacaques, this systemcomprises six

patches of cortex extending from TEO to anterior

TE and, in humans, four areas spanning the length

of the temporal lobe. Themacaque face patches are

strongly and specifically connected to each other,

and at least two of themacaque face patches consist

almost entirely of face selective cells.

REPRESENTATIONS IN THE
INFERIOR TEMPORAL LOBE

In this section we discuss the physiology of cells

in IT that support the remarkable capacity to

recognize objects. We present a review of the

Figure 24.7 Combined functional magnetic resonance imaging and microstimulation demonstrates that
the six macaque face patches are strongly and specifically interconnected. (A) Face patches from one
macaque shown on a right hemisphere flat map. (B) Regions activated by microstimulation at the region
marked by an � compared to blank. Face patches indicated by green outlines. The animal fixated on a blank
screen during the entire experiment. Face region and sulcal abbreviations as in Figure 24.5B. Moeller, S.,
Freiwald, W. A., & Tsao, D. Y. (2008). Patches with links: a unified system for processing faces in the
macaque temporal lobe. Sebastian Moeller, Winrich A. Freiwald, and Doris Y. Tsao (6 June 2008) Science
320(5881), 1355. [DOI: 10.1126/science.1157436]. Used with permission.
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findings derived from visual stimulation using

parametric visual features and general objects.

We will also present results of electrophysiolo

gical studies of face representations in visual

cortex. Finally, we address the issue of holistic

facial processing and its relation to electrophy

siological findings.

Representation of Objects

Tanaka and colleagues pioneered the study of

tuning properties of single cells in IT (Tanaka,

1996; Tanaka et al., 1991). Their work was con

verged on the concept of a ‘‘critical feature,’’

defined as the simplest feature that elicits the

maximum response in a cell. To identify the

critical feature of an IT cell, they first showed

many three dimensional plant and animal

models to the cell at different views, then made

pictures of these objects and systematically sim

plified them until they were able to identify the

minimal feature that elicited maximal activation

(Kobatake & Tanaka, 1994). For example, the

critical feature of a cell preferring a tiger might

be two round black and white gratings arranged

like a snowman (Tanaka, 2003). The main con

clusion was that most cells in TE are selective for

moderately complex feature combinations but

not for whole objects. Such cells are already

present in V4 and TEO, but at a lower propor

tion, mixed with cells selective for simple fea

tures (such as color or orientation).

Subsequent attempts to decipher the code

used by the ventral stream have followed two

general lines of attack: (1) a bottom up

approach, starting with a model of structural

encoding, and testing the model, and (2) a

black box approach, using responses of a

random population of cells to various complex

objects to derive general principles of IT coding.

These two approaches represent two different

ways of conquering the huge parameter space

occupied by the set of all possible visual inputs.

The structural encoding approach assumes that

the brain represents most objects by decom

posing them into parts and part relations. The

black box approach, on the other hand, does not

make any concrete assumptions about how

objects might be coded, but it does make the

assumption that experimenter chosen real

world objects will span enough of the coding

space in sufficient detail that the approach will

yield meaningful insights.

A parts based representation has intuitive

appeal. When asked to describe an object (e.g.,

a flower), people naturally describe its parts (e.g.,

petals, leaves, stem). The distributed, combina

torial code created by a parts based representa

tion permits an extremely rich set of objects to be

represented. A parts based representation of

words doubtless in fact underlies your ability to

read this page: (1) the geometry of letters may

take advantage of the brain’s hardwired ability to

distinguish contour parts (Changizi et al., 2006),

through their location (‘‘p’’ vs. ‘‘b’’), curvature

(‘‘v’’ vs. ‘‘u’’), and connectivity (‘‘t’’ vs. ‘‘T’’),

and (2) the possibility of forming infinite mean

ings from 26 characters illustrates the represen

tational power of a parts based structural code.

Connor and colleagues have uncovered evi

dence for parts based coding in V4 (Pasupathy &

Connor, 1999, 2001, 2002) and PIT (Brincat &

Connor, 2004, 2006; Haxby et al., 2001) through

single unit recordings examining tuning to para

metrically defined contour features. Pasupathy

and Connor (2001) created a large set of closed

contours that could be parameterized by curva

ture and angular position (Fig. 24.8A), and then

analyzed the responses of V4 cells to these shapes.

They found that most cells in V4 were tuned to a

particular curvature at a particular location

within the cell’s receptive field (e.g., a sharp con

vexity in the lower left). Furthermore, they

showed that by combining these tuning curves,

they could reconstruct (approximately) an

unknown test shape fromthepatternof responses

in V4 elicited by the shape (Fig. 24.8B,C)

(Pasupathy & Connor, 2002). Extending this

work to IT cortex, Connor and colleagues found

cells tuned for the presence of multiple parts

(specifically, tuning could be described by the

sum of two to four subunits with Gaussian

tuning in a six dimensional curvature, orienta

tion, and position space) (Brincat & Connor,

2004). Figure 24.8D illustrates a cell tuned to a

combination of concave contour fragments

oriented toward the lower right and toward the

lower left, and located in the bottom right of the
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Figure 24.8 Encoding of contour curvature in V4 and PIT. (A) The white line represents the
boundary curvature as a function of angular position of the test shape in the center. (B) Estimated
population response across the curvature� position domain to a test shape with the veridical
curvature function superimposed (white line). The response was estimated by weighting each cell’s
curvature � position tuning function by its response to the test shape. (C) Reconstruction of the
test shape from the population response in B. (D) Response of a posterior inferotemporal cell to its
preferred feature: a combination of concave contour fragments oriented toward the lower right and
toward the lower left (highlighted in green). The cell was highly sensitive to the position of these
contour elements relative to the object. It responded strongly to concavities at the left of object
center (bright green), as exemplified by the average response (gray histogram) to the stimuli in the
top two rows. The light gray shading indicates the 500 ms stimulus presentation period. The cell
responded only weakly to the same concavities at the right (dark green; bottom two rows). This
tuning for object relative position was consistent across changes in absolute position of the stimuli.
Thus, cells in PIT are coding the curvature of contour fragments in object centered coordinates. A C
from Pasupathy, A., & Connor, C. E. (2002). Population coding of shape in area V4. Nature
Neuroscience, 5, 1332 1338. D from Connor, C. E., Brincat, S. L., & Pasupathy, A. (2007).
Transformation of shape information in the ventral pathway. Current Opinions in Neurobiology, 17,
140 147. Used with permission.
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object. These experiments suggest that object

recognition relies to a significant extent on a

parts based code implemented by tuning curves

of single neurons. One criticism of this work is

that the space of real shapes is much vaster than

that tested. But any study of IT must employ an

experimenter limited stimulus set; the finding

that cells in both V4 and TEO respond to parts

of objects andnot to thewhole object (albeit in an

object centered reference frame) must be

explained by any theory of object representation

in the ventral stream.

A structural encoding scheme for repre

senting three dimensional objects was proposed

by Irving Biederman (Biederman, 1995). In the

‘‘geon theory’’ of object recognition, a given

view of an object is represented as an arrange

ment of simple, viewpoint invariant, volumetric

primitives called ‘‘geons.’’ Five examples of

geons are shown in Figure 24.9A. According to

the geon theory, an object is represented by the

geons it contains (out of 24 total), together with

pairwise geon relations (e.g., ‘‘above’’; 81 total)

and geon attributes (e.g., ‘‘horizontally oriented,

narrow relative aspect ratio’’; 15 total). These

limited parameters could represent 10.5 million

different two geon objects.

The geon theory is supported by experiments

with partial line drawings. The effect of priming

with complementary contours that preserve

geon structure is just as strong as the effect of

priming with identical contours, and signifi

cantly stronger than the effect of priming with

an abstract object category (Biederman &

Cooper, 1991) (Fig. 24.9C). Thus, priming

must be attributed to a representation of the

parts of the object (and their interrelations)

and not to the activation of the image features

or abstract categories.

The defining feature of geons is their view

invariance. Metric properties of objects (e.g.,

aspect ratio), in contrast, are not viewpoint

invariant. The geon theory predicts that

responses to objects differing in geon structure

should be easier to distinguish, across changes in

view, than responses to objects differing only in

metric properties. To test this, Vogels and col

leagues (2001) recorded responses of IT cells to

six variations of an object: the original object

composed of a pair of geons, a ‘‘metric prop

erty’’ variant in which one of the geons was

metrically varied (e.g., made wider), and a ‘‘non

accidental property’’ variant in which one of the

geons was changed (e.g., a cylinder replaced by a

block). Rotated versions of these three images

were also constructed. The two variants were

equated in terms of low level image statistics.

Their results provide partial support of the

Figure 24.8 (Continued)
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geon theory. A population multidimensional

scaling (MDS) analysis revealed two dimensions,

one corresponding to rotation, and one to geon

change (Fig. 24.10D). The population response

to the metric variant was very close to that of the

original image (i.e., neurons had trouble distin

guishing them), while the response to the geon

variant was well removed. This supports the idea

that cells in IT have a special sensitivity to differ

ences in geon structure over differences inmetric

structure. However, the large difference between

the population response to each object and its

rotated counterpart shows that the representa

tion of object shape in IT is not view invariant.

The last finding is consistent with an alter

native view that the primitives for object recog

nition in IT are view based (Bulthoff et al., 1995).

Experimental evidence for this theory comes

from Logothetis and colleagues, who trained

monkeys to match three dimensional paperclips

across changes in view. Subsequently, they

recorded in anterior IT and found that many

cells responded maximally to a particular view

of a paperclip, with the response declining gra

dually as the object was rotated away from this

preferred view. A very small number of cells were

found that responded in a view invariant

manner.

While a large number of objects can be

represented by parts based parametric schemes

such as curved contours (Pasupathy & Connor,

2001) or geons (Biederman, 1987), there are

still many objects that do not fit easily into

such parametric shape schemes, yet may be

biologically important to distinguish. Thus, a

second approach to studying IT cortex has
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Figure 24.9 Structural encoding by geons. (A) Examples of fives geons. (B) A block and a cylinder, two
examples of geons, show particular nonaccidental differences that may be used by the brain to recover their
structure from line drawings. (C) Examples of the four stimulus types used by Biederman and Cooper to
demonstrate the existence of a geon level encoding in a psychophysical priming experiment.
(D) Neurophysiological evidence for representation of nonaccidental properties. Top: Six classes of
images used by Vogels and colleagues to test for a geon representation in macaque IT. Bottom:
Multidimensional scaling of inferotemporal responses to these image classes reveals a dimension
representing the difference between a view dependent change and a viewpoint invariant change
(dimension 1), and a dimension representing rotation (dimension 2). A C from Biederman, I. (1995).
Visual object recognition. In: S. M. Kosslyn & D. N. Osheron (Eds.), Visual cognition (pp. 121 166).
Cambridge, MA: MIT Press. D from Vogels, R., Biederman, I., Bar, M., & Lorincz, A. (2001). Inferior
temporal neurons show greater sensitivity to nonaccidental than to metric shape differences. Journal of
Cognitive Neuroscience, 13, 444 453. Used with permission.
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been to stimulate cells with random sets of

complex images and ask, by means of various

readout procedures, what types of information

are available in the population of responses

(e.g., how fast can information be read out,

how many neurons are needed to code certain

types of information, etc.). Obviously, a null

result does not say much, since the readout

algorithm used may simply be inadequate. On

the other hand, a positive result from such an

approach does reveal what kind of information

is present. It should be noted that readout

techniques can also be used to examine struc

tural encoding hypotheses for example, one

could use classifier techniques to ask whether

information about curvature can be read out

from cells in a position invariant way. The

main difference lies in whether the stimulus

space consists of parametric combinations of

parts or randomly selected real world objects.

Kiani and colleagues (2007) measured

responses of more than 600 neurons in

monkey IT cortex to over a thousand different

images of natural and manmade objects

during passive fixation. Separation of the

images into clusters based on response simi

larity across the population of cells showed

that the neuronal population sorted the

images into intuitive categories: Animate and

inanimate objects created the most distant

distinguishable clusters in the population

code. The global category of animate objects

was divided into bodies, hands, and faces.

Faces were divided into primate and nonpri

mate faces, and the primate face group was

divided into human and monkey faces.

Bodies of human, birds, and four limb ani

mals clustered together, whereas lower ani

mals such as fish, reptiles, and insects made

another cluster. Importantly, low level image
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characteristics could not account for this cate

gorical classification. Therefore, they con

cluded that monkey IT specifically extracts

complex features for the purpose of object

categorization.

Hung and colleagues (2005) used a classifier

based readout technique to analyze responses of

256 IT recording sites to 77 images. They found

that the activity of �100 IT neurons over very

short time intervals (as small as 12.5 ms

Figure 24.10 Holistic face detection by an inferotemporal cell. Top: Recording site of a face cell. (A H)
Response selectivity. From Kobatake, E., & Tanaka, K. (1994). Neuronal selectivities to complex object
features in the ventral visual pathway of the macaque cerebral cortex. Journal of Neurophysiology, 71,
856 867. Used with permission.
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contained sufficient information to read out

object "identity" at 72% (chance = 1/77) and

object ‘‘category’’ at 94% (chance = 1/8) accu

racy. Importantly, this information generalized

over a range of object positions and scales, with

less than 10% reduction in performance. These

results show that invariant information about

object category and identity is available in small

populations of neurons even during an early

phase of the response. Can object recognition

be completely solved by means of units with

the invariance and tuning properties of ran

domly sampled IT cells, as already described in

studies such as that of Hung and colleagues? Or

are we still waiting to observe a new type of

invariance property? Rigorous tests comparing

physiology to behavior have not been performed

to test this important question.

Representation of Faces

One of the biggest differences between face per

ception and general object recognition is that

arbitrary objects map to different aspects of con

tour geometry. Faces, on the other hand, share a

common template, consisting of eyes, nose,

mouth, and face outline (though numerous var

iations are possible; e.g., depending on the view

angle, only one eye may be visible). The vastly

reduced template space makes understanding

the mechanism of face perceptionmore tractable

compared to understanding the detection and

recognition of arbitrary objects.

That face cells are truly detecting faces, and

not some more abstract basis set in which all

possible shapes are represented by different

cells, with some cells tuned to particular para

meters that happen to fit the faces better than

any of the other objects tested, was demon

strated by Foldiak and colleagues (2004). They

presented 600 to 1,200 stimuli randomly chosen

from several image archives to cells recorded

from both the upper and lower bank of the STS

and found that the distribution of tuning to

these images showed bimodality (i.e., cells were

either predominantly face selective or not face

selective).

Experiments with cartoon faces show that in

general face cells require an intact face and are

not just selective for individual features

(Bruce et al., 1981; Desimone et al., 1984;

Kobatake & Tanaka, 1994; Leonard et al., 1985;

Oram & Perrett, 1992; Perrett et al., 1982, 1984;

Scalaidhe et al., 1999; Tsao et al., 2006). Figure

24.10 shows nonlinear combinatorial response

properties of a face selective cell recorded in IT

(most likely in the face patch ML, judging by the

recording location) by Kobatake and Tanaka

(1994). Out of a large number of three dimen

sional objects, this cell responded best to the face

of a toy monkey (A), and by testing various

simplified two dimensional paper stimuli, they

determined that the cell would also respond to a

configuration of two black dots over a horizontal

line within a disk (B), but not in the absence of

either the spots or the line (C and D) or the

circular outline (E). The contrast between the

inside and the outside of the circle was not

critical (G), but the spots and the bar had to be

darker than the disk (H). In other words, the cell

only responded when the stimulus looked like a

face, no matter how simplified. How face cells

detect a facial Gestalt is still unknown, and will

likely require identifying the inputs to the face

patches.

Once a face has been detected, it needs to be

identified. Recordings in the face patches ML

and MF have begun to shed light on the neural

mechanism for distinguishing between different

faces. Freiwald and colleagues (2009) used car

toon faces to study the neural basis of face mea

surement. Dense parametric mapping was used

to measure responses of cells in the middle face

patch to a cartoon stimulus in which all face

parameters were independently varied. Cells

were found to be tuned to the geometry of

facial features, with different cells tuned to dif

ferent feature subsets. Tuning was strikingly

ramp shaped, with a one to one mapping of

feature magnitude to firing rate (Fig. 24.11).

These extreme values extended to or even trans

gressed the limits of realistic face space. For

example, intereye distances ranged from almost

cyclopean to abutting the edges of the face, and

the most extreme face aspect ratios were outside

those of any known primate. Monotonic tuning

allows for simple readout (Guigon, 2003) and

may be a general principle for high level coding
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Figure 24.11 Tuning of face cells to a cartoon face space. (A) Six example dimensions (hair width, eyebrow slant, eyebrow height, intereye distance, iris size,
mouth top shape) of the 19 dimensional cartoon space. Each row shows example values for one parameter, with all other parameters fixed at their mean. (B) Tuning
curves of three example cells to each of the 19 feature dimensions. In gray maximal, minimal, and mean values from shift predictor are shown. Stars mark significant
modulation. From Freiwald, W. A., Tsao, D. Y., & Livingstone, M. S. (2008). A face feature space in the macaque temporal lobe. Nature Neuroscience 12, 1187 1196
(2009). Published online: 9 August 2009 [DOI: 10.1038/nn.2363]. Used with permission.
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of visual shapes (Kayaert et al., 2005). It may also

aid in emphasizing what makes an individual

face unique (i.e., separates it from the average

face), and could be the neural basis for the power

of caricatures. The breadth of tuning under

scores the fact that cells in the middle face

patches, ML and MF, encode axes and not indi

vidual faces.

Recordings made in the highest stage of the

form processing hierarchy, the medial temporal

lobe, reveal the existence of cells that respond to

specific familiar individuals in a representation

invariant manner (Quiroga et al., 2005), as

expected of a ‘‘grandmother cell.’’ For example,

some cells each responded to multiple pictures

of a well known individual as well as to a letter

string of their name, but were unresponsive to all

other images. Such individual specific cells have

not been found in the lateral inferior temporal

lobe, where most face cells in monkeys have been

recorded, although, as a population, cells in the

anterior inferior temporal gyrus of the macaque

(in the general vicinity of AM) can support view

invariant identification (Eifuku et al., 2004).

Holistic Processing

Since the thesis of this chapter is that under

standing face areas will help us understand

object recognition, it is appropriate to discuss

the claim that face processing is supported by a

unique set of mechanisms that do not generalize

to nonface objects. Face processing obviously is

unique in being housed in a set of specialized

cortical regions, but this doesn’t imply that the

underlying mechanisms are unique.

Specifically, face processing is claimed to be

distinct from nonface object processing in that it

is ‘‘holistic’’; that is, faces are represented as

nondecomposed wholes, rather than as a com

bination of independently represented compo

nent parts (eyes, nose, mouth) and the relations

between them (Farah et al., 1998). Evidence for

holistic processing of faces comes from a

number of behavioral paradigms, of which the

two most cited are the part whole effect

(Tanaka & Farah, 1993) and the composite

effect (Young et al., 1987). In the part whole

effect, subjects are better able to identify two

face parts when the parts are presented in the

context of a whole face than in isolation. In the

composite effect, subjects are slower to identify

half of a chimeric face aligned with an inconsis

tent other half face than if the two half faces are

misaligned (Young et al., 1987). As with the

part whole effect, the composite effect indicates

that even when subjects attempt to process only

part of a face, they suffer interference from the

other parts, suggesting an inability to access

parts of the face and mandatory processing of

the whole face.

Holistic face processing could be explained

by the existence of an obligatory detection stage

that uses a coarse upright template to detect

whole faces (Tsao & Livingstone, 2008). An

aligned chimera would be obligatorily detected

as a whole face and therefore processed as a

unit by subsequent measurement and classifica

tion stages. The key evidence favoring this early

detection gating hypothesis comes from the

finding of six face selective areas in the macaque

(Tsao et al., 2006, 2008) and the finding that the

middle face patches, located early in this hier

archy, already consist entirely of face selective

cells (Tsao et al., 2006). According to this view

point, holistic psychological markers do not

indicate that faces are processed by a mysterious

and unique mechanism; they simply indicate

that faces are processed by a system that is

employed only for stimuli that are first detected

as faces, but this system may be parts based, and

is also likely optimized for analyzing face parts.

An as yet unexplored question is whether other

object categories are first detected and then ana

lyzed by specialized modules. Other object cate

gories that may fit this scheme include bodies

and words.

Interim Summary

Perhaps the central theme that has emerged

from IT research over the past two decades is

that apart from biologically special categories

(most conspicuously faces), objects are coded

in IT in terms of their parts and not wholes.

Early experiments studying the responses of IT

cells to decomposed complex objects found that

most cells are selective for moderately complex
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features but not for whole objects. Consistent

with a parts based code, cells in V4 and PIT

show tuning to the curvature and location of

contour elements in object centered coordi

nates. Biederman and colleagues have argued

for explicit structural encoding of view invariant

volumetric primitives, but evidence suggests that

the responses of most cells in TEO and TE are

view dependent. Although IT cells do not gen

erally appear to be detectors for complex objects,

there are consistently observed populations of

cells selectively responsive to animate objects

such as faces, bodies, and hands, suggesting

that animate objects may be treated differently

from other types of complex patterns. A major

distinction between face processing and nonface

object processing is that early on (by the middle

face patches at the latest), the form of a face has

been obligatorily detected as a whole. This

observation may explain holistic psychophysical

phenomena associated with face perception.

Cells in the middle face patch encode facial

identity through ramp shaped tuning to

subsets of facial features, consistent with a

parts based code of face identity. At the highest

stages of form processing, in the medial

temporal lobe, cells are found that respond to

specific familiar individuals in a representation

invariant manner.

COMPUTATIONAL APPROACHES
TO OBJECT RECOGNITION

Theories of visual object recognition have

received attention from both the neuroscience

community and the machine vision community.

Both approaches have contributed to our under

standing of how visual object recognition might

work in biological systems. We will summarize

key work in both of these areas. While such a

survey does not do justice to the individual con

tributions of each theory or system, it does allow

us to see the commonalities that might be useful

for producing a consensus view of computa

tional object recognition and for applying this

interpretation to processing in the primate

brain, especially in relation to face processing.

In this section we begin by providing a

cursory survey of models of biological object

recognition. We then turn to a class of models

from machine vision that produces state of the

art recognition abilities. We also examine a dif

ferent class of models that uses feedback or con

textual information during inference and object

recognition. Finally, we relate these works to our

view of face processing in human and non

human primates.

Theories of Biological Object Recognition

One of the central problems of object recogni

tion is that effective systems must deal with the

variations present in the natural world: variation

in position, size, rotation, illumination, and

even nonrigid motion (i.e., movement of

limbs). This problem materializes when a visual

system must generalize from its previous experi

ence with an object under specific conditions to

conditions in which the object has never been

viewed before. This is a computationally difficult

problem. It is made even more difficult by the

fact that the novel object view may differ from

previously experienced views in several of these

variations at the same time. In order to deal with

these variations, researchers have sought repre

sentations that will be invariant, or unchanging,

under transformations that produce image var

iation. With respect to this problem, most

models of biological object recognition take

one of two approaches: models that directly

compute invariant responses and those that cor

rect for transformations to produce invariant

responses. See Wiskott (2004) for an additional

review and analysis of these two approaches.

Models that directly compute invariant

responses take many approaches. However,

there are strong commonalities among a group

of models that seek to explain invariant object

recognition in biological systems. This class of

models can be traced back to the hypothesis

originally proposed by Hubel and Weisel that

complex cell responses in primary visual cortex

are formed by combining the responses of spa

tially shifted simple cell responses (Hubel &

Wiesel, 1962, 1965). One of the earliest compu

tational instantiations of this framework was the

Neocognitron model of Fukushima (Fukushima

et al., 1988). The Neocognitron is a hierarchical
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model consisting of layers that alternately per

form feature extraction (similar to simple cells)

and layers that build invariance to position or

small deformations (similar to complex cells).

The weights in each layer determine the type of

computation performed. The hierarchy alter

nately builds up selectivity and invariance until

at the top layer the responses are selective to

complex shapes and invariant to large changes

in size and position. Recent theoretical work and

simulations have extended this approach in

several directions: VisNet (Wallis & Rolls,

1997), SeeMore (Mel, 1997), and HMAX

(Riesenhuber & Poggio, 1999). Of note are the

extensions and elaboration of the HMAXmodel,

which have demonstrated correspondence to

human level object recognition performance

during brief presentations (Serre et al., 2007b),

explanations of selectivity and invariance in

inferotemporal cortex (Hung et al., 2005) and

visual area V4 (Cadieu et al., 2007), and models

of biophysical computation (Kouh & Poggio).

In approaches that deal with transformations

explicitly, the model tries to correct for, or undo,

the transformations so that the image can be

matched against a stored canonical representa

tion. In the model of Olshausen and colleagues

(1993), the visual input is dynamically routed by

control neurons through the visual hierarchy to

rescale and shift the image. At the top of the

hierarchy, the shifted and rescaled image can

then be compared to stored templates of cano

nical object views, thus producing invariant

recognition. The control neurons, which expli

citly model the transformation, engage in an

active process to selectively turn on and off con

nections between layers of the visual hierarchy.

Later work by Arathorn (2005) suggests a com

putationally tractable method for determining

the appropriate transformations for a given

input image. It is interesting that theories that

deal explicitly with transformations often use

feedback: Memory representations guide the

search for the correct transformation, while the

ories that directly compute invariant representa

tions are constructed in a primarily feedforward

network.

Bilinear models are a class of mathematical

models closely related to the dynamic routing

theory of invariant recognition. In recent work,

Tenenbaum and Freeman (2000) describe a

bilinear model that separates the ‘‘content’’ and

‘‘style’’ in various data types. These models

extend traditional linear models and are referred

to as bilinear because they are linear when one

set of the variables is held fixed. This model

allows each set of variables to explicitly represent

different types of information. For example, in

text, the character identity, or content, is sepa

rated from the font, or style. In relation to the

dynamic routing theory, the style variables can

be considered as dynamically routing the con

tent variables to produce an image with specific

style and content. Therefore, in the context of

invariant object recognition, the content could

be ascribed to the identity of the object and the

style to the visual variations or transformations.

In one promising example, Tenenbaum and

Freeman use a bilinear model on a dataset of

face images containing a number of individuals

viewed at a range of poses. The bilinear model

was able to learn from this dataset to separate the

information into a set of variables indicating the

identity of a person and a set of variables indi

cating the pose of the person.

Computer Vision and Object Recognition

While the models we have addressed so far have

been directed at explaining biological object

recognition or perception, a number of techni

ques from computer vision have interesting

implications for biological object recognition

and face processing in the brain. Importantly,

several computer vision models have demon

strated impressive performance on nontrivial

object recognition problems and have demon

strated performance comparable to humans for

specific tasks. For example, in an impressive

demonstration, Sivic and Zisserman (2003)

developed a system that is capable of searching

through a Hollywoodmovie for a specific object,

aptly named ‘‘Video Google.’’ Related to the

HMAX model we discussed previously, Serre

and coauthors (2007a) demonstrated that a

feedforward computer vision algorithm per

formed at levels comparable to human subjects

during a rapid presentation of a visual stimulus
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in which they attempted to determine if an

animal was present in the image. Furthermore,

the computer vision algorithm and the human

subjects exhibited similar patterns of error on

individual images and image categories, such as

far versus close views of animals.

Many of the most effective computer vision

algorithms can be described as consisting of two

stages: The first stage produces a set of local

features, while the second stage performs classi

fication or matching to determine the presence

of an object or the identity of an exemplar (Berg

et al., 2005; Lowe, 2004; Ranzato et al., 2007;

Serre et al., 2007b). In the work of Serre and

colleagues (2007b), a feature hierarchy produces

a dictionary of visual features that are invariant

to object variation. Standard classification tech

niques are used on the outputs of the hierarchy

for a variety of visual recognition tasks, such as

identification and classification. Interestingly,

this model is inspired by a theory of biological

object recognition (Serre et al., 2005) and falls

into the class of biological object recognition

models that seek to directly compute invariant

responses. Additional work of Ranzato and col

leagues (2007) takes a similar approach and

develops an unsupervised learning algorithm to

specify the selectivity of the intermediate layers.

Lowe’s influential SIFT algorithm (2004) also

produces a set of invariant features, but instead

of using a classifier to detect or identify object,

the SIFT algorithm determines a geometric cor

respondence between the features. This increases

the accuracy of the algorithm for object recogni

tion because it ensures a consistent geometric

interpretation of the features (e.g., the eye fea

tures, nose features, and mouth features must be

in the appropriate geometric relationship).

Related work by Berg and colleagues (2005)

uses a different set of features, but also tries to

estimate the geometrical transformation

between a novel object and stored object

representations.

Another interesting, and relevant, class of

models uses feedback, or context, to aid in the

interpretation of an image and the recognition

of objects within a scene. Jin and Geman (2006)

describe a hierarchy of parts for a license

plate detection system that uses context to

disambiguate low level information. In their

system, license plates are modeled as a hierarchy

of parts: whole license plates, groups of num

bers, individual numbers, and number parts.

When presented with an image, the system pro

duces an interpretation of the visual scene by

using both bottom up cues and top down

hypotheses from prior knowledge of what

license plates look like. The authors show that

using their contextual hierarchy greatly

improves recognition accuracy in a real world

dataset. Another example of the efficacy of con

textual information is presented by Torralba and

colleagues (2003). In their system, context is

used to prime the location of a visual object.

For example, in an indoor office scene there is

a much higher probability of seeing a computer

monitor than there is in an outdoor forest scene.

Insights for Biological Face Recognition

These results can be used to interpret findings

related to face processing in primates, and allow

us to develop mathematical models that make

explicit the architecture of biological face pro

cessing. There are three main connections we

want to point out. First, a rapid feedforward

computation that produces invariant responses

may be central to the detection of faces. Second,

complicated facial discriminations and infer

ences may be mediated by a more complicated

series of interconnected processing stages that

explicitly model the visual transformations.

Third, the representations in these later stages

may represent the independent aspects of facial

appearance and pose.

Because it is advantageous for facial detection

to be computed quickly, approaches that directly

compute invariant responses may be suitable for

face detection. While direct computation of

invariant responses often suffers from the com

binatorial explosion of possible inputs (and

therefore requires more processing to overcome

the combinations of variations for a specific

object), face detection is unique because of its

ecologically critical role, and because faces con

stitute a relatively constrained set of visual

inputs compared to all visual objects. The early

stages in the ventral stream that exclusively
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respond to faces may serve as the culmination of

this rapid process of directly computing invar

iant responses to faces.

We may also gain some insights about biolo

gical face processing from bilinear models,

which seek to explicitly and separately represent

different aspects of the visual input. In the

example examined by Tennenbaum and

Freeman, the pose of a face is represented inde

pendently of the facial identity (Fig. 24.12). In

face processing it is often the case that the rele

vant information is not only the presence or the

identity of a face but also what it is doing. For

example, in complex social interactions it is

important to infer intentions from subtle cues

about head pose and gaze direction. In these

cases the transformations that facial forms

undergo are the goal of representation and not

just variations in the input that must be

overcome. Therefore, it seems sensible that

explicitly representing these transformations

would be advantageous. Could the different

nodes of the interconnected system of face

patches be representing different, largely inde

pendent aspects of facial form and variation?

Such a representation would make specific

information independently available for com

plex social inferences of ecological value.

Interestingly, the two main theoretical

approaches to biological object recognition,

directly computing invariant responses and

explicitly accounting for transformations, may

both be employed for face recognition and pro

cessing: Direct computation of invariant

responses may mediate face detection, while

computing transformations may mediate

further inferences about facial characteristics.

The evidence for holistic face processing seems

Figure 24.12 A bilinear model from Tenenbaum and Freeman. In this model, face images are represented
by two sets of variables, one encoding pose, ‘‘pose coefficients,’’ and the other encoding identity, ‘‘person
coefficients.’’ The basis images (top left) are weighted by the joint activity of the person coefficients (top
right) and the pose coefficients (bottom left) to generate reconstructed images of faces (bottom right). From
Tenenbaum, J. B., & Freeman, W. T. (2000). Separating style and content with bilinear models. Neural
Computation, 12, 1247 1283. Used with permission.
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to indicate that face detection gates this further

processing.

We can make the connections between com

putational theories and biological evidencemore

precise by describing a simple model of face

processing in primates. Presented in

Figure 24.13, the system incorporates these

insights. First, a fast, feedforward processing

stage computes visual features from the visual

input, and faces are detected from these features

in a face detection area. Second, the detection of

a face in the face detection module guides and

gates further face specific processing. Third, a

face specific processing stage, or face model,

produces a rich description of the face. The

face model may be similar to a bilinear model

and mimic the dynamic routing theory of invar

iant object recognition.

SUMMARY

Hubel and Wiesel showed that primary visual

cortex represents images in a space of localized,

oriented edges. This was stunning because it

showed that the brain performs a simple math

ematical transformation that condenses the

Visual input

Face
detection

Visual
representation

Pose

Identity
Expre-
ssion

Face-Specific
processing

Gate

Figure 24.13 A model of face processing. In this model of face recognition a fast, feedforward
detection stage provides feedback to the face model. The face model, which is only activated upon
face detection, computes a variety of parameters specific to faces, such as pose, identity, and
expression (among possibly others, such as gaze direction). The face detection stage may bias the
face model to certain regions of the image, and certain sizes of faces from the information it infers
from the input. Such information aids the face model in inferring more specific face parameters such
as identity or pose.
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information present in the visual world.

Primates possess an entire temporal lobe to

further condense the visual form of objects.

The thesis of this chapter is that the system of

face patches in the macaque brain may be a

‘‘turtle’s underbelly’’ (Medawar, 1981) if we

can understand it, we will be able to pry open

the general problem of invariant pattern

recognition.

What mathematical transformations are

being performed in the face patches? An

unprecedented opportunity now exists to

understand the successive stages of face pro

cessing at a mechanistic level. The face patch

system offers a set of dedicated, connected, yet

anatomically distinct components, inviting us

to analyze for the first time the messages being

sent within a hierarchical system for high level

object recognition. If we can figure out how

the brain recognizes faces, then we will have

gone a long way toward understanding how

the brain represents a complex object made of

multiple parts.
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CHAPTER 25

The Primate Frontal and Temporal Lobes and

Their Role in Multisensory Vocal Communication

Lizabeth M. Romanski and Asif A. Ghazanfar

By exploring how existing primates use their voca

lizations, numerous investigators are building a

rigorous, testable framework for how speech

might have evolved. In the perceptual domain,

several studies compared the auditory psychophy

sical abilities of monkeys and humans discrimi

nating speech sounds. Japanese macaques

(Macaca fuscata) (Sinnott, 1989; Sinnott et al.,

1997), vervets (Chlorocebus pygerethrus) (Sinnott,

1989), baboons (Heinz & Brady, 1988), and

chimpanzees (Pan troglodytes) (Kojima, 1990;

Kojima & Kiritani, 1989) are able to discriminate

human vowel sounds. Much of speech

discrimination is thought to be dependent upon

temporal cues (Shannon et al., 1995), and both

rhesus monkeys (Macaca mulatta) (Ghazanfar et

al., 2001; Hauser et al., 1998) and cotton top

tamarins (Saguinus oedipus) (Ghazanfar et al.,

2002; Miller & Hauser, 2004) are similarly

sensitive to the temporal cues in their own voca

lizations. Furthermore, this temporal processing

of speech seems to be biased toward the left hemi

sphere of the human brain, and some studies of

monkeys have also borne out a parallel with this

aspect of human speech processing. When per

ceiving their own vocalizations, both Japanese and

rhesus macaques show a left hemispheric bias

when listening to conspecific vocalizations, and

in most cases this bias is linked to temporal cues

(Ghazanfar et al., 2001; Hauser et al., 1998;

Petersen et al., 1978).

The problem with these studies, in terms of

identifying the origins of speech, is that at least

some nonprimate animals share these capacities,

suggesting that these are general features of the

mammalian auditory system that are not specific

to speech. For instance, chinchillas are able to

discriminate human speech sounds as well (Kuhl

& Miller, 1975) and sea lions show a left hemi

spheric bias for processing their species specific

calls (Boye et al., 2005). Taken together, these

data suggest that the processes underlying the

perception of purely auditory components of

vocalizations are not definitive in distinguishing

between what is unique about speech and speech

perception (Trout, 2001).

One aspect of speech that is overlooked by

comparative biologists seeking to understand its

origins is the fact that speech is not a purely

auditory phenomenon. Human speech is a mul

tisensory function and face to face communica

tion is perceived through both the visual and

auditory channels. Multisensory speech percep

tion is evident even at the earliest stages of

human cognitive development (Patterson &

Werker, 2003); its integration across the two

modalities is ubiquitous and automatic (e.g.,

the McGurk effect, McGurk & MacDonald,

1976), and even at the neural level, audiovisual

speech integration is evident at the ‘‘earliest’’

stages of cortical processing (Ghazanfar &

Schroeder, 2006). Indeed, Rosenblum (2005)

has proposed that multisensory speech is the

primary mode of speech perception and is not

a capacity that is ‘‘piggybacked’’ on to auditory

speech perception. Specifically, he suggests that
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the primacy of multisensory speech implies

that the perceptual mechanisms, neurophy

siology, and evolution of speech perception are

based on primitives that are not tied to a single

sensory modality. The essence of this idea is

shared by many other investigators (Fowler,

2004; Liberman & Mattingly, 1985; Meltzoff &

Moore, 1997).

Some have suggested that the ability to

develop/evolve language depends on the ability

to form multisensory associations and imply

that this ability is unique to humans

(Geschwind, 1964). If its multisensory nature is

a fundamental feature of human speech,

whereby visual/facial and vocal signals are inex

tricably linked, then how did such a mechanism

evolve? This chapter explores this issue by pre

senting (1) behavioral evidence that nonhuman

primates (hereafter, primates) integrate face and

voice information, (2) anatomical evidence that

the temporal and frontal cortices of primates are

reciprocally connected and are part of a circuit

that subserves the integration of face and vocal

signals, and (3) physiological evidence that cor

tical areas in the temporal and frontal lobes of

primates show integrative responses to com

bined face/voice stimuli.

FACIAL MOVEMENT AND VOCAL
ACOUSTICS ARE LINKED

Primate vocalizations are produced by coordi

nated movements of the lungs, larynx (vocal

folds), and the supralaryngeal vocal tract (Fitch

& Hauser, 1995; Ghazanfar & Rendall, 2008).

The vocal tract consists of the column of air

derived from the pharynx, mouth, and nasal

cavity. The source signals (sounds generated by

the lungs and larynx) travel through the vocal

tract and are filtered according to its shape,

resulting in vocal tract resonances or formants

discernable in the spectra of some vocalizations

(for primates, see Fitch, 1997; Owren et al., 1997;

Rendall et al., 1998). In humans, speech related

vocal tract motion results in the predictable

deformation of the face around the oral aperture

and other parts of the face (Jiang et al., 2002;

Yehia et al., 1998, 2002). In fact, the spectral

envelope of a speech signal can be predicted by

the three dimensional motion of the face alone

(Yehia et al., 1998), as can the motion of the

tongue (an articulator that is not necessarily

coupled with the face) (Jiang et al., 2002; Yehia

et al., 1998). The spatiotemporal behavior of the

vocal tract articulators involved in sound pro

duction constrains the shape and time course of

visible orofacial movement. Such speech related

facial motion, distributed around and beyond

the mouth, is what is used in the bimodal inte

gration of audiovisual speech signals by humans.

For example, human adults automatically link

high pitched sounds to facial postures produ

cing an /i/ sound and low pitched sounds to

faces producing an /a/ sound (Kuhl et al., 1991).

In primate vocal production, there is a

similar link between acoustic output and facial

dynamics. Different rhesus monkey vocaliza

tions are produced with unique lip configura

tions and mandibular positions, and the motion

of such articulators influences the acoustics of

the signal (Hauser & Ybarra, 1994; Hauser et al.,

1993). Coo calls, like /u/ in speech, are produced

with the lips protruded, while screams, like the /

i/ in speech, are produced with the lips retracted

(Fig. 25.1A). The jaw position and lip configura

tion affect the formant frequencies independent

of the source frequency (Hauser & Ybarra, 1994;

Hauser et al., 1993). Moreover, as in humans,

the articulation of these expressions has visible

consequences on facial motion beyond the oral

region. Grimaces, produced during scream

vocalizations for instance, cause the skin folds

around the eyes to increase in number. In addi

tion to these production related facial move

ments, some vocalizations are associated with

visual cues that are not directly related to the

articulatory movement. Threat vocalizations,

for instance, are produced with intense staring,

eyebrows raised, and ears pulled back (Partan,

2002). Head position and motion (e.g., chin

up vs. chin down vs. neutral position) also

varies according to vocal expression type

(Partan, 2002). Chimpanzees (Pan troglodytes),

though less studied in the domain of multisen

sory communication, also have a link between

facial expression and vocal acoustics. Figure

25.1B shows the facial expressions produced

for two chimpanzee vocalizations. Bauer (1987)
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analyzed video and audio tracks of chimpanzee

vocalizations and found that a decline in the

fundamental frequency (F0) occurred when sub

missive screams transitioned into aggressive

barks. These changes in F0 were correlated with

changes in visible articulators such as lip and

teeth opening. Thus, it is likely that many of

the facial motion cues that humans use for

speech reading are present in at least some apes

and monkeys as well.
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Figure 25.1 Exemplars of the facial expressions produced concomitantly with vocalizations. (A) Rhesus
monkey coo and scream calls taken at the midpoint of the expressions with their corresponding
spectrograms. (B) Chimpanzee visual components of pant grunt and scream calls. Next to them are
spectrograms of a pant grunt and scream calls. Chimp expressions reprinted from Izumi, A., & Kojima,
S. (2004). Matching vocalizations to vocalizing faces in a chimpanzee (Pan troglodytes). Animal
Cognition, 7, 179 184. Sound exemplars taken from the Harvard Cognitive Evolution Lab, www.wjh.
harvard.edu/~mnkylab/media/chimpcalls.html.
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MATCHING FACES TO VOICES

Given that both humans and other extant pri

mates use both facial and vocal expressions as

communication signals, it is unlikely that only

humans recognize the correspondence between

the visual and auditory components of vocal

signals. To test whether other primates do,

in fact, have this capacity, a preferential looking

paradigm was adopted (Ghazanfar & Logothetis,

2003). In this paradigm, subjects are seated in

front of two video monitors, one playing the

facial dynamics of one expression and the other

playing the facial dynamics of a second expres

sion. In between the two screens, a loudspeaker

plays back the vocalization that matches only

one of the facial expressions being shown. The

dependent measure is the amount of time the

subjects spend looking at this matching video as

a proportion of the total looking time to both

screens. This paradigm was developed by cogni

tive scientists to test intermodal speech percep

tion in prelinguistic infants (Kuhl & Meltzoff,

1984; Patterson & Werker, 2003) and thus it is

perfect for testing the natural capacities of pri

mates without training or reward.

Using this procedure, rhesus monkeys were

tested on their ability to recognize the audi

tory visual correspondences between their

‘‘coo’’ and ‘‘threat’’ calls (Ghazanfar &

Logothetis, 2003). These are among the most

frequently produced calls in the rhesus

monkey repertoire, both in the wild and in

captivity. Coo calls are tonal signals of rela

tively long duration and are produced in many

affiliative contexts, including group move

ments, separation, and feeding; threat calls,

in contrast, are noisy, short duration pulsatile

calls produced during aggressive encounters

(Hauser & Marler, 1993; Rowell & Hinde,

1962). Each of these calls is associated with a

unique facial posture. The hypothesis was that

the vocalization heard from the central

speaker would systematically influence the

duration of subjects’ visual fixations on the

two screens one that displayed the video of

a coo expression and the other that displayed

the video of the threat expression. Specifically,

if rhesus monkeys recognized the

correspondence between the heard sound and

the appropriate facial posture, then, overall,

they would spend more time looking at the

matching video. The results supported the

prediction. The mean percentage of looking

time devoted to the match was 67.3%; this

was significantly greater than the 50% chance

level (Ghazanfar & Logothetis, 2003).

Furthermore, all 11 subjects looked longer at

the matching face. When comparing looking

durations between coos and threats, subjects

looked longer when the matching face was

articulating the coo call than when the match

face was the threat call (likely because threats

are aversive); nonetheless, separate analyses

revealed that looking preferences were still sig

nificant for coo calls alone and threat calls

alone.

Although these data demonstrate that mon

keys can match faces to voices, in this particular

experiment they may have been doing so using

low level stimulus cues. The coo and threat calls

differ dramatically in their duration the threat

is almost invariably shorter than the coo. Thus, it

is possible that the monkeys may be using a cue

that is redundant between the two modalities

matching the duration of mouth movements to

the duration of the auditory component

(Lewkowicz, 2002). This type of matching does

not necessitate the identification of the parti

cular facial expression (i.e., the morphology of

the mouth). A subsequent study with capuchin

monkeys (Cebus apella) avoided this confound

by using stimuli that were better controlled for

duration and included vocal expressions from

not only conspecifics but heterospecifics as

well (rhesus monkey and human vocalizations)

(Evans et al., 2005). Without duration cues, the

capuchins could still match the appropriate

facial expression to the heard vocalization

across all stimulus conditions. However, it was

not clear whether they can make this match for

each species’ set of calls or for only the capuchin

calls. Another way to avoid the temporal cues

confound is to use a match to sample beha

vioral paradigm that requires training subjects.

Chimpanzees can match conspecific faces and

voices under these conditions (Izumi &

Kojima, 2004; Parr, 2004).
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MATCHING MULTIPLE FACES TO
VOICES REVEALS ACOUSTIC
STREAM SEGREGATION

Given that monkeys can readily match faces to

voices, can they do something with these signals

that is slightly more complicated and relevant

to their everyday socio ecological tasks? One

problem that they might confront is segregating

competing voices in a chorus, much as humans

might do in a cocktail party scenario. Rhesus

monkeys produce a chorus of coos and other

vocalizations upon the anticipation or dis

covery of food. Using the preferential looking

paradigm, monkeys were tested on their ability

to segregate the competing voices of two or

three unfamiliar individuals in the auditory

domain and to then attend to the video screen

that showed the correct number of individuals

that they heard (Jordan et al., 2005). In this

experiment, two versus three coo calls were

used that were equal in duration and tempo

rally coincident. The video displays depicted

two synchronously cooing individuals on one

side and three individuals on the other side. It

was hypothesized that if they could segregate

the voices and assess their number, then they

would preferentially attend to the dynamic

visual displays featuring the number of conspe

cifics they simultaneously heard vocalizing.

Under these conditions, monkeys spent a

greater proportion of time looking at the dis

play that numerically matched the number of

vocalizers they heard compared to the non

matching display (Jordan et al., 2005).

This spontaneous, multisensory representa

tion of multiple individuals in animals is an

important parallel to similar representations in

humans (Barth et al., 2003). Using a nearly iden

tical stimulus paradigm but with human voices

(Jordan & Brannon, 2006), human infants (aged

7 months) performed nearly identically to

rhesus monkeys. This suggests that perhaps

there are homologous underlying mechanisms

(see Zangehenpour et al., 2009, for important

caveats). These results also indicate that rhesus

monkeys can segregate simultaneously pre

sented coo vocalizations, even though the

power spectra of the calls are highly overlapping.

This capability is on par with the perceptual

separation of voices by humans via pitch differ

ences and harmonicity (Brokx & Nooteboom,

1982; Summerfield et al., 1992). This is notable

because a previous study found that highly

trained monkeys could discriminate con

current sequences of artificial sounds only

when their frequency ranges did not overlap

(Izumi, 2002).

MATCHING ACOUSTIC SIZE WITH
VISUAL SIZE

Vowels and consonants, the essential phonetic

elements of all human speech, differ in their

resonances, or formants, produced by the vocal

tract the nasal and oral cavities above the vocal

folds (Ghazanfar & Rendall, 2008). As described

previously, during vocal production in humans

and other primates, pulses of air generated by

the rapid movement of the vocal folds produce

an acoustic signal. As signals pass through the

vocal tract, they excite resonances in the vocal

tract resulting in the enhancement of particular

frequency bands; these are the formants. The

ability to create and perceive a wide variety of

different formant patterns is a prerequisite for

human speech. This fact raises the following two

questions. First, how did the ability to perceive

differences between formant patterns arise?

Second, which role, if any, did formants play in

prelinguistic primates? The answers to these ques

tionsmay lay not somuch in the fact that formant

patterns are important phonetic elements of

speech, but that they also carry important infor

mation related to physical characteristics of the

individual speaker (Fitch, 1997; Smith &

Patterson, 2005). Specifically, the length of the

vocal tract determines the frequencies of the for

mants. Large individuals with long vocal tracts

have lower frequency formants than do smaller

individuals who have smaller vocal tracts.

Previous behavioral studies demonstrated

that trained baboons (Heinz & Brady, 1988)

and macaques (Le Prell et al., 2001; Sinnott,

1989; Sommers et al., 1992) can discriminate

different human vowel sounds presumably

based on formant frequency differences. Fitch
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and Fritz (2006) significantly extended these

findings by showing that rhesus monkeys can,

without training, discriminate differences in the

formant structure of their own conspecific calls.

Can rhesus monkeys use formants as acoustic

cues to assess age related body size differences

among conspecifics? The potential role of for

mants as indexical cues in rhesus monkey voca

lizations was tested using the preferential

looking method (Ghazanfar et al., 2007). When

presented with two videos, one depicting an

older, larger macaque and the other showing a

young, small monkey (Fig. 25.2A), subjects

spent more time looking at the larger monkey

when they heard a coo produced with a large

monkey’s vocal tract and vice versa when they

heard a coo produced with a small monkey’s

vocal tract (Fig. 25.2B D). In other words, mon

keys spent more time looking at the video with

the monkey that matched in size what they heard

in the audio track (Ghazanfar et al., 2007).

These data are the first direct evidence for the

hypothesis that formants embedded in the

acoustic structure of primate calls provide cues

to the physical characteristics of the vocalizer

(Fitch, 1997; Owren et al., 1997; Rendall et al.,

1998). The results further suggest that the use of

formant cues in the perception of vowel sounds

by humans in a linguistic context emerged gra

dually, perhaps for other functional reasons,

over the course of human evolution.

Perception of indexical cues, such as age related

body size, via formants in vocalizations may be

one functional link between the vocalizations of

human and other primates.

NEURAL CIRCUITS MEDIATING
MULTISENSORY VOCAL
COMMUNICATION

In spite of much evidence to the contrary (pre

sented here for bimodal vocal communication

and elsewhere for cognitive and social functions;

see Seyfarth & Cheney, this volume), there are

some who would argue that the vocal commu

nication of primates is of a different kind alto

gether from that of human speech (Arbib, 2005;

Pinker, 1994). Some of these arguments are the
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Figure 25.2 (A) Still frames extracted from the videos used in the preferential looking experiments. The
top shows a frame from the large monkey. Videos were synchronized and edited so that they appeared to be
synchronously producing the coo vocalization shown in B. (B) Resynthesized coo vocalizations based on
one of the two coo exemplars used in both the habituation discrimination and preferential looking
paradigms. Diagram shows the spectrograms and waveforms of a coo vocalization resynthesized with two
different vocal tract lengths. The arrow in the spectrogram indicates the position of an individual formant,
which increases in frequency as the apparent vocal tract length decreases. Only the coos based on 5.5 cm and
10 cm vocal tract lengths were used as stimuli. (C) Power spectra (black line) and linear predictive coding
spectra (gray lines) for the long vocal tract length (10 cm, top panel) and short vocal tract length (5.5 cm,
bottom panel) used in the experiment and seen in B. (D) The mean percentage of total looking time spent
looking at the matching video display; the dotted line indicates chance expectation. Error bar is SEM.
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result of an overeager interpretation of a subset

of monkey neurobiological data (e.g., mirror

neurons) that are potentially related to the evo

lution of human speech. Others simply argue

that the brains of monkeys and humans are

fundamentally different when it comes to cir

cuits involved in communication. Indeed,

Pinker (1994) has suggested the following:

‘‘Language could have arisen, and probably did

arise. . .by a revamping of primate brain circuits

that originally had no role in primate vocal com

munication’’ (p. 350). For the most part, these

arguments ignore much of what we know about

the processing of vocalizations in the primate

brain (Ghazanfar & Hauser, 1999, 2001) and

the numerous behavioral similarities in the use

of vocalizations by our primate cousins (some of

which were described previously; see also chap

ters byMiller & Cohen and Seyfarth & Cheney in

this volume). Certainly most, if not all, accounts

of the evolution of primate vocal communica

tion ignore that fact that it is integrated across

multiple sense modalities.

The compounding evidence that monkeys,

like humans, combine auditory and visual signals

suggests two things. First, monkeys are an acces

sible model system for investigating the sensor

imotor integration of a natural communicative

behavior. Second, monkeys and humans likely

share some homologous neural substrates to

mediate such multisensory behavior. For

instance, although such behavior likely involves

many disparate regions in the brain, there is a

robust, three node cortical circuit that may be

more heavily weighted for processing facial

vocal signals. The nodes include the prefrontal

cortex, the superior temporal sulcus, and the

auditory cortex. These three regions are densely

interconnected. The following sections will

review the anatomical circuits and neurophysio

logical processes that are thought to mediate (at

least in part) multisensory communication in

primates.

FRONTAL AND TEMPORAL LOBE
CIRCUITRY

One principle of anatomical connections in the

neocortex is that ‘‘high level’’ association areas

receive inputs from a number of sensory areas.

Consistent with this idea, the prefrontal cortex

(PFC) and the dorsal (or upper) bank of the

superior temporal sulcus (STS) both receive a

wealth of afferents from sensory areas. In parti

cular, these association cortices receive projec

tions from auditory and visual cortical areas,

some of which are also connected with each

other.

Visual Connections of Superior Temporal

Sulcus and Prefrontal Cortex

Tracer injections into areas within the STS and

the PFC indicate that each receives projections

from both dorsal and ventral stream visual areas.

Traditionally, the dorsal bank of the rostral STS,

which includes area TPO, was thought to be

connected with the parietal, prefrontal, and

superior temporal auditory regions (Seltzer &

Pandya, 1978, 1991, 1994). This implied that

TPO might not receive connections carrying

object, form, or face processing information

directly from visual areas like the inferotemporal

cortex. However, injections of anterograde

tracer into distinct dorso anterior (TEad) and

ventro anterior (TEav) subdivisions of the infer

otemporal cortex showed a dense distribution of

terminals and cell bodies in TPO following TEad

injections, whereas labeling was confined to the

lower bank and fundus of the rostral STS fol

lowing tracer injections into TEav (Saleem et al.,

2000). Thus, rostral TPO is reciprocally con

nected with ventral stream visual processing

areas in inferotemporal cortex. Middle and

caudal TPO also receive projections from visual

processing areas (Seltzer & Pandya, 1994).When

different tracers were injected into both pos

terior parietal and inferotemporal cortex of the

same hemisphere, overlapping anterograde

fibers were found near the fundus of the STS

(Baizer et al., 1991), supporting the idea that

this area receives converging inputs from the

dorsal and ventral visual streams.

With regard to the frontal lobe, early anato

mical studies by Barbas, Pandya, and their col

leagues (Barbas, 1988; Barbas & Mesulam, 1981;

Barbas & Pandya, 1989; Chavis & Pandya, 1976)

noted a segregation of visual inputs to discrete
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regions of the prefrontal cortex. For example,

Barbas (1988, p. 313) wrote ‘‘. . .the basoventral

prefrontal cortices are connected with ventral

visual areas implicated in pattern recognition

and discrimination, whereas the mediodorsal

cortices are connected with medial and dorso

lateral occipital and parietal areas associated

with visuospatial functions.’’ This dissociation

was echoed by Bullier and colleagues (1996),

who found some segregation of inputs to PFC

when paired injections of tracers were placed

into temporal and parietal visual processing

regions. In their study, visual temporal cortex

projected mainly to area 45, located ventrolater

ally in the PFC, while parietal cortex sent projec

tions to both ventrolateral PFC (area 45) and

dorsolateral PFC (areas 8a and 46) (Bullier et al.,

1996). The specific connectivity of ventrolateral

PFC areas 12 and 45, which contain object and

face selective neurons (O’Scalaidhe et al., 1997,

1999; Wilson et al., 1993), with inferotemporal

areas TE and TEO was specifically documented

by Webster and colleagues (1994). Comparison

of TE and TEO connectivity revealed a number

of important differences, including the finding

that it is mainly area TE that projects to ventro

lateral PFC and orbitofrontal areas 11, 12, and

13. These orbital regions also contain object

and face responsive cells (Thorpe et al., 1983).

Auditory Connections of Superior Temporal

Sulcus and Prefrontal Cortex

Auditory regions in the superior temporal gyrus

(STG) and plane send projections that terminate

in rostral and middle portions of the STS.

Polysensory area TPO and area TAa both receive

a dense projection from portions of the rostral

and middle STG (Seltzer & Pandya, 1994; Seltzer

et al., 1996). More direct evidence revealed that

the parabelt and belt auditory regions, whose

neurons are responsive to complex sounds

(Rauschecker et al., 1995; Romanski et al.,

1999a), also project to areas TPO and TAa

(Hackett et al., 1999).

The connections of the PFC with superior

temporal auditory areas have been studied in

great detail. Early anatomical studies indicated

that a rostro caudal topography exists such that

caudal STG and caudal PFC are reciprocally

connected (Chavis & Pandya, 1976; Pandya &

Kuypers, 1969; Petrides & Pandya, 1988, 2002;

Romanski et al., 1999a,b), while the rostral STG

is reciprocally connected with rostral prefrontal

areas around the principal sulcus (areas 46 and

10) and orbito frontal areas (areas 11 and 12)

(Chavis & Pandya, 1976; Pandya & Kuypers,

1969; Pandya et al., 1969). In the last decade,

studies carefully characterized temporo pre

frontal connections utilizing a better under

standing of auditory cortical organization.

These studies refined the rostral caudal topo

graphy that was previously noted by deter

mining that the frontal pole and anterior

principal sulcus are densely connected with

anterior belt and parabelt regions of the auditory

cortex (Hackett et al., 1999; Romanski et al.,

1999a), while the anterior third of the temporal

lobe, designated STGr (Hackett et al., 1999), has

strong reciprocal connections with orbitofrontal

areas (Hackett et al., 1999; Romanski et al.,

1999a). Moreover, the caudal parabelt and belt

of auditory cortex are reciprocally connected

with the dorsal prearcuate and caudal principal

sulcus.

Direct evidence of auditory cortex innerva

tion of the PFC was shown by placing tracer

injections into frequency matched locations in

tonotopically organized areas of the lateral audi

tory belt areas AL, ML, and CL (Romanski et

al., 1999b). The connections between the frontal

cortex and the auditory belt/parabelt were topo

graphically organized such that projections from

AL typically involved the frontal pole (area 10),

the rostral principal sulcus (area 46), the inferior

convexity (areas 12vl and 45) and the lateral

orbital cortex (areas 11, 12o). In contrast, pro

jections from area CL targeted the dorsal peri

arcuate cortex (area 8a, frontal eye fields) and

the caudal principal sulcus (area 46) as well as

the caudal inferior convexity (areas 12vl and 45)

and, in two cases, premotor cortex (area 6d).

Thus, projections from the auditory association

cortex to the prefrontal cortex are topographic.

Furthermore, while small topographic projec

tions target the PFC from the lateral belt, para

belt projections are more dense (Hackett et al.,

1999; Romanski et al., 1999a) (Fig. 25.3).

MULTISENSORY VOCAL COMMUNICATION 507



ENCODING AND INTEGRATION
OF FACES AND VOICES IN THE
TEMPORAL AND FRONTAL LOBES

The anatomical data strongly suggest an interac

tion between multiple cortical areas in mediating

auditory visual integration. This is supported by

human neuroimaging and EEG studies of audio

visual speech. The imaging data consistently

show that the superior temporal sulcus, auditory

cortex (including primary auditory cortex), and

prefrontal cortex play important roles in the

integration process (Calvert, 2001). Human

neuroimaging and EEG data of audiovisual

speech have added much to our knowledge of

its underlying cortical circuitry and have gener

ated several interesting hypotheses; however, the

nature of these signals precludes a direct under

standing of how this network functions and

interacts. Problems inherent in these imaging

and event related potential studies include the

inability to distinguish between inhibitory

versus excitatory responses, poor source localiza

tion, and/or poor temporal resolution. For many

decades, animal models of multisensory integra

tion have largely focused on the role of the

superior colliculus in the spatial and temporal

integration of simple artificial stimuli (see Stein,

1998, for review). Although many principles of

multisensory integration have been identified for

neurons in the superior colliculus, it is unknown

to what extent these principles apply to complex,

naturalistic stimuli in the primate neocortex.

To bridge this epistemic gap between what we

know about human andmonkey neural processes,

recent studies have investigated dynamic face/

voice integration in the superior temporal sulcus

(Barraclough et al., 2005; Chandrasekaran &

Ghazanfar, 2009), auditory cortex (Ghazanfar

et al., 2005, 2008), and ventrolateral prefrontal

cortex (Sugihara et al., 2006) of the macaque

monkey brain using the species’ natural commu

nication signals. Unlike pairings of artificial sti

muli, audiovisual vocalizations are ethologically

relevant and thus may tap into specialized neural

mechanisms (Ghazanfar & Santos, 2004) or, mini

mally, integrative mechanisms for socially learned

audiovisual associations.

THE SUPERIOR TEMPORAL
SULCUS

The superior temporal sulcus has long been

known to have neurons responsive to visual,
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Figure 25.3 Connections between the auditory belt and parabelt are summarized on the lateral brain
schematic of the macaque monkey. Combined physiology and anatomy studies demonstrated topographic
connections between the anterior belt (AL and anterior ML) and the rostral and ventral prefrontal cortex, areas
10, rostral 46, 12vl, and 12o. In contrast, the caudal belt (areas CL and caudal ML) project to caudal and dorsal
prefrontal cortex including areas 8a (the frontal eye fields), caudal 46, and the dorsal portion of areas 45 and 12.
Larger connections originate in the parabelt and echo this same rostral and caudal topography. asd, dorsal
arcuate sulcus; asv, ventral arcuate sulcus; cs, central sulcus; ls, lateral sulcus; sts, superior temporal sulcus.
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auditory, and/or somatosensory stimuli

(Benevento et al., 1977; Bruce et al., 1981;

Hikosaka et al., 1988). Few attempts, however,

were made to intensively investigate whether

these polysensory neurons integrated stimuli

from different modalities. These early studies

reported anecdotal evidence that, in a few neurons,

auditory stimuli attenuated visual stimuli

(Benevento et al., 1977; Bruce et al., 1981). A

recent study systematically investigated the inte

grative properties of single neurons in STS using

biologically relevant dynamic stimuli such as rip

ping paper, chewing, and vocalizations

(Barraclough et al., 2005). Twenty three percent

of neurons responsive to the sight of biological

motion could be significantly modulated by the

corresponding auditory component. The sound of

the action either enhanced or suppressed the

visually evoked response for an equal number of

neurons. In neurons where the sound enhanced

neural responses, the enhancement was dependent

upon the auditory signal being congruent with the

visual one. For example, audiovisual human ‘‘lip

smacking’’ elicited a stronger response from a

given neuron than visual lip smacking alone; how

ever, when visual lip smacking was paired with

other auditory signals (like monkey calls), the

neuron did not show any enhanced activity.

Conversely, in neurons whose responses to visual

stimuli were suppressed by sound stimuli, the

suppression was not dependent upon the congru

ence of the auditory and visual stimulus.

Beyond single units, the integration of faces and

voices in the STS was tested both as a function of

different frequencybands of the local fieldpotential

(LFP) responses and as a function of the natural

time delay between the initial facial movement and

the onset of the voice component (the ‘‘time to

voice,’’ or TTV) (Chandrasekaran & Ghazanfar,

2009). Faces and voices elicited distinct and con

current activity in different frequency ranges of the

STS LFP: theta (4 to 8 Hz), alpha (8 to 14 Hz), and

gamma (>40 Hz). Remarkably, these different

neural frequency bands integrated faces and

voices differently. The theta band showed no con

sistent relationship between the multisensory

response and the time to voice; that is, the theta

band did not, in general, show enhancement or

suppression to face/voice combinations, and

when it did, the responses could not be explained

by the TTV variable. In contrast, the alpha band

showed enhancement of power when presented

with face/voice combinations and this enhance

ment was dependent on the TTV short TTVs

elicited enhancement, while long TTVs elicited no

integration. The gamma band revealed a third,

distinct integrative capacity. The gamma band

invariably showed enhanced responses to face

voice pairings and these responses were completely

independent of the TTV parameter

(Chandrasekaran & Ghazanfar, 2009).

The finding that different neural frequency

bands show independence in their face/voice

integration strategies is supported by findings

in other domains. An increasing number of stu

dies are revealing that different LFP frequency

ranges are best correlated with different sensory

or motor parameters (Liu & Newsome,

2006; Rickert et al., 2005; Wilke et al., 2006).

Together, these data suggest that different

neural frequency bands reflect distinct neuronal

processes and are generated by distinct sources.

One attractive hypothesis is that the frequency

is inversely proportional to the scale of the

cortical network underlying that frequency

(Buzsaki, 2006). Gamma band activity is

thought to reflect activity in a local cortical

microcolumn, whereas alpha and theta band

activity could putatively represent processes

whose sources may include multiple cortical

areas acting in a coordinated fashion. In the

case of face/voice integration, this would sug

gest that the areas with which the STS connects

would have similar behavior in the lower fre

quencies but divergent behavior in higher fre

quencies. Putative sources of such inputs into

STS are reviewed previously. Recordings from

multiple structures simultaneously and joint

analysis of these signals (see later; Ghazanfar

et al., 2008; Maier et al., 2008) will help shed

light onto the mechanisms underlying activity

in these different frequency ranges and their

role in multisensory integration.

AUDITORY CORTEX

Presumptive unimodal sensory areas, such as audi

tory cortex, are now known to be multisensory as
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well (Ghazanfar & Schroeder, 2006). The auditory

cortex, in particular, has been the focus of much

attention (Ghazanfar, 2009). Numerous lines of

both physiological and anatomical evidence

demonstrate that at least some regions of the audi

tory cortex respond to touch as well as sound (Fu

et al., 2003; Kayser et al., 2005; Hackett et al.,

2007a,b; Lakatos et al., 2007; Schroeder & Foxe,

2002; Smiley et al., 2007). The potential roles of

such auditory somatosensory interactions in vocal

communication are not known (Ghazanfar, 2009),

but one possibility is that they mediate sensory

feedback to guide vocal production (Ghazanfar

& Turesson, 2008; Nasir & Ostry, 2006). In the

auditory visual domain, the anatomical data

suggest (reviewed previously) that the auditory

cortex has many potential sources of visual

inputs. This is supported by an increasing

number of functional and physiological studies

in monkeys (Ghazanfar et al., 2005, 2008;

Kayser et al., 2007, 2008). Here we focus on

those auditory cortical studies investigating

face/voice integration.

In order to investigate the integrative properties

of the auditory cortex, monkey subjects viewed

unimodal and bimodal versions of two different

species typical vocalizations (‘‘coos’’ and

‘‘grunts’’) while performing a fixation task

requiring them to maintain their eye fixations

within the video frame. Recordings of the mean

extracellular field potential (i.e., unit and subthres

hold neural activity) were made using intracranial

electrodes placed in the core auditory cortex

(which includes primary and primary like audi

tory areas) and in the lateral belt auditory cortex (a

higher order auditory area) (Ghazanfar et al.,

2005). The stimulus conditions were Face+Voice,

Face alone, and Voice alone. Consistent with

evoked potential studies in humans (Besle et al.,

2004; van Wassenhove et al., 2005), the combina

tion of faces and voices led to integrative responses

(significantly different from unimodal responses)

in the vast majority of auditory cortical sites

both in primary auditory cortex and the lateral

belt auditory cortex. The data demonstrated that

raw LFP signals and multiunit activity in the

auditory cortex are capable of multisensory

integration of facial and vocal signals in monkeys

(Ghazanfar et al., 2005) and this has subsequently

been confirmed at the single neuron level as well

(Ghazanfar et al., 2008) (Fig. 25.4).

The vast majority of LFP responses were

specific to face/voice integration and such

integration could take the form of either enhance

ment or suppression, although enhanced

responses were more common (Ghazanfar et al.,

2005). The specificity of these integrative responses

was tested by replacing the dynamic faces with

dynamic discs that mimicked the aperture and

displacement of the mouth. In human psychophy

sical experiments, such artificial dynamic stimuli

can still lead to enhanced speech detection, but not

to the same degree as a real face (Bernstein et al.,

2004; Schwartz et al., 2004). When cortical sites or

single units were tested with dynamic discs, far less

integration was seen when compared to the real

monkey faces (Ghazanfar et al., 2005, 2008) (Fig.

25.4). This was true primarily for the lateral belt

auditory cortex and was observed to a lesser extent

in the primary auditory cortex.

Coos and grunts are both produced in a

variety of affiliative contexts (Hauser &

Marler, 1993). In light of this, another inter

esting finding that came out of this study is that

grunt vocalizations were overrepresented rela

tive to coos in terms of enhanced multisensory

LFP responses. One possibility is that this is

because grunts are spectrally noisy calls and

they thus evoked responses in more neurons

due to their broad frequency spectrum; how

ever, the frequency spectra of coos overlapped

considerably with grunt spectra. Another pos

sibility is that this differential representation

may reflect a behaviorally relevant distinction,

as coos and grunts differ in their direction of

expression and range of communication. Coos

are generally contact calls rarely directed

toward any particular individual. In contrast,

grunts are often directed toward individuals in

one on one situations, often during social

approaches (Cheney & Seyfarth, 1982;

Palombit et al., 1999). Given their production

at close range and context, grunts may produce

a stronger face/voice association than coo calls.

This distinction appeared to be reflected in

the pattern of significant multisensory

responses in auditory cortex; that is, this bias

toward grunt calls may be related to the fact
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that grunts (relative to coos) are often pro

duced during intimate, one on one social

interactions.

INTERACTIONS BETWEEN THE
SUPERIOR TEMPORAL SULCUS
AND THE LATERAL BELT
AUDITORY CORTEX MEDIATE
INTEGRATION OF FACES AND
VOICES

The face specific visual influence on the lateral

belt auditory cortex begs the question as to its

anatomical source. Although there are multiple

possible sources of visual input to auditory

cortex (Ghazanfar & Schroeder, 2006), the STS

is likely to be a prominent one, particularly

for integrating faces and voices, for the

following reasons. First, there are reciprocal

connections between the STS and the lateral

belt and other parts of auditory cortex (see

previous discussion; Barnes & Pandya, 1992;

Seltzer & Pandya, 1994). Second, neurons in

the STS are sensitive to both faces and biological

motion (Harries & Perrett, 1991; Oram &

Perrett, 1994). Finally, the STS is known to be

multisensory (Bruce et al., 1981; Schroeder &

Foxe, 2002). One mechanism for establishing

whether auditory cortex and the STS interact at

the functional level is to measure their temporal

correlations as a function stimulus condition.

Thus, concurrent recordings of LFPs and

single neurons in the lateral belt of auditory

cortex and the dorsal bank of the STS were

made (Ghazanfar et al., 2008). The functional

interactions, in the form of gamma band corre

lations, between these two regions increased
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Figure 25.4 Examples of multisensory integration of Face+Voice stimuli compared to Disc+Voice
stimuli in single auditory neurons recorded from the lateral belt region. Left panels show enhanced
responses when voices are coupled with faces, but no similar modulation when coupled with discs.
Right panels show similar effects for suppressed responses. The insets show frames from the
Face+Voice stimulus and the temporally corresponding Disc+Voice stimulus. X axes show time
aligned to onset of the face (solid line). Dashed lines indicate the onset and offset of the voice
signal. Y axes depict the firing rate of the neuron in spikes per second. Shaded regions denote the
SEM of the mean.
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in strength during presentations of faces

and voices together relative to the unimodal con

ditions (Fig. 25.5A). Furthermore, these interac

tions were not solely modulations of response

strength, because the phase relationships were

significantly less variable (tighter) in the multi

sensory conditions (Varela et al., 2001). A control

condition, in which the face was replaced with a

dynamic disc that mimicked mouth movements

(as in Ghazanfar et al., 2005), revealed that inter

areal interactions in general were significantly less

robust (Fig. 25.5A).

With regard to spiking activity, not only do

single auditory cortical neurons integrate faces

and voices (Fig. 25.4), but this spiking output

also seems to be modulated (not driven) by

ongoing activity arising from the STS. Three

lines of evidence suggest this scenario. First,

visual influences on single neurons were most

robust when in the form of dynamic faces and

were only apparent when neurons had a signifi

cant response to a vocalization (i.e., there were

no overt responses to faces alone). Second, these

integrative responses were often ‘‘face specific’’

and had a wide distribution of latencies, which

suggested that the face signal was an ongoing

signal that influenced auditory responses

(Ghazanfar et al., 2008). Finally, this hypothesis

for an ongoing signal is supported by the sus

tained gamma band activity between auditory

cortex and STS (Fig. 25.5A) and by a spike

field coherence analysis of the relationship

between auditory cortical spiking activity and

gamma band oscillations from the STS

(Ghazanfar et al., 2008) (Fig. 25.5B).

It should be noted, however, that func

tional interactions between STS and auditory

cortex are not likely to occur solely during the

presentation of faces with voices. Other con

gruent, behaviorally salient audiovisual events

such as looming signals (Maier et al., 2004,

2008) or other temporally coincident signals

may elicit similar functional interactions

(Noesselt et al., 2007).
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Figure 25.5 (A) Time frequency plots (cross spectrograms) illustrate the modulation of functional
interactions (as a function of stimulus condition) between the lateral belt auditory cortex and the
superior temporal sulcus (STS) for a population of cortical sites. X axes depict the time in milliseconds as
a function of onset of the auditory signal (solid black line). Y axes depict the frequency of the oscillations in
Hertz. Color bar indicates the amplitude of these signals normalized by the baseline mean. (B) Spike field
cross spectrogram illustrates the relationship between the spiking activity of auditory cortical neurons and
the STS local field potential across the population of cortical sites. X axes depict time in milliseconds as a
function of the onset of the multisensory response in the auditory neuron (solid black line). Y axes depict
the frequency in Hertz. Color bar denotes the cross spectral power normalized by the baseline mean for
different frequencies.
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VENTROLATERAL PREFRONTAL
CORTEX

While much research has focused on under

standing the electrophysiological correlates of

the prefrontal cortex’s involvement in visual

working memory, decision making utilizing

visual cues, and spatial visual perception, few

studies addressed the cellular mechanisms of

auditory or multisensory processes. This is

despite the wealth of evidence that the PFC

receives input from all sensory modalities (see

previous discussion). Only a handful of studies

demonstrated that neurons in the PFC respond

to auditory stimuli or are active during auditory

tasks in primates (Bodner et al., 1996; Ito, 1982;

Tanila et al., 1992; Vaadia et al., 1986; Watanabe,

1992).Weakly responsive auditory neurons were

found sporadically and distributed across a wide

region of the PFC including portions of the

ventral PFC, principal sulcus, arcuate sulcus,

and premotor cortex. None of these previous

studies used species specific communication

calls as stimuli. In the visual domain, a series of

studies from the laboratory of Goldman Rakic

demonstrated that neurons within particular

regions within the ventrolateral PFC (VLPFC)

were selectively responsive to faces including

species specific faces (O’Scalaidhe et al., 1997,

1999). This finding coincided with the demon

stration that these same regions of VLPFC

received afferents from the lateral and parabelt

regions of auditory cortex as well as the dorsal

bank of the STS (Hackett et al., 1999; Romanski

et al., 1999a,b).

Soon after the localization of face cells in the

VLPFC, neurons responsive to acoustic stimuli,

including species specific vocalizations, were

discovered. Unlike auditory cortex, VLPFC neu

rons did not readily respond to simple acoustic

stimuli such as pure tones (Romanski &

Goldman Rakic, 2002), but were robustly

driven by complex sounds (Averbeck &

Romanski, 2006; Cohen et al., 2007; Gifford

et al., 2005; Romanski et al., 2005). The ques

tion then arose, Would these higher order

auditory neurons encode the ‘‘semantics’’ of

vocalizations, perhaps independent of sensory

modality (given the presence of face neurons in

the same region), or do they simply encode

complex sound features in a manner similar

to, but at higher level, than auditory cortex

proper?

Positron emission tomography (PET) and

functional magnetic resonance imaging (fMRI)

studies have suggested that the human inferior

frontal gyrus, or ventral frontal lobe, plays a role

in semantic processing (Demb et al., 1995;

Poldrack et al., 1999). In neurophysiological

experiments with rhesus monkeys, this question

has engendered some controversy (see also

Miller & Cohen, this volume). Studies from

Cohen and colleagues, in which vocalizations

were presented in the context of an oddball pre

sentation paradigm, suggested that vocalizations

with similar meaning (‘‘food calls’’) elicited

similar prefrontal neuronal responses under par

ticular conditions (Gifford et al., 2005).

Romanski and colleagues (2005) tested neurons

with exemplars from 10 different vocalization

categories, which included food and nonfood

calls, and found that prefrontal neurons show a

selectivity that is similar to neurons in the lateral

belt area of auditory cortex the majority of

neurons were selective for approximately two

vocalizations when tested with 10 call types

(Fig. 25.6A,B). Importantly, the types of vocali

zations that elicited similar response magnitudes

shared similar acoustic features, suggesting that

prefrontal neurons might be encoding complex

acoustics rather than semantics (Averbeck &

Romanski, 2004, 2006; Romanski et al., 2005)

(Fig. 25.7A C).

An important point to note is that the rhesus

monkey vocal repertoire is assembled by human

listeners and is based solely on behavioral con

texts (defined by the human observer) and

acoustic features. Thus, it is not surprising, and

indeed highly likely, that prefrontal neurons are

capable of categorical discrimination of vocali

zations and are using complex feature analysis to

encode category membership when tested

during simple presentation and not within the

confines of a cognitive task. A Hidden Markov

model analysis of the probability that prefrontal

neural activity categorizes vocalizations revealed

that prefrontal neurons can be described as

linear functions of the probabilities that
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individual calls belong to a particular acoustic

category (Averbeck & Romanski, 2006); that is,

prefrontal neurons respond in a similar manner

to vocalizations from the same or acoustically

similar categories.

While data has emerged that is suggestive of

semantic encoding by the VLPFC at the single

neuron level (Gifford et al., 2005), it seems

important to distinguish semantic encoding

from responses to acoustic features. Thus,

neurons that respond well to vocalizations

from a similar semantic context category

should not respond to vocalizations or syn

thetic complex sounds that have a similar

acoustic morphology but differ in semantic

context. Such an experiment has not yet been

performed, but would be the key to deter

mining the role of VLPFC in semantic proces

sing at the single neuron level. In considering

all of the anatomical data showing the cascade

of acoustic afferents reaching this region,

which include multiple regions of auditory

cortex, and the physiological and imaging

data that demonstrate a role in semantic pro

cessing for the prefrontal region, it is likely

that prefrontal auditory neurons encode a

combination of complex acoustic features

and relevant behavioral or referential factors

simultaneously. This is the case for other puta

tive behavioral functions of the prefrontal

cortex (see, for example Nieder, this volume)

and for other association cortices that are con

nected to prefrontal cortex.

The anatomical and physiological evidence

for convergence of auditory, visual, and multi

sensory responses in areas such as the STS and

auditory cortex naturally leads to the idea that

the PFC should be multisensory as well. Earlier

neurophysiological studies noted multisensory

responses to simple stimuli in restricted parts

of dorsolateral prefrontal cortex in highly

trained animals (Bodner et al., 1996; Fuster

et al., 2000) and in the orbitofrontal cortex of

anesthetized monkeys (Benevento et al., 1977).

In the VLPFC, studies revealed complex audi

tory (Romanski & Goldman Rakic, 2002), visual

(Hoshi et al., 2000; Pigarev et al., 1979;

O’Scalaidhe et al., 1997, 1999; Rosenkilde et al.,

1981; Wilson et al., 1993), and somatosensory

(Romo et al., 1999) responsive neurons. The

integration of faces and voices may be more

likely to occur in the VLPFC where there are
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overlapping domains for both auditory stimuli

(particularly, vocalizations; Romanski &

Goldman Rakic, 2002) and visual stimuli (par

ticularly, faces; O’Scalaidhe et al., 1997)

(Fig. 25.8). To test this idea, rhesus monkeys

were presented with movies of familiar monkeys

vocalizing while single neurons were recorded

from the VLPFC (Sugihara et al., 2006). These

movies were separated into audio and video

streams and neural response to the unimodal

stimuli were compared to combined audiovisual

responses. This experimental paradigm is similar

to that used in the studies of STS and auditory

cortex (Barraclough et al., 2005; Ghazanfar et al.,

2005, 2008). Approximately half of the

neurons recorded in the VLPFC were bimodal
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in the sense that they responded to both unim

odal auditory and visual stimuli or responded

differently to bimodal stimuli than to either

unimodal stimuli (Sugihara et al., 2006). As in

the STS and auditory cortex, prefrontal neurons

exhibited enhancement or suppression, and, like

the STS but unlike the auditory cortex, suppres

sion (73% of neurons) was more commonly

observed than enhancement (27% of neurons)

(Fig. 25.9).

Responses varied according to the stimulus

exemplar used so that a given cell might show

multisensory suppression with one pair of con

gruent faces and voices and an enhancement

with a different pair. It was also interesting that

face/voice stimuli evoked multisensory

responses more frequently than nonface/non

voice combinations, as in auditory cortex

(Ghazanfar et al., 2008) and in the STS

(Barraclough et al., 2005). This adds support to

the notion that VLPFC is part of a circuit that

may be specialized for integrating face and

voices. The selectivity of some neurons in this

prefrontal region is in accord with fMRI studies

indicating that a putatively homologous region

of the human brain, area 47 (pars orbitalis), is

more activated by human vocal sounds com

pared with animal and nonvocal sounds

(Fecteau et al., 2005). It is unclear, however, to

what extent the VLPFC, the STS, and/or the

auditory cortex are ‘‘specialized’’ for processing

faces and voices. For example, the STS appears to
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be sensitive to biological motion in general, and

not just dynamic faces (Barraclough et al., 2005;

Oram & Perrett, 1994), and the multisensory

responses to faces and voices in the auditory

cortex may be a product of cortical inputs from

the prefrontal cortex and the STS (Ghazanfar et

al., 2005, 2008). Thus, while each cortical node

in a sensory integration network may contribute

uniquely to the processing of multisensory com

munication stimuli, the overall process is likely

to be an emergent property involving multiple

nodes.

CONCLUSIONS

Much of this line of comparative work is in its

infancy, and we are limited in our overview by

the paucity of studies across different species

most of this work has used macaque monkeys as

model systems together with a few behavioral

studies with chimpanzees. The neural processes

underlying audiovisual integration of commu

nication signals appear to be mediated by net

works embedded within the frontal and

temporal lobes, possibly homologous with
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multisensory suppression is shown. Here the response to the combined audiovisual stimulus is less than
the response to the unimodal stimuli. The neural response is shown as rasters/spike density plots on the left
and as the average spike rate in the bar graph on the right in A and B. A schematic of the macaque brain
showing the location of audiovisual responsive cells in the VLPFC is shown in (C). The cells were scattered
throughout previously identified auditory and visual responsive regions.
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those networks mediating audiovisual speech

perception in humans. It will be important to

extend these findings to other species to know

for certain. There are other possible comparative

studies of great interest. For example, it may be

that arboreal monkeys or apes, who spend much

of their time out of visual contact with conspe

cifics, will exhibit a lesser degree of multisensory

face/voice processing. It is not known whether

face/voice multisensory processes are exhibited

by prosimians, which do not have an extensive

suite of facial expressions and rely on olfactory

cues to a greater degree than other primates. A

related question would be the degree to which

primates can match the correspondences

between heterospecific faces and voices and the

degree to which this ability is dependent upon

experience. For example, a recent study in

human infants suggest that species typical

experience narrows the perceptual ability to

match faces and voices to the subjects’ own spe

cies (Lewkowicz & Ghazanfar, 2006); this devel

opmental shift in face/voice perception is not seen

in infant vervet monkeys (Zangehenpour et al.,

2009). One aspect ofmultisensory processing that

is absent from the behavioral studies reported in

this review is an abundance of evidence for inte

gration. To date, there is no evidence that pri

mates have anything like the ‘‘McGurk effect,’’

and only a few studies have demonstrated an

enhancement in behavioral performance with

bimodal versus unimodal communication signals

(see increased accuracy in chimpanzees: Parr,

2004). Thus, there is a strong need to demonstrate

that, beyond just matching, primates use multi

sensory cues to enhance detection, discrimina

tion, and/or learning of communication signals.

In concert with these field studies is the need

to use more sophisticated behavioral paradigms

during neurophysiology experiments. Studies of

the auditory cortex, the STS, and the prefrontal

cortex reveal that neurons in these structures

enhance or suppress their firing in responses to

audiovisual stimuli versus unimodal presenta

tions, but how these responses relate to behavior

is unknown, and we are left only with the sugges

tion that there may be a connection to behavior.

Unfortunately, tasks that require behavioral

integration of auditory and visual signals are

difficult to apply with primates using tradi

tional methodologies. Use of modified pre

ferred looking paradigms and other methods

may assist in the training of these difficult tasks

and allow for the recording of neural signals

during the process of behavioral level audio

visual integration. Another important goal is

creating more realistic environments for both

behavioral and neurophysiological experi

ments. Communication is an action that

involves, at a minimum, a pair of individuals.

This is not captured by the paradigms cur

rently in use in laboratory environments.

Alternative approaches may come in the form

of interactive playbacks, the use of telemetry

(Grohrock et al., 1997; Obeid et al., 2004a,b),

and simulating social exchanges using artificial

agents, much like the talking head animations

used by speech researchers (Massaro &

Bosseler, 2006).
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CHAPTER 26

Neuroethology of Attention in Primates

Stephen V. Shepherd and Michael L. Platt

Expert Commission Decides That the Horse
Actually Reasons.

BERLIN, Sept. 13. The remarkable horse
called ‘‘Clever Hans’’ has just been examined by
a special commission of experts, in order that a
decision might be arrived at whether it is a horse
possessed of extraordinary brain power . . .

From The London Standard, in The New York
Times, October 2, 1904

The case of ‘‘Clever Hans’’ is perhaps the most

famous con job in the history of psychology.

Both experts and public were taken in, believing

that human like perceptual and reasoning abil

ities could be exhibited by a horse trained by

Wilhelm van Osten. After 3 years and a great

deal of public scrutiny, however, Oskar Pfungst

determined that the horse could only answer

questions to which the experimenters already

knew the answer in short, the horse did not

have these human abilities, and was merely

responding to subtle social cues provided by

his audience. Thus, the horse’s exceptional

brainpower was dismissed.

But this is the wrong lesson of this story. After

all, the con artist was notWilhelm van Osten he

was taken in as well but his horse. A better lesson

is that the horse, like many animals, is exquisitely

capable of learning to recognize subtle cues to the

emotions, intentions, expectations, and knowl

edge not only of his own species, but even

humans. These abilities are no less impressive

because they are social, rather than abstract.

Indeed, humans with selective disruption of

social cognition have great difficulty navigating

the overwhelmingly complex societies in which

we live, and by which we thrive. As Clever Hans

demonstrated, the cognitive mechanisms under

lying our shared humanity appear to also be

shared with many other species. It thus seems

likely that advances in the evolution of cognition

derive, at least in part, from the need to predict

the actions of others. These social cognitive abil

ities are built on a long genetic and developmental

history, but are founded on something so simple

and fundamental that we often fail to notice it. To

learn how to make sense of another’s actions

whether human, monkey, or horse we have to

attend to them. In the following pages, we explore

this social orienting behavior, describe its appa

rent adaptive functions, and attempt to under

stand how orienting decisions are made within

the brain.

PSYCHOLOGICAL,
ETHOLOGICAL, AND
NEUROETHOLOGICAL
APPROACHES TO ATTENTION

All mobile animals orient to salient features of

their environment. This can occur overtly, by

shifting gaze, or covertly, by deploying attention

without eye movements. Psychophysical, electro

physiological, and neuroimaging studies con

ducted in the laboratory have extensively probed

orienting in both human and nonhuman pri

mates. Generally, subjects have been trained to

discriminate simple stimuli whose salience or
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behavioral significance has been arbitrarily assig

ned through explicit instruction or association

with rewards (e.g., Posner, 1980). Such studies

suggest the operation of two distinct systems for

orienting attention (James, 1890; Jonides, 1981;

Posner & Cohen, 1984), one fast and reflexive

(exogenous) and the other slow and voluntary

(endogenous), mediated by partially overlapping

neural circuits (Corbetta & Shulman, 2002; Egeth

& Yantis, 1997; Mangun, 1995).

Outside the laboratory, observational studies

in natural settings indicate that social stimuli are

intrinsically salient and strongly attract attention

(Caine & Marra, 1988; Keverne et al., 1978;

McNelis & Boatright Horowitz, 1998). More

over, recent laboratory studies have suggested

that social cues, such as the direction of gaze in

an observed individual, access a privileged infor

mation channel capable of directing attention

(Deaner & Platt, 2003; Driver et al., 1999;

Friesen & Kingstone, 1998). These studies imply

that the neural mechanisms that mediate atten

tion have evolved sensitivity to cues predicting

the goals and intentions of other individuals

but the precise nature of these social cues, and the

specific neural systems by which they are pro

cessed, remain obscure. Indeed, current evidence

suggests that social attention maps poorly onto

existing models of attention, which emphasize

dichotomous exogenous and endogenous

orienting systems.

The neuroethological approach is an alterna

tive paradigm that works to resolve these issues.

We contend that complete understanding of the

biology of attention must account not only for

gross patterns of orienting in natural environ

ments but also for the fine spatiotemporal details

of orienting measured in controlled laboratory

settings. These ethological and psychophysical

goals are often approached separately, using dif

ferent animal models and highly divergent tech

niques, reflecting in part the fact that the

demands of naturalistic observation generally

preclude precise measurements of orienting.

Likewise, psychophysical experiments have typi

cally failed to simulate the behavioral contexts in

which orienting behavior normally operates.

Nonetheless, we contend that these divisi

ons are surmountable, and that combining

ethological and laboratory approaches will

foster the development of a unified evolutiona

rily motivated theory of attention, which will

have broad impact on our understanding of

brain systems. For many animals, in particular

primates like ourselves, one of the most impor

tant variables influencing attentional deploy

ment is the current behavioral state of nearby

individuals the current social context. In the

following sections, we consider the impact of

social context on attention, outlining some of

what has been learned from both laboratory and

field studies. In particular, we describe our own

efforts to bridge these approaches by studying

the neuroethology of social attention in human

and nonhuman primates.

EVOLUTION OF VISUAL
SPECIALIZATIONS IN PRIMATES

Primates are unusual among mammals in their

strong reliance on vision (Allman, 1999).

Initially, visual specializations probably evolved

in primates to support movement through

upper tree branches (Robert Martin’s ‘‘fine

branch niche hypothesis,’’ Martin, 1990), to

facilitate hunting for insects (Matt Cartmill’s

‘‘visual predator’’ hypothesis, Cartmill, 1972),

or both. Primates might thus be expected to

use vision primarily for locomotion and food

acquisition while retaining common mamma

lian visual functions such as predator avoidance.

Over the course of primate evolution, how

ever, visual processing appears to have become

increasingly specialized for guiding social inter

action. Many primates make extensive use of

vision to localize, monitor, and interact with

other individuals, and likewise devote a large

portion of their brains to visual processing.

Notably, the expansion of the primate brain

has been accompanied by a corresponding

increase in the flexibility and complexity of pri

mate social groups (Allman, 1999; Barton &

Dunbar, 1997). While prosimian primates rely

heavily on olfactory and pheromone mediated

modes of communication, these ancestral sen

sory modalities have been supplanted in more

derived primates by visually mediated signals

such as coloration, poise, gesture, facial
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expression, and gaze (de Waal, 2003; note also

Gilad et al., 2004), as well as affective and refer

ential vocalizations (Cheney & Seyfarth, 1990;

Seyfarth & Cheney, 2003). While scientists have

long recognized the importance of studying pri

mate visual attention in the laboratory, we have

all too often neglected the role of attention in the

natural social ecology.

BEHAVIORAL GOALS DRIVE
ORIENTING IN NATURALISTIC
SETTINGS

The first studies of naturalistic orienting in pri

mates were conducted in humans by the Russian

psychologist Alfred Yarbus in the 1950s and

1960s (Yarbus, 1967). He measured overt visual

orienting behavior by recording visual fixation

patterns during free and instructed scanning of

pictures with light reflecting mirrors suction

cupped to the eyes. Yarbus demonstrated that

social stimuli are intrinsically salient and

strongly attract attention. Despite this strong

bias, current behavioral goals also regulate

visual attention. For example, when shown the

painting ‘‘An Unexpected Visitor,’’ subjects con

sistently oriented attention toward the faces of

people in the scene (Fig. 26.1). When asked to

determine the wealth of the family in the picture,

however, subjects shifted their gaze to the

clothing worn by the figures in order to extract

the information requested by the experimenter.

Recently, Land and Hayhoe (2001) reported

similar context dependence using noninvasive

video gaze tracking in human subjects. They

showed that attention was almost completely

determined by task demands during simple

actions such as making a sandwich or preparing

tea. By contrast, subjects almost never attended to

task irrelevant regions of space. These data sug

gest that attentional priorities not only are shaped

by evolutionary pressures but also can serve as

external indicators of the shifting internal goals

governing an individual’s moment to moment

behavior (Shepherd & Platt, 2008).

To make sense of natural orienting patterns,

then, requires not just the sophisticated under

standing of behavioral repertoire and ecological

niche supplied by ethology, but also the rigorous

mathematical tool set for understanding deci

sion making provided by behavioral economics.

The marriage of the latter fields with electrophy

siology and functional imaging has produced an

explosive change in our approach to human

decisions through the field of neuroeconomics,

and neuroethology holds similar promise for

extending our mechanistic understanding of

behavioral evolution. A central message of both

these disciplines, however, has been that neural

processes are strongly influenced by social

Figure 26.1 Social context and behavioral goals
alter fixation patterns during free viewing. Panels
A H show the different gaze patterns of viewers
when asked different questions about the
illustration, Rjepin’s ‘‘Unexpected Visitor,’’ shown
at upper left. Viewers scanned the photographs in
very different ways when asked, e.g., to estimate the
family’s wealth (C), estimate their ages (D),
memorize the position of people and objects (G),
or estimate how long the ‘‘unexpected visitor’’ had
been away (H). After Yarbus, A. (1967). Eye
movements during perception of complex objects.
In: Eye movements and vision (pp. 171 211).
New York: Plenum Press. Used with permission.
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variables, ranging from the framing effects

invoked by word choice in task instructions

(De Martino et al., 2006; Tversky & Kahneman,

1981) to the intrinsic reward of watching other

individuals (Aharon et al., 2001; Hayden et al.,

2007).

SOCIAL ATTENTION IN NATURAL
SETTINGS

Observational data support the idea that visual

attention in nonhuman primates is also biased

toward social stimuli (Caine & Marra, 1988;

Keverne et al., 1978; McNelis & Boatright

Horowitz, 1998). Furthermore, these biases are

not uniform; some social stimuli attract more

attention than others. For example, monkeys

spend more time looking at pictures of faces

gazing toward them than faces with averted

gaze (Keating & Keating, 1982), and look pre

ferentially toward the regions around the eyes

and mouth (Guo et al., 2003; Keating & Keating,

1982; Kyes & Candland, 1987). They also look

more often toward higher ranking animals than

lower ranking animals (Keverne et al., 1978;

McNelis & Boatright Horowitz, 1998). Such

data have generally been limited, however, to

distal observations in natural settings or, in the

laboratory, to qualitative analysis of fixation pat

terns within still photographs.

Given the various limitations of previous stu

dies, one goal of our research has been to quan

titatively measure primate visual attention in

naturalistic environments and species typical

social groups. To do this, we recorded gaze

behavior in socially housed, freely moving ring

tailed lemurs (Lemur catta) interacting in large

three dimensional environments. We used a

lightweight telemetric optical gaze tracking

device (Fig. 26.2; see Shepherd & Platt, 2006)

operating at 0.22 degrees � 33 ms resolution

a degree of precision comparable to eye tracking

methods used in the laboratory. Our approach

differed, however, in that we did not provide any

task or instruction, but instead inferred the goals

guiding visual attention in natural contexts from

the observed patterns of typical behavior

(Shepherd & Platt, 2008). Ring tailed lemurs,

prosimian primates that diverged from the

ancestors of ‘‘higher’’ primates some 60 million

Figure 26.2 Equipment for tracking gaze during the natural behavior of freely moving animals. We
tracked gaze during spontaneous and natural interactions with cohabitant conspecifics (A) using a
telemetric optical gaze tracking system developed by Iscan, Inc. The system (B) was composed of an
infrared camera and LED (a) imaging the lemur’s right eye through a dichroic mirror (b), an optical
camera (c) viewing the scene in front the lemur’s head, and a telemetry system housed in a primate vest (d),
which broadcast to a remote monitoring station where the subject’s recorded gaze direction was analyzed
and projected onto locations in the recorded visual scene. After Shepherd, S. V., & Platt, M. L. (2006).
Noninvasive telemetric gaze tracking in freely moving socially housed prosimian primates. Methods, 38,
185 194. Used with permission.
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years ago, were chosen as subjects based on their

tolerance of handling and their availability at the

Duke Lemur Center. Ring tailed lemur social

groups are similar to those of many higher pri

mates, comprising 10 to 20 individuals of both

sexes organized in well defined social hierar

chies, and communicating through auditory,

olfactory, and visual modalities (Jolly, 1966;

Sauther et al., 1999).

We found that male ring tailed lemurs fixated

their human handlers as would be expected

given we had just suited them, temporarily, into

recording equipment. More important, they

fixated their social companions, and did so

more often than they fixated small food rewards

(Fig. 26.3A). Each of these three a priori cate

gories human handlers, conspecifics, and food

rewards were fixated significantly more often

than chance and significantly more often than

high contrast environmental features, stimuli we

expected to attract attention based on low level

visual salience (Carmi & Itti, 2006; Peters et al.,

2005). These data suggest that animals, especially

conspecifics, and rewards, such as potential food

sources, were effectively identified, localized, and

attended during natural visual behavior.

These social attention biases were not

inflexible, however, and in fact changed during

periods of active locomotion (Fig. 26.3B). While

moving, lemurs attended to environmental

features that served as potential movement

substrates along the path toward their destina

tion. At the same time, other visual priorities,

such as monitoring other lemurs and foraging,

were temporarily but systematically diminished.

Together with earlier research (Land & Hayhoe,

2001; Yarbus, 1967), these findings validate the

use of quantitative gaze measurements as an

externally observable indicator of otherwise

unobservable mental states (e.g., the current

behavioral goals of an animal) and further

reveal that the typical behavioral context for a

lemur involves not only monitoring threats,

such as predators, and rewards, such as food,

but also guiding movement and maintaining

observational contact with other members of

the social group.

DOMINANCE, SEX, AND SOCIAL
SALIENCE

Our ongoing field studies of orienting in ring

tailed lemurs support the idea that ancestral

primates possessed neural specializations for

orienting toward and extracting relevant infor

mation from other animals (Tomasello et al.,

Figure 26.3 Fixation priorities in stationary and moving lemurs. (A) Lemurs fixated humans (h), lemurs
(l), food (f), and high contrast environmental features (e) significantly more than chance expectation;
furthermore, they fixated humans and lemurs significantly more than food rewards, and all three
significantly more than environmental features. (B) Lemurs fixated environmental features significantly
more often when moving than when stationary, seemingly at the cost of fixations toward animals and
rewards. ***, P<0.0005; **, P<0.001; *, P<0.01. After Shepherd, S. V., & Platt, M. L. (2008). Spontaneous
social orienting and gaze following in ringtailed lemurs (Lemur catta). Animal Cognition, 11, 13 20. Used
with permission.
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2005). The diversity of stimuli and complexity

of behavioral contexts that typify the field set

ting, however, has challenged our ability to

draw definitive conclusions regarding the spe

cific stimuli that guide visual attention during

natural social behavior an endeavor that is

ongoing in our laboratory. Moreover, despite

the evident similarity between human visual

attention priorities and those observed in

lemurs, the genomes, brains, behavioral reper

toires, and social systems of our species differ

dramatically. Unfortunately, little is known

about brain function in lemurs.

To address these limitations, we have con

ducted parallel investigations of the visual

orienting behavior of another primate, whose

visual abilities, social structure, environmental

niche, and physiology more closely mirror our

own. Rhesus macaques (Macaca mulatta) are an

oft studied anthropoid primate with relatively

well explored biology, and like humans, they

live in large, hierarchical social groups with

extensive multisensory behavioral interactions.

Although rhesus monkeys have been widely used

to study visual attention, most past studies have

used arbitrary stimuli with little or no intrinsic

behavioral relevance.

We know, however, that in the wild, monkeys

visually monitor one another (Caine & Marra,

1988; Keverne et al., 1978; McNelis & Boatright

Horowitz, 1998), and in the laboratory, they

preferentially seek out visual stimuli with social

content (Butler, 1954; Sackett, 1966). To pre

cisely quantify how rhesus monkeys prioritize

attending to specific classes of social stimuli, we

developed a choice task designed to balance fluid

rewards against the chance to glimpse photos of

other monkeys. Specifically, monkeys chose

between orienting to either of two targets, one

associated with a juice reward and another asso

ciated with an alternative juice reward and a

picture of a familiar monkey. By determining

the differential juice reward at which monkeys

were equally likely to choose to view the image,

we were able to quantify the reward value of

attending to different classes of social stimuli

(Deaner et al., 2005).

Using this ‘‘pay per view’’ paradigm, we

found that male monkeys consistently ‘‘overva

lued’’ seeing potential mating cues (female

hindquarters) and faces of dominant males, but

‘‘undervalued’’ seeing the faces of low ranking

males (Fig. 26.4). The attraction of attention to

high rankingmales is somewhat counterintuitive,

Figure 26.4 Monkeys sacrifice juice to view important social stimuli. When monkeys were offered
different juice rewards to fixate two targets, only one of which also yielded an image reward, they chose
each option equally when the intrinsic value of viewing an image offset the amount of juice sacrificed (A).
Monkeys paid the highest amount of juice to see female perinea (P) and a lower amount to see high ranking
male faces (HF), but required extra juice to look at low rankingmale faces (LF) or, to a lesser extent, uniform
gray squares (GS). A similar pattern is evident in the amount of time per presentation that monkeys fixated
each category of image (B). This measure differs, however, in that monkeys dwell for similar lengths of time
on low and high status faces. After Deaner, R. O., Khera, A. V., & Platt, M. L. (2005). Monkeys pay per view:
adaptive valuation of social images by rhesus macaques.Current Biology, 15, 543 548. Used with permission.
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since under natural conditions direct staring

serves as a threat gesture in many primate species

(van Hoof, 1967). Analysis of dwell times the

duration of glances toward particular social sti

muli provides a potential explanation for this

paradox: Sexual cues consistently evoked pro

longed stares, whereas faces generally evoked fixa

tions of shorter duration. Frequent, furtive

glances toward high ranked males may serve to

maximize acquisition of important social infor

mation while simultaneously minimizing risk of

conflict.

EVOLUTIONARY BIOLOGY OF
SOCIAL ATTENTION

Thus, both for freely moving lemurs and for

macaques performing tasks in the laboratory,

an important goal of visual attention is to main

tain observational contact with conspecifics.

Ethological studies of primate behavior suggest

this behavioral bias may serve at least two com

plementary biological functions. Vision has long

been known to play a role in hunting and fora

ging, affecting both predators (e.g., carnivores),

where selection pressures favor focused bino

cular fields of view, and prey (e.g., ungulates),

where selection favors broad, monocular visual

fields (Allman, 1999; Cartmill, 1972). Primates,

too, have focused, binocular visual fields

(Allman, 1999; Martin, 1990), but this does not

free us from the need to be vigilant for predators

or hostile competitors. Indeed, primate societies

are characterized by certain baseline levels of

aggression, and primates must be wary of

social threats both external and internal to their

own social group. Thus, many primates must

actively balance surveillance against external

predation or rival social groups with surveillance

against aggression from within the social group

(e.g., Caine & Marra, 1988). Protection against

social threat is a key need driving visual

attention.

Centripetal surveillance, however, implies

that there is a social group in the first place.

From this we infer a second, more subtle role

of social attention, first articulated by Chance

and Jolly (1970). Cohesion of social groups

requires, as a principal element, the

coordination of movements to regulate spacing

between each individual and its cohort. For this

reason, Chance and Jolly (1970: 171) suggested

that ‘‘The social attention of individuals within a

cohort . . .must be directed exclusively at the

other members of it,’’ going on to note that

‘‘even when they are an integral part of the

complete society, the distinct coherence of a

cohort. . .may depend on their maintaining a

predominant degree of attention toward them

selves.’’ Chance and Jolly proposed that the key

mechanism of dominance is not the threat of

violence from the strongest member of the

troop, but rather the ability of these individuals

to command the attention of other group mem

bers. In short, Chance and Jolly argued that

primate societies are bound together by centri

petal attention, specifically, in hierarchical socie

ties, by attention toward high status animals.

Although dominance may be structured

by the threat of violence and by the need for

coalitional defense against these threats

(Cheney & Seyfarth, 1990; Keverne et al.,

1978), status based saliency seems to be positive

in valence and largely prosocial, in that it pro

motes proximity to the group. For example,

Chance and Jolly (1970) described a behavior

called ‘‘reflected escape’’ in which a subordinate

animal, threatened, runs in a looping arc, first

away from the challenger and then back toward

the central members of the group even if these

same dominant individuals had initiated the

threat! These ideas seem to be supported by

findings that gaze (Keverne et al., 1978), like

allegiance and grooming (Cheney & Seyfarth,

1990), is allocated preferentially to dominant

individuals but independently of their aggres

siveness, and also by our own finding that maca

ques sacrifice more juice to view dominant

animals than subordinate animals.

Just as prosocial reward may drive attention,

however, there is evidence that enhanced sal

ience may itself drive reward. Specifically, the

mere act of attending to a stimulus appears to

enhance its desirability. Zajonc first described

these effects in 1968 when he found that brief

presentation of unfamiliar visual stimuli caused

people to subsequently rate those stimuli more

esthetically pleasing, even when they could not
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recall having seen them (Zajonc, 1968, reviewed

in Bornstein, 1989). More recently, two studies

have generalized this effect from ‘‘mere expo

sure’’ to attentional state. Raymond and collea

gues (2003) found that stimuli that were

presented, but ignored, accrued negative asso

ciations in a variety of task conditions. Shimojo

and colleagues (2003) made a complementary

discovery, using simple preference judgments.

They found that prior to selecting the more

attractive of two faces, subjects looked increas

ingly long and often at the face they subsequently

chose. Importantly, when subjects were forced to

look at a particular face, they were also more

likely to subsequently prefer it. Together, these

findings suggest that attention may drive

changes in affective judgments. By extension,

‘‘mere exposure’’ may mediate social cohesion

in primates by encouraging approach toward

previously attended members of the social

group, even if the attention was initially gar

nered through such negatively valenced ago

nistic interactions as direct competition or

threat. In this way, social saliency could play a

critical role in patterning the spacing behavior of

animals in a group, making the most often

fixated animals the most desirable for approach.

This complex relationship between attention,

approach, and hedonic value suggests that

simple approach/avoid, pleasure/pain dichoto

mies may serve us poorly in studying the neu

roscience of attention. Instead, it may be more

useful to consider attention in terms of ‘‘motiva

tional salience,’’ the predicted marginal beha

vioral utility of information, and in terms of

the specific neural systems throughmotivational

salience that govern behavioral orienting.

It seems reasonable that attention to high

value social targets is promoted by the reward

systems of the brain, and this idea is endorsed by

ongoing studies in our lab (Klein & Platt, 2008).

The motivators that drive attention, however,

are not always entirely appetitive; prolonged

staring at dominant males, for example, is risky

and unlikely to be hedonically pleasing (conse

quentially, fixation durations are quite short). In

the end, it is much harder to answer the question

of whether behaviors are mediated by ‘‘pleasure’’

or ‘‘fear’’ than whether they are mediated by, say,

the ventral striatum or amygdala. We tend to

estimate the qualities of subjective experiences

by analogy: To understand animals whose beha

vior differs broadly from our own, we may pro

ceed most safely when we can supplement our

analogical reasoning with mechanistic, as well as

behavioral, data endorsing homology. Cases like

this suggest that a neuroethological approach

has the potential to clarify both our mechanistic

understanding and our theoretical interpreta

tion of adaptive behavior.

ATTENDING TO INTENTIONS

Ralph Waldo Emerson (1876: 118) wrote, ‘‘The

eyes of men converse as much as their tongues,

with the advantage, [sic] that the ocular dialect

needs no dictionary, but is understood all the

world over.’’ As Emerson intimated, where we

look often betrays our deepest interests, inten

tions, and desires. We use visual orienting not

only to localize other individuals but also to

interpret their relationships, attitudes, and

intentions. Nonhuman primates also appear to

use orienting by others to infer the location of

important stimuli and events, to predict beha

vior, and perhaps even to interpret social rela

tionships among others (Cheney & Seyfarth,

1990; Emery, 2000; Tomasello et al., 2005).

Subtler still, humans (and perhaps other pri

mates, particularly apes; de Waal, 2003) use

and recognize a number of deictic gestures,

from a quick flick of the eyes to sustained

pointing, which signal important threats and

opportunities within our shared environment.

Furthermore, we use these signals in competitive

contexts to read intent and predict action

(watching someone’s eyes during chess), and

even to confound such predictions by others

(the ‘‘no look pass,’’ a feint in which a player

looks toward a different teammate than the one

to whom he or she intends to pass the ball).

Despite the obvious importance of social cues

for guiding attention in natural behavior, this

process has remained, until recently, relatively

unexplored by psychologists or neurobiologists.

A typical laboratory approach to visual attention

asks subjects to stare at a fixation point, followed

by either a central cue or peripheral stimulus
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directing attention toward a peripheral location,

followed by a behavioral measure of attentional

deployment at the cued or uncued location (e.g.,

Posner 1980). Studies using this technique have

revealed that central cues that validly predict the

location of a future peripheral target cause sub

jects to shift attention in a voluntary (‘‘endo

genous’’ or ‘‘top down’’) manner, whereas

abrupt peripheral cues, even when they have no

predictive value, automatically attract attention

(‘‘exogenous,’’ ‘‘reflexive,’’ ‘‘bottom up’’ atten

tion). These attention shifts are evident in

changes in sensory discrimination performance

and reaction time, and have distinct time

courses: Exogenous attention operates more

quickly and generates a subsequent orienting

deficit (‘‘inhibition of return’’), while endo

genous attention is slower and more sustained

(Jonides, 1981; Muller & Rabbitt, 1989). Despite

the obvious utility of this paradigm for under

standing basic aspects of attention, its etholo

gical relevance has long been limited by a failure

to apply these laboratory techniques to the kind

of social stimuli that pervasively guide orienting

by primates in the natural world.

Friesen and Kingstone (1998) addressed this

gap by modifying the Posner paradigm to inves

tigate how social cues influence attention. They

discovered that viewing a face with averted

gaze rapidly and reflexively shifts attention in

the same direction, even when gaze direction

does not predict the eventual location of the

target. In their experiments, human subjects

were instructed to fixate a central point, where a

face briefly appearedwith its eyes cast either right

ward or leftward. A split second later, a peripheral

target appeared, randomly in the direction of gaze

or in the opposite direction. Subjects were faster

to respond to targets appearing in the direction of

observed gaze, even for cue to target delays as

brief as 105 ms (termed ‘‘stimulus onset asyn

chrony,’’ or SOA).

Subsequent studies determined that these

effects were both general and involuntary a

turned head shifted attention as easily as averted

eyes (Langton & Bruce, 1999), and social cuing

persisted even when the target was 80% likely to

appear in the direction opposite viewed gaze

(Driver et al., 1999). Attention shifts associated

with observed gaze appear to be categorically

distinct from attentional responses to explicit

cues such as predictive arrows (Friesen et al.,

2004) or abstract spatial associations (Galfano

et al., 2006), suggesting that social orienting does

not neatly fit within classical models of exo

genous or endogenous attention. These results

appear to support the idea that humans evolved

a dedicated gaze following module specialized

for rapid and reflexive sharing of attention in

social groups (Baron Cohen, 1994; Perrett &

Emery, 1994).

To test this hypothesis, we contrasted the

socially cued orienting responses of rhesus

macaques and humans (Deaner & Platt, 2003).

Surprisingly, we found that macaques and

humans both responded more quickly to an

unpredictable target when it appeared where a

monkey had just been seen to look. Further

more, eye position during fixation in both

species drifted in the direction of observed

gaze, likely reflecting an incompletely sup

pressed drive to overtly orient in the same

direction (Engbert & Kliegl, 2003; Hafed &

Clark, 2002). The temporal dynamics with

which attention followed observed gaze were

highly similar in the two species (Fig. 26.5),

suggesting shared neural mechanisms.

Our results strongly support the conclusion

that gaze following is not unique to humans, and

may, in fact, rely on neural substrates that are

widespread among primates and possibly other

animals known to follow gaze. Though gaze fol

lowing by other animals may differ, both in

strength and kind, from that evinced by anthro

poid primates (Okamoto Barth et al., 2007;

Tomonaga, 2007), it appears that many animals

are able to shift attention in response to observed

social cues. Consistent with this argument,

Tomasello and colleagues, along with a number

of other research groups, have amassed a large

body of work showing that many animals,

including apes (Brauer et al., 2005), dogs

(Agnetta et al., 2000), monkeys (Tomasello et

al., 1998), goats (Kaminski et al., 2005), dolphins

(Tschudin et al., 2001), and ravens (Bugnyar

et al., 2004), can use social gaze cues to find

hidden food or retrieve objects (reviewed in

Emery, 2000, and Itakura, 2004).
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In most of those studies, human experimen

ters, rather than conspecifics, provided the social

attention stimuli. This technical limitation

simultaneously limits the ease with which we

can generalize results to naturally occurring

social interaction, and poses the fascinating

question of how heterospecific and conspecific

social perceptions interrelate. As the neural

systems mediating predator avoidance, prey

capture, and ‘‘pure’’ social interaction remain

virtually unknown, the many fascinating evolu

tionary and computational links between them

remain almost largely unexplored.

The potential ubiquity of gaze following in

primates is supported by our recent studies of

visual orienting by freely moving, socially

housed lemurs. In those studies, we quantita

tively and precisely monitored orienting beha

vior of two male ring tail lemurs with an

infrared telemetric gaze tracking device while

they spontaneously interacted with other

lemurs. We found that lemurs tended to orient

their eyes in the same direction that other lemurs

oriented their bodies and heads (Fig. 26.6A,B).

Such gaze alignment, however, could reflect

coincidental orienting to salient events in a

shared environment (e.g., a loud sound) rather

than active use of social gaze cues. To address

this confound, we examined the temporal

sequence of gaze alignments around the time

the subject lemur oriented to an observed

lemur. We found that, prior to fixating the

observed lemur, there was no alignment between

the two animals’ gaze. After fixating the observed

lemur, however, gaze alignment increased sig

nificantly (Fig. 26.6C). The temporal sequence

of gaze alignment supports the conclusion that

lemurs actively follow the gaze of other

Figure 26.5 Gaze following by monkeys and humans shares psychophysical features. Monkeys and
humans show similar magnitude and time course of gaze following in response to nonpredictive monkey
gaze cues presented continuously for 100, 200, 400, or 800 ms prior to target presentation. These attention
shifts were evident both by decreases in normalized reaction times to congruent (dashed) versus
incongruent (solid) stimuli (A) and by microsaccades in the direction of observed gaze during cue
presentation (B). **, P <0.001; *, P <0.05. After Deaner, R. O., & Platt, M. L. (2003). Reflexive social
attention in monkeys and humans. Current Biology, 13, 1609 1613. Used with permission.
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individuals (Shepherd & Platt, 2008). Our

results stand in sharp contrast to at least two

prior observational studies (Anderson &

Mitchell, 1999; Itakura, 1996) that concluded

that prosimian primates do not follow the gaze

of human observers.

SOCIAL CONTEXT INFLUENCES
GAZE FOLLOWING

Because both monkeys and humans shift their

attention in response to social gaze cues, even

when such cues fail to predict the location of a

behavioral goal, it has been argued that gaze

following is a strictly reflexive behavior mediated

by a dedicated neural module (Deaner & Platt,

2003; Driver et al., 1999). Recent studies, how

ever, challenge the notion that gaze cuing is

purely reflexive, and instead indicate that social

context can influence gaze following behavior

both in humans and monkeys. Specifically, sev

eral lines of evidence suggest that neural systems

contributing to gaze following are regulated

both by internal factors and online, by social

Figure 26.6 Spontaneous gaze following in lemurs. Lemurs spontaneously follow the gaze direction of
their conspecifics in natural interaction. Lemurs not only coorient with the body (A) and head (B) axes of
observed lemurs but also selectively increase gaze alignment with those individuals they have recently
attended (C). In panels A and B, red outward lines are gaze offsets that are overrepresented with respect to
chance, while blue inward lines are gaze offsets that are underrepresented. In panel C, tick marks occur at
mean gaze offsets recorded in § second periods prior to fixation, in the period during which the lemur is
fixated, and for § second periods after fixation. Shaded regions in panel C reflect the dispersion of gaze
alignments. Starred intervals are significantly aligned with gaze (chi2 test P<0.05). After Shepherd, S. V., &
Platt, M. L. (2008). Spontaneous social orienting and gaze following in ringtailed lemurs (Lemur catta).
Animal Cognition, 11, 13 20. Used with permission.
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context. For example, human females respond

much more strongly to social gaze cues than do

males (Fig. 26.7) (Bayliss et al., 2005; Deaner

et al., 2007); moreover, our lab has found that

gaze following in females, but not males, is influ

enced by the familiarity of the observed male cue

(Deaner et al., 2007). These observations suggest

the possibility that sex hormones may play an

important role in regulating social attention.

These observations also indicate that gaze fol

lowing mechanisms are not strictly reflexive and

informationally encapsulated, but instead are

sensitive to subtle changes in social variables

such as the familiarity of the observed face.

In parallel, we have discovered that both

social context and biological factors regulate

gaze following in rhesus macaques (Shepherd

et al., 2006). Specifically, we probed gaze

following behavior by seven male rhesus maca

ques in response to four rightward and four

leftward looking photos of each of four familiar

monkeys. Importantly, each animal was desig

nated dominant or subordinate based on the

direction and frequency of threat and submis

sion gestures during controlled pair wise con

frontations (see Deaner et al., 2005; Shepherd et

al., 2006). We found that subordinate monkeys

rapidly and automatically followed the gaze of all

other monkeys (Fig. 26.8A), while dominant

monkeys followed gaze later, and then only

in response to other dominant monkeys

(Fig. 26.8B). These differences in gaze following

behavior were weakly correlated with differences

in testosterone production (Shepherd et al.,

2006), as inferred from measurements of testis

volume (Bercovitch & Ziegler, 2002). We inter

pret these data to indicate that both internal and

external factors govern macaque gaze following,

comprising both biological variables like testos

terone and ecological variables like relative social

status.

Oneway that familiar or dominant individuals

might evoke stronger gaze following is by virtue of

their intrinsic salience. Under some conditions,

human gaze following appears to be modulated

by emotional content in faces. Specifically,

patients with anxiety disorders show heightened

following of fearful gaze relative to other emo

tional expressions (Holmes et al., 2006; Hori et al.,

2005; Mathews et al., 2003) (note also Hietanen &

Leppanen, 2003, and Putman et al., 2006). This

interaction probably reflects a tendency for

patients with anxiety to more strongly attend to

negatively valenced social stimuli, while healthy

subjects dwell less on them (e.g., Bar Haim et al.,

2005; Bradley et al., 1997). These studies imply

that attention to another individual spreads auto

matically to other objects with which that indivi

dual is engaged.

Together, these results demonstrate that the

neural substrates of gaze following are deeply

integrated with the larger social information pro

cessing stream. That gaze following is an inherent

component of face perception is suggested by the

fact that heightened attention to faces spreads in

the direction of gaze, both in the case of females

viewing familiar faces and anxious patients seeing

faces with negatively valenced emotional content.

At the same time, however, the fact that gaze

following is modulated by factors like familiarity

Figure 26.7 Sex differences in gaze following in
humans. Human females exhibit stronger gaze
following than males, and furthermore
discriminate between familiar and unfamiliar
individuals when following gaze. Females (solid
lines) have greater reaction time savings for gaze
congruent than gaze incongruent targets when
gaze cues were from familiar (A) rather than
unfamiliar (B) individuals (at 200 ms, P < 0.003).
Males (dashed lines) did not distinguish
significantly between these conditions (at 200 ms,
P > 0.4). After Deaner, R. O., Shepherd, S. V., &
Platt, M. L. (2007). Familiarity accentuates gaze
cuing in women but not men. Biology Letters, 3,
64 67. Used with permission.
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and social dominance suggests that it is not

mediated by an isolated module sequestered

from other aspects of face processing and social

knowledge. Finally, sex differences in humans and

social rank differences in monkeys both hint at a

possible role for sex hormones in shaping social

attention systems in the brain. Together these

findings strongly support the idea that social

attention is a fundamental feature of natural pri

mate behavior and cognition, and provides a

fundamental challenge to the traditional endo

genous/exogenous model of attentional control.

GAZE AS A STRATEGIC SOCIAL
SIGNAL

As described previously, social saliency may

play a role not only in guiding attention but

also in shaping the physical spacing of group

members and the affective tenor of their

interactions. It may also serve as a starting

point for the development of much more

advanced cognitive behaviors. David Perrett

and Simon Baron Cohen have argued that

detection of eyes and interpretation of gaze

Figure 26.8 Social context influences gaze following in macaques. Even at the briefest cue durations,
subject social status appears to influence gaze following behavior (A, P<0.005). Specifically, low social status
makes a monkey more likely to follow gaze within 100 ms of seeing the cue, and also more likely to have
strong inhibition of return at the latest time point a temporal profile consistent with a reflexive attention
shift, possibly due to increased anxiety or to the modulatory effects of sex and status linked hormones like
testosterone on social processing circuitry in the brain. Cue social status also plays an important role (B, P
<0.01), leading to prolonged attention in the direction of gaze of a high status cue and inhibited attention in
the direction of gaze of a low status cue, particularly by high status subjects. Reaction times for congruent
trials are shown in red lines and for incongruent trials are shown in blue lines. After Shepherd, S. V., Deaner,
R. O, & Platt, M. L. (2006). Social status gates social attention in monkeys. Current Biology, 16, R119 120.
Used with permission.
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are foundational to building a theory of

mind, by which we intuitively mirror the

attentional and perhaps even intentional

states of others. We do this so instinctively

that we frequently anthropomorphize even

alien and impersonal phenomena, perhaps

allowing us to understand complex and

dynamic patterns by analogy to human beha

vioral goals (e.g., ‘‘the electrons don’t like to

be near one another and are instead attracted

to the positive core of an atom, causing them

to settle sequentially into the centermost

uncrowded orbitals’’). Typically developing

humans have an intuitive expertise at com

municating affect and attentional state, in

part, perhaps, because they have an intrinsic

drive to learn to do so: From a young age,

typically developing humans take pleasure in

successfully directing another’s attention

toward stimuli that we, too, have perceived

(Tomasello et al., 2005).

These considerations naturally lead us to

consider overt eye movements as an active sig

naling mechanism shaping primate social inter

actions. We have mentioned the role of eye

movements in initiating conflict, but primates

make far more sophisticated use of gaze. For

example, eye contact can signal not only aggres

sion (van Hoof, 1967) but also sexual interest

(Dixson, 1998) or solicitation for coalition for

mation in agonistic interactions versus third

parties (de Waal, 2003). Likewise, humans use

eye contact as a key aspect of affiliation, court

ship (Hrdy & Whitten, 1987), and intimidation

(Argyle & Cook, 1976), and also during coordi

nation of attention (‘‘triadic’’ or ‘‘joint atten

tion’’; Emery, 2000). Moreover, gaze acts to

structure both verbal and nonverbal human

social interactions. To signal rank relationships,

for example, people look preferentially toward

the most high ranking person, and when con

versing, gaze is used to emphasize spoken argu

ments, to conclude statements, to emphasize

nonverbal reactions to heard statements, and

to coordinate turn taking in conversation

(Argyle & Cook, 1976).

With the evolution of greater visual and

social complexity, some primates appear to

have evolved ever more sophisticated means of

structuring social behavior through gaze. Like

humans, many animal species are capable of

following gaze. Chimpanzees are even reported

to use deictic gestures (de Waal, 2003), though

these signals may hold little behavioral currency

due to the ubiquity of competitive and paucity

of cooperative interactions in these animals

(Hare & Tomasello, 2004). The importance of

social gaze for facilitating increased cooperation

among human ancestors may even have lead to

somatic adaptations that increase the saliency

and specificity of gaze cues, for example, by

enhancing the visibility of gaze through increased

contrast of the pupil versus sclera (Kobayashi &

Koshima, 2001; Tomasello et al., 2006). At the

same time, however, the continued importance of

competitive interactions for early human ances

tors may have led to a compensatory enhance

ment of covert attention mechanisms relative

to those possessed by most nonhuman primates

and, especially, other mammals.

This manipulative role of gaze is perhaps

the least understood aspect of visual orienting

behavior; virtually nothing is known about

how the demands of social signaling bring their

influence to bear on the gaze control system of

the brain. These considerations challenge the

conventional division between ‘‘reflexive’’

and ‘‘reward mediated’’ processes in social

orienting. Given that current evidence argues

against informational encapsulation in social

perception and cognition, it seems likely that

the fastest orienting processes reflect the need

to quickly acquire behaviorally relevant infor

mation, and that slower processes reflect more

nuanced contextual constraints whether that

information is likely to have predictive value in

the present situation, or whether the orienting

behavior might expose the subject to risk of

agonistic interaction or being ‘‘scooped’’ by

competitors in pursuit of resources. For

example, monkeys in our studies initially

looked toward other individuals, generally fol

lowing their gaze, but at later intervals diverse

contextual considerations were brought to

bear abbreviating risky glances toward

higher ranked individuals (Deaner et al., 2005;

Haude et al., 1976), extinguishing gaze following

of lower ranking animals (Shepherd et al.,
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2006), and prolonging male fixation on female

hindquarters (Deaner et al., 2005). Thus,

although much work remains to be done on

the neurobiology of orienting responses, it

seems clear that neither a strictly reflexive nor a

strictly cognitive approach will explain all

aspects of social orienting.

SOCIAL ATTENTION AND
AUTISM: FROM THE LAB TO
THE FIELD

Data from syndromes that disrupt social beha

vior, notably autism, suggest a gulf between

behavioral responses in the laboratory and

spontaneous use of social cues in the real

world. In a comparison of visual orienting by

autistic subjects with that of typically devel

oping children, van der Geest and colleagues

(2002) found that the fixation patterns of the

two groups could not be distinguished when

they viewed simple cartoons including human

figures. In contrast, Pelphrey and colleagues

(2002) found substantial differences between

autistic and typically developing control sub

jects’ inspecting of photographs of real faces.

Similarly, although autistic subjects often show

normal gaze following in the social variant of the

Posner attention task (Chawarska et al., 2003;

Kylliainen & Hietanen, 2004; Swettenham et al.,

2003; but see Bayliss et al., 2005, and Ristic et al.,

2005), they consistently show severe disruptions

in social orienting in more natural contexts.

When Klin and colleagues (2002a,b) measured

gaze behavior in autistic individuals watching

the movie Who’s Afraid of Virginia Woolf, they

found that gaze toward social stimuli was dis

ordered for example, with normal fixations

toward the eye regions replaced by fixations

toward the mouth. Moreover, socially cued

locations were severely neglected, as shown by

a marked lack of fixations toward gaze and

gesture cued regions of space. Furthermore,

the authors found that the degree of abnorm

ality in the fixation pattern of individual autistic

subjects in this task was strongly predictive of

real life social impairment.

This is hardly surprising. After all, autism is

defined by a marked ‘‘lack of spontaneous

seeking to share enjoyment, interests, or achieve

ments with other people,’’ or to reciprocate

when these experiences and emotions are

shared by others (American Psychological

Association, 1994). Outside the laboratory,

even high functioning autistic individuals, unaf

fected by physical problems such as seizures or

repetitive movements, are nonetheless chal

lenged in responding to the constant exchange

of social cues that structures human interaction.

Temple Grandin, an associate professor of

Animal Science at Colorado State University

who has autism, reports that she functions in

social situations ‘‘solely by intellect and visuali

zation skills’’ (Grandin, 1999, http://www. autis

m.org/temple/social.html). She says (ibid) ‘‘I did

not know that eye movements had meaning

until I read Mind Blindness by Simon Baron

Cohen. I had no idea that people communicated

feelings with their eyes. I also did not know that

people get all kinds of little emotional signals

which transmit feelings. My understanding of

this became clearer after I read Descartes’ Error

by Antonio Damasio.’’ It may be that the com

plement of processes evoked by social stimuli in

typically developing individuals is disrupted in

autism spectrum disorders, and that without

these foundational elements, more sophisticated

forms of empathy and social reasoning cannot

develop.

It is interesting to note that both autism

(Wassink et al., 2007) and social anxiety dis

order (Skuse, 2006) have been associated with

dysfunction in the serotonin signaling system.

Serotonin has likewise been linked to domi

nance status, affiliative social interaction, and

decreases in antagonistic and impulsive social

interactions (Edwards & Kravitz, 1997; Raleigh

et al., 1991), suggesting that this neuromodula

tory system may also contribute to differences

in social attention between dominant and sub

ordinate macaques. Together, these findings

hint at a role for serotonin in regulating social

attention in both human and nonhuman pri

mates. Determining the impact of biological

factors, such as serotonin and testosterone, on

social attention may point to possible interven

tions to improve social functions in common

psychopathologies like autism.
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TOWARD A NEUROETHOLOGY
OF ATTENTION IN PRIMATES

If we were to develop a biologically plausible,

ethologically motivated model of attention in

primates, what features must it have? We feel

strongly that the bottom up component of

these models must not only reflect what we

know about the primate visual system but must

also consider the role vision plays in guiding the

behavior of primates in species typical ecolo

gical and social contexts. For example, Laurent

Itti and colleagues, among others, have used

visual filters, inspired by the physiology of the

primate visual system, to predict human visual

attention. Such models estimate saliency by fil

tering images through a series of low level fea

ture maps (Carmi & Itti, 2006; Peters et al.,

2005). Each map tracks the extent to which a

region ‘‘pops out’’ from its surroundings along a

particular visual dimension, such as brightness,

orientation, texture, motion, or color, and these

maps can be combined to successfully model

many aspects of bottom up attention.

While these models can accurately identify

salient regions of still images and video, they

often fail to highlight social stimuli such as

faces, or rely heavily on image motion to assign

saliency to humans and animals. Without under

valuing either these accomplishments or the

importance of motion as a predictor of animacy,

we nevertheless note that demands of both soci

ality and predator avoidance require accurate and

fast discrimination of animals, even when those

animals are stationary or when dynamic environ

ments (e.g., running water, blowing leaves) pro

duce irrelevant image motion. Moreover, while it

is true that identification and tracking of animate

objects has proved a challenge for computer

vision, these tasks are performed quickly and

easily by the primate brain. In laboratory experi

ments, humans can initiate saccades toward an

animal in a novel photograph in as little as 120ms

(Kirchner & Thorpe, 2006), and in unconstrained

viewing, animate stimuli and especially other

humans are quickly targeted for visual inspection.

Serre and colleagues (2007) partially addressed

these issues by developing a model that uses bio

logically inspired filters based on neurons in the

ventral visual processing stream (Ungerleider &

Mishkin, 1982) to quickly identify images con

taining animals. It is important to note, however,

that this model explicitly fails to localize animals

within images. The processes that link object

recognition by the ventral visual processing

stream to target localization within the dorsal

stream thus remain largely unknown, despite

the fact that it is the dorsal stream that selects

parts of the visual field for further processing. In

fact, Serre and colleagues note that their model

‘‘cannot account for our everyday vision which

involves eye movements and top down effects,’’

(p. 6426) and that an extension of the model

requiring ‘‘top down signals from higher to

lower areas . . . limit[ing] visual processing to a

‘spotlight of attention’ centered around the

animal target’’ results in ‘‘significant improve

ment in the classification performance’’ (p. 6428).

Serre’s study thus illustrates the benefits of

considering the natural goals of orienting in

social contexts, and likewise of considering evi

dence from functional imaging and neurophy

siological recording studies. Recent functional

magnetic resonance imaging (fMRI) studies in

humans have identified brain areas that are

involved in visual analysis of body position and

identity (Downing et al., 2001), identification of

faces (Haxby et al., 1994), and interpretation of

actions and facial expressions (Allison et al.,

2000); other studies suggest that homologous

areas operate in macaques (Logothetis et al.,

1999; Tsao et al., 2003). The general conserva

tion of cortical organization across primate

species, together with these recent findings, sug

gests that visual areas specialized for processing

social stimuli may be part of the primordial

visual cortex that was present in stem primates

(Rosa & Tweedale, 2005; Tootell et al., 2003)

and perhaps others mammals as well (Kendrick

et al., 2001).

As revealed through behavioral studies, the

gaze control systemmust recognize and respond

appropriately to biological targets. We speculate

that parallel pathways accomplish this goal,

which can largely be grouped into a subcortical

pathway and a cortical pathway (Adolphs, 2002;

Vuilleumier, 2002). Ultimately, both pathways

must converge upon the three neural tissues,
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which jointly serve as the final common pathway

governing orienting in primates: the parietal eye

fields (in macaque, located in the lateral intra

parietal sulcus, called LIP), the frontal eye fields

(FEFs), and the superior colliculus (SC). To

effectively govern orienting, these areas must

weigh decision variables comprising the

expected rewards and risks associated with a

given orienting behavior. For example, Platt

and Glimcher showed that neurons in LIP are

sensitive to target value when visual stimuli are

arbitrarily assigned different amounts of juice

reward (Platt & Glimcher, 1999), and subse

quent studies have confirmed that neuronal

activity throughout this network is similarly

modulated by orienting value (LIP, see also

Sugrue et al., 2004; SC, Ikeda & Hikosaka,

2003; but not FEF, Leon & Shadlen, 1999).

Critically, we have recently shown that in the

‘‘pay per view’’ paradigm discussed previously,

neurons in LIP are modulated by the intrinsic

social value of orienting to images in much the

same way that they are modulated by primary

juice rewards (Klein et al., 2008). Specifically,

LIP neurons respond most strongly when mon

keys evaluate targets associated with the acquisi

tion of information about female reproductive

signals and the identity of dominant males, but

respond weakly when the same target offers

information about subordinate males despite

the fact that monkeys were never explicitly

trained to orient toward these stimuli. These

observations directly predict the orienting beha

vior of macaques in the same task. Echoing these

findings, a recent fMRI study in humans found

stronger activation of parietal cortex when

subjects played a game against a dominant

opponent compared to an inferior opponent

(Zink et al., 2008).

These observations indicate that LIP spon

taneously integrates information about target

value from multiple sources, in the absence of

any explicit training. This, in turn, implies that

brain pathways that process social information

must ultimately transmit this information to

parietal cortex, and likely to other areas

involved in orienting behavior as well. This

modulation of neural activity by the intrinsic

value of acquired visual information seems

likely to reflect the native function of LIP,

only overridden in tasks where researchers arbi

trarily map juice rewards onto specific oculo

motor behaviors.

Ultimately, however, the social significance

of visual information is probably not computed

within the gaze control network itself. Recent

evidence has begun to reveal how social vari

ables, such as dominance status and reproduc

tive state, are processed in primate brains. While

social cognition involves broad swaths of brain,

we believe it can be simplified into two streams: a

streamlined but inflexible subcortical pathway,

and a nuanced and labyrinthine cortical

network.

THE SUBCORTICAL PATHWAY

In this pathway, retinotectal inputs provide

coarse visual information in which crude biolo

gical primitives can quickly be identified and

analyzed, for example, to locate other creatures,

detect social signals, and extract gaze direction

(Johnson, 2005). The subcortical system appears

to by phylogenetically old, shared by all terres

trial vertebrates, and is the major pathway for

innate recognition and response to animate tar

gets including predators, prey, and conspecifics

(Sewards & Sewards, 2002).

In humans, this system has been suggested to

play a crucial role in early visual tracking of faces,

and may play a lifelong role in the rapid detection

of socially salient or threatening signals, both

directly and through interactions with visual

cortex and the pulvinar nucleus of the thalamus

(Grieve et al., 2000; Johnson, 2005; Sewards &

Sewards, 2002). Just such a relay of social threat

signals, from retina to SC, pulvinar nucleus, and

finally amygdala, has already been identified in

humans by neuroimaging (Morris et al., 1999).

Furthermore, neurons in the macaque amygdala

are sensitive to the expression, gaze, and social

dominance of viewed faces (Gothard et al., 2007;

Hoffman et al., 2007; Kawashima et al., 1999).

The amygdala, in turn, sends this first pass ana

lysis of social targets toward gaze control centers

and higher visual areas, acting rapidly to

strengthen social and threat related processing

(Vuilleumier, 2002).
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While a major function of this pathway is

indubitably to provide an ‘‘early warning’’

system detecting threats, there is evidence that

the amygdala also mediates prosocial behaviors.

For example, while eye contact can signal threat, it

more generally indicates approach, and often

serves to initiate grooming and sexual behavior

(Hrdy & Whitten, 1987). Thus, eye contact

responses in amygdala may serve to indicate not

only threat but also sexual opportunity, and

indeed, amygdala is strongly activated by sexual

stimuli (Aharon et al., 2001;Hamann et al., 2004).

The amygdala pathway may be highly sensi

tive to biological factors that mediate sex differ

ences (Bayliss et al., 2005; Deaner et al., 2007;

Goldstein et al., 2001; Hamann et al., 2004) as

well as psychosocial disorders (Holmes et al.,

2006; Hori et al., 2005; Mathews et al., 2003;

Putman et al., 2006), and may, when compro

mised, contribute to the development of autism

(Schultz, 2005, though note also Amaral et al.,

2003). While amygdala influences the function

of a broad swath of cortex, it does not directly

interact with the gaze control network and

would instead influence orienting indirectly,

through cortical or subcortical intermediaries.

THE CORTICAL NETWORK

In parallel to the subcortical pathway, a slower,

more nuanced, and more recently evolved cor

tical pathway leads from V1 through the ventral

visual stream to extrastriate body area (EBA)

(Downing et al., 2001), fusiform face area

(FFA) (Haxby et al., 1994), and superior tem

poral sulcus (STS) (Allison et al., 2000).

It remains unclear whether these areas assess

subordinate level distinctions between hier

archically classifiable objects or are optimized

for processing animate objects or specifically

for perception of conspecifics. It seems likely

that the development of these areas depends on

experience (Gauthier et al., 1999) and may rely

upon signals arising in the subcortical pathway

for appropriate patterning during development

(Johnson, 2005; Schultz, 2005; Sewards &

Sewards, 2002). It is known, however, that each

of these ventral stream visual areas is strongly

activated by social stimuli, extracting posture,

identity, and expression, respectively. These

areas then transmit output to a broad array of

areas in the extended face processing network,

interacting with contextual signals from hippo

campus, amygdala, and orbitofrontal cortex

(OFC) (Ishai et al., 2005; Smith et al., 2006).

These socially influenced areas include multiple

regions implicated in modulating both atten

tional allocation and reward processing

(Sabbagh, 2004; Vuilleumier, 2002).

It is important to note that both orienting to

others and gaze following is regulated by social

milieu as well as by intrinsic factors including

sex hormones, such as testosterone, and neuro

modulators, such as serotonin. Supporting this

idea, amygdala, OFC, and hippocampus form a

functional circuit important for associating emo

tional and social salience with mnemonic and

perceptual information (Fig. 26.9) (Sabbagh,

2004; Smith et al., 2006; Vuilleumier, 2002), and

are actively involved in the perception of faces

(Ishai et al., 2005). Each of these brain structures

is sexually dimorphic (Goldstein et al., 2001),

suggesting that sexual differentiation in these

areas may directly pattern responses to social

cues. This supposition is strengthened by various

results showing fetal testosterone negatively

impacts both social attention and social relation

ships in human juveniles (Knickmeyer & Baron

Cohen, 2006). Ultimately, signals from these ven

tral (‘‘what’’) areas must relay social information

to dorsal (‘‘where’’) orienting and attention con

trol systems. Signals from the higher order areas

of the ventral pathway ramify to multiple targets

in the visual orienting system, but exactly how this

occurs remains an open question, since much of

visuo social cortex (Tsao et al., 2003) is connected

in one or two steps to posterior parietal (7A and

LIP; Seltzer & Pandya, 1991), frontal (SEF and

FEF; Seltzer & Pandya, 1989), and subcortical

orienting areas (pulvinar nucleus; Romanski

et al., 1997) and superior colliculus (Fries, 1984).

GAZE FOLLOWING AND THE
‘‘MIRROR NETWORK’’

One intriguing possibility is that gaze following

may be supported by specialized neurons that
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simultaneously map concordant observed/sen

sory and performed/motor components of this

behavior. Similarly specialized ‘‘mirror’’ neu

rons, first discovered in macaque premotor

cortex, respond not just when the subject

reaches for an object but also when it observes

the experimenter perform a similar movement

(di Pellegrino et al., 1992). ‘‘Mirroring’’

responses have been observed in other brain

areas (e.g., single units within parietal reach

areas; Fogassi et al., 2005), and for other types

of movements (e.g., mouth movements; Ferrari

et al., 2003). Because mirror neurons appear to

signal abstract actions and goals independent of

actor, they have been hypothesized to underlie

a host of abilities ranging in sophistication

from action and emotion perception to

empathizing, mentalizing, and theory of mind

(reviewed in Rizzolatti & Craighero, 2004).

Supporting these findings frommacaques, ima

ging studies in humans suggest that homolo

gous brain regions are activated by both the

production and observation of specific gestures

(Dinstein et al., 2007), and that activations

associated with sensory motor ‘‘mirroring’’

may be widespread in human sensory and

motor cortices. To date, however, neither the

responses of mirror neurons nor more global

sensory motor mirroring activations observed

with fMRI have been directly linked to specific

social behaviors in monkeys or humans

(Dinstein et al., 2008; but see Prather et al.,

2008, for a description of sensory motor mir

roring by neurons in songbirds during social

interaction).

Recently, we discovered a population of neu

rons in macaque LIP that ‘‘mirror’’ the observed

gaze of individuals (Shepherd et al., 2009), much

as neural populations in adjacent areas mirror

reaching behavior (Fogassi et al., 2005). LIP

neurons respond when monkeys orient atten

tion, either overtly or covertly, to regions of

space known as response fields (Colby et al.,

1996; Gnadt & Andersen, 1988; Platt &

Glimcher, 1998). We found that a subpopula

tion of LIP neurons responded not only to direct

attention toward their response field but also

when viewing another monkey that looked in

the neuron’s preferred direction. Neuronal

responses to the observed orienting behavior of

another individual occurred despite the fact that

there was no visual stimulus in the neuron’s

Figure 26.9 Key circuits involved in social attention. Connectivity of social (red), reward (blue), and
attention (green) pathways. In addition to the cortical pathway, a fast subcortical pathway connects superior
colliculus to amygdala via the thalamus (not shown). Note that several social processing areas lie along
superior temporal sulcus, occupying both posterior and anterior temporal lobes, and that functional activity
in imaging tasks has not yet been systematically related to past anatomical studies. AMYG, amygdala; FEF,
frontal eye fields; OFC, orbitofrontal cortex; PPC, posterior parietal cortex, including 7A and lateral
intraparietal sulcus; SEF, supplementary eye fields; STS, superior temporal sulcus regions.
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response field, and that any gaze shift toward the

response field would abort the trial without

reward. Intriguingly, the time course of social

gaze cue signals in LIP strongly paralleled the

time course of gaze following behavior

appearing within a tenth of a second, persisting

for several hundred milliseconds, and ultimately

fading at the longest intervals tested. These data

provide strong support for the idea that some

populations of mirror neurons provide an

important mechanistic foundation for the

abstraction, interpretation, and imitation of

behaviors and mental states.

CONCLUSIONS

Laboratory research using arbitrary tasks and sti

muli have identified two complementary systems

for visual orienting one fast and reflexive, the

other slow and deliberative. Neuroethological

studies of visual attention, by contrast, have

revealed a suite of socially motivated and socially

cued orienting behaviors that do not cleave neatly

along these lines. Specifically, primates and other

animals are motivated to look at one another,

preferentially orient to high value social targets

such as the faces of dominant males, and follow

the orientingmovements of others with their own

attention. Moreover, these responses are regu

lated by behavioral context, sex hormones, and

serotonin. These observations strongly support

the idea that the primate brain is specialized for

acquiring behaviorally useful visual information

from the social world, and that these adaptations

rely on the integration of multiple neural circuits

involved in identifying social stimuli and social

cues, determining their meaning, and responding

appropriately. Despite the commonalities of these

systems across primates and even other mam

mals, the challenge for future neuroethological

research is to determine how these mechanisms

contribute to adaptive differences in social beha

vior in different species.
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CHAPTER 27

Neuroethology of Decision Making

Daeyeol Lee

During the last several decades, anatomical

studies on the brain of rhesus monkeys have

revealed various functional maps and their con

nectivity in great detail. Guided by this knowl

edge, neurophysiological studies have also

uncovered how various features of external sen

sory stimuli and multiple parameters of move

ments are encoded by the pattern of activity in

ensembles of cortical and subcortical neurons.

Often, fundamental principles of information

processing in the sensory and motor systems

have been found using artificially simple stimuli

or movements. Investigators need to employ,

however, more complex stimuli (Ghazanfar

et al., 2005; Mazer & Gallant, 2003; Sugihara

et al., 2006; Vinje & Gallant, 2000; Woolley et al.,

2005), and allow the animals to produce less

restricted movements (Georgopoulos et al., 1986;

Graziano et al., 2002), in order to gain the insights

necessary to understand the neural basis of more

natural primate behaviors.

A common element in many natural beha

viors is decision making. Formally, the problem

of decision making can be divided into several

steps. First, a set of alternative actions must be

delineated. This is convenient both theoretically

and experimentally, and often one considers

only a relatively small number of alternative

actions. In practice, it is impossible to know

the complete set of actions that are available to

a particular animal. Nevertheless, we can focus

on interesting cases, by considering a set of

actions that are likely to be chosen in a given

context and closely related to each other.

For example, all animals, including primates,

commonly face such problems as mate selection

and foraging. Therefore, a set of available mates

or food patches can define a particular problem

of decision making. Second, given a set of

alternative actions, the animal must evaluate

the merits of outcomes expected from each

action and the amount of efforts necessary to

execute it. It must evaluate not only the quality

and quantity of expected reward but also the

likelihood and immediacy of obtaining the

desired outcome. It is on this second step that

a great number of theoretical and experimental

studies have focused (Carmerer, 2003; Kagel &

Roth, 1995; Kahneman & Tversky, 1979; Lee,

2008; von Neumann & Morgenstern, 1944).

Finally, after the animal performs the chosen

action, its actual outcomes must be evaluated

and compared to the expected outcomes.

When they differ, the animals need to adjust

their expectations for the outcomes from the

chosen actions. Reinforcement learning theory

describes how this can be accomplished com

putationally, and its predictions have been

borne out relatively well in human and

animal experiments (Daw et al., 2006; Haruno

& Kawato, 2006; Lee et al., 2004; Samejima

et al. 2005).

As in the neurobiological studies of perception

and motor control, nonhuman primates have

provided an invaluable model to investigate the

neural bases for these multiple components of

decision making. Indeed, neural activity related

to the number and probabilities of alternative

actions have been identified in multiple areas in

the brain, such as the premotor cortex (Cisek
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&Kalaska, 2005) and superior colliculus (Basso &

Wurtz, 1998). In addition, neurons modulating

their activity according to various aspects of

expected reward have been identified in many

different areas, including the amygdala (Paton

et al., 2006), the basal ganglia (Cromwell et al.,

2003; Kawagoe et al., 1998; Samejima et al., 2005),

the lateral prefrontal cortex (Barraclough et al.,

2004; Leon& Shadlen, 1999;Watanabe, 1996), the

anterior cingulate cortex (Ito et al., 2003; Seo &

Lee, 2007; Shidara & Richmond, 2002), the pos

terior cingulate cortex (McCoy & Platt, 2005), the

supplementary motor area (Sohn & Lee, 2007),

the orbitofrontal cortex (Padoa Schioppa &

Assad, 2006; Roesch & Olson, 2004; Tremblay &

Schultz, 1999), and the posterior parietal cortex

(Dorris &Glimcher, 2004; Platt &Glimcher, 1999;

Sugrue et al., 2004). As predicted by reinforce

ment learning theory, signals related to the dis

crepancy between the expected and actual rewards

have also been identified in the primate brain. In

particular, dopamine neurons in the ventral teg

mental area and substantia nigra pars compacta

display phasic activity when the animal receives

unexpected reward and depress their activity

when the expected reward is omitted (Bayer &

Glimcher, 2004; Schultz, 1998), as predicted for

reward prediction error in reinforcement learning

theory (Kawato & Samejima, 2007; Schultz et al.,

1997; Sutton & Barto, 1998).

Although characterization of neural signals

related to expected and actual rewards provides

important insights into the brain processes

involved in reward valuation and reinforcement

learning, there are two important features of

primate behaviors that deserve special attention.

First, primates are highly social animals, and it

has been proposed that the complexity of their

social structures has played an important role in

the evolution of their relatively large brains

(Byrne & Whiten, 1988; Whiten & Byrne,

1997). Making appropriate decisions in a social

group is particularly challenging, because the

outcomes expected from a particular action can

change frequently depending on the behaviors of

other animals in the group (Lee, 2008). Second,

many natural behaviors in primates, such as tool

use and social interactions, produce desired

effects only after multiple movements are

produced in a proper order (Tomasello & Call,

1997). When reward is delivered after multiple

movements, the value of a particular movement

has to be evaluated not only from its immediate

consequence but also from its long term benefit

to the animal. This is commonly referred to as

the problem of temporal credit assignment

(Sutton & Barto, 1998). This chapter sum

marizes the findings from recent neurophysio

logical studies designed to address these two

aspects of decision making in nonhuman pri

mates. Specifically, the results from behavioral

and neurophysiological studies on decision

making during simple competitive games are

discussed. The choice behavior of rhesus mon

keys in computer simulated competitive games

could be relatively well accounted for by a rela

tively simple reinforcement learning algorithm

(Lee et al., 2004, 2005). Single neuron recording

studies have also shown that multiple cortical

regions in rhesus monkeys, including the lateral

prefrontal cortex, dorsal anterior cingulated

cortex, and posterior parietal cortex play impor

tant roles in evaluating the outcomes of the

animal’s decisions (Barraclough et al., 2004;

Seo & Lee, 2007; Seo et al., 2007, 2009). In addi

tion, the functions of the frontal cortex in the

selection of movement sequences are discussed.

Neural activity in the lateral prefrontal cortex

closely tracks the animal’s knowledge of the cor

rect movement sequence during both sequence

planning (Averbeck & Lee, 2007) and sequence

execution (Averbeck et al., 2006). Nevertheless,

multiple brain areas are likely to be involved

during the evaluation and selection of movement

sequences. Medial frontal cortex, for example,

may encode not only the sequence of movements

chosen by the animal but also the immediacy of

reward expected after the completion of a parti

cular movement sequence (Sohn & Lee, 2007).

Such signals would be useful in evaluating the

desirability of a given movement sequence.

DECISION MAKING OF
NONHUMAN PRIMATES IN A
MATCHING PENNIES GAME

Decision making in a social group is formally

studied by game theory. In game theory, a game

NEUROETHOLOGY OF DECISION MAKING 551



is characterized by a payoff matrix, which assigns

a particular reward or payoff to each participant

or player according to the actions chosen by all

participating players. A strategy to choose a par

ticular action exclusively is referred to as a pure

strategy, whereas a mixed strategy refers to a

probability density function defined over a set

of actions and therefore can describe a strategy

to choose multiple actions probabilistically.

Technically, therefore, a pure strategy is also a

mixed strategy in which the probability is 1 for

one of the alternative actions and 0 for all other

actions. A main task in game theory is to deter

mine how a group of rational players trying to

maximize their individual payoffs would choose

their strategies. One of these solutions is known

as Nash equilibrium, which is defined as a set of

strategies from which no individual players can

deviate unilaterally to increase their payoffs

(Nash, 1950). Consider, for example, a simple

game known as the matching pennies game

(Fig. 27.1A). This game is played by two players

and is an example of zero sum games, in which

the sum of the payoffs to all players is always

zero. Each player chooses from two alternative

actions, and one of the players (matcher) wins if

he or she chooses the same action (e.g., head of a

coin) and loses otherwise. Although some games

can have multiple Nash equilibria, the matching

pennies game has only one Nash equilibrium,

and this is to choose each of the two actions

with the probability of 0.5. Any other strategies

can be potentially exploited by the opponent.

Therefore, the Nash equilibrium in the matching

pennies game is a mixed strategy. When the

matching pennies game is played repeatedly,

the Nash equilibrium is for each player to

choose each of the two alternative actions with

the probability of 0.5 and independently across

successive trials.

Figure 27.1 Payoff matrix and spatiotemporal sequence of the matching pennies task (A) and rock paper
scissors task (B).
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Despite its mathematical elegance, the equili

brium predictions of game theory are often vio

lated for a variety of games (Camerer, 2003),

including matching pennies (Mookherjee &

Sopher, 1994; Rapoport & Budescu, 1992).

Instead, various learning models have been pro

posed to account for the discrepancies between

the predictions from game theory and the

observed choice behaviors of human subjects

(Fudenberg & Levine, 1998). In particular, rein

forcement learning models have been

successfully applied to the data obtained from

various experimental games (Camerer, 2003;

Erev & Roth, 1998; Feltovich, 2000; Lee et al.,

2004, 2005; Mookherjee & Sopher, 1994, 1997).

To test how closely the choice behaviors of

rhesus monkeys follow the predictions of Nash

equilibrium in zero sum games, three male

rhesus monkeys (monkeys C, E, and F) were

trained to indicate their choices in a binary

oculomotor free choice task that was modeled

after the matching pennies game (Lee et al.,

2004). In this experiment, the animals were

seated in a primate chair and faced a computer

screen on which all visual stimuli were pre

sented. The animal’s eye position was moni

tored using a scleral search coil (DNI, Newark,

Delaware) or a high speed video based eye

tracker (ET 49, Thomas Recording, Germany).

Each trial began when the animal fixated a

small yellow square presented at the center

of the computer screen (Fig. 27.1A). After a

0.5 second fore period, two green choice tar

gets were presented along the horizontal mer

idian. After a 0.5 second delay period, the

central fixation target was extinguished, and

the animal was required to shift its gaze

toward one of these peripheral targets within

1 second. The animal was required to maintain

fixation on its chosen target for a 0.5 second

hold period. At the end of this hold period, the

computer presented a red feedback ring around

the target it selected, and the animal was

rewarded only when it chose the same target

as the computer.

To investigate how the animal’s choice beha

vior might be influenced by the increasing degree

of exploitation by its opponent, we first examined

the animal’s behavior during the baseline

condition in which the computer opponent

blindly applied the strategy given by the Nash

equilibrium in the matching pennies game. In

other words, the computer opponent chose the

two alternative targets randomly with the same

probabilities. This was referred to as algorithm 0.

In this condition, the probability that the

animal’s choice would be rewarded was the

same for both targets. Therefore, this made it

possible to examine any initial bias the animals

might have had before they were introduced to a

more competitive setting. Not surprisingly, each

of the three animals displayed a strong preference

to choose one of the targets more frequently. The

probability that the animal would choose the

rightward target throughout the period of algo

rithm 0 was 0.70, 0.90, and 0.33 formonkeys C, E,

and F, respectively (Lee et al., 2004).

In the next stage of the experiment, the com

puter opponent adopted a more exploitative

strategy by analyzing statistical biases in the ani

mal’s choice sequences and using this informa

tion to avoid choosing the target that the animal

was more likely to choose. To this end, the

computer saved the animal’s entire choice his

tory in a given day and estimated the probability

that the animal would choose the right hand

target and a series of conditional probabilities

that the animal would choose the right hand

target given the animal’s choices in the last

four trials. Then, for each of these probabilities,

the null hypothesis that the animal chose each

target with the 0.5 probability was tested. If none

of these null hypotheses was rejected, the com

puter assumed that the animal’s choice was con

sistent with the Nash equilibrium, and chose

each target randomly with the probability of

0.5. Otherwise, the computer biased its choice

using the conditional probability that was sig

nificantly different and deviated maximally from

0.5. For example, if the conditional probability

chosen by this criterion indicated that the

animal would choose the rightward target in

the next trial with the probability of 0.8, then

the computer chose the leftward target with 0.8

probability. This reduced the reward probability

for the animal as its probability of choosing the

rightward target deviated further from 0.5.

Therefore, the optimal strategy for the animal
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to maximize its overall reward was to choose the

two targets with the same probability, namely,

the Nash equilibrium strategy.

When the computer opponent switched to

algorithm 1, the animals adapted quickly and

started choosing the two targets with more or less

equal probabilities. Overall, during the period of

algorithm 1, the probability that the animal would

choose the rightward target was within 0.01 from

0.5 in all three animals. In addition, the animal’s

choices in successive trials were quite independent.

This was quantitatively examined by calculating

the entropy of the animal’s choice sequences in

three successive trials. Since the animal’s choice in

each trial corresponds to a binary variable, the

maximum entropy for three successive choices is

3 bits, corresponding to a case in which the ani

mal’s successive choices are completely indepen

dent. The average entropy during the period of

algorithm 1 was greater than 2.95 for all animals,

indicating that their choices were nearly indepen

dent (Lee et al., 2004). In contrast, all three animals

displayed the tendency to choose the same target

again when the previous choice was rewarded and

switch to the other target otherwise. In other

words, they displayed the tendency to use the so

called win stay lose switch (WSLS) strategy. Since

the animal was rewarded in approximately 50% of

the trials in algorithm 1, using the WSLS strategy

resulted in switching to the other target in about

half of the trials. Therefore, a relatively frequent use

of the WSLS strategy was possible without

deviating significantly from the Nash equilibrium

strategy or introducing significant correlation in

successive choices. In addition, the WSLS strategy

was not penalized in algorithm 1, since the com

puter did not analyze the animal’s reward history.

During the period of algorithm 1, the probability

that the animal would choose its target according

to the WSLS strategy was 0.65, 0.73, and 0.63 for

monkeys C, E, and F, respectively. In addition,

during the course of the experiments with algo

rithm 1, which lasted several months, the prob

ability of using the WSLS strategy increased

steadily and significantly in all animals.

The WSLS strategy is a straightforward imple

mentation of Thorndike’s law of effect (Thorndike,

1911). Thus, the animal’s tendency to use this

strategy may be relatively robust and hard wired.

To test whether and the extent towhich the animals

could reduce the use of WSLS strategy when this

becomes disadvantageous, the algorithm used by

the computer for its target selection was modified.

In this new algorithm, referred to as algorithm 2,

the computer opponent tested all of the conditional

probabilities used in algorithm 1. In addition, it

also tested the conditional probabilities based on

the animal’s choices and their outcomes in the

previous four trials. Therefore, the animal’s bias

to use the WSLS strategy frequently could be

detected and penalized in algorithm 2. For

example, if the animal used the WSLS strategy

with a 0.9 probability, and if the animal was

rewarded for choosing the rightward target in the

previous trial, the conditional probability that

the animal would choose the rightward target in

the current trial, given the animal’s choice and its

outcome in the previous trial, would be 0.9. If this

conditional probability is significantly different

from 0.5 and this deviation is larger than any

other conditional probabilities that were signifi

cantly different from 0.5, then the computer

would choose the leftward target with the prob

ability of 0.9 and the animal would be rewarded

with the probability of 0.1. Therefore, in algorithm

2, the animalwas required to choose the two targets

randomly with the same probabilities and indepen

dently from its previous choices and their

outcomes.

All three animals tested in both algorithms

1 and 2 successfully reduced the probability of

WSLS strategy once the computer opponent

switched to algorithm 2. During the period

of algorithm 2, the average probability that the

animal would choose its target according to the

WSLS strategy was 0.55, 0.54, and 0.57 for mon

keys C, E, and F, respectively (Lee et al., 2004). All

of these values were significantly lower compared

to the results for algorithm 1. However, they were

all still significantly higher than 0.5, suggesting

that the animals did not remove the bias to rely

on the WSLS strategy completely. Despite this

small bias, the reward probability was greater

than 0.47 for all animals, which is relatively close

to the optimal value of 0.5. Therefore, the benefit

of removing the bias for the WSLS strategy com

pletely would have been relatively small, and this

might account for the residual bias.
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REINFORCEMENT LEARNING IN
A MATCHING PENNIES GAME

The fact that during the matching pennies game

the animals persistently displayed the bias to

use the WSLS strategy suggests that they might

have used a reinforcement learning algorithm to

approximate the optimal strategy in this game.

The objective of reinforcement learning (Sutton

& Barto, 1998) is to identify an action at each

time step that would maximize the decision

maker’s long term reward. Since the future

reward is generally not known, the decision

maker uses the expected value of the reward,

which is referred to as a value function. For the

matching pennies game, the value functions for

the leftward and rightward targets at trial t can

be denoted as Qt(L) and Qt(R), respectively. The

probability that the animal would choose the

right hand target in trial t, Pt(R), is then given

by the soft max transformation as follows:

Pt Rð Þ ¼ exp bQt Rð Þf g=½exp bQt Lð Þf g
þexp bQt Rð Þf g�;

where the inverse temperature, b, determines the

randomness of the animal’s choices. The prob

ability that the animal would choose the leftward

target in the same trial would be 1� Pt(R). A large

inverse temperature implies that the animal

chooses the target with the higher value function

deterministically, whereas a small inverse tem

perature indicates a relatively stochastic choice

behavior. When the animal receives reward

predicted by the value function for the chosen

action, the value functions remain unchanged.

Otherwise, the value functions are updated

according to the difference between the reward

received in trial t, Rt, and the reward expected by

the current value functions. In other words:

Qtþ1 Ctð Þ ¼ Qt Ctð Þ þ a½Rt Qt Ctð Þ�;

where Ct (= L or R) indicates the animal’s

choice in trial t and a corresponds to the

learning rate. This model has two free para

meters, a and b, and they were estimated

separately for the data collected in each daily

session, using a maximum likelihood proce

dure (Pawitan, 2001; Seo & Lee, 2007). This

analysis was performed only for algorithms

1 and 2, since algorithm 0 was tested only for

a small number of sessions.

Values of the two parameters in this reinforce

ment learning model can describe different stra

tegies that might be adopted by the animal. For

example, if the animal always chooses its target

according to the WSLS strategy frequently, the

learning rate would be 1 and the inverse tempera

ture would be relatively large. In contrast, a rela

tively small learning rate would imply that the

animal’s strategy would change slowly according

to the outcomes of its previous choices. Indeed,

consistent with the frequent use of the WSLS

strategy in algorithm 1, the learning rate esti

mated for the behavioral data obtained with algo

rithm 1 was relatively close to 1, and this was

significantly reduced in all animals when the

computer switched to algorithm 2 (t test,

P <0.01; Fig. 27.2). The process in which the

parameters of reinforcement learning algorithms

Figure 27.2 Model parameters for the reinforcement learning model fit to the choice behavior during the
matching pennies task. Empty circles and small dots correspond to the results from the sessions tested with
algorithms 1 and 2, respectively.
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are adjusted by the long term reward rate is

referred to as meta learning (Schweighofer &

Doya, 2003). Therefore, the results from the

experiments on the matching pennies game

demonstrate that rhesus monkeys applied a

meta learning algorithm to adjust their choice

behavior to approximate the optimal strategy

during a competitive game (Soltani et al., 2006).

DECISION MAKING AND
REINFORCEMENT LEARNING IN
A ROCK-PAPER-SCISSORS GAME

As described previously, during the matching

pennies game, monkeys tended to choose their

targets according to the WSLS strategy. Although

this is largely consistent with a reinforcement

learning algorithm, it is also consistent with

another type of learning model referred to as

belief learning. In reinforcement learning,

if the animal chose a particular target and

was rewarded, then it is more likely to choose

the same target again, simply because the same

response was rewarded and therefore its associa

tion with given sensory stimuli strengthened.

In contrast, belief learning theories postulate

that the decision maker chooses a particular

action that would produce the best outcome in

response to the action that the opponent is most

likely to choose (Camerer, 2003; Feltovich, 2000;

Fudenberg & Levine, 1998; Lee, 2008). If the

animal chose the leftward target and was

rewarded, for example, this indicates that the

computer opponent chose the leftward target. If

the animal believes that the computer would

choose the same target in the next trial, the

animal would also choose the leftward target

again, not because this action was rewarded in

the previous trial, but because this would be the

best response to the predicted behavior of the

computer opponent. This demonstrates that for

the matching pennies game, reinforcement

learning and belief learning models tend to

make the same predictions about the animal’s

behavior, making it difficult to distinguish

between them empirically.

Although reinforcement learning and belief

learning models make similar predictions for

choice behavior in relatively simple games,

there is an important difference in the cognitive

processes necessary to implement the two

learning models. In particular, belief learning

models require that the animal maintains a

mental model for the behaviors of other players.

The predictions of these two classes of learning

models diverge more clearly for the rock paper

scissors game. If a player chooses rock and loses

because the opponent chooses paper, a reinfor

cement learning model would reduce the value

function for choosing rock, but the value func

tions for paper and scissors would remain

unchanged, making the player equally likely to

choose paper or scissors in the next trial. In

contrast, a belief learning model would increase

the decision maker’s estimate for the probability

that the opponent would choose paper, and this

would encourage the player to choose scissors in

the next trial.

To test whether monkeys might choose their

targets according to the predictions of a belief

learning model during a zero sum game, two

rhesus monkeys were trained to choose among

three targets that were designated as rock, paper,

and scissors by making an eye movement. As in

experiments on the matching pennies, each

animal was tested in three successive stages. In

algorithm 0, the computer opponent chose each

of the three targets with the probability of one

third, which corresponds to the Nash equili

brium strategy for the rock paper scissors

game. In algorithm 1, the computer exploited

statistical biases in the animal’s choice history,

whereas in algorithm 2, it exploited the biases in

the animal’s choice and reward history. The

results from these experiments showed that the

animal’s choice behavior during the rock paper

scissors game was largely consistent with a rein

forcement learning model, and there was little

evidence for belief learning (Lee et al., 2005).

This is consistent with the findings from pre

vious studies on experimental games in humans

that also failed to find strong evidence for belief

learning (Erev & Roth, 1998; Feltovich, 2000;

Mookherjee & Sopher, 1997). However, com

pared to a simple reinforcement learning

model, a hybrid model that incorporated the

features of both reinforcement learning and

belief learning performed better (Lee et al.,
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2005), suggesting that these two different types

of learning algorithms might operate in parallel

(Camerer & Ho, 1999).

NEURAL BASIS OF DECISION
MAKING IN COMPETITIVE
GAMES

To investigate the neural mechanisms for rein

forcement learning and decision making, we

recorded the activity of 322 neurons from the

dorsolateral prefrontal cortex (DLPFC;

Barraclough et al., 2004; Seo et al., 2007) and

154 neurons in the dorsal anterior cingulate

cortex (ACCd; Seo & Lee, 2007) of monkeys

performing the matching pennies task described

above. These recording experiments were car

ried out using algorithm 2, namely, while the

computer opponent exploited the statistical

biases in the animal’s choice and reward history.

For each neuron, the rates of action potentials or

spikes during a series of 0.5 second windows

aligned at the time of target onset or at the

time of feedback ring onset were calculated.

These spike rates were then analyzed using a

linear regression model that included the ani

mal’s choice, the choice of the computer oppo

nent, and reward in the current and previous

three trials. In other words:

St a0 þ AC½CtCt�1Ct�2Ct�3�0
þAP½PtPt�1Pt�2Pt�3�0þAR½RtRt�1Rt�2Rt�3�0;

where St denotes the spike rate for a given time

window in trial t; Ct, Pt, and Rt correspond to the

computer’s choice, the choice of the computer

opponent, and the animal’s reward in trial t,

respectively; and AC, AP, and AR are row vectors

of the corresponding regression coefficients.

The statistical significance for each regression

coefficient was determined with a t test (P< 0.05).

The results from these regression analyses are

summarized in Figure 27.3, which shows the

percentage of neurons in each cortical area that

significantly modulated their activity in each

0.5 second time window, grouped together

according to the behavioral variable (monkey’s

choice, computer’s choice, and reward) and the

trial lag (0 for the current trial, 1 for the previous

trial, and so on). During the fore period and

delay period, only a relatively small percentage

of neurons encoded signals related to the ani

mal’s upcoming choice. In the DLPFC, 12.1%

and 19.9% of the neurons significantly modu

lated their activity according to the animal’s

choice in the same trial during the fore period

and delay period, respectively. In the ACCd, the

corresponding percentages were 18.2% and

17.5%. The difference between the two cortical

areas was not statistically significant (Fig. 27.3).

During the 0.5 second window immediately

after the target onset, many more neurons

responded differently depending on the position

of the target chosen by the animal. This corre

sponds to the time period in which the animal

produced an eye movement toward one of the

two targets. In the DLPFC, 66.2% of the neurons

responded differently according to the animal’s

choice (Fig. 27.4, top), whereas 37.0% of the

neurons in the ACCd showed the same effect.

This difference was statistically significant

(w2 test, P< 0.05). Therefore, consistent with

the findings from previous studies, ACCd neu

rons encoded the spatial aspects of the animal’s

movements relatively infrequently (Hoshi et al.,

2005; Ito et al., 2003; Matsumoto et al., 2007;

Seo & Lee, 2007). In contrast, reward related

signals were encoded more frequently in the

ACCd than in the DLPFC. During the 0.5

second window immediately following the feed

back ring onset, 68.9% of the DLPFC neurons

(Fig. 27.4, bottom) and 81.8% of the ACCd

neurons (Fig. 27.5, bottom) showed significant

modulations in their activity, depending on

whether the animal would be rewarded or not

in the current trial. During this feedback period,

some neurons in both areas also modulated their

activity according to the choice of the computer

opponent. Such neurons were found more fre

quently in the DLPFC (44.4%) than in the ACCd

(22.7%).

The changes in the activity ofmany neurons in

the DLPFC related to the animal’s choice, the

choice of the computer opponent, and reward

in a given trial were often maintained across

multiple trials. For example, the DLPFC neuron

illustrated in Figure 27.4 modulated its activity

significantly during the fore period and delay

period according to the animal’s choice, the
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computer’s choice, and reward in the previous

trial. Overall, during the delay period, 39.8%,

18.0%, and 32.9% of the DLPFC neurons

showed significant modulations in their activity

according to the animal’s choice, the computer’s

choice, and reward in the previous trial, respec

tively (Fig. 27.3, Trial Lag¼ 1). A fewer but sig

nificant number of neurons modulated their

activity during the delay period according to the

animal’s choice and reward two trials before the

current trial (Fig. 27.3, Trial Lag¼ 2). Compared

to the DLPFC, significantly fewer neurons in the

ACCd modulated their activity according to the

choices of the animal and the computer opponent

in the previous trials. In contrast, the neurons in

the ACCd were more likely to encode signals

related to the animal’s reward history than the

DLPFC neurons. For example, during the delay

period, 54.6% and 18.2% of the ACC neurons

changed their activity significantly according to

the reward in each of the previous two trials,

respectively. A small but significant number of

ACCd neurons displayed signals related to

whether the animal was rewarded or not three

trials before (Fig. 27.3, bottom).

The above results clearly demonstrate that

during thematching pennies game, signals related

to the previous choices of the animal and its

opponent, as well as the outcomes of the animal’s

previous choices, are maintained for several trials

Figure 27.3 Time course of activity related to the animal’s choice (top), the choice of the computer
opponent (middle), and reward (bottom) in the current (Trial Lag=0) or previous (Trial Lag=1 3) trials
within the population of neurons recorded from the dorsolateral prefrontal cortex (DLPFC) (black) and
dorsal anterior cingulate cortex (ACCd) (red). Each symbol indicates the fraction of neurons that displayed
significant modulations in their activity according to the corresponding variable (t test, P <0.05). Large
symbols indicate that the percentage of neurons was significantly higher than the significance level used in
the regression analysis (binomial test, P <0.05). Asterisk indicates that the difference between the two
cortical areas was statistically significant (w2 test, P <0.05). The dotted vertical lines in the left panels
correspond to the onset of the fore period, and the gray background the delay (left panels) or feedback (right
panels) period.
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in the DLPFC. In contrast, neurons in the ACCd

maintained primarily signals related to the ani

mal’s reward history. These findings suggest that

the DLPFC might play a more integrative role in

reinforcement learning, whereas the ACCdmight

be more specialized for the evaluation of the

animal’s choice outcome in the context of pre

vious reward history. In order to update the

value functions appropriately for a particular

action that resulted in a reward after some

delay, the brain needs to maintain signals

related to previously chosen actions responsible

for the outcome. Such memory signals related

to the animal’s previous actions are referred to

as the eligibility trace (Sutton & Barto, 1998).

Therefore, signals related to the animal’s pre

vious choices found in the DLPFC might cor

respond to eligibility trace (Seo et al., 2007). On

the other hand, the signals related to the com

puter’s previous choices might be related to the

value functions for specific actions. During the

matching pennies game, the likelihood that the

animal would be rewarded for choosing a par

ticular target is determined by the probability

that the computer opponent would choose the

same target. Therefore, the neurons that modu

lated their activity according to the computer’s

choice in the previous trial might encode the

Figure 27.4 Activity of an example neuron in the dorsolateral prefrontal cortex (DLPFC) during the
matching pennies task. Each pair of small panels displays the spike density functions (convolved with a
Gaussian kernel, s = 50 ms) estimated relative to the time of target onset (left panels) or feedback onset
(right panels). They were estimated separately according to the animal’s choice (top), the computer’s choice
(middle), or reward (bottom) in the current trial (Trial Lag=0) or according to the corresponding variables
in three previous trials (Trial Lag=1, 2, or 3). Cyan (black) lines correspond to the activity associated with
rightward (leftward) choices (top and middle) or rewarded (unrewarded) trials (bottom). Circles show the
regression coefficients from a multiple linear regression model, which was performed separately for a series
of 0.5 second windows. Filled circles indicate the coefficients significantly different from zero (t test,
P <0.05). The dotted vertical lines in the left panels correspond to the onset of the fore period, and the
gray background the delay (left panels) or feedback (right panels) period.
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animal’s expectation that the selection of a parti

cular target might be rewarded. It is possible,

however, that such signals may not be fully uti

lized by the animal during the matching pennies

game, since overly simple strategies, such as

WSLS strategy, could be potentially disadvanta

geous to the animal. Finally, the signals related to

the rewards in the previous trials might be used to

estimate the reward rate. This would be possible

when the activity of a given neuron is affected

consistently by the rewards in multiple trials, as

observed for some neurons in the ACCd (Seo &

Lee, 2007). Some neurons in the ACCd increased

their activity when the animal was rewarded in

the current trial but decreased their activity if the

animal was rewarded in the previous trial. This

pattern was reversed in other neurons in the

ACCd. Such neurons modulating their activity

antagonistically according to the reward in the

current and previous trials might encode the

temporal difference in the animal’s reward, ana

logous to the reward prediction error (Seo & Lee,

2007).

NEURAL BASIS OF MULTISTAGE
DECISION MAKING AND
TEMPORAL DISCOUNTING

Humans have unparalleled abilities to deliberate a

long chain of actions to accomplish their beha

vioral goals, but to a lesser extent, similar abilities

exist in nonhuman primates (Tomasello & Call,

1997). Nonhuman primates are also able to

switch to a different sequence of actions when

previously successful action sequences are no

longer appropriate. To investigate the underlying

neural mechanisms for this flexible selection of

action sequences, two rhesus monkeys were

trained in an oculomotor sequence selection

task (Fig. 27.6; Averbeck et al., 2006). In this

task, the animal began each trial by fixating a

central target. After a 1 second fore period, two

targets were presented along the horizontal mer

idian (Fig. 27.6A). When the animal fixated the

correct target, the second pair of targets was pre

sented along the vertical meridian. When the

animal chose the second target correctly, the

final pair of the targets was presented. Since

Figure 27.5 Activity of an example neuron in the anterior cingulate cortex (ACCd) during the matching
pennies task. Same format as in Figure 27.4.
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there were three successive binary choices, a total

of eight possible eye movement sequences were

possible (Fig. 27.6B), and one of themwas chosen

as the correct sequence in a given block of trials.

This must be discovered by the animal by trial

and error, and the correct sequence was changed

randomly without any cues when the animal exe

cuted the correct sequence 10 times.

Activity was recorded simultaneously from a

small ensemble of neurons in the DLPFC while

the animal performed this oculomotor sequence

selection task. Similar to the findings in previous

studies in the DLPFC (Barone & Joseph, 1989)

and medial frontal cortex (Tanji, 2001), many

neurons displayed movement related activity

that also depended on the ordinal position and

the sequence in which the movement was

embedded. To investigate how such sequence

specific movement related activity evolved dyna

mically after the correct sequences were changed,

a decoding algorithm was applied to classify each

movement according to the sequence it belonged

to, using the activity recorded from an ensemble

of DLPFC neurons. The results showed that sig

nals related to the correct sequence in the pre

vious block gradually decayed in the DLPFC

following a time course quite similar to the

change in the probability that the animal would

choose its target according to the sequence that

was previously correct (Fig. 27.7A). Similarly,

signals related to the correct sequence in the

new block appeared in the DLPFC with a time

course similar to the change in the probability

that the animal would choose its target according

to the new sequence (Fig. 27.7B; Averbeck et al.,

2006). In this oculomotor sequence selection task,

the animal was required to remember the correct

sequence during the intertrial intervals, since the

correct sequence was fixed for a block of trials. It

was found that the information about the

correct sequence was encoded in the activity of

DLPFC neurons during the intertrial intervals.

Furthermore, this was true only when the

animal chose the correct sequence in the next

trial (Fig. 27.7C; Averbeck & Lee, 2007). These

results suggest that the subjective knowledge of

Figure 27.6 (A) Spatial layout of the oculomotor sequence selection task. (B) Eight different sequences
used in the same task.
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the correct action sequence used to guide the

animal’s individual movements might be repre

sented in the DLPFC.

In the natural environment for most animals,

including primates, the animals are often rewarded

only after producing many movements. When the

animal is rewarded predictably after several move

ments, the performance improves gradually over

time, suggesting that the animal is moremotivated

to perform the task when the reward is immediate

or when the amount of required work is reduced

(Bowman et al., 1996; Perin, 1943; Sohn & Lee,

Figure 27.7 Encoding of information about action sequences in the dorsolateral prefrontal cortex. (A)
Time course of the probability that the animal’s choice would be consistent with the correct sequence in
the previous block (blue) and the corresponding log posterior probability evaluated from the neural
activity (green). All the movements in a new block before the animal correctly chose all three movements
in the new sequence were analyzed and were distributed evenly along the x axis so that the first movement
in a new block corresponded to 0 and the last movement before the first correct trial corresponded to 1.
The lines were obtained by a moving average. (B) Time course of the probability that the animal’s choice
would be consistent with the correct sequence in the new block (blue) and the corresponding log posterior
probability evaluated from the neural activity (red). (C) The average probability that the sequence
decoded from the ensemble activity recorded in the dorsolateral prefrontal cortex (DLPFC)
immediately before and after the fixation onset was the correct sequence in a given block. This was
computed separately for the trials in which the animal chose the correct (blue) and incorrect sequences
(green).
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2006, 2009). Similarly, when people and animals

choose between alternative outcomes, they tend

to prefer more immediate reward, even when

they have to forego larger reward available only

after long delays. Therefore, the preference for a

particular reward is reduced according to its delay,

and this is referred to as temporal discounting

(Frederick et al., 2002). Accordingly, information

about the temporal proximity of reward and the

amount of work necessary to receive reward must

be encoded in the brain and appropriately inte

grated into the signals related to the subjective

value of reward. This is particularly important

when the animal needs to choose among a large

number of alternative sequences of actions. In

particular, the medial frontal cortex has been

implicated in the control of animals’ motivation

and sequential movements (Rushworth, 2004;

Tanji, 2001). The study described next tested

whether the medial frontal cortex is involved in

the subjective evaluation of reward expected from

a sequence of movements.

The medial portion of Brodmann area 6 in

the primate brain is subdivided into the pre

supplementary motor area (pre SMA) rostrally

and the supplementary motor area (SMA)

caudally (Matelli et al., 1991; Matsuzaka et al.,

1992). Many neurons in both SMA and pre

SMA encode information about specific move

ment sequences, but signals related to the

ordinal position tend to be more prevalent in

the pre SMA than in the SMA (Clower &

Alexander, 1998; Shima & Tanji, 2000).

However, whether such signals related to the

ordinal position might in fact encode the tem

poral delay of reward or the effort necessary to

receive reward after multiple movements was

not known. To test this, two rhesus monkeys

were trained in a manual serial reaction time

task, in which the ordinal position and the

number of movements remaining before reward

were manipulated separately (Sohn & Lee, 2007).

In each trial, the animal was required to produce

multiple hand movements instructed by a series

of visual targets (Fig. 27.8). Although the animal

was required to make a number of movements

that varied across trials, it was rewarded after

capturing the target that appeared in a particular

location, which was fixed in a block of 20 trials.

In addition, the targets stepped through a deter

ministic trajectory, which was chosen randomly

and fixed for a block of trials. Therefore, in most

cases, the animal could determine how many

movements were required in each trial from

the position of the first target in a given trial

(Fig. 27.8). The number of movements in a given

trial was two, four, six, or eight, and this made

it possible to manipulate separately the ordinal

position (OP) of the movement and the number

of remaining movements (NRM) that must be

Figure 27.8 Spatial layout of the manual serial reaction time task. NRM, number of remaining
movements; OP, ordinal position.
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completed before reward delivery. For example,

the target shown in the third panel of Figure 27.8

corresponds to the third target in this trial

(OP= 3) and the animal would be required to

capture two additional targets after it acquires

this target (NRM=2). The same target could

appear as the first target in another trial

(OP=1), whereas the NRM could be changed

in another block of trials by changing the posi

tion of the rewarded target.

Activity recorded from 114 neurons in the

SMA and 117 neurons in the pre SMA were

analyzed with a linear regression model to

determine whether the activity was significantly

affected by OP and NRM. Many neurons in

both SMA and pre SMA encoded signals

related to OP. Overall, 58.8% of the SMA neu

rons and 47.9% of the pre SMA neurons

showed significant effects of OP. In addition,

more than 70% of the neurons showed signifi

cant modulations in their activity according to

the NRM (70.2% and 77.8% for the SMA and

pre SMA, respectively; Figs. 27.9 and 27.10).

Therefore, whereas the proportions of neurons

encoding the OP and NRM were similar in the

SMA, neurons in the pre SMA were more likely

Figure 27.9. An example neuron in supplementary motor area (SMA) showing activity negatively
correlated with number of remaining movements (NRM) Top: Raster plots showing the activity
separately for different movement directions and NRM (0, 2, 4, and 6). Bottom: Spike density functions
(convolved with a Gaussian kernel, s = 40 ms) estimated separately for different NRM and different
movement directions.
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to encode the NRM than OP. These results

suggest that the information about the imme

diacy of reward or the amount of work and

effort necessary to acquire reward might be

encoded in these two cortical areas. In addition,

compared to neurons in the SMA, pre SMA

neurons were more likely to increase their

activity with NRM. In the pre SMA, approxi

mately half of the neurons (47.0%) showed

significant positive correlation between their

activity and NRM (Fig. 27.10), whereas this

was true only for 30.7% of the neurons in the

SMA. This suggests that the pre SMA might

play a more important role in the selection of

relatively long movement sequences.

CONCLUSION

Compared to simple motor responses com

monly studied in neurophysiological studies,

natural behaviors of nonhuman primates often

take place in the context of social interactions

with other conspecifics. The behaviors of non

human primates can change more flexibly than

other inanimate objects, and therefore this

makes it necessary for the animals to monitor

Figure 27.10 An example neuron in presupplementary motor area (pre SMA) showing activity positively
correlated with number of remaining movements (NRM). Same format as in Figure 27.9.
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the outcomes of their previous actions and

modify their behavioral strategies frequently

during social interactions. Primates are also

capable of constructing a novel sequence of

actions to accomplish their behavioral objec

tives. To investigate the basic neural mechan

isms involved in social decision making, recent

studies have examined the behavioral dynamics

during computerized competitive games and

the neural mechanisms involved in reinforce

ment learning. The results from these studies

have found that the signals related to the ani

mals’ previous choices and their outcomes are

sustained in the frontal cortex and might con

tribute to appropriate revisions of the animals’

behavioral strategies. In addition, studies based

on a sequence selection task have found that

prefrontal cortex encodes signals related to the

animals’ subjective knowledge of the correct

action sequence. In addition, information

about the immediacy of reward or the amount

of work necessary to acquire reward is repre

sented in the medial frontal cortex. However,

signals related to the immediacy of reward and

the amount of work or effort necessary to

acquire reward could not be separated in the

studies described in this chapter. Indeed,

whether these two different types of informa

tion are processed by different areas in the

frontal cortex (Rushworth et al., 2007) remains

to be investigated more systematically. Future

studies will also need to investigate more closely

the extent to which different subdivisions of the

primate prefrontal cortex are functionally spe

cialized to make it possible for the animals to

choose the most appropriate course of action

in a dynamic and often competitive social

environment.
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CHAPTER 28

Out of Our Minds: The Neuroethology of

Primate Strategic Behavior

Louise Barrett and Drew Rendall

INTRODUCTION

Primates, as an order, are marked by large brains

and considerable behavioral flexibility, which is

perhaps most developed in the social domain. In

fact, the unusually intense sociality of the pri

mates, compared to other taxa, sparked a pro

posal, now firmly entrenched, that the primate

niche is largely a social one where selection pres

sures favoring increasingly complex social stra

tegies are responsible for the markedly larger

brains of primates (e.g., Dunbar, 1998;

Humphrey, 1976; Jolly, 1966). Furthermore,

there is a natural assumption that, as our closest

living relatives, the monkeys and apes have

something special to tell us about the evolution

of our own cognitive capacities as the culmina

tion of such processes. The programs of com

parative cognition that these proposals have

sparked have been exciting and highly produc

tive, but we also feel that, as often practiced, they

promote a certain view of the brain and cogni

tion that, increasingly, is leading us astray.

In what follows, we articulate these concerns,

and suggest how we might deal with them.

OUT OF OUR MINDS

Following the ‘‘cognitive revolution’’ and the

loosening of the stranglehold of behaviorism

on comparative psychology, the study of non

human minds became respectable again

(e.g., Griffin, 1978). One could abandon the

Cartesian view that animals were mere auto

mata, and embrace the notion that the behavior

of nonhumans was underpinned by cognitive

processes of varying degrees of flexibility and

complexity. Evolutionarily speaking, such a

move also dispensed with the idea that a pro

found discontinuity existed between human and

nonhuman animals, picking up on Darwin’s

idea that the difference was likely to be one of

degree and not of kind (see Penn et al., 2008, for

a review and critique of this stance). In fact, in

recent years, an explicitly anthropocentric, or

even anthropomorphic, program of compara

tive research has (re)emerged and been defended

as scientifically legitimate and expressly licensed

by this evolutionary perspective (e.g., De Waal,

2001, 2005).

Such a stance has no doubt been helped along

by the fact that much of primate cognitive

ethology has attempted to combine the study

of mechanism with that of evolutionary func

tion, where, following Dennett’s influential pro

posal, intentional language has come to be used

frequently as a metaphorical short hand to char

acterize the nature of adaptive behavior (i.e., the

so called ‘‘free floating’’ rationale [of mother

nature]; Dennett, 1989). Dennett’s intentional

gambit was initially only a practical one

namely, without easy access to the underlying

psychology of animals’ behavior, the field of

ethology could nevertheless make progress on

the adaptive functions of behavior on the

assumption that, like humans, animals behave
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‘‘as if’’ they have goals, beliefs, and desires about

the world that guide their engagement with it.

However, this gambit also makes it all too easy

either to side step the issue of determining the

proximate mechanisms that actually do produce

behavior or to favor an argument in which beha

vior that looks similar to our own, and that

achieves a similar functional goal, can, by an

appeal to evolutionary parsimony, be assumed

to be produced by the same intentional psycho

logical processes (e.g., De Waal, 1997). Even

when not expressed in such overtly anthropo

morphic terms, a focus only on continuity

between human and nonhuman minds, without

equal attention to the difference, can lead, and

has led, to a rather narrow focus, where only

those questions that speak to this intentional

conception of action are tackled, and possible

alternatives are seldom even considered

(Owren & Rendall, 2001).

Studies of primate communication are a

case in point. Seminal work by Seyfarth and

colleagues (1980) on vervet monkeys docu

mented a small repertoire of alarm calls spe

cific to different classes of predator, each call

prompting a functionally different escape

response appropriate to the predator encoun

tered. The calls clearly functioned as if they

stood for, or represented, those predators in

the same way our own human words for these

animals do, and these functional similarities

were taken to reflect deeper cognitive simila

rities, rooted in language like representational

and intentional processes in both groups.

These findings were thus a timely confirmation

of Griffin’s (1978) instinct that the key to the

cognitive revolution in animal psychology lay

in the natural communication behaviors of

animals that would offer privileged insights

into animal minds, and, more specifically,

reveal continuity with human minds in pro

portion to the language like properties of their

communications. The vervet monkey research

also then naturally spawned a generation of

similar studies focused on identifying addi

tional language like properties in primate

communications (e.g., semantics and syntax;

reviewed in Hauser et al., 2002; Zuberbühler,

2000). It also encouraged research into

continuity in other cognitive domains (e.g.,

transitivity, numerosity, causality) on the

assumption that, if one could demonstrate

continuity in language, the sine qua non of

humanity, then surely it would be found in

almost every other psychological domain.

The fact that, as subsequent work demon

strated, primate vocalizations lack the flexible

production needed to respond to or influence

the intentional states of others has tended to

undercut these inferences, as does the lack of

unequivocal evidence to suggest that primates

can represent either their own intentional states

or those of others (Cheney & Seyfarth, 2005;

Penn et al., 2008). The many attempts to teach

language to captive apes provide corroborative

results: While ape subjects have shown

impressive learning capacities and, in some

cases, can use symbols effectively, their use of

artificial languages remains strikingly instru

mental and egocentric. Given that human lan

guage and meaning hinge on the flexible,

intentional nature of communications (Grice,

1957), it is difficult to conceive of nonhuman

communication as being language like in any

meaningful, psychological sense. We are thus

forced to confront the distinction between the

successful pragmatic application of ‘‘as if’’ rea

soning that uses language based metaphors to

explain the evolutionary function of vocaliza

tions in primates and a principled under

standing of the underlying psychological

mechanisms that actually govern their vocal

behavior.

As the debate regarding the degree to which

an anthropocentric approach to nonhuman cog

nition is justified rumbles on in various places

and in various guises, our aim here is not to

rehearse it all again. Rather, our aim is to point

out that there is a more pervasive anthropo

centrism that drives much current research,

and it is one that seems to go almost entirely

unnoticed. Specifically, the underlying assump

tion of all work in comparative cognition is that

the cognitive load is borne entirely by the brain,

and that it does so by using information proces

sing routines operating on and over some kind

of internal representational structure. Or, to put

it more simply, it is assumed that the brain is a
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computer that controls the body and tells it what

to do.

As is well known, the computer metaphor of

the brain rose to prominence during the cogni

tive revolution of the 1950s. Prior to this, it was

the telephone exchange that served as our best

metaphor for the brain (Draaisma, 2000). The

brain has also variously been compared to an

abbey, cathedral, aviary, theater, and ware

house, as well as a filing cabinet, clockwork

mechanism, camera obscura, phonograph, and

railway network, as well as Locke’s ‘‘blank slate’’

and Socrates’ ‘‘wax tablet’’ (Draaisma, 2000).

The use of a computer metaphor is simply the

most recent in a long line of metaphors that

pick up on the most advanced and complex

technology of the day. This observation, in

itself, should make us at least a little sceptical

about whether we really have finally hit upon

the correct metaphor for understanding biolo

gical cognitive systems, as opposed to one that

merely reflects something about the time in

which we now currently live.

What should really arouse our suspicions

regarding its appropriateness is that, as Dreyfus

(1992), Brooks (1999), and, more recently,

Pfeifer and Bongard (2007) have all pointed

out, the original artificial intelligence project

that arose out of the cognitive revolution (good

old fashioned artificial intelligence, or GOFAI)

was strongly anthropocentric, where the focus of

research rested squarely on some peculiarly

human aspects of intelligence, like natural lan

guage, formal reasoning, planning, mathe

matics, and playing games like chess that is,

tasks that involved the manipulation and pro

cessing of abstract symbols in a logical fashion.

Unfortunately, this initial, rather arbitrary

emphasis on logical, algorithmically based tasks

gained such momentum, aided and abetted by

the Church Turing thesis and the sway of func

tionalism, that we are now in a position where

brains are not seen as merely analogous to com

puter like logical reasoning devices, but are con

sidered to actually be a form of computer.

Psychological processes are therefore assumed

to be algorithmic and to involve various kinds

of ‘‘computation’’ and ‘‘information proces

sing.’’ Indeed, we use such metaphors freely

and without hesitation, both scientifically and

colloquially (‘‘I was so shocked I couldn’t pro

cess what she was saying’’; ‘‘That much informa

tion will fry my brain’’). This has then led to

similar reasoning about nonhuman minds so

that, for example, claims are made for the

‘‘propositional’’ (Seyfarth & Cheney, 2005) and

‘‘hierarchically structured’’ (Bergman et al.,

2003) nature of their knowledge about the

social world.

There is no doubt that the computer meta

phor of the brain has been, and remains, valu

able; it clearly helped to rescue experimental

psychology from the intellectual sterility of

behaviorism (Miller, 2003), and there is also no

doubt that work in classical artificial intelligence

has had its successes. These successes have, how

ever, been somewhat limited. While the classical

approach has, finally, generated a computer that

can beat the world chess champion and helped

to design a range of so called ‘‘expert systems,’’ it

has so far failed to give us any real insight into

the mechanisms that underlie more natural

forms of intelligence, such as how we recognize

a face in a crowd, howwe coordinate andmanip

ulate all the objects necessary to make cup of

coffee, or even something as apparently simple

as how we (and other animals) manage to walk,

run, or hop over uneven ground without falling

flat on our faces.

The problem here should be obvious. Our

metaphor of the brain, and hence of cognitive

processes, is one that was originally derived from

a heavily anthropocentric focus on a few peculiar

cognitive achievements, all of which involved

abstract symbol manipulation. Moreover, these

processes are ‘‘all talk and no action’’: Chess is

not a very athletic pastime, nor is solving logical

syllogisms.With the key to cognition seen purely

as internal symbol manipulation, the role of the

body and the environment was sidelined com

pletely, so that brains became entirely divorced

from both the bodies they inhabit and the world

that they encounter (Dreyfus, 1992). Cognition

has, in turn, become a process that has no real

link to the body or the outside world, taking

place purely in the head, hermetically sealed

from reality. In this sense, it is a view that, in

fact, remains very strongly Cartesian (Rockwell,
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2005; Wheeler, 2005). We have then taken this

strange view of cognition the disembodied,

logical manipulation of internal representa

tions and applied it to other animals, despite

the fact that it does not even adequately explain

most facets of natural human cognition.

Consequently, we have used a flawed, dualist

model of human cognition to model many

other, potentially very different species of cogni

tion in ways that can only serve to compound

our initial error. What were we thinking?

Clearly, it seems, we were out of our minds.

OUT OF THE HEAD AND INTO
THE WORLD

So, what to do? How can we approach the

study of neuroethology and cognition in a

way that avoids this misplaced anthropocentric

projection? Our suggestion is that we should

attempt to get out of our minds more produc

tively by embracing models of cognition that

take into account the ‘‘loopy’’ integration of

brain, body, and world (Brooks, 1999; Clark,

1997; Dreyfus, 1992; Pfeifer & Bongard, 2007;

Pfeifer & Scheier, 1999; van Gelder, 1995). This

requires that we take seriously the notion that

natural cognitive systems are ‘‘embodied’’

(indeed, it makes no sense to refer to any

other kind of cognition once we leave the con

fines of the computer science laboratory). That

is, cognitive systems evolved to enable animals

to deal effectively with and engage the worlds

that they encounter, but not necessarily to

reflect upon that world in ‘‘thoughtful’’ disem

bodied ways (Barrett & Henzi, 2005; Barrett

et al., 2007; Brooks, 1999; Clark, 1997;

Gibson, 1979). This effectively turns our

anthropocentric perspective on its head. Once

we recognize, as Brooks (1999) has argued so

cogently, that all animals possess bodies and

that all did so long before they possessed any

thing remotely recognizable as a brain, then we

come to realize also that most of evolutionary

history has been spent refining the perception

and action mechanisms that enable survival in

a dynamic world. One cannot, therefore, study

cognition in the abstract, disembodied way

promoted by proponents of the classical

artificial intelligence (AI) approach because,

in the real world, there is no such thing as

abstract, disembodied cognition. Moreover, a

more holistic perspective forces the recogni

tion that natural selection has elaborated on

nervous systems as a whole, and not the brain

alone. The nervous system that lies outside the

brain is not merely a network of ‘‘message

cables’’ that relay the commands of the brain

back and forth to the body (e.g., Churchland,

1986) but an integrated, functional system that

includes the brain, but is not superseded by it,

and that is integrated into both the endocrine

and the immune systems of the body (e.g.,

Gershon, 1998; Pert, 1997).

Once we reject our singular focus on

brains, we automatically reject a second

aspect of the ‘‘classical’’ Cartesian perspective,

which assumes that as ‘‘thinking things’’ we

contact the world only indirectly as detached

observers, where the problem of knowledge

has famously been one of how we gain access

to this world and those of others. As both

James (1890) and Dewey (1929) pointed out,

this view amounts to nothing more than a

false dichotomy between body and brain,

organism and environment. The problem of

knowledge, then, is how patterns of organism

environment interaction can be adapted and

transformed to deal with the new problems

and challenges that such interaction itself cre

ates continually (Johnson & Rohrer, in press).

This position is not one that currently informs

comparative primate social cognition. Instead

of viewing behavior as constitutive of mental

states and intentionality, as James (1890) and

Dewey (1929) argued it should, comparative

studies typically view behavior merely as a cue

to (or symptom of) the hidden mind, which

we can only know indirectly by inference. This

is completely understandable in the context of

a view that sees cognition as a wholly internal,

purely brain based enterprise, but this view

ultimately limits studies of animal social cog

nition to those that can provide the kind of

controlled environment needed to see this

‘‘pure brain’’ in action and infer the structure

of the ‘‘hidden mind.’’ This, in turn, is likely

to lead to an ever more distorted view of the
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cognitive abilities of other animals for two

interlinked reasons.

The first of these can be summed up by what

Clark (1989: 64) refers to as the ‘‘007 principle’’:

that, generally speaking, ‘‘evolved creatures will

neither store nor process information in costly

ways when they can use the structure of the

environment and their operations on it as a

convenient stand in for the information proces

sing operations concerned.’’ In other words, and

as James Bond would have had it, animals

should operate on a ‘‘need to know basis’’; they

should know nomore than they need to in order

to get the job done. Clark (1989) illustrates this

principle by reference to filter feeding sponges

that exploit water currents to reduce the amount

of pumping they need to do and to mole crickets

that construct underground tunnels that func

tion as Klipsch horns and thereby increase the

volume of their mating calls. Cognitive systems

should be no different to these other physiolo

gical systems. In this respect, the stigmergic sys

tems of the social insects the pheromone trails

of ants, for example, or the pheromone impreg

nated soil balls that form the building blocks of

termites’ intricate and elaborate mounds are

clear examples of how natural selection has dis

covered the simple trick of throwing things out

into the world for reperception, rather than

storing, processing, and retrieving internal

representations, and in so doing, achieving

amazing feats of what, from our frame of refer

ence, looks like highly ‘‘intelligent’’ behavior.

Indeed, humans may be the masters of this

reperception approach to cognition, where a

great deal of daily behavior, and much of the

material culture developed to support it, reflects

a habit of offloading to the environment for

subsequent easy reperception the details of

what would otherwise be cognitively demanding

tasks. Simple, oft cited examples include scrib

bling shopping and other to do lists for later

consultation rather than trying to commit

them to memory, doing multiplication and

long division by hand on paper where you can

see the work in simple steps rather than doing it

all ‘‘in your head’’, and leaving your keys on the

window ledge by the front door where you are

bound to encounter them on your way out of the

house rather than trying to remember a ‘‘safer’’

storage spot for them. In fact, this habit is all

pervasive (now and almost certainly in prehis

tory as well) and it underscores just howmuch of

routine human cognition may be largely percep

tual and enacted in the context of environmental

supports (Clark, 1997). Consider, for example,

how one can suddenly ‘‘remember’’ a telephone

number only when actually looking at the phone

about to dial, or how one can fail to recall

the name of a favorite old song, yet a few intro

ductory notes can bring the full melody and

lyrics flooding back. Consequently, treating the

primates (and other creatures, including

humans) as if their cognition can be understood

independently of an understanding of their

environment is likely to produce both an incom

plete account given that some of the cognitive

load may well be borne by the environment and

not by the animal and, more worryingly, an

inaccurate one, given that, as Clark (1989: 66)

suggests, we risk placing into ‘‘the modelled

head what nature leaves to the world.’’

This leads to the second reason why we

ignore the body and world at our peril: If we

assume that an organism’s behavior arises as a

consequence of purely internal, brain based cog

nitive processes, we may mistakenly attribute

more complexity to the organism than is war

ranted, and overestimate the cognitive require

ments of certain tasks. The ‘‘cognition’’ we see,

therefore, may be entirely illusory, reflecting

only our own frame of reference and not that

of the animal itself (Brooks, 1999; Pfeifer &

Bongard, 2007). A perfect illustration of this

is provided by Maris and te Boekhorst’s

(1996) work on the collective heap building

behavior of simple robots (didabots) (see also

Pfeifer & Scheier, 1999, for a review of this and

other work).

When placed into an arena in which small

cubes are scattered randomly, the robots move

around clustering the cubes together, so that

eventually there are usually only two large clus

ters of cubes, with a few cubes left here and there

against the walls. The robots are therefore

known as ‘‘Swiss robots,’’ because their aim,

apparently, is to tidy up the arena. At a

minimum, then, one would suppose that the
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robots are programmed with mechanisms for

detecting objects, pushing them in a given direc

tion toward other objects, and then clustering

them together. In fact, the robots have only one

kind of sensor, for proximity, and are pro

grammed with one simple control rule: If sen

sory information is received on the left, then

turn right, and if sensory information is received

on the right, turn left. In other words, the robots

are programmed exclusively to avoid obstacles.

Why then does clustering occur? To understand

this, we have to move beyond the robots’

internal structure and consider the specific

nature of its embodiment and its interaction

with the environment.

A didabot is a small wheeled robot, shaped

somewhat like a toy car. In Maris and te

Boekhort’s experiment, they were fitted with

two sensors at the front end of the body, at an

angle. Consequently, as the robots moved for

ward, they would detect cubes off to the side, but

not straight in front of them. This meant that,

while they turned away and avoided cubes on

either side, a cube directly in front of them

would end up being pushed along, because the

didabot couldn’t ‘‘see’’ it (i.e., its sensors would

receive no stimulation from it). If the didabot

then encountered another cube off to the side,

triggering its sensor, it would produce avoidance

behavior, moving off to the left or right, leaving

the object it had just been pushing next to the

object it had just avoided. In other words, the

didabot clustered the two cubes together. This

alternation in the environment then increased

the chance that another cube, being blindly

pushed around, would also be deposited in the

vicinity, because the cluster of two cubes was

more detectable than a single cube. In other

words, a simple self organizing process can

explain the didabots’ behavior, which results in

the formation of ever larger clusters, and gener

ates the abiding impression in those watching

that the didabots are ‘‘trying’’ their best to ‘‘clean

up.’’ Moreover, the clustering behavior is

entirely dependent on the placement of the sen

sors on the didabot’s body: Move one of the

sensors around to the front, and the clustering

behavior disappears entirely, because now

objects directly in front of the robot are avoided

in the same way as those off to the side, which

means that no pushing behavior occurs. Here,

then, an interpretation of the didabots’ behavior

as reflecting the operation of a proximate ‘‘clus

tering’’ mechanism, reflecting their ‘‘goal’’ of

cleaning the arena, would be entirely erroneous:

both inaccurate and incomplete.

This example should give us pause when

we attempt to attribute particular proximate

‘‘goals,’’ and their supporting cognitive mechan

isms, to biological organisms. It also highlights

the fact that the proximate means by which a

behavior is produced need bear no relation to

the form that behavior takes (who would ima

gine that a rule for object avoidance would be a

good way to produce object clustering?), and

that there is no necessary, nor simple, one to

one mapping between the complexity of a prox

imate mechanism and the complexity of the

behavior that it produces. If we take on board

the lessons that work in robots and artificial life

can offer us, then it is clear that greater recogni

tion is needed of the fact that, unlike classical

computer scientists, natural selection is uninter

ested in a ‘‘pure’’ computational brain and is,

instead, focused on the kinds of emergent

‘‘mind’’ that brains, bodies, and environments

can achieve in concert. A biological cognitive

system, therefore, consists not of a brain, but of

a brain within a body that acts in an environ

ment, and it is also a dynamical system where

each component is simultaneously influencing,

and is influenced by, all the other components

(Van Gelder, 1995).

EMERGENT MINDS:
‘‘INTELLIGENCE WITHOUT
REPRESENTATION’’

The idea that cognition or, rather, psychological

processes in general are emergent phenomena

that depend crucially on the interaction of an

animal with its world was recognized long ago by

Von Uexküll (1957) and his notion of the

‘‘umwelt’’; that an animal’s representation of

the world (if indeed it represents it at all) will

be shaped by, and grounded in, the means by

which it perceives and acts in it. These percep

tion action mechanisms, in turn, reflect the kind
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of body it has and the kind of ecological niche it

occupies. More recently, J.J. Gibson (1979) took

a similar approach, which he characterized as

‘‘ecological psychology,’’ to get across the idea

that psychological phenomena were to be found

in organism environment relations, and not in

the organism alone. While Gibson’s views have

received rather a bad press, being seen as both

strongly antimentalist and antirepresentational

(see Reed, 1996, for a review and response to

such criticisms), this is only a crude caricature of

a more nuanced position, which argued that

representational systems are not mental phe

nomena alone, but also ways of behaving and

regulating action in the world (Reed, 1996).

More important, it is the false separation of

organism and environment that is denied by

ecological psychologists, rather than the exis

tence of mental representations per se. In this,

it becomes clear how ecological psychology

embraces the earlier views of James (1890) and

Dewey (1896, 1929) and anticipated many of the

insights that come from more recent work in

robotics and artificial life (Brooks, 1999; Clark,

1997; Pfiefer & Bongard, 2007; Wheeler, 2005).

A most important aspect of an ecological

approach, from our perspective, is the idea

that organisms regulate their behavior with

respect to the ‘‘affordances’’ of the environ

ment. Affordances are the opportunities and

possibilities for action that particular objects

and resources offer to an animal (Gibson,

1979; Reed, 1996). In this way, perception is

‘‘written in the language of action’’ (Michaels

& Carello, 1981) so that, for example, we do not

see ‘‘chairs’’ as such, but places to sit; a chim

panzee doesn’t see a ‘‘tree,’’ but a place to climb.

As we have argued in detail elsewhere (Barrett &

Henzi, 2005; Barrett et al., 2007), the discovery

of the mirror and canonical neuron systems of

the primate brain offer neurobiological support

for a theory of affordances. Canonical neurons,

for example, which fire both when an object is

acted on by an individual and when an object is

merely observed, illustrate how our perceptual

representations of objects contain motor as well

as sensory components, and hence blur the dis

tinction between perception and conceptual

knowledge: Our perception of a cup, for

example, cannot be divorced from its function,

from what we can do with it, because such

possibilities for action are built directly into

our perceptions (Gabarini & Adenzato, 2004).

When we consider mirror neurons from this

perspective (those that fire both when an indivi

dual acts on an object and when he or she merely

observes another individual acting on it), we can

easily see how the perception of other indivi

duals will generate similar affordances, and

hence the possibilities for action that other indi

viduals allow. Indeed, Catmur and colleagues

(2007) have demonstrated recently that, in

humans, ‘‘reverse mirror’’ contingencies can be

induced by training (i.e., participants are trained

to perform one action by watching another),

suggesting that mirror properties are neither

innate nor fixed once acquired but, instead,

develop through sensorimotor learning. As

Catmur and colleagues (2007) conclude, this

implies that mirror systems are both a product

and a process of social interaction. This, as

Gallese (2001, 2003, 2005, 2007; Gallese et al.,

2004) has argued persuasively, provides us

with an implicit, unconscious, and automatic

mechanism for engaging others as goal directed

agents, without the need for any overt mental

state understanding. Most significantly of all, the

theory of affordances provides a natural means

of grounding this knowledge in the world

because it recognizes the essentially dynamical

and ‘‘loopy’’ nature of behavior, something that

Dewey (1896) made clear in his classic paper

refuting the notion of the reflex ‘‘arc.’’ That is,

behavior is not the result of a one way link that

goes from stimulus to response, as the behavior

ists assumed, but is best characterized as a con

tinuous loop where action generates perceptual

feedback that, in turn, generates further action,

and so on. Nothing remains internal to the

organism because action in the world is always

an integral part of its conception of the world.

APPLYING THE CONCEPTS:
PRIMATE SOCIAL AFFORDANCES

The manner in which baboons engage in certain

forms of social interaction suggests that a

stronger, more ethological focus on the
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affordances that other individuals offer (i.e., the

opportunities for certain forms of action that

others may or may not pick up and act on) will

pay real dividends in understanding the basis of

primate strategic behavior and its likely proxi

mate underpinnings. When a female becomes a

mother, for example, the presence of her new

infant generates intense interest in other females,

who will try to approach and handle the infant.

They will not always do this gently, and some

times might make off with the infant altogether,

putting it at risk of dehydration and, in extreme

cases, death (Silk et al., 2003). Mothers, not

surprisingly, display agitation and avoidance

when others approach and attempt to handle

their offspring. Grooming the mother, however,

apparently increases her tolerance for this kind

of interaction, with the level of grooming depen

dent on the number of infants present in the

group. The latter effect presumably reflects the

degree of stress a mother is experiencing:

A single infant in a troop means a high level of

social attention, and consequently females may

require more grooming before its effects

(in terms of endorphin release) are felt (Barrett

& Henzi, 2006; Henzi & Barrett, 2002).

This grooming in exchange for handling has,

however, been described in terms of more cog

nitive processes, where it represents a potential

case of ‘‘tactical deception’’ on the part of hand

lers, who approach and groom in order to dis

guise their true intention and lull the mother

into a feeling of false security (given as example

#88 in Byrne & Whiten, 19901). Careful analysis

of video taped interactions of this nature

(Barrett & Henzi, unpublished data) indicate

that most handling events, in fact, follow a spe

cific sequence that speaks more to behavioral

attunement of the kind Gallese (2005) espouses,

rather than any form of truly intentional or even

‘‘functional’’ deception.

Initially, a female will approach a mother

and, particularly if lower ranking, will sit at a

distance of 2 to 3 m, a distance that places a

female sufficiently out of reach of any form of

aggressive attack. Once in this position, poten

tial handlers monitor the mother closely,

following her head orientation and gaze.

Mothers, for their part, will often turn their

back as the handler approaches, forcing the

handler to begin circling round the mother in

order to keep the mother’s face, and the infant,

in view. If mothers cannot keep the handler out

of their own field of view in this way, then they

simply do not glance or gaze in the handler’s

direction. As long as this situation persists,

handlers appear paralyzed and unable to act:

They will circle around the edge of the apparent

zone of tolerance, but do not approach any

closer. Occasionally, they may emit contact

grunts of a characteristic kind. Eventually, a

potential handler will drift away from the

mother if she remains motionless and does not

gaze in the handler’s direction. If, on the other

hand, she does gaze toward the handler, or even

orient her head in that direction, this apparently

affords the handler the opportunity to approach.

Handlers may not always do so, of course, but

approaches tend to occur only if mothers afford

the opportunity to do so in this way.

Once the handler is in proximity, mothers

may again turn away from the handler. This is

especially likely to be the case if the mother’s

glance in the handler’s direction was inadvertent

(e.g., the mother oriented in that direction in

response to a call from another animal, or

because the mother apparently failed to notice

the initial approach of a handler). Once in proxi

mity, and with the mother turned away, pre

senting her back, handlers more often than not

begin to groom. Seen in the context of the inter

action as a whole, this does not seem to be a ploy

to deceive the mother, but occurs because the

handler is in an aroused state, is socially moti

vated, and is afforded the opportunity to groom.

Infant handling, then, is more about two indivi

duals ‘‘bringing their behavior into coordina

tion’’ in a real time dynamic fashion (Johnson,

2001), and not about the execution of preformed

goals and intentions that exist in one or other of

the animal’s heads.

This emphasis, as Johnson (2001) further

argues, is at the heart of a distributed approach,

where cognition emerges from, and during,

ongoing interaction. In this, it is quintessentially

ecological, since the psychological phenomena

are a function of animal environment relations,

rather than of individual animals alone. From a
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practical perspective, adopting a distributed, less

representational approach also means that we

are able to move away from using terms like

‘‘intend’’ and ‘‘understand,’’ which refer to invi

sible mental states that can only be inferred, to

descriptors like ‘‘anticipate’’ and ‘‘notice,’’

which are both observable and definable (e.g.,

anticipation can be measured by an increased

readiness to respond or a reduced lag time for

certain behaviors; noticing can be defined by

direction of gaze, or the relative timing of sig

naling behaviors: Johnson, 2001).

Strum and colleagues (1997) similarly have

used an analysis of consort takeovers by male

baboons to illustrate how much of the behavior

that is often held up as an example of

‘‘Machiavellian intelligence’’ (i.e., as sophisti

cated cognitive strategizing to achieve a specific

goal) may actually be the result of how particular

animals are either constrained or afforded

certain courses of action by the environment.

Male baboons socially and sexually monopolize

adult females during their fertile periods,

remaining in close proximity to them at all

times. These close spatial relationships

(‘‘consortships’’) can last from a few hours to a

week, depending on the specific population of

baboons. Among East African populations, these

consortships are often disrupted by aggression

from other males, who then take over the con

sort male’s position. There are various social

options that males can employ to either avoid

or facilitate a takeover. Strum and colleagues

(1997) focus on one they call ‘‘sleeping near the

enemy.’’ This designation was based on the

observation that, while older males were able to

resist consort takeover attempts by younger,

more aggressive males during the day, they

were less able to do so at sleeping sites, where

younger males were able to displace them and

leave with the female in the morning. Strum and

colleagues (1997) demonstrated that a change in

topography from the plains, where the animals

foraged during the day, to the cliffs, where they

slept at night, was the key factor leading to this

difference. Older, socially experienced males

could resist takeover on the plains, diverting

aggression by grabbing a younger animal and

interposing it between himself and his male

rival. Such options require a high degree of

visual contact with others, a significant amount

of behavioral coordination, and, therefore, suffi

cient experience with other animals to engage

and deflect them successfully.

On the sleeping cliffs, however, these options

were constrained by topography. The height and

narrowness of the cliffs resulted in changes in the

mobility of males, their proximity to other ani

mals, and reduced overall visibility. All of these

factors served to reduce older males’ ability to

direct the situation socially while at the same

time, they favored the more direct, aggressive

approach of younger males. In other words, it

was the change in topography that was the key to

success of younger males on the cliffs, not any

specific change in male tactics as such. Males

were employing those behaviors in their reper

toire that were afforded by the environment,

rather than developing entirely novel means to

displace rivals. This example illustrates that, in

addition to the social affordances offered by

other individuals, the affordances of the physical

environment can also bring individuals’ beha

vior into coordination or prevent this from hap

pening, so that similar situations play out in

entirely different ways depending on how the

environment serves to structure the event.

In both baby handling and consort takeovers,

then, we can see how easy it is to attribute an

animal’s actions to a fairly complex social cal

culus, based on rich internal representational

mechanisms that enable the animal to assess its

options and respond accordingly. Once we take

the physical environmental into account, how

ever, or pay closer attention to the actual sequen

cing of interactions between animals, we can see

that baboons may be rather more like didabots

and rather less strategically Machiavellian than

we have assumed. This is not to deny the com

plexity of primate social behavior. Instead, it

suggests that any such complexity is as an emer

gent property of the entire cognitive system, and

not of an individual animal’s brain in isolation.

As such, we should at least entertain the hypoth

esis that the complex and flexible social behavior

on display may be the product of a dynamic

interaction between a set of simple social rou

tines (e.g., biological motion detection, gaze
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detection following mechanisms, sensitivity to

facial expressions) with a particular social and

physical environment. In this sense, behavior

can be considered ‘‘strategic’’ really only from

a functional, evolutionary point of view. From

a proximate, mechanistic perspective, the ways

in which animals coordinate, control, and

manage their own and others’ behavior may

more productively be treated as contingent

responses to the affordances of an ongoing

situation. Breazeal (2002), for example, has

shown how such simple social routines can

produce highly engaging, emotionally invol

ving social interactions between Kismet, her

social robot, and human interactants, under

circumstances where the humans know there

is ‘‘no one home’’ in Kismet’s head. The very

power of her analysis comes, in fact, from the

identification that ‘‘social intelligence’’ may

have more to do with the smooth regulation

and management of social interactions via var

ious kinds of affect induction than with pre

dicting and manipulating others’ mental states.

AFFECT INDUCTION

Primate vocalizations also seem to fit this kind

of affect induction interpretation much better

than representationalist theories, which argue

that vocal signals literally ‘‘encode informa

tion’’ that must then be ‘‘decoded’’ by receivers

who then ‘‘decide’’ how to respond based on

the received information. Indeed, the latter

approach falls precisely into the trap offered

by classic disembodied cognitivist thinking,

where abstract information in one animal’s

head is transmitted via the conduit of a vocal

signal straight into another’s. Here, the vocal

signal is then the only necessary vehicle for

message transmission and the weight of effec

tive communication is borne entirely by repre

sentational processes inside the head of the

signaler and the listener. In contrast, Owren

and Rendall (1997, 2001; Owren et al., 2003)

suggest that vocalizations often act not as

representational information packets, but as

components of a process of affect induction

where the form of the signal itself plays an

important role. In this view, vocal signals

function to incline behavioral responses in

listeners through the relatively direct effects

that specific signals have on the entire nervous

system of the listener, especially by tapping

low level perceptual, attentional, and motiva

tional processes that guide a listener’s basic

engagement with the world. And the latter

effects are importantly modulated both by the

short term motivational and response biases

that the immediate social and environmental

context prompts in the listener and by the

longer term dispositional biases the listener

has as a result of an accumulated history of

experience in the same and other contexts.

Among other things, this emphasis can explain

why certain classes of calls, like alarm calls, all

share a suite of basic acoustic features

(specifically those that capture listener atten

tion and induce a startle response that is

obviously functionally appropriate for pre

dator avoidance) even if they function ulti

mately to identify different classes of predator

and where, if calls were truly arbitrary referents

for those different predators, one would cer

tainly expect selection to have produced much

greater differentiation in the calls in order to

increase their discriminability. Consequently, if

the aim of vocalizations is, like baby handling

and consort takeovers, to manage and influ

ence the behavior of other individuals, and

not to change their mental states per se, then

there is no need to argue that such signals have

‘‘meaning’’ in the standard representational

sense. Instead, as Owren and Rendall (2001)

argue, we can take a more embodied perspec

tive, and investigate how signals that act at

these low levels of neural organization help to

shape behavior. This can occur both directly, as

when a signal has an unconditioned impact on

the perceiver’s nervous system (again the

acoustic startle response is a prime example),

and indirectly, where vocalizations or visual

signals are linked with affectively significant

outcomes experienced by the perceiver via con

ditioning processes. For example, dominant

animals often pair their threat vocalizations

with actual aggression. As a consequence, sub

ordinates learn the contingency between the

two, with the result that, in future, the
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vocalizations alone can produce an avoidance

response in subordinates (thus sparing the

dominant the cost of actual aggression).

Such processes can also work affiliatively, as

when individuals grunt softly upon approach,

prior to grooming or attempting infant hand

ling. By learning to associate such grunts with a

positive (or at least neutral) outcome, animals

can bring their behavior into coordination more

rapidly and will do so more readily. An affect

induction account can also work to the advan

tage of ‘‘socially impotent’’ animals as well. The

harsh, noisy screams that baboons produce

when under attack, for example, are highly aver

sive stimuli, suggesting that subordinate ani

mals, otherwise physically powerless, are

nevertheless attempting to make themselves less

appealing as objects of aggression (Owren &

Rendall, 1997, 2001). Animals may also regulate

their own affect through the use of vocalizations.

For example, the ‘‘contact calls’’ that baboons

and many other social primates make when

separated from the rest of their troop are per

haps better characterized as ‘‘distress calls’’ that

reflect an animal’s stress at being alone and

unable to see familiar conspecifics. The fact

that such lost calls are most frequently

‘‘answered’’ by the animal itself, as opposed to

individuals within the body of the troop, argues

for a primarily self regulatory, rather than

directly communicative, function (see Rendall

et al., 2000, for more information).

REDEFINING SOCIAL
INTELLIGENCE

The approach we have offered here, which

emphasizes how animals can tap directly into

the perceptual and action systems of others,

and how this can produce predictable physiolo

gical responses, provides us with a way out of the

anthropocentric bind in which comparative pri

mate studies are situated currently. An under

standing of the manner in which one individual

can manipulate and manage the way it is per

ceived by others, how it perceives another’s

actions, how its own actions can induce parti

cular states of arousal or affect, and how these

processes affect the subsequent coordination

and sequencing of behavior all require close

attention to what animals actually do and how

they do it, and how this varies with context.

As such, it forces us to consider how an animal’s

sensory and motor systems actually enable it to

engage with the world, and the actions and

opportunities this affords it.

For primates, the social environment might

indeed create some special challenges, but not in

the sense that is traditionally assumed. For any

individual in a social species, a group consists of

a large number of other individuals of various

ages and sexes that afford varying opportunities

for engagement, coordination, competition, and

avoidance. A constantly changing social envir

onment thus naturally affords a shifting

landscape of opportunities and ‘‘on the fly’’

responses to them. But these responses need

not result from internalized, strategic abstrac

tions. Rather, they can exist in moment by

moment attunement and adjustment of move

ment and activity that bring actors into and out

of various fields of engagement. So, to the extent

that primates have a particular social prowess, it

is as likely to lie in the manner in which their

perception action routines are organized

around constantly shifting social perceptions.

The flexibility and variability of behavior then

arises as animals attempt to keep their percep

tions of themselves and others on an even keel in

the face of perturbations of various kinds

(‘‘perceptual control theory’’: Cziko, 2000).

This raises the possibility that the proximate

basis for primate social engagement may be a

form of nonanalytic pattern recognition: The

social world is clearly structured in ways that

powerful associative learning principles can

exploit. Specifically, the juxtaposition of parti

cular individuals with particular behaviors with

particular contexts can form the basis for an

association matrix from which individuals can

distill higher order associations that enable

them to respond appropriately to novel situa

tions. Landauer and Dumais (1997), for

example, have shown how precisely this kind of

process (singular value decomposition followed

by dimension reduction) can produce neural

networks that comprehend written text, starting

from only an association matrix of experienced
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words and the contexts in which they occurred.

If associative processing can produce language

comprehension that most exalted of human

abilities there seems no reason why similar

associative processes could not produce the

latent relational dimensions among individuals,

behaviors, and contexts that would give the

functional appearance of sophisticated, strate

gizing representational cognition while being

driven wholly by the perception of concrete

observables. This kind of emphasis, then, can

explain the manifest hypersociality of the mon

keys, in particular, and their attunement to

others, but also their abject failure in social cog

nitive tasks that test what they know about

others’ minds. It suggests that, in fact, they

don’t know or understand others in the theo

rized sense of attributing internal belief states.

Instead, they ‘‘know’’ others in a far more

concrete and procedural sense, as different

perceptions to control.

This, in turn, suggests that what matters

most, in terms of a social intelligence, is ‘‘exper

tise’’ or ‘‘wisdom’’ acquired by experience,

rather than any explicit Machiavellian ability to

think several steps ahead. This is because in

order to produce an appropriate response and

control one’s perceptions, one must have a suffi

ciently large association matrix from which to

derive these kinds of second order associations,

and such a matrix will obviously take time to

build up. This can then explain why social

learning and early socialization are so crucial

for normal adult functioning (e.g., Suomi &

Harlow, 1975), and why different social milieus

and developmental backgrounds can influence

the degree to which individuals are socially

skilled as adults (e.g., Strum, 1982, 1994).

Further support for emergent pattern recog

nition as the basis for primate social intelligence

comes from computational neuroscience, which

has shown that formal neural nets often show

emergent properties (Grossberg, 1988; Hopfield,

1982). That is, while each neuron itself has only

elementary properties and the network itself has

little structure, the collective activity and interac

tions of these neurons give rise to emergent

macroscopic properties, in much the same way

that translucence is an emergent property of a

mass of water molecules forming a block of ice

or the formation of a complex termite mound

is an emergent property of individual termites’

stigmergic responses. Themacroscopic properties

of these neural nets, which are known as attrac

tors, are capable of sustaining patterns of stable

activity that could function as a form of pattern

recognizing associative memory (Cossart et al.,

2003; Fuster, 2003; Goldberg, 1988; Hopfield,

1982). Recognition of an external event has,

therefore, been suggested to occur when sensory

input resonates with previously formed attractors

(adaptive resonance theory, or ART; Grossberg,

1987).

As attractors could potentially be distributed

over different, widely distributed cortical areas,

input from different sensory modalities could be

combined in a single attractor, while the fact that

they emerge as a result of experience means that

they could be tuned to an animal’s specific

encounters with other individuals (and other

objects in the world). Over time, then, animals

would acquire a variety of attractors or an

‘‘energy landscape’’ (Freeman, 2001) that

would allow them to recognize a wide variety

of similar kinds of situations and generate an

appropriate response to them. Knowing what

to do next in a particular situation would, there

fore, be part and parcel of pattern recognition

with respect to the situation as a whole. This may

explain why animals often act appropriately,

despite never having learned a particular contin

gency or encountered a specific situation: beha

viors that Rumbaugh and Washburn (2003;

see also Rumbaugh et al., 1996) refer to,

appropriately enough, as ‘‘emergents.’’

The great advantage of this kind of computa

tional neuroscience over classic AI research is

that empirical neurophysiological data seem to

bear out these findings. For example, Walter

Freeman’s meticulous studies of the rabbit olfac

tory bulb indicate that the learning of different

odorants is a nonlinear, self organizing process,

involving chaotic attractors (see e.g., Freeman,

2001; Freeman & Skarda, 1990a,b; Skarda &

Freeman, 1987). Similarly, Scott Kelso (1995)

argues that the brain is fundamentally a self

organizing pattern forming dynamical system,

perched on the brink of chaos. As importantly,
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Freeman and Skarda (1990a,b) describe brain

based evidence to support a ‘‘loopy’’ theory of

perception and action. The neural activity pat

terns seen are sensitive not simply to the pre

sence of an odorant or to the response, but to the

interaction of both of these with each other

along with the specific background context in

which the behaviour is embedded. As Freeman

and Skarda (1990a,b) argue, this is best charac

terized as a dialectic between organism and

environment: The context in which these pat

terns of neural activity are seen is defined as

much by the behavior of the animal and the

existing attractor/energy landscape that is pre

sent as it is by the specific odorant involved

(Freeman & Skarda, 1990a,b). It should be

readily apparent that there is nothing intrinsi

cally representational about such a dynamic pro

cess because one cannot identify any stable entity

that could stand for something else in the stan

dard symbolic, computational sense (van

Gelder, 1995). In addition, these data indicate

that animals are not passive recipients of envir

onmental stimulation; they do not sit there

waiting for input like the computer on one’s

desk and then simply react to it. Instead, percep

tion begins with internally generated neural pro

cesses that, by reafference, lay the groundwork

for the processing of future receptor input

(Freeman & Skarda, 1990a,b) so that animals

can be the active initiators of their engagement

with the world. Interestingly, Skarda and

Freeman (1990) point out that Merleau Ponty

(1942) had already reached this conclusionmore

than 50 years ago, when he argued that the

passive, reflex based view of physiological func

tioning was merely an illusion created by our

attempts to understand the brain as a mechan

ical device. However, his view that brain func

tion was creative, selective, and holistic, and that

there existed internally generated, global states

of cortical activity that resisted reductionist

explanations, was rejected as unscientific

(Skarda & Freeman, 1990). The work of neuro

physiologists, like Freeman, is now beginning to

bear out Merleau Ponty’s revolutionary

ideas, suggesting that we should focus much

more seriously on his particular kind of

‘‘biophilosophy’’ (Skarda & Freeman, 1990).

EXPLAINING BIG BRAINS

An obvious objection to the kind of associative

account we are promoting here is that it is com

putationally inelegant. Compared to the repre

sentational alternative, the associative account

would be much more memory intensive, com

putationally extensive, and therefore highly

demanding of processing capacity. On reflec

tion, however, this proves not to be an objection

at all. As we have suggested elsewhere (Barrett

et al., 2007; Rendall et al., 2008), the empirical

data to be explained are the vast amounts of

neural tissue that primates possess compared to

other mammals, and not the complicated cogni

tive structures they use to solve their problems.

There are, in fact, no empirical data to support

the existence of the latter; rather, they are merely

inferred from the vast quantities of brain tissue

and the complexity of behavior seen. But, as we

have seen with the didabots, for example, there is

no necessity for complex behavior to require

complex cognitive mechanisms, nor does a

large and complex mass of neural tissue necessa

rily imply a more complicated cognitive archi

tecture. Furthermore, there is no requirement

that natural selection must favor neuro

computational efficiency per se, no matter how

congenial such efficiency might be in an expla

natory sense in our theories of cognition.

Selection is, of course, free to favor whatever

mechanisms get the job done relative to alter

native local solutions. Consequently, we need to

consider far more seriously the possibility that

taxonomically widespread associative, nonana

lytic modes of cognition can account for the

broad sweep of primate cognition as well.

Viewed properly in the context of the actual

data to be explained themanifestly large, inter

connected, massively parallel processing brains

that primates actually possess the computa

tional inelegance and resulting tissue profligacy

of such mechanisms prove not to be a weakness

but a strength.

CONCLUSION

In his seminal paper on social intelligence,

Nicholas Humphrey (1976) likened social life to
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a game of chess, where predicting in advance

what one’s partner was likely to do would give

an advantage by thwarting such action before it

could have a detrimental impact on oneself. It

should be clear from our arguments here that

Humphrey’s analogy is wrong: It is too GOFAI,

too ‘‘cerebral,’’ too slow, and too disembodied to

capture the real life social engagement of the

primates. While we generally eschew metapho

rical heuristics in theorizing, if pressed for an

alternative to Humphrey’s analogy for primate

sociality, we might opt for a different sort of

game the jigsaw puzzle. In doing a jigsaw

puzzle there is almost no value in planning

ahead or representing the completed picture

throughout. Instead, jigsaw puzzles are all about

local pattern recognition and completion. You

simply start by joining complementary pieces

and thereafter you respond dynamically based

on incipient local patterns. Your moves are in

no sense planned or strategic. Rather, they are

generated entirely on the fly and then only as

contingent responses to local perceptual affor

dances that is, by which of the remaining

pieces are suggested by emerging, embryonic

forms. The solution is also then entirely emergent

based on the bottom up accretion of ultimately

conjoined but locally generated patterns. It is

then a game that places a very high premium

on dynamic perception action integration. In

the words of David Kirsh (1991: 169), it is ‘‘per

ceptually hard but intellectually simple.’’ The

irony is, of course, that this is also exactly how

grand masters play chess: They recognize pat

terns, having learned to distinguish those that

require one kind of response from those that

require another; there is no analysis or compar

ison of alternatives, but instead a kind of fluid

anticipation, as they notice the right things and

respond at the right moment. In other words,

grand masters play chess like the rest of us solve

jigsaw puzzles, by acting in the world, on the fly,

and in the moment. So too, we say, might pri

mates meet the challenges posed by their social

groups through dynamic, contingent responses

to a landscape of shifting social perceptions. An

important difference is simply that their game

never ends. The social landscape is perpetually

fluid, driven by the infinite, iterative ripple effects

of one’s own local perception action manage

ment on those of others, and vice versa.

Our conclusion, then, is that to get the com

parative project back on track, we should stop

attempting to tap into abstract knowledge inside

an animal’s head via field studies and experi

ments that merely massage our own folk psycho

logical rationalizations about how primate minds

work. Instead, we should start taking ethology

much more seriously, and tap into what primates

(and other organisms) are actually doing in the

world, and how they do it. By the same token, we

need to take neuroethology more seriously, by

which we mean taking it quite literally; we need

to ground our ethological studies by reference to

the work of those neurophysiologists, like

Freeman, who have begun to get a grip on what

(at least a small part of) the brain actually does,

and how it does it. In other words, we need to

understand more about the brain’s behavior in

the ethological sense (even though we may never

understand its processes in strictly causal terms;

Freeman & Skarda, 1990a,b), as a way of con

straining our theories of primate cognition. In

this way, we are less likely to forget that the brain

is also a part of the body, and that its structure

and dynamics will affect how an animal can

engage with the world in the same way that

other anatomical structures do. Put simply, we

need to forget computer based cognitive meta

phors and focus on brain and behavior in a way

that allows us to escape our anthropocentric

frame of reference. In other words, we will need

to get out of our minds as much (or more) as we

will need to get deeper into them.
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NOTE

1. Every day, one can see females approach
mothers, pretend to be primarily interested in
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grooming the mother when what they are really
after is an opportunity to sniff, touch or hold
her infant . . . . But is the mother really deceived?
Surely themultiparous ones know exactly what s
going on? (#88), Byrne and Whiten (1990: 41).
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CHAPTER 29

The Comparative Neuropsychology of Tool

Use in Primates with Specific Reference to

Chimpanzees and Capuchin Monkeys

William D. Hopkins

The human brain is roughly three times larger

than it should be for a species of our body weight.

In addition, the evolution of the brain has not

been uniform, with distinct cortical and subcor

tical regions being selected for in different species

withinmammals, and specifically within primates

(Deacon, 1997; Finlay & Darlington, 1995;

Rilling, 2006; Semendeferi & Damasio, 2000; see

also chapters by Kaas and Preuss, this volume).

For example, in primates, some have suggested

there has been differential expansion of the

frontal and temporal lobes relative to the other

lobes and that these changes might reflect specific

selection for cortical development in brain

regions associated with complex cognition,

including language (Deacon, 2004; Rilling &

Seligman, 2002; Semendeferi et al., 2001, 2002).

In addition to relative brain size, the human

brain is also highly lateralized with specific sen

sory, motor, and cognitive processes differen

tially performed by the left and right cerebral

hemispheres, respectively (Bradshaw & Rogers,

1993; Corballis, 1992; Galaburda, 1995). Two

notably lateralized functions in the human

brain are handedness and language. Although

there is some cultural variation, right handed

ness is considered a universal trait in humans.

Similarly, language is considered a universal trait

in the human species and is predominantly later

alized to the left hemisphere, particularly among

right handed individuals (Beaton, 1997; Knecht

et al., 2000). Because right handedness and

language are both human universal traits and

predominantly lateralized to the left hemisphere,

many have suggested that these two functions

coevolved and are possibly unique to hominid

evolution (Corballis, 1992; Crow, 2004;

Williams et al., 2006). Whether nonhuman ani

mals, particularly primates, exhibit population

level behavioral or brain asymmetries remains a

strongly contentious issue in the scientific litera

ture (Crow, 1998; Hopkins, 2006, 2007; McGrew

& Marchant, 1997a; Palmer, 2002).

What ecological, psychological, or sociolo

gical factors contributed to the evolutionary

expansion of the human brain remains a topic

of considerable debate. The human brain is

metabolically expensive, suggesting that there

must have been strong selection pressure for its

expansion related to specific dietary, ecological,

or social factors. From the standpoint of ecolo

gical factors, it has been suggested that cognitive

and motor abilities that facilitated food extrac

tion and consumption may have selected for the

development of the brain. Notably, some have

suggested that extractive foraging, those beha

viors that include the use of tools, would have

provided certain nutritive and dietary advan

tages (Gibson & Ingold, 1993; Greenfield, 1991;

Parker & Gibson, 1977). The use of tools would

have similarly selected for increased motor plan

ning, motor skill, and coordination of the limbs

in the execution of certain behaviors. Thus,

some have suggested that the evolution of tool
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use may have served as a preadaptation for the

evolution of complex cognition, language, and

handedness in humans (Bradshaw & Rogers,

1993; Frost, 1980). One aim of this chapter is

to summarize data on tool use in primates and

its neuropsychological correlates, at both the

phylogenetic and individual levels of analysis.

The antithesis of the ecological arguments is

the claim that social cognition was selected for in

primate evolution (Dunbar, 1996). Primates live

in complex social groups, and some have sug

gested that keeping track of and understanding

the nuances of group living primates, such as

dominance ranks, kin, etc., place significant cog

nitive demands on the individuals within the

group. A number of studies have shown that

brain size in primates correlates with group

size, and even their ability to engage in deception

(a complex social cognitive ability implying

theory of mind) (Byrne & Corp, 2004).

The basic theoretical frameworks described

previously characterize primate cognition pri

marily into two domains, physical cognition,

including complex object manipulation and tool

use, and social cognition, which would include

abilities such as social learning and imitation.

Interestingly, functional imaging studies in

human and nonhuman primates are beginning to

report results that implicate common neural sys

tems in the use of both social andnonsocial cogni

tion, thereby blurring the distinction between

these two abilities. For example, Rizzolatti and

colleagues have reported the existence of mirror

neurons in the homolog to Broca’s area in the

monkey brain (area F5) when monkeys either

watch or engage in a reach and grasp task, a task

presumably requiring little if any social cognition

(Rizzolatti & Arbib, 1998). Similar mirror neuron

activation canbe found inhumanswhenwatching

or engaging in reach and grasp responding

(Grafton et al., 1996), but these same mirror neu

rons also seem to be involved in tasks involving

imitation or attribution ofmental state.With spe

cific reference to tool use, similar parallels can be

seen in terms of neuropsychological correlates in

linguistic functions relative to tool use. For

instance, clinical studies suggest that lesions to

the left but not right frontal cortex can induce

both aphasia (speech deficit) and apraxia (motor

planning deficit) (Meador et al., 1999). Similarly,

functional imaging studies have shown that there

are common neural systems involved in both

speech and planned tool use actions, suggesting

that commoncognitivemechanismsmayunderlie

their execution, despite beingmetrically quite dis

tinct actions (Johnson Frey, 2004; Lewis, 2006).

Thesekindsofdatashouldremindus that thereare

likely parallels between so called ‘‘social’’ and

‘‘nonsocial’’ cognitive abilities inprimates, despite

the convenience of treating them as separate

domains. In the latter part of this chapter, I discuss

some examples of where theremight be overlap in

cognitive processes in tool use relative to intraspe

cies communication in chimpanzees.

TOOL USE IN PRIMATES

Tool use has been described in many species

(Beck, 1980; Candland, 1987; Tomasello &

Call, 1997) but, save humans, the complexity

and variability in tool using abilities of some

great ape species are relatively unmatched in

the animal kingdom. Recently, Whiten and col

leagues (1999) provided a summary of the evi

dence of tool use in wild chimpanzees from

different sites in Eastern, Central, and Western

Africa (Table 29.1). As can be seen, the forms of

tool use are quite variable between sites and are

not easily attributable to local ecological factors.

For instance, chimpanzees at Gombe termite

fish, leaf groom, and use objects for self tickling,

none of which are seen at other sites such as Tai

and Bossou. In contrast, chimpanzees at Bossou

and Tai Forest use hammers to open nuts

whereas Gombe chimpanzees do not, despite

the fact that the same rocks and nuts are avail

able. Based on this conclusion, Whiten and col

leagues (1999) argued that the diversity and

variability in tool use in chimpanzees may reflect

a form of culture. Not to be outdone, following

the reports of geographical variation in tool use

in chimpanzees, Van Schaik and colleagues

(2003) examined variability in tool use beha

viors of wild orangutans from Borneo and

Sumtra. Like chimpanzees, the orangutans

showed significant variability in tool use in the

different study sites, and some of the variability

could not be attributed to ecological factors.
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TABLE 29.1 Variation in Occurrence of Behavior Patterns Across Long Term Study Sites

Site Bs Ta Go Ma Mk Kib Bd

A 1 Investigatory probe (probe and sniff) H C C H H + ( )

2 Play start (invite play holding stem in mouth) + H C C C C H

3 Drag branch (drag large branch in display) H C C C C H H

4 Leaf sponge (leaf mass used as sponge) C C C + e C C

5 Branch clasp (clasp branch above, groom) H C C C C C C

6 Branch shake (to attract attention, court) C C C C C C C

7 Buttress beat (drum on buttress of tree) C C C C C C C

B 8 Nasal probe (clear nasal passage with stick) +

9 Comb (stem used to comb through hair) +

10 Insect pound (probe used to mash insect) +

11 Resin pound (extract resin by pounding) + e? e?

12 Branch hook (branch used to hook branch) +

13 Perforate (stout stick perforates termite nest) e e e?

14 Dig (stick used as spade to dig termite nest) + e e e?

15 Brush stick (probing stick with brush end)

16 Seat stick (stick protection from thorns) e e? e? e e

17 Stepping stick (walking on sticks over thorns) e e? e? e e

18 Container (object used as container) +

19 Leaf mop (leaves used to mop up insects) + + e e?

20 Leaf wipe (food wiped from skull, etc.) e? + +

21 Leaf brush (leaf used to brush away bees) +

22 Open and probe (perforate, then probe)

23 Sponge push pull (stick and sponge tool) + + + + e e

C 24 Algae scoop (scoop algae using wand) C e e e e e e

25 Ground night nest (night nests on ground) ( ) e? + e? e? e? +

26 Anvil prop (rock used to level anvil) H e e e e e e

D 27 Food pound onto wood (smash food) C C C e? H

28 Food pound onto other (such as stone) H C e?

29 Nut hammer, wood hammer on wood anvil C e e e? e

30 Nut hammer, wood hammer on stone anvil C e? e

31 Nut hammer, stone hammer on wood anvil + C e e e? e

32 Nut hammer, stone hammer on stone anvil C C e? e

33 Nut hammer, other (such as on ground) H e? e

34 Pestle pound (mash palm crown with petiole) C e? e? e? e?

35 Club (strike forcefully with stick) + H H + +

36 Termite fish using leaf midrib + e C e e?

37 Termite fish using nonleaf materials e C C e e?

38 Ant fish (probe used to extract ants) + + C C

39 Ant dip wipe (manually wipe ants off wand) + C

40 Ant dip single (mouth ants off stick) C C +

41 Fluid dip (use of probe to extract fluids) C C H H H

42 Bee probe (disable bees, flick with probe) C +

43 Marrow pick (pick bone marrow out) C

44 Lever open (stick used to enlarge entrance) H C

45 Expel/stir (stick expels or stirs insects) C H H H

46 Seat vegetation (large leaves as seat) + H +

47 Fly whisk (leafy stick used to fan flies) H + H

48 Self tickle (tickle self using objects) H

(continued)
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Some of the tool using and other social tradi

tions included the use of specific materials to

amplify vocalizations, use of materials to shield

themselves from the sun and rain, and use

of probing tools to extract food items

(Table 29.2).

Interestingly, unlike orangutans and chim

panzees, neither gorillas nor bonobos are well

known for their tool using abilities in the wild.

Some limitations of our knowledge of bonobo

tool use are hampered by a lack of data and

opportunity for sustained and long term study,

but this cannot be said for gorillas, where there

have been several long term field projects yet

little reports of tool use.

In captivity, the evidence of tool use is some

what different with respect to the great apes. Not

surprisingly, chimpanzees and orangutans

readily use tools in captivity but, interestingly,

so do gorillas and bonobos, largely in the context

of foraging tasks used as enrichment in zoos or

research settings (Boysen et al., 1999; Harrison &

Nystrom, 2008; Jordon, 1982; Nakamichi, 1999).

Thus, cognitively, gorillas and bonobos are cap

able of learning to use tools, but it seems that

either ecological or social factors may limit the

expression of this ability in the wild.

Most other reports of tool use in nonhuman

primates have largely been restricted to captive

environments (Beck, 1980; Candland, 1987;

Table 29.1 (Continued)

Site Bs Ta Go Ma Mk Kib Bd

49 Aimed throw (throw object directionally) C C C C + +

50 Leaf napkin (leaves used to clean body) + C + C C

51 Leaf dab (leaf dabbed on wound, examined) + + C

52 Leaf groom (intense ‘‘grooming’’ of leaves) C C C C +

53 Leaf clip, mouth (rip parts off leaf, with mouth) C C C C H C

54 Leaf clip, fingers (rip leaf with fingers) H + H C

55 Leaf strip (rip leaves off stem, as threat) + H + H

56 Leaf squash (squash ectoparasite on leaf) H ? ?

57 Leaf inspect (inspect ectoparasite on hand) + ? ? C

58 Index hit (squash ectoparasite on arm) C +

59 Hand clasp (clasp arms overhead, groom) H C C C

60 Knuckle knock (knock to attract attention) + C H C C

61 Branch din (bend, release saplings to warn)

62 Branch slap (slap branch, for attention) C C + C

63 Stem pull through (pull stems noisily) C + H H

64 Shrub bend (squash stems underfoot) H C C

65 Rain dance (slow display at start of rain) H C C C C H

A, patterns absent at no site; B, patterns not achieving habitual frequencies at any site; C, patterns for which any absence
can be explained by local ecological factors; D, patterns customary or habitual at some sites yet absent at others, with no
ecological explanation. To facilitate comparison, behaviors are listed so that adjacent categories share broad functions; in
band D these are: 27 35, pounding actions; 36 40, fishing; 41 43, probing; 44 and 45, forcing; 46 and 47, comfort
behavior; 48 and 49, miscellaneous exploitation of vegetation properties; 50 57, exploitation of leaf properties; 56 59,
grooming; 60 64, attention getting. Sites (with subspecies, observation period in years by September 1998, site director):
Bs, Bossou, Guinea (verus, 23, Y.S.); Ta, Taı̈ Forest, Ivory Coast (verus, 23, C.B.); Go, Gombe, Tanzania (schweinfurthii, 38,
J.G.); Ma, Mahale M group, Tanzania (schweinfurthii, 30, T.N.); Mk, Mahale K group (schweinfurthii, 18, T.N.); Kib,
Kibale Forest, Uganda (schweinfurthii, 11, R.W.W.); Bd, Budongo Forest, Uganda (schweinfurthii, 8, V.R.). C, customary;
H, habitual; +, present; , absent; e, absent with ecological explanation; e?, ecological explanation suspected; ( ), absent
possibly because of inadequate observation; ?, answer uncertain (see text for full definitions). Branch din (behavior 61) is
allocated to band D because it is known to be customary at Lopé, Gabon (C.E.G.T.); behaviors 13, 15 17, and 22 are
allocated to band B because they have been recorded at shorter term sites (see Supplementary Information). For full
definitions of all behaviors, see Supplementary Information.

Reprinted by permission fromMacMillan Publishers Ltd.: Whiten, A., Goodall, J., McGrew,W. C., Nishida, T., Reynolds,
V., Sugiyama, Y., et al. (1999). Cultures in chimpanzees Nature, 399, 682 685.
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TABLE 29.2 Geographic Variation in Orangutan Behavior Patterns

Site and Island

Gunung

Palung

(Borneo)

Tanjung

Putnig

(Borneo)

Kutai

(Borneo)

Lower Kinaba

tangan (Borneo)

Leuser,

Ketambe

(Sumatra)

Leuser,

Suaq

Balimbing

(Sumatra)

Observation intensity (increased ranks): 2 2 1 1 2 1

Very likely cultural variants

1. Snag riding: riding on pushed over snag as it falls, then

grab onto vegetation before it crashes on ground

A C A A A A

2. Kiss squeak with leaves: using leaves on mouth to

amplify sound, then drop leaf

C A H A A A

3. Kiss squeak with hands: using fists (like trumpet) or

flat hands on mouth to amplify sound

R R H A C H

4. Leaf wipe: wiping face with fistful of squashed leaves,

then drop (in kiss squeak context)

A C A A A A

5. Play nests: building nest for social play (no resting

occurs)

C C P A C H

6. Bunk nests: building nest a short distance above the

nest used for resting (during rain)

A P A H A A

7. Suncover: building cover on nest during bright

sunshine (rather than rain)

A ? C C H A

8. Hide under nest: seeking shelter under nest for rain A R C P R A

9. Scratch stick: using detached stick to scratch body parts A R H A A A

10. Autoerotic tool: using tool for sexual stimulation

(female and male)

A A P A C A

(continued)
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Table 29.2 (Continued)

Site and Island

Gunung

Palung

(Borneo)

Tanjung

Putnig

(Borneo)

Kutai

(Borneo)

Lower Kinaba

tangan (Borneo)

Leuser,

Ketambe

(Sumatra)

Leuser,

Suaq

Balimbing

(Sumatra)

11. Raspberry: spluttering sounds associated with nest

building

A A A H A C

12. Symmetric scratch: exaggerated, long, slow, symmetric

scratching movements with both arms at same time

A A A A R C

13. Twig biting: systematically passing ends of twigs used

for lining of nest past the mouth (sometimes including

actual bites) during last phase of nest building

A A A A A C

14. Leaf napkin: using handful of leaves to wipe

latex off chin

A A C A A A

15. Branch as swatter: using detached leafy

branches to ward off bees/wasps attacking subject

(who is usually raiding its nest)

R A H H H H

16. Leaf gloves: using leaf gloves to handle spiny fruits or

spiny branch or as seat cushions in trees with spines

A R A A H E

17. Tree hole tool use: using tool to poke into tree

holes to obtain social insects or their products

A A A A A C

18. Seed extraction tool use: using tool to extract

seeds from the protected fruits of Neesia sp.

A A E A E C

19. Branch scoop: drinking water from deep tree hole using

leafy branch (water dripping from leaves)

A A A A A H

Likely cultural variants

(ecological explanation not excluded)
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20. Snag crashing: aimed pushing of dead standing trees C C C A H C

21. Bouquet feeding: using lips to pick ants from fistful of

dry, fresh, or rotting leaves (nests)

C C A R C C

22. Nest destruction: rummaging through old orangutan

nests for insects

H C P A H H

23. Dead twig sucking: breaking hollow (dead) twigs to

suck ants from inside

A? C A? A C C

24. Slow loris eating: capturing and eating slow loris hiding

in dense vegetation

A A A A H H

Rare behaviors

1. Females rubbing their genitals together R 1R A A A R

2. Using leaf to clean body surface R A A A A A

3. Sneaky nest approach: building series of nests while

approaching conspecific and fruit tree

R A A A A A

4. Leaf bundle while sleeping (‘‘doll’’) R R A A A A

5. Leaf scoop: drinking water from the ground, using leaf

as vessel (drinking straight from vessel)

R A A A A A

6. Bridge nest: building nest connecting two trees on

opposite banks of river

A R A A A A

7. Biting through vine to swing Tarzan like across gap A R A A A R

8. Artistic pillows: similar twigs lining nest A P ? A ? ?

9. Branch dragging display on ground A A ? R A A

10. Stick as chisel to open termite nest in log on ground A A A A R A

11. Sponging: drinking water using crumpled leaves A A A A R A

12. Hiding behind detached branch from predators or

humans

A R P R R A

C, customary; H, habitual; R, rare; P, present with unknown frequency, probably rare; E, absent for ecological reasons; A, absent; ?, unknown.

From Van Schaik, C. P., Ancrenaz, M., Borgen, G., Galdikas, B., Knott, C. D., Singleton, I., et al. (2003). Orangutan culture and the evolution of material culture. Science, 299, 102 205.
Reprinted with permission from AAAS.
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Tomasello & Call, 1997), with the exception of

capuchin monkeys. There are numerous reports

of tool use in captive capuchin monkeys that

include probing actions, nut cracking, and the

useof sponges, behaviorsnotunlike those reported

in wild and captive apes (McGrew & Marchant,

1997b; Visalberghi, 1990). Though originally

thought to be an artifact of captivity, recent studies

have reported evidenceof tooluse inwild capuchin

monkeys. Specifically, in certain dry, arid environ

ments, wild capuchins have been documented to

use rocks topoundopennuts (Fragaszy et al., 2004;

Moura&Lee,2004)(Fig.29.1).Therearealsosome

anecdotal reports of capuchin monkeys using

leaves to sponge water from tree trunks (Phillips,

1998). Thus, tool use in captive capuchinmonkeys

does not appear to be an artifact of captivity but

ratheraninherentabilityexpressedinbothsettings.

COGNITIVE MECHANISMS
GOVERNING TOOL USE

The cognitive processes underlying tool use in

nonhuman primates has historically been and

continues to be a topic of intense discussion. In

terms of phylogeny, some have suggested that

differences in tool using abilities between great

apes and monkeys are due to basic differences in

mental representation and cognition. For

example, differences in the attainment of stages

of cognitive development, such as those

described by Piaget, among primates has been

suggested as an explanation for phylogenetic

differences in tool use (Dore & Dumas, 1987).

Thus, on certain Piagetian object permanence or

other tasks, chimpanzees reach stage 5 or 6 per

formance, whereas other nonhuman primates

Figure 29.1 Photograph of a wild capuchin monkey using a stone tool. Reprinted from Fragaszy, D., Izar,
P., Visalberghi, E., Ottoni, E. B., & Oliveira, M. G. (2004). Wild capuchin monkeys (Cebus libidinosus) use
anvils and stone pounding tools. American Journal of Primatology, 64, 359 366. Used with permission.
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do not reach these same levels. The differences in

object permanence performance between apes

and monkeys presumably underlie their abilities

to acquire and use tools (Parker & Gibson,

1977). Some have been critical of the neo

Piagetian explanations and have suggested that

differences in manipulatory proclivities are suf

ficient to explain tool using abilities (Fragaszy,

1989). For instance, capuchin monkeys and

chimpanzees engage in similar types of object

manipulation and object object relational beha

vior, despite differences in their performance on

Piagetian tasks, and arguably this can more

easily explain the tendencies for these species to

excel at tool use in captivity and the wild.

It has also been suggested that the endpoint

of tool use as a cognitive process can be achieved

by different mechanisms among primate species.

In a series of elegant studies, Visalberghi and

colleagues (Limongelli et al., 1995; Visalberghi

& Limongelli, 1994) devised a task that required

that chimpanzee and capuchin monkeys solve a

task, referred to as the ‘‘trap tube’’ task. In these

studies, food is placed inside a transparent tube

in the middle so that the food cannot be reached

with the use of the hand (Fig. 29.2A). Instead,

the subjects must insert a stick and push out the

food from the tube. Apes and monkeys had little

difficulty learning this task but the key manip

ulation was the insertion of a transparent trap,

adjacent to the location of the food inside the

tube. Thus, inserting the stick from the wrong

end of the tube and pushing out the food would

result in the food falling into the trap, whereas

inserting from the opposite end would allow the

food to be successfully pushed out of the tube. In

essence, the question was whether the subjects

understand the causal relationship between their

actions and consequences associated with the

removal of the food. The results indicated that

most chimpanzees were able to accommodate

the trap problem relatively easily and without

prolonged training. In contrast, the capuchin

monkeys performed poorly on these tasks and

did not benefit from prolonged training. The

interpretation of these findings is that different

cognitive mechanisms associated with under

standing causality explain variability in the

capuchin and ape performance. Thus, capuchin

monkeys and apes can learn to use tools but do

so by different cognitive mechanisms.

A variant of the ‘‘trap tube’’ task that has also

been used for testing primate abilities to infer

causality is the ‘‘cane pulling’’ task. Like the

From Visalberghi & Limongelli, 1994

A B

From Santos et al. 2005

Figure 29.2 Example photographs of (A) capuchin monkeys solving the trap tube task and (B) a ring
tailed lemur solving the cane pulling task. Reprinted from Visalberghi, E., & Limongelli, L. (1994). Lack of
comprehension of cause effect relations in tool using capuchin monkeys (Cebus apella). Journal of
Comparative Psychology, 108, 15 22; and Santos, L. R., Mahajan, N., & Barnes, J. L. (2005). How
prosimian primates represent tools: Experiments with two lemur species (Eulemur fulvus and Lemur
catta). Journal of Comparative Psychology, 119, 394 403. Used with permission.
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trap tube task, the cane pulling task was designed

to test different primate species’ abilities about

understanding causality, but it places far fewer

motor demands on subjects; thus, many more

species with less developed motor skills can be

tested for their understanding of causality.

Basically, in the cane pulling task, there are two

(or more) sticks that are curved or have hooks at

the end of them. Initially during training, a food

reward is baited at the hooked end of one of the

two canes and the subjects must learn to pull the

correct cane in order to receive the reward (Fig.

29.2B). A number of species including lemurs,

marmosets, tamarins, capuchin monkeys, gib

bons, and chimpanzees have been tested on the

cane pulling task, and all of them can learn to

solve this task and adjust their responses to var

ious perceptual variants of the cane properties

(Cunningham et al., 2006; Fujita et al., 2003;

Hauser, 1997; Povinelli, 2000; Santos et al.,

2005). Thus, to some extent, the results from the

cane pulling task are not entirely consistent with

the results obtained in the trap tube task, and it

remains unclear why this is the case.

In my view, several important additional

studies are needed to flush out the relationship

between these two tasks (and perhaps others).

Notably, what is needed are data on the trap

tube and cane pulling tasks from the same indi

viduals to assesswhether variation inperformance

on one task can explain performance on the

second. If this was found, it would suggest that

common cognitive mechanisms underlie the two

tasks, which seems to be the underlying assump

tion but for which there is no empirical support.

I also believe that another important question

with respect to the cane pulling task is how pri

mates would use this device once they have mas

tered the basic task. In other words, if primates

learn to use the cane pulling task in a certain

context, would they use the cane in other contexts

where its use would be functionally beneficial?

NEURAL CORRELATES OF TOOL
USE IN PRIMATES

From the standpoint of understanding the neural

correlates of the cognitive and motor demands of

tool use and complex object manipulation, there

is not a great deal of data and the paucity of

comparative data makes any analysis difficult.

Comparatively, it has been well documented

that more closely related primates show greater

levels of prehensile grasping, individual control of

the digits, and complex object manipulation

skills, particularly in the combinatorial use of

objects (Christel, 1994; Torigoe, 1985). Global

correlational analyses have shown that increasing

brain size is associated with increasing incidences

of tool use and other cognitive abilities (Deaner et

al., 2007; Reader & Laland, 2002), but these

results are not very specific with regard to identi

fying brain regions that were directly selected for

in the evolution of tool use or related motor

functions. In the following section, we present

data on studies that have assessed neuropsycho

logical and neuroanatomical correlates of indivi

dual and species differences in tool use or other

complex motor actions.

PHYLOGENETIC CHANGES IN
INTERHEMISPHERIC
CONNECTIVITY AND THE
CEREBELLUM

Van Schaik and colleagues (1999) have sug

gested that one important motor component

associated with tool use and other complex

motor actions is the asymmetrical use of the

hands in a coordinated manner. Presumably,

coordinated actions of hands would facilitate

certain functions because of the differential

roles played by each hand during specific actions

(such as feeding, plant processing, or tool use)

and would be facilitated by brain structures that

promote interhemispheric transfer of informa

tion between the left and right hemispheres.

Beyond changes in the size of the brain, the

organization and interhemispheric connectivity

of the brain has changed in primate evolution.

Rilling and Insel (1999) have examined the asso

ciation between the evolution of brain size, neo

cortical surface area, and corpus callosum (CC)

size. The CC is a major set of largely homotopic

fibers that connect the two hemispheres. In the

analysis by Rilling and Insel (1999), they

reported that humans and great apes have rela

tively smaller CC values, after adjusting for brain

596 PRIMATE NEUROETHOLOGY



size, compared to Old World and New World

monkeys (Fig. 29.3). Thus, there are significant

grade shifts in the relative size of the CC in

different primate species. Rilling and Insel

(1999) argued from these results that as the

brain got larger, the two hemispheres became

increasingly isolated and asymmetries in struc

ture and function subsequently evolved from

that separation.

Germane to this paper is the variation in

relative CC size within the different taxonomic

families (Fig. 29.3) as it relates to coordinated

bimanual actions, including tool use, as sug

gested by Van Schaik and colleagues (1999).

For example, within New World monkeys,

Cebus have a smaller ratio in size of the CC to

brain volume compared to Saimiri, consistent

with differences in their tool using abilities and

manipulatory propensities. The data are less

clear within the other families though. For

example, within the great apes, the CC to brain

volumes ratios are comparable between the apes,

even though the chimpanzees and orangutans

are more pronounced tool users. However, all

four ape species do show high complementary

bimanual manipulation but in very different

contexts, such as feeding compared to tool use

(Byrne & Byrne, 1991). Lastly, within the Old

World monkeys, rhesus monkeys have a relative

high CC ratio value compared to mangabeys and

baboons. How these differences might relate to

variation in coordinated bimanual actions

remains unclear because of the paucity of beha

vioral data from these species.

Another interesting brain area that has been

examined comparatively in primates and is

potentially relevant to the evolution of tool use

and complex manipulation is the cerebellum

(MacLeod et al., 2003; Rilling & Insel, 1998)

(Fig. 29.4). Although historically considered to

be only important for coordination of motor

actions and motor learning, increasingly func

tional imaging studies in humans have shown

that the cerebellum is involved in complex
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systems in primate brain evolution. NeuroReport, 10, 1453 1459.
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cognitive and motor functions, including lan

guage and speech (Leiner et al., 1993; Ramnani,

2006). A couple of striking results emerge from

these analyses. First, like the CC ratio data, there

are significant grade shifts in the relative size of

the cerebellum in primates; specifically, greater

and lesser apes have relatively large cerebellar

volumes compared to Old andNewWorldmon

keys, after adjusting for differences in brain size.

Second, in the specific measurement of the

vermis, a central structure within the cere

bellum, great apes have relatively small regions,

suggesting that the evolutionary expansion of

the cerebellum has been in more lateral regions,

areas known to be involved in the coordination

and planning of learned motor actions

(MacLeod et al., 2003). Third, within the major

grades, there is some variability that may or may

not explain variability in tool using or motor

learning abilities at some level of analysis. For

example, within NewWorld monkeys, Cebus are

the only tool using primate and they have the

relatively smallest amount of vermis (and

therefore largest expansion of the cerebellar

hemispheres). Similarly, within Old World

monkeys, Papio have the relatively smallest

vermis and there are certainly more reports of

tool use in this genus compared to other Old

World monkeys. Lastly, among apes, there are

no real discernable differences but again, it is

important to emphasis that all the apes show

complex object manipulation and motor

learning in both the wild and captivity.

INDIVIDUAL DIFFERENCES IN
TOOL USE: NEUROANATOMICAL
AND BEHAVIORAL CORRELATES

Cortical Asymmetries

The advent of modern imaging technologies has

advanced our understanding of primate neuroa

natomy and its functional correlates in non

human primates. The use of structural (and to

a lesser extent functional) magnetic resonance

imaging (MRI) has allowed for investigators to
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examine individual differences in brain beha

vior relationships as well as comparative differ

ences in the organization of different regions of

the cerebral cortex.

The use of MRI as it relates to handedness

and tool use has received some attention recently

in the literature. In particular, recent structural

and functional MRI studies in humans have

shown that there is region within the precentral

gyrus, referred to as the ‘‘knob,’’ which corre

sponds to the area in the motor cortex where the

hand is represented. The knob is an omega

shaped landmark and is presumably created

when tissue from the precentral gyrus extends

posteriorly into the central sulcus and has been

reported to be larger in hemisphere contralateral

to the subjects’ preferred hand (Hammond,

2002; Yousry et al., 1997).

Like humans, in chimpanzees the knob is

larger in the hemisphere contralateral to the

subjects’ preferred hand for coordinated

bimanual actions as measured by the tube task

(Hopkins & Cantalupo, 2004). As noted pre

viously, the knob cannot be readily identified

in Old or New World monkeys but the motor

hand area can be estimated based on existing

topographical maps of the primary motor

cortex of primates. Applying this rationale to a

sample of capuchin monkeys, Phillips and

Sherwood (2005) recently found that lateraliza

tion in the dorsal portion of the precentral gyrus

differed significantly depending on the handed

ness of the subjects for the tube task. Thus, it

appears that hand preference for coordinated

bimanual actions is associated with between

hemisphere differences in the motor hand area

in chimpanzees and capuchins.

More recently, Hopkins and colleagues

(2007a) examined the association between

handedness for tool use and brain asymmetries

in a sample of captive chimpanzees. Handedness

for tool use was measured for a probing task

(designed to simulate termite fishing) as well as

for opening a coconut (designed to simulate

anvil use in wild chimpanzees). Right and

non right handed apes were compared on two

brain regions including the fronto orbital (FO)

sulcus and planum temporale (PT). FO and PT

were selected as regions of interest because they

represent the cortical homologs to Broca’s and

Wernicke’s areas of the human brain and have

been implicated in studies of handedness and

tool use in humans (Lewis, 2006). For both

measures of handedness, right handed chim

panzees showed a significantly greater leftward

asymmetry in FO and the PT compared to non

right handed chimpanzees (Fig. 29.5A D).

Interestingly, the very same neural correlates of

handedness for tool use in chimpanzees (i.e.,

FO) also correlate with handedness for manual

gestures (Taglialatela et al., 2006) (Fig. 29.6A,B),

reinforcing a view that a common cognitive and

neural substrate may underlie these two beha

viors (discussed later). Whether hand use for

tool use in other primates is associated with

asymmetries in the inferior frontal gyrus or

related brain areas (such as F5 in the macaque

brain) is not known. A recent single cell

recording and positron emission tomography

(PET) study in a single macaque monkey

reported asymmetries in the inferior frontal

area for a raking task, but it is difficult to gen

eralize from these results in a single subject

(see Chapter 30).

Cerebellar Asymmetries

Several laboratories have been interested in indi

vidual differences in motor learning, tool use,

and other manual actions in relation to indivi

dual differences in the volume and lateralization

of the cerebellum (Cantalupo et al., 2008;

Phillips & Hopkins, 2007). Like the cerebral

hemispheres, the cerebellum shows a torque

asymmetry and can be divided into the left and

right sides as well as along the anterior posterior

axis. The left and right cerebellar hemispheres as

well as the anterior posterior divisions have

been delineated in chimpanzees and capuchin

monkeys following the procedure employed by

Snyder and colleagues (1995) with human sub

jects. When comparing capuchin monkeys and

chimpanzees, several interesting differences and

similarities emerge (Table 29.3). Specifically,

capuchins show a population level leftward

asymmetry in the anterior but not posterior

region of the cerebellum, whereas chimpanzees

do not show population level asymmetries for
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either region. Chimpanzees show a significant

inverse correlation between asymmetry quotient

(AQ) values in the anterior and posterior cere

bellar regions, supporting the view that this

brain area shows a torque asymmetry. This asso

ciation is not found in the capuchin monkeys.

In addition, handedness for a coordinated

bimanual task correlates with asymmetries in

the posterior region of the cerebellum in capu

chins but not in chimpanzees. However, like the

PT and FO results, in chimpanzees, handedness

for tool use significantly correlates with the

asymmetries in the anterior and posterior sec

tions of the cerebellum (Table 29.3) but in oppo

site directions. No data on handedness for tool

use and cerebellar asymmetry are available at this

point for capuchin monkeys, or any other

species.

Handedness

Although there are no reports of handedness

for tool use in wild monkeys, this behavior

has been reported in wild chimpanzees (Biro

et al., 2003, 2006; Boesch, 1991; Lonsdorf &

Hopkins, 2005; Marchant & McGrew, 2007;

McGrew & Marchant, 1996). As noted pre

viously, most humans are right handed, and

some have suggested that this might be a

uniquely human trait related to the evolution

of complex motor actions such as tool use

and language. Studies in captive chimpanzees

(and other primates) have reported evidence

of population level right handedness for a

number of behaviors including throwing,

bimanual feeding, coordinated bimanual

actions, and manual gestures (Hopkins,

2006); however, it has been suggested that

these results may be an artifact of the pri

mates living in a human environment

(McGrew & Marchant, 1997a). Thus, data

from wild subjects are very important for

evaluating the potential influence of captive

rearing on behavioral asymmetries. Shown in

Table 29.4 are the hand preference distribu

tions for tool use in apes and monkeys.

There are at least two important findings from

these studies. First, in wild chimpanzees, tool use

behaviors elicit strong preferences at the indivi

dual level in comparison to measures of sponta

neous daily activities, such as unimanual feeding

(Marchant & McGrew, 1996; McGrew &

Marchant, 2001). In other words, tool use is a

better and more sensitive measure of handedness

than behaviors such as unimanual feeding or

simple reaching because most animals show a

definitive preference of one hand over the other.

Second, apes show population level handedness

for termite fishing and leaf sponging, although in

opposite directions (Table 29.4). Wild chimpan

zees also show a borderline significant bias to the

right hand for nut cracking and ant dipping.

In captive apes and monkeys, there are far

fewer data on handedness and tool use com

pared to those data reported from wild indivi

duals, which is somewhat surprising given the

theoretical interest in this topic and the common

use of tool use devices as behavioral enrichment

in zoos and research laboratories (Table 29.4).

When one considers probing tool use tasks, it

TABLE 29.3 Data on Cerebellar Asymmetry and Hand Preference in Capuchin Monkeys and

Chimpanzees

Capuchin Chimpanzees

Anterior Posterior Anterior Posterior

Mean AQ .129 .000 .032 .044

R (Handedness) . 761 .456 .101 .174

R (Tool use) NA NA .321 .485

R AQ Values .231 .761

AQ, asymmetry quotient; R, = correlation value.
Bolded values indicated significant correlations (P <.05).
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TABLE 29.4 Handedness for Tool Use in Nonhuman Primates

Hand Preference Classification

#L #R #A Task Author(s)

Wild Apes

Pan 29 15 10 TF McGrew & Marchant, 1996

Pan 12 4 1 TF Lonsdorf & Hopkins, 2005

Pan 1 7 8 AD Marchant and McGrew, 2007

Pan 36 46 3 NC Boesch, 1991

Pan 7 11 2 NC Biro et al., 2003

Pan 5 7 2 AV McGrew et al., 1999

Pan 5 10 2 LS Boesch, 1991

Pan 4 5 0 AG Humle & Matsuzawa, 2009

Pan 6 19 0 AD Humle & Matsuzawa, 2009

Pan 10 11 1 PP Humle & Matsuzawa, 2009

Pan 7 17 0 PP E Humle & Matsuzawa, 2009

Pan 4 11 2 LS Biro et al., 2006

Captive Apes

Pan 6 0 5 STF Fletcher & Weghorst, 2005

Pan 5 3 1 STF Hopkins, 1999

Pan 9 14 14 STF Hopkins & Rabinowitz, 1994

Pan 0 2 2 STF Morange, 1994

Pan 74 63 52 STF Hopkins et al. (in press)

Pan 0 3 0 MT Morris et al., 1993

Pan 2 2 0 TH Colell et al., 1995

Pan 4 5 0 TH Marchant, 1983

Pan 23 50 16 TH Hopkins et al. 2005

Pan 3 1 1 MT Steiner, 1990

Pan 0 1 0 NC Fouchart et al., in press

Pan p. 5 5 4 UK Harrison & Nystrom, 2008

Pan p. 0 1 0 KP Toth et al., (1993

Gorilla 0 2 3 TH Shafer, 1993

Pongo 2 2 2 STF O’Malley & McGrew, 2006

Pongo 2 1 2 STF Phillips, 2008, unpublished data

Captive Monkeys

Macaca 3 1 1 STF Westergaard, 1991

Papio 2 3 0 LS Westergaard, 1993

Papio 2 1 1 STF Westergaard, 1993

Cebus 3 1 1 STF Westergaard, 1991

Cebus 8 1 2 STF Lilak & Phillips, 2007

Cebus 3 0 1 STF Limongelli et al., 1994

Cebus 8 5 0 STF Westergaard & Suomi, 1994a

Cebus 8 4 2 NC Westergaard & Suomi, 1994b

Cebus 5 7 2 LS Westergaard & Suomi, 1993

Cebus 2 1 0 TH Westergaard & Suomi, 1994c

Cebus 11 12 2 TH Westergaard et al., 2000

Cebus 1 9 4 KP Westergaard & Suomi, 1996

L, left; R, right; A, ambiguous. For wild apes: TF, termite fishing; AD, ant dipping; NC, nut cracking; LS, leaf sponging. For
captive apes and monkeys: TH, throwing; STF, simulated termite fishing (or probing tasks); KP, stone knapping; UK,
unknown or not reported; NC, nut cracking; LS, leaf sponging; MT, multiple tasks; PP, pestle pounding; PP E, pestle
pounding extraction, and AG, algae scooping.
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seems that capuchin monkeys show a left

ward bias in hand use, not unlike the data

presented on termite fishing in wild chimpan

zees. For throwing, captive chimpanzees show

population level right handedness, whereas

capuchin monkeys do not. There are simply

too few data in other species and for other

tasks to make any meaningful inferences.

TOOL USE, MANUAL MOTOR
SKILL, AND OROFACIAL
CONTROL

As noted earlier, themotor and cognitive processes

involved in tool use have been proposed as poten

tial neuropsychological preadaptations for the evo

lution of language and speech in humans

(Bradshaw & Rogers, 1993). One of the challenges

with this evolutionary scenario is identifying the

common neurological, cognitive, and motor abil

ities that would have been selected upon during

evolution that allowed for language and speech

(Arbib, 2005; Gentilucci & Corballis, 2006). In

short, at some point in primate evolution, the

presumed neurological, motor, and cognitive pro

cesses originally underlying manual actions had to

be incorporated into motor control of the mouth,

facial musculature, and peripheral speech organs.

Moreover, cognitive structures underlying tool use

had to be extended into the social domain.

The underlying assumptions of these argu

ments are that if common neural substrates

underlie both manual and potentially motor

control of the mouth and facial musculature,

then significant associations should be evident

for their coactivation or use in nonhuman pri

mates. Unfortunately, very little research in non

human primates has focused on this question,

but several recent studies in my laboratory sug

gest that, at least in chimpanzees, common

neural mechanisms might be involved in the

control of manual and orofacial actions.

First, in captivity, chimpanzees have been

shown to selectively produce one of two sounds,

either a ‘‘raspberry’’ (RASP) or ‘‘extended food

grunt’’ (EFG), to capture the attention of an

otherwise inattentive human and suppress these

sounds in the presence of the food or human

alone (Hopkins et al., 2007b). The RASP and

EFG are frequently produced in conjunction

with the simultaneous production of a manual

gesture directed toward a human (Taglialatela &

Hopkins, 2005) (Fig. 29.7). As can be seen in

Figure 29.7, the onset of the manual gesture

directed toward a human is temporally very

close to onset of the orofacial movements asso

ciated with the production of the RASP in this

specific example. In two separate studies using

both between group and within subject compar

isons, we have found that subjects that simulta

neously produce the RASP and EFG sounds while

gesturing are significantly more right handed

than those that do not simultaneously produce a

soundwhile gesturing (Hopkins&Cantero, 2003;

Hopkins& Leavens, 1998). Themean handedness

indices for gestural communication in chimpan

zees that do or do not simultaneously produce a

vocalization are shown in Figure 29.8.

A second interesting aspect of the RASP and

EFG sounds is that not all chimpanzees produce

them. Some chimpanzees use them very reliably,

while others are less reliable or simply fail to use

them.Theorigin of this difference remains unclear,

but if a central motor system controls bothmanual

and potentially orofacial movements associated

with (the learning of) sound production, then it

can be hypothesized that individual differences in

motor skill in one domain (manual) might be

related to motor skill in another domain (orofacial

control).Wehave at least someevidence to support

this hypothesis in two sets of data frommy labora

tory (Table 29.5). First, my colleagues and I have

previously tested our chimpanzees on a task

requiring fine motor prehension of small food

items (Hopkins & Russell, 2004; Hopkins et al.,

2002). In these studies, we recorded the number

of errors made by the chimpanzees when grasping

small food items. When comparing the errors

between chimpanzees that reliably and unreliably

produce the RASP or EFG vocalization, we find

that chimpanzees that produce the RASP and EFG

sounds make significantly fewer grasping errors

compared to those who do not. We also find that

chimpanzees that reliably produce the RASP and

EFG sounds also perform significantly better on a

tool use task requiring them to successfully insert

small sticks into a hole to extract food. Lastly, we
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Figure 29.7 Sequential frames representing the co occurrence of the production of the raspberry and
manual gestures. (A) Start of trial. (B) Onset of raspberry. (C) Offset of raspberry. (D) End of manual
gesture.
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Figure 29.8 Mean handedness index values (– SE) for manual gestures that are (Gesture + Vocal) or not
accompanied by a vocalization (Gesture + No Vocal). Sum HI is the handedness value for all gesture that
were and were not accompained by a vocalization.
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find that chimpanzees that reliably produce the

RASP and EFG sounds are significantly more

right handed for several handedness tasks

including reaching, coordinated bimanual actions,

tool use, and manual gestures. Collectively, these

results suggest that commonneural pathways, pos

sibly lateralized to the left hemisphere, may

underlie motor control of both manual and orofa

cial movements in chimpanzees. Moreover, it sug

gests that the lateralization for both manual and

orofacial control of volitional expressions and

sounds were in place before the split between the

common ancestor of humans and apes.

GESTURAL AND VOCAL
COMMUNICATION IN CAPTIVE
APES AS A FORM OF SOCIAL
TOOL USE

I have principally focused on material tool use in

this chapter but want to also draw some parallels

between tool use as reported in wild apes

(notably chimpanzees and orangutans) with evi

dence of referential, gestural communication in

captive apes. As noted previously, historically

scientists have considered social and nonsocial

cognition as separate domains of investigation. I

believe that the interface between social and

nonsocial cognition lies at the heart of the

observed differences reported during intraspe

cies gestural and vocal communication in cap

tive apes and tool use in wild apes.

Studies in our laboratory and others have

clearly shown that chimpanzees and other great

apes (orangutan, gorilla, and bonobo) use

manual gestures referentially and intentionally

to direct the attention of a human to otherwise

unattainable objects (usually food but sometimes

to a tool) (Call & Tomasello, 1994, 2007; Leavens

et al., 2004a,b; Russell et al., 2005). The produc

tion of manual gestures is not a frustrated

reaching response as these communicative beha

viors are selectively and almost exclusively pro

duced in the presence of an audience and not

without one (Leavens & Hopkins, 1998; Leavens

et al., 1996; Poss et al., 2006). Moreover, chim

panzees and other great apes can alter their mod

ality of communication depending on the

attentional status of a human or conspecific.

Thus, apes will use primarily visual signals when

the human or conspecific is facing them but will

use tactual or auditory signals when the human or

conspecific is facing away from them (Cartmill &

Byrne, 2007; Hostetter et al., 2001, 2007; Leavens

et al., 2004b; Liebal et al., 2004). This suggests that

the signals are intentional and that the apes

understand the function of their signaling.

The evidence of gestural communication in

captive chimpanzees stands in contrast to reports

in wild apes (Leavens et al., 2005). Feral chim

panzees no doubt gesture in the context of food

begging and reconciliation but, as far as we know,

they do not seem to referentially point in the way

that gestures have been reported in captive

TABLE 29.5 Grasping Skill and Hand Preference Differences in Chimpanzees Who are Reliable or

Unreliable in their Use of Attention Getting Sounds

Vocalization Group

Reliable Unreliable t P N

Behavioral measure

Grasping skill* 7.77 9.94 2.32 .02 136

Tool use performance† 8.43 12.43 2.52 .02 60

Hand preference

Tool use .133 .075

Gesture .421 .331

Reaching .173 .083

Tube 221 .071

Mean .237 .107 3.10 .01 101

* Indicates number of errors out of 40 trials (20 trials for each hand).
† Indicates average latency to insert stick into pipe. P = level of significance, N = number of subjects tested on the task.
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chimpanzees (Pika & Mitani, 2006). As my col

leagues and I have argued elsewhere, this discre

pancy can in part be explained by what we refer to

as the ‘‘referential problem space’’ (Leavens et al.,

2005). Basically, when wild chimpanzees want

some food that is in proximity to them, they can

locomote over to the food and take it. The excep

tion is, of course, food that is not otherwise visible

to them, such as termites inside a termite mound

or the meat of a nut inside a shell. In these cases,

chimpanzees must fashion a tool in order to

extract the food. Like wild chimpanzees, when

captive chimpanzees want food that is visible to

them and the food is in the cage, then can walk

over and grasp the food. In contrast, sometimes

in captivity, foods are available to them but the

chimpanzees cannot gain access to the food, such

as when food is located outside their home cage.

In these cases, the chimpanzees have learned to

use their gestures (and other signals) to capture

the attention of a human to retrieve the food for

them. In essence, the chimpanzees use the human

as a tool and, arguably, the apes would use a tool

in the absence of a human, if one were provided

to them. In other words, if a rake were made

available, the chimpanzees would likely use the

rake to get the food (see Barrett & Rendall, this

volume, for similar themes). In the absence of a

rake (or other tool), they are left only with the

sporadically present human that they have

learned to manipulate through their communi

cative signals in order to obtain the food.

I would further suggest that the flexibility seen

in tool use by wild apes is similarly seen in the

communicative repertoire of captive chimpanzees.

Recall that wild chimpanzees use a variety of dif

ferent tools in relation to different ecological and

social factors (Whiten et al., 1999). Apes in cap

tivity will use a variety of different communicative

signals to capture and direct the attention of a

human or conspecific. For example, captive apes

will vocalize, spit, throw, bang on the cage, or clap

their hands as means of getting the attention of a

human when food is visible but otherwise unavail

able to the apes (e.g., Leavens et al., 2004b).When a

tool fails to work properly in the wild, apes will

repair the tool or get new one. In captivity, when a

communicative signals fails, apes will repair it (i.e.,

try again with some modification) or elaborate

(i.e., try a different signal) on their signals. All of

these behavioral traits reflect a more ‘‘fluid’’ or

‘‘innovative’’ form of intelligence that simply gets

expressed differently, depending on certain ecolo

gical or social factors. It is likely that common

cognitive and neurological processes underlie

many of these behaviors rather than modules or

domain specific ‘‘social’’ and ‘‘nonsocial’’ cogni

tive processes, as they are often characterized.

To the extent that other species engage in

similar communicative behaviors remains, in

essence, unstudied. There are a few short reports

of ‘‘gestural’’ communication in Old and New

World monkeys, but none of these results are ter

ribly robust (Anderson et al., 2007; Hattori et al.,

2007;Hess et al., 1993;Mitchell&Anderson, 1997).

In one of the more sophisticated and elaborate

studies, Hattori and colleagues (2007) replicated a

study previously done in chimpanzees on the sen

sitivity to the eyes during intraspecies communica

tion. In the study, the experimenters recorded the

frequency of ‘‘gestures’’ in response to the presence

of food when a human had his or her eyes open or

closed. Interestingly, the capuchin monkeys did

look differentially at the human in these conditions

but did not differentiate the human’s ‘‘gestural’’

behavior. That is, the capuchins were equally likely

to point to the human whether the human had his

or her eyes open or closed. This stands in contrast

to reports in chimpanzees, which suggest they do

differentially gesture depending on whether the

eyes of the human are open or closed (Hostetter

et al., 2007). This would suggest that the capuchin

monkeys did not understand the communicative

function of their gestures. Hattori and colleagues

(2007) also noted that they never observed the

capuchins alternate their gaze between the referent

and the human, a behavioral concordance fre

quently reported in great ape intraspecies

communication.

Thus, it seems that ecological factors have

favored the emergence of tool use in capuchin

monkeys and apes but, perhaps, only apes might

be able to capitalize on this inherent ability and

utilize it functionally in captive settings to solve a

novel, socio communicative problem. The com

parison here is not limited to Pan versus Cebus

either; in captivity, the non tool using gorillas do

not show the same patterns of intraspecies

606 PRIMATE NEUROETHOLOGY



communication that has been reported in chim

panzees and orangutans (Cartmill & Byrne, 2007;

Leavens et al., 2004b; Poss et al., 2006). Thus, not

unlike material tool use, at the heart of the matter

in gestural communication in monkeys and apes

are questions of causality and functionality. In

other words, do monkeys and apes understand

the function of their communicative signals? This

is much like the question of whether they under

stand the function of their tool use.

SUMMARY AND SOME CLOSING
THOUGHTS

With respect to object manipulation and tool use,

the literature seems to suggest that basic phyloge

netic differences are evident in object manipula

tion, prehension, and tool using abilities in

primates. More distantly related primates from

humans show less complex object manipulation

skills, no individual control of the digits, and few

tool using abilities, whereas more closely related

primates show more sophisticated object manipu

lation and tool using skills aswell as greater control

of individual digits. The phylogenetic picture, of

course, is more complicated because different pri

mates within certain Genera may or may not

express certain abilities depending on specific eco

logical or social adaptations. Cebus are an excellent

example as it seems that certain ecological factors

have favored the evolutionof tool use in this species

compared to other species from the same family.

Likewise, among great apes, gorillas are not well

known for their tool using abilities in either cap

tivity or the wild, despite the fact that they have

good object manipulation skills and individual

control of their digits. Thus, at a global level,

increasing brain size and asymmetry has been

selected for in primate evolution, but many adap

tive radiations have occurred within specific pri

mate families in response to certain ecological and

social factors. Tool use may simply be one form or

expression of these adaptations, but equally com

plex cognitive and motor processes may underlie

different non tool use behaviors of apes andmon

keys (Byrne, 1995).

With specific reference to tool use, I have no

doubt that most nonhuman primates can learn

to solve simple tool using tasks through

different shaping procedures, such as the cane

pulling task employed by many; however, to

what extant these abilities would generalize to

(1) new tool using tasks or (2) new contexts

remains the challenge. In other words, as

recently suggested by Rumbaugh and

Washburn (2003), to what extent there would

be emergent cognitive processes that extend

beyond the specific behavioral context in which

the tool using abilities were trained remains to

be determined. Moreover, to what extent the

animals would understand the function of tool

use beyond the immediate context is not clear.

The existing data suggest that apes, notably

chimpanzees and orangutans, would and do

generalize, while the data from capuchin mon

keys remain unclear. Apes and capuchins have

dominated this literature because they acquire

and use tools relatively easily, but data from

other species would be particularly useful for

this research because many of them are consid

ered ‘‘relational’’ learners (Rumbaugh &

Washburn, 2003) and therefore might do well

on tool related tasks, despite the lack of sponta

neous proclivity to use tools in the wild and

captivity.

Neurologically, the comparative data from

different primate species indicate that there

have been significant grade shifts in the organi

zation of the cerebellum and in interhemispheric

connectivity, at least as reflected in the relative

corpus callosum size. Great apes have relatively

small CCs compared to Old and New World

monkeys. Similarly, in great apes, there has

been significant expansion of the cerebellum,

particularly within the hemispheres, compared

to Old and New World monkeys. One of the

interesting findings from these data are the

within family variations in cerebellar volume

as well as interhemispheric connectivity. For

instance, within New World monkeys, there is

considerable variation in the relative size of the

cerebellum, and Cebus differ substantially from

other genera, suggesting that there may be spe

cific changes in the organization in this brain

area for the learning of complex motor actions,

such as tool use or object manipulation. In con

trast, within great apes, there is less variability in

the relative size of the cerebellum and arguably
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greater commonality in manipulatory and

motor learning abilities, albeit these get

expressed very differently in chimpanzees and

orangutans (say, for tool use) compared to gor

illas (say, for complex manual actions associated

with feeding).

Neuropsychological data from chimpanzees

suggest that common cortical mechanisms may

underlie tool use and gestural communication.

Specifically, regions within the inferior frontal

gyrus correlate with lateralized hand use for both

manual gestures and tool use, whereas other

behavioral measures of handedness do not. It is

important to emphasize that the studies to date

have focused on morphology, but whether there

are functional homologs in the chimpanzee (or

other nonhuman primates) brain in the use of

tools and gestures is not clear and will require

the application of functional imaging studies

(Taglialatela et al., 2008). The results of our

studies in chimpanzees further suggest that indi

viduals who appear to exhibit better orofacial

motor control perform better on the fine

motor tool use tasks and grasping tasks and are

more right handed for several handedness tasks.

Collectively, these results point to the conclusion

that the left hemisphere of chimpanzees is domi

nant for motor learning and control in both the

manual and orofacial domain (but see

Sherwood, 2005, and Sherwood et al., 2005, for

other systems involved inmotor control of face).

The need for data from other species cannot be

overstated.

Lastly, the suite of tool using abilities found

in great apes is paralleled, in some ways, by a

suite of communicative behaviors that are used

in captivity during intraspecies communication.

Captive chimpanzees, and other great apes, par

ticularly orangutans, use gestures, vocal signals,

and several attention getting behaviors such as

throwing, hand clapping, cage banging, and spit

ting when communicating with humans (and

other apes). No other nonhuman primates

engage in these kinds of behaviors, so far as I

know, or at least with any degree of frequency.

There are reports of throwing in captive capu

chin monkeys, but as I have argued elsewhere,

throwing had to be explicitly trained in these

studies, which is quite different than the

acquisition and maintenance of throwing in

chimpanzees and other apes (Hopkins et al.,

2005). The use of these communicative beha

viors by apes but not other nonhuman primates

is not trivial, because it suggests that funda

mental differences might be present in social

cognitive abilities between apes and monkeys

that are rooted in their understanding of causal

relationships, of which tool use may represent a

physical domain of this underlying system. This

argument is consistent with the view of Reader

and Laland (2002), who argue that evolution has

selected for increasing executive function in pri

mates, which has adaptive value for both social

and nonsocial cognitive abilities or, more gen

erally speaking, innovative cognitive behaviors.
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CHAPTER 30

Evolution of an Intellectual Mind in the

Primate Brain

Atsushi Iriki, Yumiko Yamazaki, and Osamu Sakura

Macaque monkeys are thought to rarely use tools

in the wild (Tomasello &Call, 1985), but repeated

descriptions of anecdotal observations, as appear

in many traditional Japanese folk tales, suggest

that Japanese macaques do use primitive tools

when they have close interaction with human

communities, although this has not yet been

scientifically proven. On the other hand, contem

porary neurophysiologists, using monkeys as

experimental animals, tend to think that

Japanese macaques, compared with other

macaque monkey species, are especially rapid

and skillful at acquiring complex cognitive and

motor tasks. Although we have reservations

regarding this particular cleverness, it is true that

they are quite cooperative with humans, which

should make them efficient at learning experi

mental tasks, whereas other macaques (such as

rhesus monkeys) tend to express an aggressive

response. Taking advantage of these traditions

and backgrounds, we have attempted to train

Japanese macaques with tool use that they nor

mally do not exhibit in their natural habitat, and

tried to detect neurobiological changes in their

brains accompanying the acquisition of this

humanoid higher cognitive function.

NEURAL MECHANISMS
SUBSERVING TOOL USE IN
TRAINED MONKEYS

Learning to Use Tools

One first indication that monkeys could use

tools arose after they were observed pulling at a

branch to eat a persimmon at its tip, indicating

that they can retrieve a distant target utilizing

another object to bridge the spatial gap between

them. By manifesting (either rapidly by training

or gradually through spontaneous evolutionary

processes) explicit control of this latent cognitive

precursor, we believed that monkeys could be

enabled to use tools in a way underpinned by

brain functions analogous to those in humans.

During the training processes, baits were

placed initially on a long shafted (about 30

cm) spoon that the monkeys could pull in to

retrieve the bait, mimicking the fruit at the tip of

a branch, which they could also easily retrieve

(Ishibashi et al., 2000). Then the spoon was

replaced with a rake shaped tool, first with the

bait set close to its near side (another easy step,

immediately accomplished), and thereafter, we

increased the distance gradually along the trajec

tory needed to pull it straight in. When the bait

was positioned to the side, the monkeys curved

the path of the rake rather easily after a few

attempts. The last step that is, when the food

was placed at the far side of the rake appeared

slightly harder and monkeys had difficulty

pushing the rake forward to position it beyond

the food. However, in just a few days, they

learned universal techniques: to swing horizon

tally beyond the rake, stop immediately beyond

the food, and then pull the food straight in.

Thereafter, this stepwise trajectory became

fused and smoother until finally, skillful

wielding of the rake was used to retrieve the

food in a single action. They had now learned
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to control the rake to accomplish their goal

(Fig. 30.1).

All the monkeys so far trained in our

laboratory (more than 50, without a single

exception) have acquired this tool use skill

through the procedures described previously

to accomplish the learning process. At the

very beginning of this series of studies, the

complete training procedure took more than

a few months to complete. After experience,

however, the process of accomplishment

could be shortened to 10 to 14 days, depending

on the criteria for completion of learning

(Hihara et al., 2003; Iriki et al., 1996;

Ishibashi et al., 2000). However, the monkeys

could never complete this rather simple

learning task in a shorter time, which led us

to think about the molecular genetic mechan

isms upon which the later series of experiments

is based.

Coding of Modified Body Image upon Tool

Use by Parietal Neurons

Extrapolated from our own introspection during

tool mastery, the monkeys’ tool appeared as if

incorporated into their body schema as an

extended forearm. This plasticity has been

regarded as an origin of intelligence, which has

long been believed peculiar to human intelli

gence. Such a semantic image of the body,

which is subject to modifications by assimilating

tools, has been thought from clinical experience

to be formed and stored in the parietal cortex

(Head & Holmes, 1911). In this cortical area,

somatosensory (e.g., tactile, joint, deepmuscular)

and visual information about spatial configura

tion of the body merge to form such images

(Ungerleider & Mishkin, 1982) (Fig. 30.2, inset),

yet its tangible neural mechanisms had remained

hidden until we discovered, in 1996, the phe

nomenon described here (Iriki et al., 1996).

We have recorded bimodal neurons,

responding both to tactile stimulation on the

hand (thus forming a tactile receptive field,

Fig. 30.2A) and to visual stimuli occurring

within the space encompassing the tactile

receptive field (namely, the visual receptive

field of the same neuron, Fig. 30.2B), regardless

of the location of the three dimensional space

in which the hand was placed. Thus, these

neuronal response properties were interpreted

as coding the image of the hand in space (Iriki

et al., 1996; Maravita & Iriki, 2004). Immedi

ately after using the rake, this visual receptive

field extended along the axis of the tool

(Fig. 30.2C), so that it appeared as if it was

assimilated into the image of the hand, or alter

natively, the image of the hand was extended to

incorporate the tool. When this measurement

was performed immediately after the monkeys

used their innate hand to retrieve food, only

holding the tool as an external object, the visual

receptive field was no longer extended, but

limited around the hand (Fig. 30.2D). This

condition, although physically identical with

that shown in Figure 30.2C, was mentally

identical with that shown in Figure 30.2B;

thus, the neuron appeared to code the mon

key’s introspective image of its hand.

A B C

Figure 30.1 Sequential images of a monkey retrieving food pellets with a rake. When a food pellet was
dispensed beyond its reach (A), themonkey wielded the tool (B) and pulled the food closer to retrieve it with
the other hand (C). Adapted from Iriki, A., Tanaka, M., & Iwamura, Y. (1996). Coding of modified body
schema during tool use by macaque postcentral neurons.Neuroreport, 7, 2325 2330. Used with permission.
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Activation of this area during tool use has

been confirmed by positron emission tomo

graphy (PET) (Fig. 30.3) (Obayashi et al.,

2001). This was necessary because it was not

possible to measure the activation of these neu

rons during dynamic tool usage by extensive

scanning of space, which takes a few minutes to

complete, while PET cannot detect receptive

fields of the neurons. Using these complemen

tary methods, we have demonstrated that intra

parietal neurons flexibly code modified body

images upon tool use.

The coding of modifiable body image

described previously represents ‘‘enactive repre

sentation’’ (Bruner et al., 1966) or an ‘‘internal

model’’ (Kawato, 2008), which contributes to

embedded control of the movement of body

parts. This comprises the earliest mode of repre

sentation that humans could acquire through

the course of their developmental processes

(Bruner et al., 1966), which develop in three

stages, which further develop in additional two

stages into iconic (or visual, 9 to 10 years old)

and symbolic (mature adult) representations.

The next question to address was if monkeys

could be trained to acquire advanced stages of

body representation.

We attempted to train monkeys with a kind

of ‘‘video game’’; upon playing such a video

game, we humans feel as if our own images are

projected onto the avatar in the monitor (Iriki

et al., 2001). Monkeys were required to collect

food with a rake by watching an online video

monitor view captured by a video camera. A rake

was necessary because with hands alone, they

could easily feel and grope for the food. While

they watched their hand use the rake on the

screen, an artificial dot superimposed on this

video image was used to map the visual receptive

fields. Parietal neurons with tactile receptive

fields on the hand (Fig. 30.4G) were now

endowed with a visual receptive field around

the video image of the hand (Fig. 30.4A).

In addition to the incorporation of the tool on

the video screen (Fig. 30.4E), this visual recep

tive field was also modulated by virtual changes

in the size (Fig. 30.4B,C) and location

(Fig. 30.4C,D) of the hand, and even to the

CS

10 mm

LS

IPS

A B C D

B

A

Figure 30.2 Changes in bimodal receptive field properties following tool use. The somatosensory
receptive fields (sRFs) of cells in this region were identified by light touches, passive manipulation of
joints, or active hand use. The visual receptive field (vRF) was defined as the area in which cellular responses
were evoked by visual probes (the most effective ones being those moving toward the sRF). (A) sRF (blue
area) of the bimodal neurons and their vRF (pink areas) before (B) and immediately after (C) tool use or
when just passively grabbing the rake (D). Left inset: The left hemisphere of a monkey brain, with A and B
indicating that somatosensory and spatial visual processing pathways merge at the intraparietal area
indicated by the red square where neurons were recorded. CS, central sulcus; IPS, intraparietal sulcus; LS,
lateral sulcus. Adapted from Maravita, A., & Iriki, A. (2004). Tools for the body (schema). Trends in
Cognitive Science, 8, 79 86. Used with permission.
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simulated disappearance of the hand leaving

only the tool’s end visible (Fig. 30.4F). Thus,

the body images must be visually represented

by the same group of parietal bimodal neurons.

Parietal neurons were also able to encode the

image of the invisible hand under the table

groping for the food. The space over the screen,

hiding the hand from direct view, was scanned

with the probe and the visual receptive field was

found in the space where the hand resided

underneath the screen (Obayashi et al., 2000).

Wherever the hand moved under the screen,

Tool use–related activities
by its right hand

A

B
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IPS IPS

MT

TEO

preSMA
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Figure 30.3 Brain activated areas related to tool use (compared with control task). (A) Dorsal view of
monkey’s brain (a f correspond to coronal sections in 3 D). (B) Right oblique (50 degrees) view of
coregistered magnetic resonance image (MRI) with the positron emission tomography (PET) data. Note
that the contralateral intraparietal sulcus (IPS) area is projected onto the paramidline area. (C) Left oblique
view (50 degrees). (D) Coronal sections orthogonal to the AC PC line. Adapted from Obayashi, S., Suhara,
T., Kawabe, K., Okauchi, T., Maeda, J., Akine, Y., et al. (2001). Functional brain mapping of monkey tool
use. Neuroimage, 14, 853 861. Used with permission. IPS, intraparietal sulcus; SMA, supplementary motor
area; MT, middle temporal area; TEO, occipitotemporal transition; PMv, ventral premotor area.
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either actively or passively, the receptive field

moved to follow the invisible hand. The mon

keys and their parietal neurons can thus code

and modify their body image in their mind

alone, without necessity of actually seeing the

body.

Having these abilities, we expected monkeys

to plan and sequentially combine the use of their

body parts before actually executing a move

ment in their mind, using those introspective

body images. When monkeys, pretrained to use

a single rake, were exposed to a condition that

required combinations of different tools, they

could solve the problem facing them within a

few trials. This was unlike the initial training of

tool use, which necessitated about 2 weeks. In

the combination situation, the food was placed

at a distance that could not be reached by the

hand or a short rake that was within reach. Food

could only be reached by a longer rake, but this

rake was not within reach itself (Fig. 30.5A). The

monkeys, without hesitation, took the short rake

(Fig. 30.5B) to reach the long rake (Fig. 30.5C),

and then changed the rake (Fig. 30.5D) to

retrieve the food (Fig. 30.5E) (Hihara et al.,

2003). Using PET, we found that, in addition

to the intraparietal activation seen for single tool

use, activation of prefrontal cortex was detected

for this combinatorial use of the tools (Obayashi

et al., 2002) (Fig. 30.5H).

Induction of Gene Expression and Circuit

Reorganization by Tool Use Training

A minimum of about 10 days was required for

tool use training to be completed, suggesting

that the process is not merely based on func

tional plasticity of existing neural pathways, but

may involve anatomical reorganization of the

circuitry. Indeed, the expression of immediate

early genes (Iriki, 2005) and the elevation of

neurotrophic factors and their receptors

(Ishibashi et al., 2002b) were coincident with

completion of the cognitive learning processes

A

C

D

B

EF

G

Figure 30.4 Neural correlates of tool use under indirect visual control. Neural responses are recorded
while monkeys retrieve small pieces of food and observe their actions on a video monitor, as captured by a
video camera. Visual (A F) and somatosensory (G) neural responses in different viewing conditions.
When monkeys use a monitor (experimental setup shown in right inset), a visual receptive field of
representative intraparietal bimodal neurons was formed around the hand in the monitor (A),
encompassing its somatosensory receptive field (G). The visual receptive field altered to match the
modified appearance of the hand in the monitor (B D), extending along the rake when used under the
monitor (E) and confined around the tip of the rake once the image was blotted out except for the tip (F).
Adapted from Maravita, A., & Iriki, A. (2004). Tools for the body (schema). Trends in Cognitive Science, 8,
79 86. Used with permission.
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(Ishibashi et al., 2002a). This expression was

focused in the bank of the intraparietal sulcus

(IPS) where the bimodal neurons described pre

viously are located, and returned to control

levels once the learning process was completed.

Thus, we hypothesized that some morphological

modification or reorganization of the intrapar

ietal neural circuitry should be evident because

of training induced genetic expression.

To discover such reorganization, retrograde

tracer (Fast Blue) was injected into the IPS area

and the whole cerebral cortex was searched to

locate the neuronal cell bodies sending axons to

these areas, comparing naı̈ve monkeys with

those monkeys that had extensive tool use

training (Hihara et al., 2006). In trained mon

keys, two cortical areas (ventral prefrontal and

temporoparietal junction [TPJ]) were labeled

that were never labeled in naı̈ve, control mon

keys (Fig. 30.6A). Subsequently, anterograde

tracer (biotinylated dextran amine) was injected

into the TPJ and patterns of axonal arbor and

synaptic connections were explored in the IPS

area, both at a light and electron microscopic

level. Unlike control monkeys, in which axons

from the TPJ remained only in the deep layers of

the sulcus fundus, TPJ axons in trained monkeys

extended further, by approximately 1.5 mm,

into the more superficial layers of the bank to

form active excitatory synapses with postsy

naptic neurons (Fig. 30.6B). Through this new

anatomical connection, induced by a training

regimen, macaque monkeys have the capacity

to enable a novel mode of multimodal integra

tion in the parietal cortex, and as a result,

become able to use tools as an extension of

their body parts.

How can tool use learning drive interactions

between the TPJ and IPS? One potential impli

cation would be that use of the tool as an exten

sion of innate body parts induces a temporary

mismatch with an existing body image stored in

the IPS region, and thus requires a recalibration

driven by the monkey’s own intention to incor

porate the external object (tool) into its internal

body self representation (Hihara et al., 2006;

Iriki, 2006). Thus, tool use training may have

brought about explicit awareness of the mon

key’s own body and own intentions (or mind)

and eventually induced the subserving neural

Sequential tooluse

Applied combination
A B C D E

F G H

Figure 30.5 Complex tool use in monkeys. (A E) Experimental setting for the double rake reaching
study in monkeys. Experimental setting (F,G) and positron emission tomography (H) brain activation
(critical intraparietal, pink arrow, and prefrontal activation foci, blue arrow) for the complex tool use
experiment in monkeys. Combinatory usages (sequentially from A to E) of short and long rake brain
activation pattern for sequential combinatory tool usages, showing prefrontal, in addition to parietal,
activation. Adapted from Maravita, A., & Iriki, A. (2004). Tools for the body (schema). Trends in
Cognitive Science, 8, 79 86. Used with permission.
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Figure 30.6 Sites of biotinylated dextran amine (BDA) injections and distribution of anterogradely
labeled fibers and ultrastructural identification of labeled active synapses. (A) Schematic drawing of the
macaque brain from a lateral view. Red dots indicate injection sites. Superior temporal sulcus (STS) is
highlighted green, and the characteristic branch at its posterior end, used as a landmark for identifying
injection sites (see text), is indicated by an oblique arrow. The vertical bar shows a coronal section shown in
B and the oblique bar indicates the sections of postcentral gyrus orthogonal to intraparietal sulcus (IPS)
shown in C and D. (B) Coronal sections of injection sites, made into the temporoparietal junction (TPJ)
area, in the most caudal part of the upper bank of the posterior portion of the STS where it branches. (C)
Distribution of anterogradely labeled fibers in the anterior bank of the intraparietal sulcus, posterior to the
SI forearm regions. Camera lucida based drawings from serial sections have been superimposed. BT1 and
BT2 are tissues from trained monkeys in which sections covering a thickness of 250 mm have been
superimposed. (D) Distribution of anterogradely labeled fibers in control monkeys (BC1 and BC2) in
which sections covering a thickness of 500 mmhave been superimposed. Note the difference in the thickness
of sections between C and D, indicating much denser labeling of fibers in trained animals. On the left in
illustrations C and D (BT1, BC1), anterior portions of the postcentral gyrus that were cut off during
preparing tissues are supplemented by imaginary dashed lines for better morphological understanding. (E)
Ultrastructure of the BDA positive boutons identified in a trained monkey. Reconstruction of an
anterogradely labeled (presumably single) axon through 1,050 mm in the anterior bank of the
intraparietal sulcus. A square in the right enlarged inset indicates a portion of the tissue dissected to be
processed for electron microscopy. (F) Ultramicrograph of an anterogradely labeled terminal (filled arrow)
in layer II, making an asymmetric synapse with the dendritic spine (open arrow) of postsynaptic neuron.
Adapted from Hihara, S., Notoya, T., Tanaka, M., Ichinose, S., Ojima, H., Obayashi, S., et al. (2006).
Extension of corticocortical afferents into the anterior bank of the intraparietal sulcus by tool use training in
adult monkeys. Neuropsychologia, 44, 2636 2646. Used with permission.
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connections. Because of the newly formed TPJ

IPS connections, the subject can objectify its

body parts as equivalent to external tools.

Through this process, primates are able to ‘‘dis

embody’’ the sense of self from the constraints of

their own physical body, and thereby this ability

might have served as a latent precursor of

‘‘objectifying’’ themselves that is, they develop

an ability to manipulate their own body as they

would external objects. This might lead to the

establishment of the concept of metaself

allowing the development of human like intelli

gence, as will be described in the following

sections. Indeed, in human subjects, activation

of this TPJ IPS circuitry is detected in

self objectification paradigms (Corradi

Dell’Acqua et al., 2008).

The Brain’s Latent Potential to Exhibit

Training-Induced Higher Cognitive

Functions

To date, rather simplistic comparisons have

been made between the cognitive abilities of

humans and various species of nonhuman pri

mates. For example, the mental ability of apes is

thought to be comparable with 7 year old

human children, while a monkey’s is equivalent

to a 2 year old’s mental ability. However, the

description of our results given previously has

indicated that the reality is not so simple mon

keys possess latent cognitive abilities that, once

exposed to the proper environment, can be rea

lized via expression of preprogrammed genetic

design, to widen their spectrum of cognitive

function. Figure 30.7 illustrates a conceptual
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Figure 30.7 Framework for the ‘‘biological science of human intellect.’’ See text for details. Adapted from
Iriki, A., & Sakura, O. (2008). The neuroscience of primate intellectual evolution: natural selection and
passive and intentional niche construction. Philosophical Transaction of the Royal Society of London. Series B,
Biological Science. 363, 2229 2241. Used with permission.
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comparison of human and monkey spectra

under this view.

Various forms of intellectual abilities,

roughly aligned in order of their complexity,

are shown as a virtual one dimensional axis on

the left of Figure 30.7, from lower (bottom) to

higher (top) ones. The center and right columns

show the spectrum of abilities of monkeys and

humans, respectively. ‘‘N’’ refers to normal con

ditions, while ‘‘W’’ refers to living in the wild,

and ‘‘T’’ refers to a situation under training. In

other words, it is possible for humans to advance

their abilities through biological development,

and thereafter through education and cultural

experiences. This leads to markedly greater cog

nitive abilities, leading us to eventually become

‘‘philosophers.’’ In contrast, the normal abilities

of monkeys in the wild develop through normal

biological developmental processes and stop at

achieving dexterous movements, but do not

advance much further. However, through an

artificial process of training, they are able to

use tools, and perhaps attain even higher intel

lectual abilities. This creates an overlap (shown

by the bold green square) in the cognitive abil

ities of monkeys who have received the proper

training and the intellectual functions of

humans. This overlap could provide us with a

platform from which to study human intellec

tual functions as an empirical biological science.

There are at least three questions to be con

sidered that could be subjects of biological ana

lyses: (1) the structure of intellectual brain

function itself, which might be revealed by elu

cidating how a monkey could acquire human

like intelligent brain functions, and the max

imum extent that could be achieved (as shown

by ‘‘?1’’ in Fig. 30.7); (2) the reason why humans

can spontaneously advance in educational and

cultural achievement, whereas in monkeys, it is

necessary to have artificial training guided by

humans. In other words, we must think of a

human raised in the wild in order to speculate

on the intellectual capacity of humans as a pri

mate species that could be studied from the

perspective of the natural sciences. However,

such human specimens do not exist, and even

if they did, they would probably be able to man

ifest normal human abilities once they came into

contact with a social system and received a

cultural education. Neural mechanisms for exhi

biting such social systems might be a clue to this

problem (as shown by ‘‘?2’’ in Fig. 30.7); and (3)

extrapolation of evolutionary change into the

future (as shown by ‘‘?3’’ in Fig. 30.7). By under

standing neurobiological mechanisms of human

intellect and its evolution, we may be able to

predict, and may beneficially design, our future

technologies and social systems to match the

natural requirements of our biological capacity.

EVOLUTION OF AN
‘‘INTELLECTUAL MIND’’ IN THE
BRAIN: A HYPOTHESIS

Evolution of Primate Brain Capacity

Through Mere Natural Selection

A primitive nervous system of the evolutionarily

early simple animals has evolved into the brain.

At its highest end, sophisticated information

processing mechanisms, the ‘‘mind,’’is found

only in more recently evolved complex animals,

and it comprises the basis of humanistic intel

lectual functions. Thus, it seems reasonable to

summarize the initial mechanisms of how

organisms evolved such a nervous system.

The situation is clear when compared with

the organisms that have no nervous system.

Plants, for example, have prospered and adapted

well to their environment, but they have no

brain. Plants reproduce and grow, but they do

not move. In contrast, animals move they are

‘‘animated.’’ They respond to stimuli from their

environment by manipulating proteins in their

bodies to move. The nervous system evolved as a

mechanism for processing the information

acquired by sense organs and thereby for purpo

sefully controlling movement. As animals’

bodies became larger and their senses and

system for movement became more complex,

there was a greater need for information proces

sing; the brain developed as the center for this

purpose and stabilized through natural

selection.

For most animals, from single celled organ

isms to mammals, the basic movement is loco

motion, or ‘‘intransitive movement’’ of the self.
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An animal’s appendages for movement are used

for finding food or escaping danger, and have

developed the most efficient way to move the

body for these purposes. Animals’ sense organs

detect the distance or direction for the best move

ment, and are adapted to provide the information

necessary for the smooth generation of move

ments into action in an efficient way. In other

words, themovement of an animal has adapted to

be the most efficient way to respond to its envir

onment, as a part of environmentally embedded

natural phenomena. These situations apply to

most animals, except for humans and maybe

apes, and we cannot perceive in most animals,

therefore, a ‘‘mind’’ that includes such things as

will or intention. At times, we anthropomorphize

the bodies or movement of animals and regard

them as if having a mind, but given the limits of

control over their senses and movement in

turn, a limitation of their nervous systems

there is no necessity to perceive such movements

as indicative of amind.With regard to the impor

tant role of intransitive movement, as such, there

is an indivisible unity between the brain and the

rest of the nervous system, the ‘‘subject’’ that

controls the movement of the body, and

the physical organs for movement that are the

‘‘objects’’ of this control. In other words,

the scope of the nervous system is limited to the

body and always unified with it, so it is unreason

able to divide the two into subject and object.

When some animals acquired the ability to

free their hands from the sole task of moving

the body, they were able to manipulate external

objects in their environment. Among these spe

cies of animals, primates are especially impor

tant to unravel the origin of the human mind.

When ancestral species of primates were able to

confirm the results of their manipulation in

detail through their binocular vision, the

neural network in their brains evolved to

adapt to these advances, and their situation

began to change (Iriki, 2008). The physical

movement of animals began to include the

transitive action of moving other objects. This

led to a separation between the body as the

subject that moves something and the physical,

outer object that is moved. However, there is

still no necessity to assume a will or mind at this

point. These primates were merely moving

objects in response to the direct requirements

of their environments, thus a part of natural

phenomena. These modes of evolution could be

solely induced through conventional

Darwinian natural selection.

Precursors of ‘‘Mind’’ Acquired in

Tool-Using Primate Ancestors

The situation took on a significant change when

some of the primate species took up external

objects in their hands, and used and moved

these objects as an extension of their own body

(Sakura &Matsuzawa, 1991); this was the begin

ning of the use of tools. At this point, when tools

became a part of the human body, the body was

objectified as a ‘‘thing’’ equivalent with a tool,

and was represented as such within the brain.

When one’s own body becomes objectified and

separate, one must assume a subject with an

independent status within the functioning of

the nervous system that moves the body and

other objects (Iriki, 2006). Thus, the mind

could be regarded as a sort of virtual concept

labeled to a putative functional component to

link the subject and the object of the transitive

movements, the latter of which are induced by

the function of the nervous system.

Indeed, several recent studies report how

laboratory raised, nonhuman primates exposed

to tool use can exhibit intelligent behaviors, such

as imitation and referential vocal control, which

are never seen in their wild counterparts (Iriki,

2006) (for further reading on vocalizations, see

Chapters Miller & Cohen and Romanski &

Ghayanfar). Tool use training appears to forge

novel corticocortical connections that underlie

this boost in capacity, as described in the pre

vious sections, and normally exists only as a

latent potential in wild nonhuman primates.

Although tool use training is patently nonnatur

alistic, its marked effects on brain organization

and behavior could shed light on the evolution

of higher intelligence in humans.

Consequently, how do higher cognitive func

tions change once an assumedmind is within the

functioning of one’s nervous system? The sub

ject might become aware of the continuity of the
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body across time, gradually establish a concept

of the self, and unavoidably assume the existence

of a mind in others as well. Further, the action of

moving an object transcends material objects

and reaches out to the subject of others, and

minds would begin to function cooperatively.

In this way, numerous subjects with a mind

begin to have mutual recognition, and a

‘‘theory of mind’’ (Premack & Woodruff, 1978)

is born (see Rosati et al., this volume). Then

various actions based on the workings of the

minds empathy, judgment, sympathy, com

passion, imitation, education contribute to

the development of a culture and society that is

rich with humanity, and the effects of the minds

develop further through the activities of this

society. These effects of the mind eventually

give birth to a spiritual civilization that is based

on self control and overcoming selfishness. On

the other hand, once this phenomenon further

advances, this might lead to a scientific and

technical civilization in which nature is an

object to be manipulated. Thus, precursors of

the intellect required to make an important next

step toward a cultural explosion were present in

the primitive primate ancestors of the hominids.

Neural circuitry in the primitive primate

brain might have been exposed to these func

tional processes expressed as behavioral charac

teristics, and some biological changes may have

been induced to be selected and stabilized

through natural selection. Indeed, we have

shown earlier that demanding pressure from

the environment (maybe within a range of pre

programmed genetic expression in the brain)

results in reorganization of the neural circuitry,

at least by axogenesis and synaptogenesis as

described earlier, to modify the pattern of beha

vioral expressions. In these directions, a poten

tial precursor of evolutionary changes, including

neurogenesis, leading to brain expansion could

be possessed latently, and could guide the

direction of evolutionary change.

Niche Construction Role of Behaviors in

Evolutionary Theory

A fact that has been repeatedly emphasized is

that changes in behavior precede morphological

changes, and thus behaviors should be the

‘‘engine’’ of the evolutionary process itself

(Plotkin, 1988). Apart from some classical phi

losophical arguments, this kind of argument

originated from Darwin (1881) himself, and

has recently been re evaluated as ‘‘niche con

struction,’’ which may be equally important

during evolutionary processes (Odling Smee

et al., 2003).

Two points, however, are still open questions.

First, how much behavioral change is important

in contributing to phenotypic evolution? Some

researchers state that an organism’s reaction to

its environment should be regarded as of equal

importance as natural selection, like the niche

construction model, while others see this role as

negligible. We suppose that the history of the

idea will prove that the role of behavior in evolu

tion is more important. Darwin himself pointed

out the role, and it has since been neglected for

more than a hundred years. At last, recent

empirical research has led to its re evaluation.

This pattern is similar to that of sexual selection,

so we believe the trend will continue.

The second question concerns the physiolo

gical mechanism within the organism to realize

such a process. The neurobiological mechanism

as previously depicted may constitute a part of

such niche construction processes during the

course of evolution. The structure and function

of the central nervous system varies among spe

cies; thus, it is reasonable to assume that the way

in which the behavior of each species reacts to

the environment also varies. However, under

standing human evolution is difficult because

we lack a full understanding of how human

intentionality affects the evolutionary process.

We have not succeeded in uniting nonhuman

evolutionary theory with that of humans

(Laland & Brown, 2002). Thus, to elucidate

neural mechanisms of human intellectual evolu

tion, some additional mechanisms need to be

postulated.

Following tool use, either through externali

zation of the body parts or alternative internali

zation (or incorporation) of objects into the

body image, mutual interaction between

organisms and the environment emerges. In

this process, tools comprise a cultural trace
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embedded in the environment and thus

modifying it. This is then inherited across

generations. This constructed environment

then forces the genetic expression of brain func

tion to exhibit phenotypes (morphological

features or neural circuitry) that match the

usage of such cultural traces. This process of

organism environment interaction should

reach equilibrium after a few cycles and then be

complete. Thus, this possible modification of

phenotype is a result of fluctuations within the

preprogrammed range of genetic codes. Such

interaction is formed passively (or autono

mously) by interactions between the subject

and the environment. Thus, we can call this

process ‘‘passive niche construction.’’

As long as it remains passive (or autono

mous), once stabilized, an acquired state would

be sustained without further change, unless the

natural environment or mode of activity of

organisms changes accidentally. Indeed, the

first primitive stone tool used by our hominid

ancestors did not change for over 1.5 million

years (Shennan, 2002). They were stabilized in

this novel mode of interaction, maybe because

those hominids lacked the ability to actively (or

intentionally) modify the mode of interactions

according to insight. This may be because those

primate ancestors did not have a human like

mind or subjective self and thus could not expli

citly imitate (Iriki, 2006) or intentionally plan.

Evolutionary traces of successive additional

factors throughout our history can possibly be

traced in the structure of the present ‘‘civilized

environment’’ and in the form of various artifi

cially manufactured tools. These tools serve as

‘‘mental fossils.’’

Stepwise Mastery of Higher Classes of

Tools Intentional Niche Construction

Existing studies on tool use have focused solely

on those extending only one aspect of our phy

sical functions, that is, producing motor actions.

Indeed, the typical definition of the ‘‘tool’’ per se

belongs to this class of tool (Asano, 1994; Beck,

1980). These tools cover a wide range of com

plexities, from a rake as a mere spatial extension

of the hand to a technical device or machinery

composed of multistep actions and used by var

ious animals, including both vertebrates and

invertebrates (Beck, 1980). In addition to these

motor tools, humans (but not nonhuman ani

mals) use other categories of tools, that is, tools

to assist individuals to obtain sensory informa

tion (Goldenberg & Iriki, 2007; Fig. 30.8). These

tools include a prism or a mirror to merely shift

the gaze angle and can be advanced to technolo

gical devices for exploring information unde

tectable by our own innate sensory organs

(e.g., a radio detector [cf. the similar, but

slightly different, classification of tools as pro

posed by Asano, 1994]). This clear discontinuity

between humans and nonhuman animals in tool

use can be a clue to building a possible path

of cognitive evolution occurring through
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Figure 30.8 Hierarchical structure of various classes of tools. Adapted from Iriki, A., & Sakura, O. (2008).
The neuroscience of primate intellectual evolution: natural selection and passive and intentional niche
construction. Philosophical Transaction of the Royal Society of London. Series B, Biological Science. 363,
2229 2241. Used with permission.
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interaction between users and environments.

It could further help explore brain mechanisms

for sensory tool use, acquired through an accu

mulating past history of interactions between

individuals and environments, which ultimately

serve to functionally externalize different parts

of the innate body.

To know whether this evolution of tool use

can be established in nonhuman primate

Japanese monkeys by simulating interactions

between individuals and environments, we

aimed to train the monkey to use a sensory

tool, which, like an endoscope, was a rake with

a tiny camera mounted at its tip (as an externa

lized eye). This tool was used to explore unview

able places to search for food by watching the

captured image projected onto a viewable

monitor. For the preliminary training to learn

the sensory tool, we trained monkeys to use

rakes to obtain food by watching the camera

capturing the image on the table with a piece of

food (Yamazaki et al., 2009). The monkeys’ task

was to associate the placement of the rake with

the food on the monitor and to minimize the

distance between them in order to reach the

food. Although akin to the experiment shown

earlier, the results were disappointing. The mon

keys never learned this task by simply trying to

associate this sensory cue with motor control

notwithstanding introducing several supportive

procedures to help monkeys utilize the monitor

image. The success rate to obtain food by any of

the tasks never exceeded chance level after

training for more than 3 months. Mere sensor

imotor learning does not lead to the

development of this function.

Subsequently, the training process was

restructured. Thinking that an ability to utilize

the modified body images bymotor tools may be

a necessary prerequisite, we attached a sensory

cue the tip of the motor tools, such as a dental

mirror. Use of this tool was then surprisingly

easy for monkeys to acquire (Fig. 30.9A).

Gradually, the mirror and the rake were sepa

rated, and eventually the motor tool and the

sensory tool were both used independently:

Training separated visual cues from their actual

origins in visuomotor space until exploration

(Fig. 30.9B). Reaching and food retrieval were

completely guided by the sensory tool

(Fig. 30.9C). Thus, the hominoids’ unique

degree of utilization of their environment can

be simulated in monkeys by reconstructing the

conditions for tool use with various types of

cognitive load. Humans may have sponta

neously been shaped by similar operant condi

tioning situations. This induction of sensory

tool use in a nonhuman primate constitutes a

significant modification in cognitive func

tioning that is brought about through a circular

interaction between the individual and environ

ment, and thus offers a novel paradigm for the

empirical study of human cultural evolution.

Increasingly higher classes of tools should be

successively incorporated into the environment

and subsequently form a selective pressure for

evolution, which is accelerated over generations.

Although each step might be a simple associa

tion, it might produce something beyond when

the whole scheme was structuralized. One such

candidate is the concept of the self (and accom

panying ‘‘intention’’ of the subjective self),

which has emerged through the self objectifica

tion process, as described in the previous

section. Thus, niche construction became inten

tional to accelerate evolution remarkably. Under

such ‘‘intentional niche construction,’’ the

direction of evolution is no longer passively

determined by the environment (Fig. 30.10,

left), but living organisms themselves can

decide, through interactive mechanisms among

society members, the direction of environmental

modification, perhaps using various tools, and

eventually in turn influence their own evolu

tionary outcome (Fig. 30.10, right).

Assuming the kinds of physical tools

described previously could be integrated, the

next plausible category of tools would be those

that extend the functions of the brain itself, or

‘‘metaphysical’’ modalities. Painting and writing

(of pictures and script) as ‘‘external memory

devices’’ may have first emerged as a simple

form of such tools. This invention accompanied

the emergence of various novel concepts in our

brain, such as the sense of existence across time

and space. These tools further facilitated the

development of materials for record keeping,

such as tape recorders, hard disks, or memory
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B. Tools for exploration for the food

Camera rake

Nonmirror rake

mirror

Mirror rake

A. Sensorimotor tool like a dental mirror

Stand mirrorManual mirror

RC mirror
Monitor

Passive localizationActive localization

C. Sensory tool for exploration and reaching the food

Figure 30.9 Structures of sensory tool usage acquisitions. (A) A mirror rake was used to find the
food placed behind the raised apparatus. (B) Tools for exploration for the food. For active searching
(left panel), the manual mirror (upper part of the panel) and the remote controlled mirror (lower)
were used to locate the hidden food. For the passive searching (right panel), the stand mirror was
used to reflect the hidden food, and the monitor was used to show images of the hidden food
captured by the video camera. In both cases, the food was retrieved using the nonmirror rake after
searching. (C) Sensory tool use. The tool was a rake mounted with a small camera, with a
transparent tip. The camera captured the image in front of the camera under the screen, so that
the monkeys can search for the food by looking at the monitor showing the captured image. Adapted
from Yamazaki, Y., Namba, H., & Iriki, A. (2009). Acquisition of an externalized eye by Japanese
monkeys. Experimental Brain Research, 194, 131 142. Used with permission.
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chips, to pass on and improve new abilities for

long periods. At present, modern computer

technologies are starting to provide us with not

only memory storage but also ‘‘external thinking

devices.’’ These externalized brains could be

shared and assimilated with each other and

modified by other society members, and thus

potentially modify modes of their own brain

functions beyond the range of plasticity that

can be modulated through individual behavioral

histories. Thus, current evolution is accelerated

further than ever before, and we may be entering

a critical and novel epoch for human evolution

(cf. Moravec, 1988).

Following the introduction of goal directed

intentional niche construction into the evolu

tionary processes, our ‘‘civilized environment’’

acquired a structure composed of the intentional

concept and goal directed behavior, along with

its artificial products (such as tools, machineries,

and architectures). All of these are controlled by

a human society composed of self established

individuals. This would mean that biological

genetic processes and literary cultural processes

became formally integrated and interacted. This

suggests the necessity of integrated scientific stu

dies of those multiple and diverse fields. In this

sense, scientific studies that allow manipulation

of relational concepts (brain and mind) and

materialistic concrete concepts (physical body)

may benefit from insightful philosophical pre

dictions. As a methodology, study guided by

abduction and Eastern philosophy would

increase its importance with the addition of

induction and reduction methodology of the

Western philosophical frameworks.

The evolution of a civilized environment by

directed intention described previously might be

of concern because of the chaotic uncertainty of

the resulting state of the environment. However,

this structure of uncertainty is constrained by

the natural functions of primate prefrontal and

parietal cortices. How can we predict those

‘‘future’’ brain functions (‘‘?3’’ in Fig. 30.7)?

As mentioned, we could extrapolate our future

from deep understandings about neurobiolo

gical mechanisms subserving human intellectual

functions of the present and the past through the

evolutionary processes, as described in this

chapter. Once the mind that dwells in our

brains emerges, what will it create next, and

where is it headed? Humanity faces a new situa

tion, one that living organisms have never yet

experienced: that of the possibility of numerous

‘‘minds’’ existing in an external thinking device

(Fig. 30.8, top right) linked simultaneously

Natural selection
Intentional

niche construction

Environment Environment

EnvironmentEnvironment

Enviromental change

Enviromental
manipulation

Tool

Enviromental
manipulation

Human 3

Human 2

Human 1Primate ancestor

Hominin

Figure 30.10 Comparison of evolutionarymechanisms before early hominids by ‘‘natural selection’’ (left)
and modern human intellect by ‘‘intentional niche construction’’ (right). Adapted from Iriki, A., & Sakura,
O. (2008). The neuroscience of primate intellectual evolution: natural selection and passive and intentional
niche construction. Philosophical Transaction of the Royal Society of London. Series B, Biological Science. 363,
2229 2241. Used with permission.
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through electronic communication in an

Internet society. In such a situation, the wills of

individual subjects become separate from their

bodies and act mutually through the indepen

dent functioning of the Internet, in which the

shards of a thousand selves form the community

of a virtual society. In such situations, some

additional virtual concept of an advanced form

of ‘‘multiselves’’ might emerge that would exist

in future extensions of the neurobiological

mechanisms depicted here.
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mouth, 464
number of remaining, 563 64
reach to grasp, 464
stimulation evoked, 455f

Movement parameters
encoding of, 260 63
motor cortical encoding of, 257t

MRI. See Magnetic resonance imaging
Multidimensionality, 308
Multidimensional scaling, 484
Multisensory attention, 233 34
Multisensory vocal communication, 505 6
Multistage decision making, 560 65
Music, 241
Myelin, 429f, 433

Naloxone, 363
Nash, Stephen, 39f
Nash equilibrium, 552, 553
National Center for Biotechnology Information

(NCBI), 445
National Committee for Research Resources

(NCRR), 425
National Institutes of Health (NIH), 425
National Science Foundation, 444
Natural images, 209 10, 211f
Naturalistic saccades, 210f
Natural selection, 623 24, 629f
Natural vision, 209 14
NCBI. See National Center for Biotechnology
NCRR. See National Committee for Research

Resources
Neocortex, 196
Neural coding, 205
Neural correlates, 245 47
Neural encoding
beyond, 263
defining, 256 58
of movement parameters, 260 63

Neural filtering model, 391
Neural network model, 156
Neural response, 328f
Neurofilament protein, 435f, 436f
Neuroimaging, 426

Neuronal coding
continuous quantity, 394f
discrete quantity, 394f

Neuronal organization
of associative memory, 339 49
of long term memory, 339 49

Neuroscience technologies, 425 43
Neurotransmitters, 294
Newton’s second law, 259
NIH. See National Institutes of Health
Nobel Prize, 3
Nobuo Suga, 3
Non accidental property, 483
Nondeclarative memory, 338f
Nonmonotonic response functions, 274f
Nonoptimal stimuli, 245
Nonswitch trials, 413
Norepinephrine, 294

in social behavior, 367 68
Notebook M (Darwin), 3
Notharctidae, 18
Nottebohm, Fernando, 3
Nucleus of solitary tract, 295
Number of remaining movements,

563 64
Numerical approximation, 5
Numerical cognition

behavioral signatures of, 144 56
of capuchins, 145f
neural bases of, 385 401
of rhesus monkeys, 145f

Numerical distance effect, 389
Numerical ordering tasks, 145f

accuracy in, 146f
reaction time in, 146f

Numerical quantity, 385 98
neurons encoding, 385 89

Numerical rank, 398 400
Numerical representations, 151

analog magnitude, 153 56
cross modal, 152 53
scaling of, 393
semantic associations in, 397f
symbolic, 396 98

Numerical size effect, 389
Numerical taxonomy, 11
Numerosity

behavioral significance and, 389 90
detectors, 390 93, 392f
filters, 390
sequentially presented, 388f

Nutritional requirement of brain, 65
Nycticebus, 21
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OBF. See Orbitofrontal cortex
Object choice paradigm, 120
Object identification, 207 8
Object recognition, 490 94
biological, 490 91
computer vision and, 491 92

Object representation, 481 87
Objects, 237 40
auditory, 237 49
boundaries, 238f
categorical structure of, 241f
constancy, 242
perceptions of, 238
processing, 245 47

Object selectivity, 479f
Object task, 408f
Occipital face area, 476
Oculomotor pathway, 281, 561f
Olfactory systems, 183 84
Oligopithecidae, 23
Omomyoidea, 22
Open mouth stare, 304 5
Opisthocomus hoazin, 78
Optimal foraging theory, 108
Optimal stimuli, 245
Orbital convergence, 201 2
Orbitofrontal cortex (OBF), 192f, 297, 324 25,

542, 551
in emotional circuits, 299
population responses in, 326f

Ordinal continua, 149
Ordinality, 398 401
Orientation tuning, 206
Orienting, 527 28
Orofacial control, 603 5
Ostrom, Elinor, 169
Otolemur, 21
Overt attention, 225 27
Owl monkey, 188f
Oxytocin, 364 66
Oxytocin receptor antagonist, 364

Pacemakers, 154
PACPNT, 78
Pain, 181 82, 191
Pair coding, 340, 342f, 398
comparison of, 343f
index, 350

Pair recall, 340, 342f, 346f
index, 345

Paleobiology, 164
Paleopropithecidae, 21
Paleopropithecus, 21

Panksepp’s hypothesis, 362
Pan paniscus, 67, 103, 105
Pan spp., 26
Pant hoot, 75f
Pan troglodytis, 69, 89, 102, 119, 147f, 435f, 441f,

500, 501
Pant threat, 304
Papio, 27, 598
Papio ursinus, 67, 69
Parabrachial nuclei, 295
Parahyaena brunnea, 135
Paraphyletic, 11
Parapithecidae, 23
Parcellate, 433
Parietal ventral area, 179
Parietal insular vestibular cortex, 194
Parietal neurons, 616 19
Parrots, 406
Partner treatment, 170
average contributions in, 171f

Passive niche construction, 626
Pathlets, 262
Pavlovian conditioning, 316, 332
P chlorophenylalanine, 369
Penfield, 454
Perceptions, 119
of objects, 238f
understanding, 127t
visual, 126

Perceptual categories, 242
Perceptual control theory, 580
Perfect Stranger treatment, 170
average contributions in, 171f

Periaqueductal gray, 295
Perigenual cingulate cortex, 371
Perirhinal cortex, 179
Perisoreus canadensis, 101
Peri stimulus time histogram, 342f, 344f, 346f
Perodicticus, 21
Perrett, David, 537
Person coefficients, 493f
Perspective taking, 129 30, 135
strategic, 131

PET. See Positron emission tomography
PFC. See Prefrontal cortex
Phaseolus vulgaris, 474f
Phosphenes, 229, 230
Photoreceptor cells, 205
Phylogenetic regression techniques, 434
Phylogenetic systematics, 11, 14f
Phylogeny, 4
Piagetian tasks, 595
Pigeons, 106, 406
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Piggybacking, 500 501
Pithecia, 24
Pithecia pithecia, 71
Pithecoid gait, 45
Place code, 273, 280, 284f, 285
Planum temporale, 600f
Platyrrhini, 23 24, 35t, 424
Players, 165
Plesiadapiformes, 16
Plesions, 12
Pliopithecoidea, 25
Pluripotency, 308
Pogoniulus bilineatus, 74
Polyandrous systems, 360
Polygynous systems, 360
Polysensory zone, 462
Pongidae, 16, 25
Pongo, 436f
Pongo pygmaeus, 103, 120
Pop out, 223
Pose coefficients, 493f
Positron emission tomography (PET), 361, 426,

431, 476, 513, 599, 617, 618f
Posterior cingulate cortex, 551
Posterior inferotemporal cortex, 204
Posterior parietal cortex, 187 90, 385 87, 386f,

432f, 551
caudal zone, 187
organization of, 189f
rostral zone, 187

Postorbital septum, 12
Postpartum, 370
Potential energy, 51 52
Power spectrum, 210
natural image and, 211f

Preattentive processing, 224
Predictions
error coding, 328 31, 331f
errors, 317 18, 327 28, 332 33
learning as change in, 316 18

Predictive go/no go tasks, 351f
Preference, 101 104
Preferential looking paradigm, 154f
Preferred directions, 260
systematic shifts in, 262f
temporal shifts in, 261

Preferred numerosity, 385
Preferred trajectories, 261
Prefrontal cortex (PFC), 155, 165, 386f, 397f, 400f,

506 7, 514
abstract information and, 407 10
right, 416f

Prehension, 265 67

Premotor cortex, 407
Premotor cortical neuron, 264
Presaccadic enhancement, 226
Presbytis melalophos, 41f
Pre supplementary motor area, 563, 565f
Primary motor cortex, 183, 399
Private accounts, 169
Proconsuloidea, 25
Promise keeping, 168
Propithecus, 20
Prosimian groups, 16, 151 52
Prosimii, 16 17
Proteopithecidae, 23
Protopithecus, 24
Proximal arm muscles, 267
Psychological states, 118 32
Public goods game, 169 71

Quadruped, 40
Quadrupedalism, 40f
Quadrupedal leapers, 40
Quadrupedal runners, 40

Rake, 616f, 627, 628f
Random target pursuit task, 259f, 262f
Raphe nuclei, 363
RASP, 603, 604f
Rate, 108 9
Rate codes, 284f, 285
Rational actor model, 161, 162
Rationality, 99 101

bounded, 100 101
choice and, 99
ecological, 100 101, 105, 109 10
irrational choice and, 99 100

Ravens, 135
Reach, 265
Reach to grasp movements, 464
Reaction time, 146f
Receptive field, 224 25, 284f

bimodal, 617f
head centered, 274f
somatosensory, 617f

Reciprocal altruism, 167
Recycling hypothesis, 396
Redeployment hypothesis, 396
Reduced oscillations, 50 54
Reference dependence, 106
Reference frame

auditory cortex, 277f
auditory pathway, 273 79
hybrid, 276
LIP, 277f
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MIP, 277f
superior colliculus, 278f

Reflected escape, 531
Regular random numerosity illusion, 147
Reinforcement learning theory, 550
in matching pennies game, 555 56
in rock paper scissors game, 552f,

556 57
Repeat stay, change shift strategy, 411
Replicator dynamic, 166
Replicators, 162, 166
Representational format, 279 81, 282f
Rescorla Wagner learning rule, 330
Resonant frequencies, 426
Resting state cognitive activity, 432f
Reticular nucleus, 180f
Retina, 205 6
Revealed preferences, 163
Reverberation circuits, 348f
Reverse transcriptase polymerase chain reaction

(RT PCR), 441f
Revisiting behavior
measuring, 72f
temperature and, 73f

Reward expectation
adaptation of, 321 24
changes, 332
during learning, 323f, 324f

Reward functions
frontal cortical, 318 20
striatal, 318 19

Reward predicting stimuli
acquisition of responses to, 321, 327, 332
caudate neuron in, 322f
differential responses, 327
dopamine in, 330f

Reynolds’ mechanism, 48
Rhesus monkeys, 406
numerical cognition of, 145f
preferential looking paradigm, 154f
visual cardinality in, 386f

Ricochetal brachiation, 43
Right hindfoot, 45
Right prefrontal cortex, 416f
Risk, 104 6
framing of, 105 6
gambles, 104 5
preferences, 105

Rock paper scissors game, 552f, 556 57
RT PCR. See Reverse transcriptase polymerase

chain reaction
Rules, 406
Running trot, 49

Saccade related bursts, 278 79
Saccades, 211, 223
attention and, 231 33
eye position and, 279f
naturalistic, 210f
preparation, 227 33
visual, 155 56

Saguinus fusciocollis, 72
Saguinus imperator, 72
Saguinus labiatus, 73
Saguinus oedipus, 89, 122, 500
Saimiri, 24, 436f, 597
Saimiri sciureus, 104, 435f
Salience, 224
Sameness, 406
Sanguinus fuscicollis, 69
Sanguinus mystax, 69
Savage, Leonard, 162
SC. See Superior colliculus
Scandentia, 437
Scoville, Dr., 337
Screams, 86, 305
Secondary cues, 69 70
Second motor area, 183
SEF. See Supplementary eye field
Selective convergence model, 344f, 348 49, 348f
Self control experiments, 108f
Selfish Gene (Dawkins), 164, 167
Self organizing maps, 460
Semantic associations, 397f
Sensorimotor transformation, 187 90
Sensory center, 294 95
Sensory cortex, 188f
Sensory system, 6, 177 96
Sensory tool usage, 628f
Sequentially presented numerosity, 388f
Sequential protocol, 387
Serial order, 385
Serotonergic neurons, 364
Serotonin (5 HT), 294, 307
in social behavior, 368 72
transporters, 371

Sex, 529 31
Sheba, 149
Short Interspersed Elements. See SINEs
Shrill bark, 304
SIFT algorithm, 492
SIGLEC16, 440
Sigmoidal curve fits, 281f
Signalers, 87
Simple call sentences, 85 87
Simultaneous protocol, 387
SINEs, 13, 17
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Sivaladapidae, 18
Sivapithecus, 25
6 degree of freedom robot, 266
SMA. See Supplementary motor cortex
Smith, Adam, 167
Social affordances, 576 79
Social behavior, 359 76
brain lesion studies and, 372 75
components of, 360 61
dopamine in, 366 67
endogenous opioids in, 361 64
neural substrates of, 372 75
neurochemical control of, 361 72
norepinephrine in, 367 68
oxytocin in, 364 66
serotonin in, 368 72
vasopressin in, 364 66

Social cognition, 588
of baboons, 86
chimpanzee, 133
cooperative behavior and, 131 32
in corvids, 135
evolution of, 132 36
forces shaping, 133 34
human evolution and, 135

Social cue, 121t
Social envelope, 304
Social intelligence hypothesis, 65, 580 82
Social referencing, 92
Social salience, 529 31
Social tools, 605 7
Society for Neuroscience, 9
Socrates, 572
Somatic responses, 292
Somatosensory area, 179
Somatosensory cortex, 179, 281
Somatosensory receptive fields, 617f
Somatosensory system, 178 81, 190
organization of, 180f

Spatial location, 280, 458f
Spatiotemporally bounded units, 237
Spatio temporal mental representations, 67 70
Speed measurement, 68f
Spike rate measure, 395
Spike triggered averaging, 455
Spinal cord, 466
Spinal injury, 31
Squirrel monkey, 192f
States, 307 8
Steering, 44
Stem groups, 12
Stereoscopic vision, 201 2
Stimulation evoked movements, 455f

Stimulus onset asynchrony, 533
Stranger treatment, 170, 171f
Strategic behavior, 570 84
Strategic interaction, 160
Strategic punishment, 170
Strepsirrhini, 17 21, 18f, 34t, 424
Striatum, 318 24

reward functions, 318 19
Strombosia schefferi, 76
Strong reciprocity, 168
Subcortical nuclei of amygdala, 297
Subcortical pathway, 541 42
Submission, 359
Substantia nigra, 325
Sub threshold currents, 230
Sugrivapithecidae, 25
Summing localization, 280
Superior colliculus (SC), 185f, 225, 228f, 541

cat, 279
electrical microstimulation of, 228f
in emotional circuits, 296
reference frame, 278f

Superior temporal gyrus, 507
Superior temporal sulcus, 165, 207, 293f,

300, 432f, 473f, 476, 506 12, 512f,
542, 621f

Supplementary eye field (SEF), 195, 228f, 399
Supplementary motor cortex (SMA), 187f, 194 95,

398, 563, 564f
Swiss robots, 574
Switch trials, 413
Symbolic signals, 90 91
Symplesiomorphies, 11
Synapomorphies, 11
Synchronicity, 75 76
Systema Naturae, 10

Tactical deception, 577
Tai Monkey Project, 78
Target location, 275f
Tarsiliformes, 22 23

locomotor modes, 35t
Tarsius, 22, 22f
Tarsoidea, 22
Task sets, 412
Taste, 181
TE, 345, 346f, 347f, 471, 473
Temperature, 73f, 181 82, 191
Temporal cortex, 339 41
Temporal discounting, 107 8
Temporal lobe circuitry, 506 8, 508
Temporal ordering task, 400f
Temporal prefrontal connectivity, 516f
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Temporal profiles, 264f
Temporoparietal junction, 620, 621f
TEO, 471, 473
Territorial defense, 151
Thalamus, 190
Theory of mind, 92, 93, 118, 131, 625
Thinking, 573
Thorndike’s law of effect, 554
Threat calls, 503
Threat grunts, 86
Threats, 305 6
Thrombospondin 2, 440, 442
Thrombospondin 4, 440, 442
Time, 106 10
Time frequency plots, 512f
Tinbergen, Niko, 3
T maze learning, 321
Tonically active striatal interneurons, 321
Tools, 7, 588 94
cognitive mechanisms governing, 594 96
complex, 620f
individual differences in, 598 603
manual motor skill and, 603 5
neural correlates of, 596
neural mechanisms subserving, 615 23
sensory, 628f
social, 605 7
stepwise mastery of, 626 30
stone, 594f

Toothcomb, 17, 19
Top down attention, 224
Topographic organization, 459 60
Touchdown, 46
Trachypithecus obscura, 41f
Training process, 615, 622 23
Traits, 307
Transcranial magnetic stimulation, 426
Transdisciplinary behavioral science,

160 72
Transient response, 322f
Transition durations, 346f
Transition times, 346f
Transitive choices, 99
Transitive preferences, 101
Trap tube task, 595
Trees, 70 71
Tree shrews, 424
Trichromatic vision, 202 3
Triggering events, 292
True altruism, 167
Twitches, 462
Twitch evoking sites, 454
Two streams hypothesis, 205

Umwelt, 575
Unable, 120
Uncertainty, 104 6
Unconditioned fear, 302
Unique specificity, 258
Unwilling, 120
Utility, 101 4
building blocks, 102
functions, 163

Uvariopsis congensis, 76, 77f

Valuation, 103
van Osten, Wilhelm, 525
Varecia, 17f
Vasopressin, 364 66
Vector averaging models, 285
Vector subtraction model, 286, 287f
Ventral intraparietal area (VIP), 387, 467
Ventral medial nucleus, 191, 192f
Ventral processing stream, 245
Ventral regions, 458
Ventral tegmental area, 325, 364
Ventral visual pathway, 472 77, 473f
Ventrolateral prefrontal cortex (vPFC), 247f, 248f,

513 17, 514f
emotional circuits in, 301
multisensory integration in, 517f
response of, 515f

Ventroposterior inferior nucleus, 181, 190
Ventroposterior medial nucleus, 181
Ventroposterior superior nucleus, 179, 180f
Vertebrae, 12 13
Vertical clinging and leaping, 42 43, 44
Vertical peak, 46, 47f
Vervet monkeys, 49f
Vestibular cortex, 194
Vestibular systems, 182 83
Video games, 617
VIP. See Ventral intraparietal area
Vision, 5
Visual areas, 187f
Visual attention circuits, 223 34
Visual awareness, 214
Visual cortex, 178
associative memory, 341 474
memory retrieval from, 344 48

Visual modality, 152
Visual paired associate (VPA), 338, 340, 341f
associative learning signals during,
349 42

schematic representation of, 350f
Visual posterior sylvian area, 194
Visual predator hypothesis, 526
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Visual processing streams, 203 5
Visual saccades, 155 56
Visual size, 504 5
Visual specializations, 526 27
Visual systems, 177 78, 184 90
evolutionary influences on, 201 3
organization of, 203 15

Visual visual modalities, 153
Visuo oculomotor axis, 227
Vocal acoustics, 501 2
Vocal communication, 5, 84, 605 7
Vocalizations
amodal completion for, 240f
auditory object analysis, 244
as auditory objects, 237 49
categorical structure of, 243 44
facial expressions produced with, 502f
pathway for, 244 45
species specific, 246

Vocal perception, 85 87
Vocal production, 87 88
constrained, 88 90
fixed, 88 90
flexible, 91 93
involuntary, 88 90
of mammals, 88

Vocal tract resonance, 501
Voice encoding, 508
Voice recognition, 503
Von Economo cells, 434
Von Frisch, Karl, 3
von Neumann, John, 162
VPA. See Visual paired associate
vPFC. See Ventrolateral prefrontal cortex

Wastebasket taxon, 10, 12
Weber’s law, 102, 103f, 106, 146, 154, 390
Weight distribution, 46 47
Wernicke’s area, 193, 599
Whales, 10, 13 16
White noise, 239
Win stay lose switch strategy, 554, 556
Wisconsin Card Sorting Task, 407
Wisteria floribunda, 433
Words, 92, 406
Working memory, 212 13

Xenarthra, 13

Yamagishi, Toshio, 169
Yarbus, Alfred, 527
Y maze, 410
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