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Preface

his is the first book of a projected three volumes to be born out of the three-year
Tinterdisciplinary Innateness and the Structure of the Mind project. The project
is primarily funded by a grant from the UK’s Arts and Humanities Research Board,
awarded to Stephen Laurence. The overall aim of the project is to undertake a
comprehensive assessment of where nativist theorizing stands now and determine
what directions future research should take. Accordingly we have tried to bring
together many of the top researchers across the cognitive sciences working within a
broadly nativist perspective. We hope that these volumes will illustrate the scope
and power of contemporary nativism, and help point the way for future research in
cognitive science. This volume discusses the likely overall architecture and some of
the probable features of the innate human mind. Subsequent volumes will examine
the interactions between innate minds and culture, and will consider a range
of foundational issues concerning innateness. They will also attempt to sketch
some future directions for nativist inspired research in cognitive science. (For
further information, see the project’s website at: http://www.shef.ac.uk/~phil/
AHRB-Project).

The topic of nativism lends itself well to cross-disclipinary research—indeed,
many of the significant questions in this area can only be adequately addressed
through interdisciplinary research. Accordingly, the project has brought together a
distinguished international team of more than 75 researchers from across the
cognitive sciences to examine a range of themes and issues from a broadly nativist
perspective. Participants were brought together in a series of small workshops over
the course of a year to exchange ideas and try out new lines of thought, before
presenting their draft volume papers at a concluding public conference. In the
2001-2 academic year four workshops were held, one in New Jersey, one in
Maryland, and two in Sheffield, with the concluding conference being held in
Sheffield in July 2002.

The editors have selected the best, most focused papers from the concluding
conference, as well as commissioning some other chapters from those scientists
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and scholars whose relevant research became known to us in the course of the
project. These chapters were displayed in draft on a closed website for the other
participants to read and take account of, and were rewritten in the light of feed-
back provided by the editors and the referees. The result, we believe, is an inte-
grated volume of cutting-edge essays, pushing forward the boundaries of nativist
inspired research in cognitive science.

Many people have helped to make this a better volume. We would like to
thank everyone who attended the workshops and conference for their contributions
through comments and discussions. We would especially like to express our grat-
itude to all those who presented a talk or a commentary at the conference or one
of the workshops, but who for a variety of reasons don’t have a chapter in the
present volume (some of this work will be included in later volumes). In this regard
we would like to thank: Paul Bloom, Robert Boyd, Stanislas Dchaene, Randy
Gallistel, Rochel Gelman, Lila Gleitman, Juan-Carlos Gomez, Marc Hauser, Joe
Henrich, Norbert Hornstein, David Lightfoot, Richard Nisbett, David Papineau,
Steven Pinker, Denis Walsh, and Fei Xu. Their efforts surely helped to make the
project a success.

We also acknowledge the generous funding for this project provided by the
UK’s Arts and Humanities Research Board, as well as financial support from
the Hang Seng Centre for Cognitive Studies (founded in 1992 through the gen-
erosity and far-sightedness of Sir O. W. Lee), the Evolution and Higher Cognition
Research Group at Rutgers, and the Cognitive Studies Group at Maryland. Thanks
to Simon Fitzpatrick for constructing the index. Finally, we should like to thank
Tom Simpson, the project’s Research Associate, for all his assistance —particularly
in helping to ensure that the Sheffield workshops and the end of the year con-
ference ran smoothly, and for his work in preparing the volume for press.
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TOM SIMPSON, PETER CARRUTHERS,
STEPHEN LAURENCE, & STEPHEN STICH

Introduction

Nativism Past and Present

ativist theorizing is thriving. Present in the works of Plato, although much ne-
Nglected since, nativism is once more at the forefront of contemporary develop-
mental and cognitive theory. This resurgence owes much to the pioneering arguments
of Noam Chomsky, which provided a much-needed counterbalance to the excesses of
empiricism, and stimulated a huge amount of productive work in linguistics and
cognitive psychology over the past half century. But nativist theorizing has also received
a powerful impetus from work in genetics and evolutionary biology, as biological
thinking has begun to permeate psychology and philosophy of mind. Consequently, a
broad range of research across the cognitive sciences over the past 20 years or more has
been inspired by nativist theorizing. There have also been some revolutionary results.

This book is the first of three volumes that present some of these results and
discuss their implications. These volumes will draw together research and argu-
ments from philosophers, psychologists, linguists, anthropologists, primatologists,
and other cognitive scientists to provide an integrated and detailed picture of where
nativist theory currently stands and of what its future holds. Taken together, these
volumes present a detailed and wide-ranging study of the current state and the pos-
sible future development of twenty-first-century nativism. In so doing, they also
provide unparalleled insight into what we, as humans, are.

This first volume focuses on the fundamental architecture of the mind, and on
some of its innate contents. The essays contained herein investigate such questions
as: What capacities, processes, representations, biases, and connections are innate?
What role do these innate elements play in the development of our mature cog-
nitive capacities? Which of these elements are shared with other members of the
animal kingdom? What, in short, is the structure of the innate mind? A summary of
these investigations, and of the answers that they provide, can be found in the final
section of this introduction. First, however, we will briefly review some of the
recent (and not so recent) debates in philosophy, psychology, anthropology, evo-
lutionary theory, and other cognitive sciences that provide a background for the
topics with which this volume is concerned.
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1 A Brief History of Nativism

Philosophical consideration of the innate structure of the mind has a long and
complex history." Plato was one of the earliest—and most extreme—nativists. In
the Phaedo and the Meno Plato argued that, since we have knowledge and abilities
for which experience is insufficient, these things must not have been taught to us
but rather must have been present in us at birth. Plato’s extreme, and highly
implausible, form of nativism essentially took all knowledge to be innate. For Plato
all genuine knowledge is something that we “recollect” from what we already
know.

Philosophers of the Enlightenment also examined the questions that Plato had
addressed. This time, however, discussion concerned not only why certain things
may be innate and what in particular these things may be but also what we should
take the very term “innate” to mean. In his Essay Concerning Human Under-
standing John Locke argued that there can be “no innate principles in the mind”
because, among other things, no useful sense can be given to the notion of in-
nateness itself. Locke argued that if innateness literally means “in the mind at
birth,” then innate principles must play from birth the same kinds of role that such
principles play in our minds later in life. But this, Locke claimed, is clearly not the
case, since many supposedly innate principles play no role in the mental lives
of infants and “idiots.” However, Locke continued, if the innateness of certain
principles is to be read merely as the claim that such principles are somehow
potentially or dispositionally in our minds at birth, then we require some criteria by
which we may distinguish those principles that are innate from those that are not.
According to Locke, such criteria cannot be found. Locke concluded that there is
therefore no reasonable way in which the notion of innateness can be deployed,
and thus no way to be a nativist about the origins of the principles in question.

Few have found this particular argument of Locke’s convincing. Presence at
birth is merely evidence for innateness,” it is not criterial. There are many physical
features of our bodies that are plainly innate, of course, but that aren’t present at
birth. Facial hair in men would be one example. There is no reason to think that
innate features of our minds should be any different. This is fortunate for Locke,
for he too will need at least some basic innate machinery to get things off the
ground —truly blank slates cannot learn anything.

This means that the burden of characterizing what it is for something to be
innate is as much a problem for empiricists as it is for nativists. How much of
a burden this is, however, is not entirely clear. Scientific progress in investigating a
kind does not generally depend on having an airtight characterization of that kind.

1. A clear and informative summary of the history of this debate can be found in Stich (1975b).

2. Likewise for a variety of other characteristics often linked to innateness, such as universality. And just
as universality is only a defeasible guide to innateness (belief that the sky is blue may well be universal,
but it is not innate), so presence at birth is only a defeasible guide to innateness—some learning appears
to happen in the womb. This explains, for example, newborns’ preference for stories repeatedly read to
them in the final trimester of pregnancy (DeCasper & Spence, 1986).



Nativism Past and Present 5

Just as we can investigate the phenomena of locomotion, memory, chemical in-
teraction, or planetary movement without fully explicit characterizations of the
kinds involved, so too with innateness. If one is wanted, a first-pass characterization
of innateness might take a cognitive mechanism, representation, bias, or connec-
tion to be innate to the extent that it emerges at some point in the course of normal
development but is not a product of learning. In any case, the nativism/empiricism
dispute is not about what innateness is. Rather, it is about what, and what sorts of
things, we should take to be innate.

“Nativism” and “empiricism” are, of course, labels for broad families of views,
and there is no such thing as “the nativist position” or “the empiricist position.”
Moreover, a theorist might be more or less nativist with respect to one domain
or type of structure, but not another. As a result, there is a great deal of healthy
disagreement among those who would take themselves to be broadly sympathetic
to nativism —as will be evident in this volume. We can nonetheless characterize, in
general terms, the ways in which nativist views tend to differ from empiricist views.
Nativists are inclined to see the mind as the product of a relatively large number
of innately specified, relatively complex, domain-specific structures and processes.
Their empiricist counterparts incline toward the view that much less of the con-
tent of the mind exists prior to worldly experience, and that the processes that
operate upon this experience are of a much more domain-general nature. In other
words, empiricists favor an initial cognitive architecture that is largely content
free, and in which general-purpose learning mechanisms operate on the input
from the senses so as to build up the contents of the mind from the cognizer’s
experience of the world. Nativists, in contrast, favor an architecture that is both
more detailed and more content laden, containing, for example, faculties or prin-
ciples of inference that are specifically designed for the acquisition and perfor-
mance of particular cognitive tasks. This is what the nativist/empiricist debate is
really about.

We now come (via a somewhat lengthy stride) to the work of twentieth-century
theorists. As Chomsky notes, contemporary nativists and empiricists agree that “the
question is not whether innate structure is a prerequisite for learning, but rather
what it is” (1980, p. 310). Where they differ is over the existence, richness, and
complexity of the prespecified contents, structures, and processes of the mind.
What is perhaps most significant and characteristic of the contemporary debate is
that empirical data is now being brought to bear on the debate in a systematic
way. This is strikingly evident in Chomsky’s own work, and is undoubtedly at the
heart of the resurgence of nativism. Unlike some nativists of the past who were
more inclined to argue on broadly aprioristic grounds for nativism, contemporary
nativists embracing broadly empirical arguments for innateness recognize that
there is no incompatibility between empirical argumentation and nativist con-
clusions. Moreover, we now have, for the first time in this debate, a large body of
data gained from decades of systematic, sustained, empirical research that bears
on the questions at hand. While this research is solidly empirical in nature, the
results that it has supplied have brought increasing discomfort to theorists of an
empiricist persuasion. So let us now undertake a brief tour of some of its more
salient aspects.
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2 The Poverty of the Stimulus

Historically, the most important domain in the contemporary debate surrounding
nativism is natural language. In the face of widespread empiricist conviction that
children acquired language through instruction or conditioning and that the
mechanisms of acquisition were both simple and entirely domain general,
Chomsky argued that language acquisition is strongly innately guided—so much
so that language acquisition would be better described as involving a process of
maturation rather than one of learning or instruction (1957, 1965, 1967). Though
Chomsky offered many arguments to support this view, perhaps the most impor-
tant type of argument he offered was a version of the poverty of the stimulus
argument (1967, 1975, 1981).

The central idea behind poverty of the stimulus arguments is that the
knowledge? that cognizers acquire, to underpin certain cognitive abilities, is rad-
ically underdetermined by the input available to the cognizer in her develop-
mental environment. In other words, arguments from the poverty of the stimulus
claim, roughly, that the information available to a cognizer is too impoverished to
provide her with the knowledge that the performance of certain cognitive abilities
requires. Nativists conclude from such arguments that the required knowledge
must thus originate elsewhere. If the information is not in the environment, then it
is plausible to suppose that it is somehow innate. In particular, it is plausible to
assume that a richer innate endowment than that posited by the empiricist is
required to interact with the environmental information. Empiricists, in contrast,
conclude that such arguments must be unsound. They argue, for example, that
there is more information in the environment than the nativist allows, or that the
child is a better learner than the nativist supposes.

In the case of language, a powerful version of the poverty of the stimulus
Argument can be constructed against the background of contemporary linguistic
theory.* The history of contemporary linguistic theory is, in part, one of discov-
ering an enormous number of subtle regularities in our linguistic behavior—
regularities that prior to contemporary linguistic theory simply were not noticed.”
In attempting to come to grips with this huge (and growing) body of data, linguists
have put forward many different theories concerning the structure of language.
This immediately suggests that the environmental input is extremely unlikely to
lead children equipped only with the empiricist’s simple, domain-general learning

3. In most of what follows, the term “knowledge” should be interpreted loosely, to mean whatever
faculties, capacities, representations, beliefs, etc. are appropriate to the cognitive task at hand. It should
not be interpreted in the strict sense of justified true beliefs, unless explicitly stated.

4. For more a detailed version of this argument, see Laurence and Margolis (2001). See also Baker
(2001), Crain and Thornton (1998), and Pinker (1994).

5. A similar point could be made concerning the study of vision, which has also been intensively
investigated in the past 50 years. Indeed, the complexity of vision shows that even empiricist models,
which assume the existence of “only” perceptual systems and general-purpose learning mechanisms, are
committed to a great deal of innate machinery.
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strategies to the correct hypothesis. There are too many tempting alternative
hypotheses.

Indeed, if we truly suppose that children are empiricist learners, then it is not
at all obvious how they would come to even some of the most basic assumptions
about language: that it is a system of communication, that meanings are associated
with words as opposed to individual sounds, that strings of sounds can be assigned
more than one meaning and more than one syntactic structure, and so on. There
are also theoretical decisions that need to be made, which linguists themselves
have struggled with for years: are rules construction specific (e.g., is there a rule for
forming a yes/no question from a declarative sentence) or is sentence structure
dictated by a number of nonconstruction-specific rules interacting? Are rules op-
tional or mandatory? Do rules apply in a fixed order, or are they unordered? And
so on. Faced with all these possibilities, it would be a miracle if children were able
to reliably arrive at the correct grammar using only the empiricist’s few, simple,
domain-general learning mechanisms.

Moreover, these considerations are supported by a variety of further argu-
ments. To take just one example, one would naturally suppose that if children were
empiricist learners, then collectively they would try out a huge number of different
grammars, and that the types of mistakes they would make would be highly vari-
able. In fact, though, the sorts of errors children make are highly circumscribed
(Pinker, 1994; chapter 11 here). This provides further evidence that there is a rich
innate endowment underwriting language acquisition.

If empiricist learners can’t be expected to reliably arrive at the correct hy-
pothesis concerning the structure of their language, the natural thing to assume is
that children have a richer innate endowment than empiricists have assumed. And
in fact, the real debate about language acquisition is not about whether a nativist
model is correct but rather about which sort of nativist model is correct. Language
is acquired on the basis of a rich, and significantly domain-specific, set of cogni-
tive capacities, representations, or biases. Further research will help us to determine
exactly which such cognitive structures are involved and just how rich and domain
specific they are.

In spite of the strength and influence of Chomsky’s poverty of the stimulus
argument, such arguments are not the only ones for nativism. Indeed, it is im-
portant to recognize that nativism in a given domain is perfectly compatible with
there being ample environmental evidence concerning that domain. So, for ex-
ample, mallard ducks seem to have innate knowledge of the typical courtship
behavior of their species—in spite of the fact that one can easily imagine a domain-
general mechanism for acquiring this behavior from the many exemplars that the
ducks are exposed to under normal circumstances. Our evidence for this is based
on a type of poverty of the stimulus argument. Female mallard ducks that are
raised exclusively with pintail ducks and have never seen the species-typical
courtship behavior characteristic of female mallards, spontaneously display this
behavior when they encounter a male mallard duck for the first time (Lorenz, 1957;
Ariew, 1999). But though our evidence for this trait being innate comes through a
poverty of the stimulus argument, under normal circumstances the stimuli are not
at all impoverished —without the experimenters’ intervention, female mallards
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would see many other female mallards engaging in their species-typical courtship
behavior. There is no incompatibility between a trait being innate and there being
ample environmental evidence for the trait to be acquired through learning.

It is sometimes suggested that empiricism is the default position concerning
cognitive development, and that we should only be nativists as a last resort—or that
nativists are somehow lazy, taking the easy way out and avoiding the hard job of
spelling out how a cognitive structure could be acquired. There is, however, no
reason to accept either of these charges. For any given domain, the question is
simply what the best model of acquisition is, all things considered. There is no
more reason to suppose that such models should proceed, if at all possible, only
on the basis of some set of simple domain-general processes identified by the em-
piricist than there is to suppose that in building a television or a car engine we
should only be allowed nuts and bolts and no other materials. Nativist theorizing
isn’t lazy; it’s just that nativists prefer to work without their hands tied by arbitrary
strictures on what sorts of materials they should work with. The methodological
principle at work here is one all theorists should embrace: build the best model
you can using whatever materials you need, in order to best accommodate all the
known data (including developmental trajectory, evolutionary history, develop-
mental dissociations, and so on).

While language is an important case for nativism, it is by no means the only
area where nativist research has proved fruitful. We will now briefly consider some
relevant results from developmental psychology and the other cognitive sciences,
and some of the other sources of evidence that provide the backdrop to this
volume.

3 Psychology and Anthropology

Perhaps the most striking aspect of human cognition is also the one that is easiest to
miss: namely, its widespread uniformity and predictability. In our daily lives we tend
to focus on the differences between individuals, and these differences can be the
source of huge reward or suffering in both our personal and professional lives.
However, if we take a step back from this high-resolution image, the similarities
between all the members of our species become clear (Brown, 1991; Botterill &
Caruthers, 1999; Chomsky, 1975). So too, indeed, do the similarities between humans
and many other species of animal on our planet (Byrne, 1995; Gould & Gould, 1994;
Tomasello & Call, 1997). Moreover, a century of work in the cognitive sciences has
shown just how widespread and fundamental these similarities actually are.
Detailed empirical evidence that normal human cognitive development fol-
lows a largely uniform and structured pattern has been present since the work of
Piaget (e.g., Piaget, 1936, 1937, 1959; Piaget & Inhelder, 1941, 1948, 1966). Piaget
proposed a model of children’s cognitive development that involved steady, across-
the-board improvement in an individual’s cognitive abilities, where this improve-
ment was driven partly by the action of environmental stimuli, and partly by the
unfolding in development of a suite of domain-general learning mechanisms.
However, work since, and in response to, Piaget has shown that development
is in fact a much less unified affair within an individual, even though uniformity
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across individuals remains the norm. In other words, we now know that each indi-
vidual’s cognitive development follows a domain-specific trajectory for each cog-
nitive domain (see for example, Baillargeon, 1994; Carey, 1985; Karmiloff-Smith,
1992; Spelke, 2003; Stromswold, 2000; Wellman, 1990). However, we also know
that within each domain there exists a well-ordered pattern of development, and
that this pattern is uniform for all normal members of our species (again, see for
example, Baillargeon, 1994; Carey, 1985; Karmiloff-Smith, 1992; Spelke, 2003;
Stromswold, 2000; Wellman, 199o).

Moreover, there has been a striking trend in the developmental psychology of
the past 25 years or so, finding that very young infants are much more like adults,
cognitively, than was supposed by Piaget. With more sophisticated experimental
techniques, cognitive capacities have been shown to exist at a much younger age
than was previously thought. In some cases, these experiments seem to demon-
strate a poverty of the stimulus, with infants showing capacities and preferences
literally from birth. Johnson and Morton (1991), for example, have shown that
infants only hours old have a preferential interest in face-like shapes, and Meltzoff
and Moore (1995), working with infants as young as 42 minutes old, have shown
that newborns have the ability to imitate facial gestures.

In other cases, capacities have been demonstrated at much younger ages than
Piaget hypothesized but where in principle infants may have gleaned the infor-
mation from the environment. For example, Elizabeth Spelke and her colleagues
have demonstrated that four-month-old babies have expectations and make infer-
ences about the unity, solidity, and normal movements of objects (Baillargeon,
1994; Spelke et al,, 1994). In one such experiment, Baillargeon and colleagues
(1985) habituated five-and-a-half-month-old infants to a screen rotating back 180
degrees away from them on a flat surface. Following this, infants were tested under
two conditions. One condition involved the same 18o-degree movement of the
screen but where an object that was occluded as the screen rotated back was in the
path of the rotating screen. Since the object should have blocked the screen’s
rotation, this condition is an “impossible event condition.” The other condition
involved a novel movement of the screen to less than 180 degrees, where it en-
countered the blocking object. This condition is a “possible event condition” (see
fig. 1.1).

Piaget took infants of this age to not represent the existence, or properties, of
occluded objects. Thus, he should expect the infants to dishabituate more to the
“possible event,” which involves a novel movement of the screen. In fact, infants as
young as five and a half months old dishabituate more to the “impossible event,”
suggesting that they do in fact represent the existence of the occluded object. Later
experiments found similar results for four-and-a-half-month-olds, and at least some
infants as young as three and a half months (see Baillargeon, 1987).

There is also now strong evidence that such domain-specific patterning occurs
even when environmental input during the developmental process is highly re-
stricted. For example, children develop normal linguistic abilities and at the
normal rate even in cultures that address little if any speech either directly or in-
directly to developing infants (Marcus, 1993; Pinker, 1994; Pye, 1992). Similarly,
blind children acquire language at much the same pace and with a very similar
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Habituation

“Possible Event” “Impossible Event”

FIGURE 1.1 Adapted from Baillargeon, 1993.

developmental pattern to other children (Landau & Gleitman, 198s). This kind of
evidence points strongly toward the existence of a uniform, species-wide, innate
cognitive endowment that consists (at least in part) of various domain-specific
faculties. Developmental psychology has thus filled in some of the details of the
uniform pattern Piaget observed, but in a way radically different from what he
would have expected.

In addition to the evidence for cognitive uniformity from developmental
psychology, there is increasing evidence in similar vein from anthropological in-
vestigation (Atran, 1990, 2002; Boyer, 1994; Brown, 1991; Sperber, 1996). For ex-
ample, Scott Atran argues that comparative data from studies of Maya Indians and
rural North Americans support the existence of an innate, common cognitive
system specific to our folk biology—our understanding of the taxonomy of the
natural world and of the interrelations of life-forms within it (Atran, 2002). Sim-
ilarly, Pascal Boyer has shown that while religious concepts and practice may
appear to be both culturally diverse and individually idiosyncratic, such concepts
and practices are in fact strongly constrained by universally shared systems for folk
psychology, naive physics, folk biology, and understandings of artifacts, each of
which is plausibly strongly innately constrained (Boyer, 1994, 2000).

What we find, therefore, is that a great deal of interesting work in both an-
thropology and developmental psychology is converging on a model of the innate
mind involving the sorts of rich, domain-specific cognitive faculties that were
originally appealed to by linguists following Chomsky. Moreover, there is in-
creasing reason to believe that this convergence is not simply fortuitous.
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4 Evolution

Evolutionary biology has proved an overwhelmingly successful twentieth-century
descendant of Darwin’s (1859, 1871, 1872) nineteenth-century work. Consequently,
the latter half of the twentieth century has seen two significant attempts to ap-
ply the theory and methodology of evolutionary biology to human behavior and
cognition. The first of these was sociobiology (Alexander, 1974; Wilson, 1975, 1978),
which in turn gave rise to what is now called “behavioral ecology.” Advocates of
sociobiology argue that much of human behavior is as it is because it exhibits
“adaptive function.” That is, it has been beneficial to humans over evolutionary
time and has therefore evolved and been retained due to natural selection. Un-
derstanding human behavior in this way has led to plausible explanations of many
individual and group-level behavioral phenomena, including conflict resolution,
mate choice, parental investment, and foraging strategies (Barrett et al., 2002;
Dunbar, 1999; Smith & Winterhalder, 1992). Initially, many sociobiologists ex-
plicitly restricted themselves to explanations of behavior at the functional level.
That is, they focused exclusively on the purpose that any given behavior serves in
the life-history of an individual organism, and made no claims about the under-
lying causes of the adaptive behaviors thus observed. At the time sociobiology was
first developed, even this limited application of evolutionary theory to human
behavior was controversial enough. However, as work in behavioral ecology has
progressed, claims concerning possible underlying causes of this behavior have
been made, and there has been much fruitful —if still controversial —work in this
regard (see, e.g., Krebs & Davies, 1984, 1991, 1997).

The extension of ideas from sociobiology and behavioral ecology to the likely
causes of observed behavior also resulted in the development of what is now
termed “evolutionary psychology” (Barkow et al., 1992; Pinker, 1997a, 2002; Tooby &
Cosmides, 1992). Here again the focus is not on human behavior per se but on the
cognitive mechanisms that underwrite it. Evolutionary psychologists argue that
natural selection has equipped us with numerous evolved, domain-specific cog-
nitive adaptations, and that these adaptations enable us as individuals to rapidly
produce a variety of behaviors, which are more or less appropriate to whatever our
current situation requires. Under this interpretation, what have been selected for
over evolutionary time are cognitive mechanisms whose interactions can reliably
generate behaviors that are positively correlated with our evolutionary fitness. And
while these cognitive mechanisms evolved as a result of selective pressures in our
distant past, they can nonetheless generate behaviors appropriate to more con-
temporary environments. In other words, evolution has provided us with certain
innate, domain-specific faculties and mechanisms that then interact with our cur-
rent beliefs in local conditions to cause our behavior. Human behavior and cogni-
tion are thus both enabled and constrained by our evolutionary history and the
selective pressures that this involved.

One consequence of the evolutionary psychology perspective is that the evolved
cognitive mechanisms that it proposes may generate behaviors that, while they were
adaptive at one time in our evolutionary history, are now nonadaptive due to
novel factors in our current circumstances. This is the cognitive equivalent of
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the fact that our evolutionary drive to consume and store fats and sugars whenever
possible now underwrites the high levels of obesity in the modern world resulting
from the easy availability of fat and sugar-rich diets (Galef, 1996). We have, to put it
simply, “stone-age minds in a space-aged environment” (Dunbar, 1999, p. 784), and
consequently there is the potential for a mismatch between our cognitive cap-
abilities and our environmental circumstances. However, this potential mismatch
has positive research implications, since empirical evidence of such a disparity will
offer support for the claims of evolutionary psychologists.

Critics often argue that the claims of evolutionary psychologists are in fact little
more than post hoc or “just-so” story-telling (Gould, 1997b; Rose & Rose, 2000). Such
critics claim that reconstructions of our past environments are inherently speculative,
and it is therefore a mistake to use the imagined properties of these environments as
the basis for psychological theorizing. However, while our knowledge of past envi-
ronments is indeed rather sparse in comparison to our knowledge of more contem-
porary circumstances, archaeologists are now providing increasing evidence of both
the nature of these environments and of the kinds of cognitive behavior that
(proto)humans engaged in within them (e.g., Mithen, 1996, 2000; Wynn, 1991, 2000).

Moreover, despite the current sparseness of the archaeological record, there are
very many properties of our human ancestors and their environments of which we
can be (almost) certain. For example: they had two sexes; they chose mates; they
lived in a world where self-propelled motion reliably predicted that an entity was an
animal and where objects conformed to the principles of kinematic geometry; they
had faces; they had color vision; they interacted with conspecifics; they were pre-
dated upon; and so on (Tooby & Cosmides, 1992). All of these properties can be used
to generate novel hypotheses concerning the cognitive mechanisms we may now
possess, and there is no a priori reason to think that these hypotheses will be any less
productive than those that are evolutionarily agnostic. There may well be no reason
to think that hypotheses driven by evolutionary considerations are likely to be any
more productive than agnostic ones (though we doubt this), but this is at best an
argument for pursuing research programs driven by both kinds of consideration,
rather than for ignoring or rejecting the proposals of evolutionary psychologists.

By and large, therefore, there is broad agreement that evolutionary pressures have
played some role in determining the content of our innate cognitive endowment.
There is also much healthy disagreement over the exact nature of the innate faculties
and mechanisms that have evolved (Carruthers & Chamberlain, 2000; Heyes &
Huber, 2000). Suffice it to say that all the authors in this volume, and indeed most
other nativists, endorse some degree of evolutionary explanation of the contents and
structure of our innate cognitive endowment. And, while there exist significant and
important differences in just how much of this content and structure can or should be
thus explained, there is also a universally shared belief that it is work of precisely the
kind that this volume presents that will enable us to resolve these differences.

5 Modularity

Throughout the preceding sections we have spoken of domain-specific cognition,
and of the domain-specific faculties, mechanisms, and structures that underwrite
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our cognitive abilities. We will now say a little more about this, and about the
increasingly vexed issue of cognitive modularity.

That normal adult cognition consists, to some extent, in domain-specific
faculties, mechanisms, and structures is beyond any doubt. The sheer volume of
data to this effect, derived from studies into the cognitive abilities of normal
subjects, subjects who have suffered brain lesions or other trauma, and subjects
with abnormal developmental profiles, can admit of no other explanation. How-
ever, the extent to which this domain specificity is indicative of cognitive modu-
larity is much more contentious.

Fodor (1983) provides the modern origins of modular models of cognition.
Fodor argues that our “peripheral” cognitive systems—those involved in our senses
and our language ability—are modular. What Fodor means is that these systems
are innate, mandatory, fast, domain-specific, subject to characteristic patterns of
development and breakdown, have proprietary inputs and shallow outputs, and,
most importantly for Fodor, are informationally encapsulated: their internal pro-
cesses are impervious to influence from other parts of cognition. The rest of our
cognition, Fodor argues, is amodular, a fact easily demonstrated by the holistic
or domain-general, that is, unencapsulated, nature of our conceptual processing.
Since this original definition, he has softened his requirements a little, but for
Fodor a module remains “a computational system with a proprietary database. ..
[where] this device operates to map its characteristic inputs onto its characteristic
outputs. .. [and] in the course of doing so, its informational resources are restricted
to what is in the proprietary database” (2000, p. 63). For Fodor, then, modular
cognitive systems exhibit encapsulation, and central cognition remains resolutely
a-modular.

Other researchers have increasingly argued otherwise (Carruthers, 2003a, ¢;
Pinker, 1997a; Scholl & Leslie, 1999b; Tooby & Cosmides, 1992). However, in so
doing they have been required to adjust the definition of a module somewhat.
Samuels (2000) provides an examination of such adjustments and of the most
prominent and successful current notions of cognitive modularity. So too do many
of the essays in this volume. We will therefore restrict ourselves here to a summary
of the most salient aspects of this issue.

It is clear that cognitive faculties can theoretically exhibit domain-specificity or
encapsulation with regard to both the information that they draw on when proces-
sing and the computational processes by which such processing is implemented.
This, therefore, allows us to distinguish between representational modules and
computational modules, respectively. To a first approximation, representational
modules are domain-specific bodies of data (organized and integrated in the right
kind of way); computational modules are domain-specific processing devices. Thus,
for instance, “a parser might be conceived of as a computational module that
deploys the contents of a [representational] module devoted to linguistic informa-
tion in order to generate syntactic and semantic representations of physical sentence
forms” (Samuels, 2000, p. 19). Similar points could be made for other cognitive
domains.

However, we can also see that while these two kinds of module may (often)
occur together in some given cognitive domain, it isn’t necessary that they do so.
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Domain-specific cognitive abilities could in theory depend upon representational
modules to provide domain-specific information, which is then manipulated by
various domain-general processes (that is, processes that don’t have the domain
specificity required for them to be considered as computational modules). Con-
versely, one could imagine that for some domain there exists a computational
module designed to take as input the output from other modules so as to generate
the representational module for that particular domain. The point to remember,
therefore, is that representational modules and computational modules are mod-
ules of significantly different kinds, and a given cognitive domain might well
involve one sort of module but not the other.

One consequence of this distinction is that for any given domain, the con-
tents of either or both kinds of module may be innate. Thus it behooves both na-
tivists and their opponents to be clear about which kind or kinds of module their
claims concern. One purpose of this volume, and of the project of which it is a
part, is to provide precisely the clarity required in this regard. Discussions and
explanations of the extent to which cognitive development is modular must also
take care to observe the representational/computational distinction, and to be
equally clear on what precisely is being claimed. Again, many of the essays in this
volume have this as an implicit aim.

Further adjustments to the post-Fodorian notion of modularity concern
the properties required for a cognitive structure to be modular. In order for the
domain-specific faculties found in central cognition to be modular, it is clearly the
case that input to these faculties must be (at least partly) conceptual and that their
output may be much deeper than that of peripheral systems. In addition, such
faculties may be more open to influence from other faculties (i.e., to be less
encapsulated) than peripheral modules appear to be. However, most of Fodor’s
other criteria, —for example, that such faculties are mandatory, fast (relative to
other systems), domain specific, and subject to characteristic patterns of develop-
ment and breakdown —remain. So, too, does the claim that at least some of these
modules are innate. Thus central cognition can exhibit modularity in a mean-
ingful and powerful sense, even if such modularity is not identical to that which
Fodor initially proposed.

There remains, however, a question over just how modular central cognition is.
Some theorists defend what is referred to as the “massive modularity hypothesis” —
the claim that the human mind consists (almost) entirely of cognitive modules
(Sperber, 1994; Tooby & Cosmides, 1992). Others argue for a “less massive” picture.
On this view, certain cognitive abilities are indeed implemented by modular central
systems, for example, our theory of mind (Baron-Cohen, 1995; Leslie, 1994). How-
ever, there is also no explicit denial of (and indeed some explicit defense of ) the
existence of some kind of “central executive” or otherwise “integrative” cognitive
mechanism that is domain general, and perhaps initially largely content free, and
that operates on the outputs of these cognitive modules. Finally, there are those who
follow Fodor in steadfastly maintaining that only our peripheral systems are mod-
ular, and that the rest of our cognition is entirely amodular.

Why do certain theorists, and particularly Fodor, resist the pull of the “more
massive” accounts? What underwrites Fodor’s skepticism is what he terms the
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“Abduction Problem” (Fodor, 2000). And, in fact, this problem is an instance of
the more general question of how an explanation of human cognition in terms
of domain-specific cognitive modules can be squared with the apparently domain-
general flexibility of human cognition. This “Flexibility Problem™ lies, in various
disguises, at the heart of a number of worries, suggestions, and theories of many
theorists who are nonetheless inclined to different degrees of “more massive”
hypotheses. Moreover, it is clearly a problem that needs to be solved if anything
more than a moderately modular conception of cognition is correct. However,
since some of the chapters in this book deal explicitly with this question (Sperber,
chapter 4 here; Carruthers, chapter 5 here; Samuels, chapter 7 here), further
discussion can be put to one side. Suffice it to say that many of the authors in this
volume endorse some degree of central systems modularity, while nonetheless
healthily disagreeing over the extent to which such modularity will ultimately
provide the whole story.

Research in philosophy, psychology, anthropology, and evolutionary theory
thus all offers support for nativist theorizing. However, while we have emphasized
the connections and similarities between the results from these disciplines, it is
important to remember that such connections aren’t necessary ones. That is, one
can be a nativist but also reject (many) evolutionary explanations of the innate
structures we possess. Similarly, one can accept varying degrees and definitions
of cognitive modularity while remaining well within the nativist camp. Cognitive
science is a multidisciplinary enterprise, and the results of each part of this en-
terprise are important and defensible independently of the whole. However, as
with all scientific inquiry, when evidence from disparate sources converges, one
should be inclined to see this as offering increasing support for the convergent
view. We believe that this volume provides evidence of just such a convergence,
and what we hope is that previously skeptical readers will become as inclined as
we are to support the resultant convergent view: that nativist theorizing offers the
best understanding of our cognitive abilities, and thus of our place in the natural
world.

6 A Guide through This Volume

In the latter half of the twentieth century, then, nativism has gained increasing
support from theoretical and empirical work in philosophy, psychology, linguistics,
anthropology, evolutionary theory, and other cognitive sciences. This work pro-
vides the background for the essays in this volume, and for the larger project of
which all three volumes are a part. We will now say a few words about each of the
chapters constituting this first volume, highlighting various recurring themes and
issues.

6.1 Architecture

The essays in Part I all focus on architectural issues, with many of them discussing
the question of massive modularity and the problems that the latter view has in
accounting for cognitive flexibility.
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Marcus (chapter 2) examines an apparent tension created by recent research on
neurological development and genetics on the one hand and cognitive development
on the other. Work on brain development shows it to be surprisingly flexible, and
the human genome appears far too small to specify brain structure to any fine degree
of detail. On the other hand, work on cognitive development shows that many
aspects of cognition are partly or largely prespecified (see secs.s 1-4 heretofore).
Marcus reviews a number of ways the apparent tension between these facts can be
resolved. He also presents several models and computer simulations of the ways
genes code for neural development, showing how such a resolution can be achieved
in practice.

Scholl (chapter 3), too, discusses and resolves an apparent tension: this time
between innate prespecification and learning. He focuses on aspects of the human
visual system as his key example, showing how the processes involved can be un-
derstood in terms of a form of Baysian inference, in which some aspects are innate
and some set by experience, or in which innate “default settings” can be modified
by experience. He suggests that this sort of result may generalize to central cog-
nitive systems.

Our first discussion of the flexibility problem for massive modularity is provided
by Sperber (chapter 4). He builds on his earlier work on relevance theory in linguistics
(Sperber & Wilson, 1986, 1995) and argues here that massively modular architectures
exhibit flexibility largely as a result of contextsensitive competition between mod-
ules for the allocation of cognitive resources. It is thus the cognitive system as a whole
that exhibits flexibility, rather than any particular subsystem within it.

Carruthers (chapter 5), too, addresses the flexibility problem, sketching an
account in which various cognitive modules combine to provide (the appearance
of) domain-general thinking. In particular, he argues that various specific prop-
erties of a modular language faculty, in combination with the capacity for imag-
ination and for the generation of cycles of cognitive activity, can enable humans
to integrate information across cognitive domains without the need for a distinct,
domain-general, central processor.

Shusterman and Spelke (chapter 6), too, defend the view that it is the lan-
guage faculty that permits information from different modular domains to be
combined. They focus on the integration of geometric and object-property informa-
tion in particular. Building on previous experimental results, they discuss their
recent language training study, which appears to demonstrate a causal role for
language in enabling the integration of information across these two domains.

Samuels (chapter 7) provides a critical examination of one set of arguments
that are thought to support massive modularity, which turn on the claim that
modular mental organization is required for cognitive processes to be computa-
tionally tractable. While insisting that much in cognition must be innately spec-
ified, he doubts whether this particular claim (hence the massively modular
version of nativism that it supports) can be adequately defended.

Simpson (chapter 8) attempts to sketch the outlines of what a reasonable form
of nativism might look like. He is particularly concerned that the sort of view he
develops shouldn’t be confused with the set of more extreme nativist claims that
are often attributed to nativists by their opponents.
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6.2 Language and Concepts

The essays in Part Il focus on a variety of nativist claims relating to language and
concept acquisition.

Atran (chapter g) draws a distinction between two kinds of adaptationist
methodology. Strong adaptationism holds that complex design is best explained
by task-specific adaptations to particular ancestral environments; whereas weak
adaptationism claims that we should not assume that complex design is the result
of such narrowly determined task- or niche-specific evolutionary pressures in the
absence of substantial corroborating evidence. Atran argues that in certain cog-
nitive domains, particularly folk biology, strong adaptationism has proved ex-
tremely useful for advancing research. But in other domains, particularly language,
weak adaptationism has proved the better strategy.

Baker (chapter 10) focuses on two different views of universal grammar (one
innately endowed component of the language faculty). Most linguists assume that
universal grammar is underspecified — providing us with an incomplete grammar to
be elaborated by learning. But the alternative (defended by Chomsky) is that it is
overspecified—providing us with a full range of possible grammars from which we
select one on the basis of environmental input. Underspecification is now the
dominant view in the developmental sciences, and is often treated as the null
hypothesis on grounds of greater possibility, parsimony, and simplicity. Baker
takes issue with each of these grounds and concludes that we have in fact no rea-
son to prefer underspecification to overspecification in the context of linguistic
development.

Crain, Gualmini, and Pietroski (chapter 11) present detailed empirical work on
several aspects of children’s linguistic performance, focusing in particular on evi-
dence that even two-year-old children understand that the meanings of deter-
miners are “conservative,” that the meaning of natural language disjunction is
“inclusive-or,” and that the structural notion of “c-command” governs a range of
linguistic phenomena. They employ this and other work to defend three related
versions of the argument from the poverty of the stimulus, each of which strongly
supports the existence of an innate language faculty.

Associationist models of cognitive development come under fire from Gelman
(chapter 12). She focuses on the development of naming in young children—the
process by which young children learn or otherwise construct the meanings of
words and concepts. She presents empirical evidence that by the age of 30 months,
children have an “insight” into both essentialism and the generic/nongeneric dis-
tinction, and that these insights are neither directly taught during development nor
reducible to information in the child’s developmental environment.

Laurence and Margolis (chapter 13) take up the issue of the acquisition of
number concepts, focusing on the innate mechanisms underlying our concepts for
the positive integers. Some developmental psychologists hold that the positive
integers are acquired on the basis of a domain-specific innate endowment that is
transformed through the use of language. Laurence and Margolis argue that the
best accounts of this sort have major shortcomings and are far from showing that
language has this transforming power.
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6.3 Theory of Mind

The essays in Part III focus on innateness claims relating to our ability to attribute
mental states to one another, which generally goes under the name “theory of
mind.”

Povinelli, Prince, and Preuss (chapter 14) argue that the evolution of theory of
mind in humans opened up much wider opportunities for parent—offspring con-
flict than had previously been available. In particular, they argue that human
infants might have become increasingly skilled at exploiting adults” capacity for
theory of mind, even when the infants themselves have yet to develop such a
capacity. By being innately disposed to exhibit certain social behaviors like smiling,
pointing, and gaze following, which increase adult caregivers’ erroneous attribu-
tions of higher level or adult-like cognitive abilities to the infant, infants could
induce caregivers to provide more or better care than they would otherwise have
done.

Johnson (chapter 15) provides evidence that very young infants (c. 12-14 months)
distinguish agents on the basis of a number of cues, including conversation-like
patterns of interaction with other agents. She also provides evidence that infants
conceive of agents as possessing mental states like desire. Inter alia, she takes up
Povinelli and colleagues’ challenge, arguing that the data support her own inter-
pretation better than the claimed existence of a set of “releasers” for innate but
“uncomprehending” social behaviors.

Tager-Flusberg (chapter 16) considers the role played by subjects with neuro-
developmental disorders in our investigations of cognitive development. She begins
by presenting an overview of the methodological reasons for and against using
subjects with certain neuro-developmental disorders (e.g., autism and Williams
syndrome) to inform debates about normal and abnormal cognitive architecture.
She then argues that studies of subjects with these kinds of disorders do indeed
have much to offer, and that in fact many useful results have been obtained from
previous studies, especially pertaining to the innate basis of theory of mind.

6.4 Motivation

The essays in Part IV all focus on claims about the innate basis of human moti-
vational systems.

Buss and Duntley (chapter 17) apply evolutionary theorizing to the domain of
homicide. To provide a comprehensive explanation of homicide, they propose the
existence of suite of evolved homicide mechanisms (many of which are motivational
or emotional in nature). These are cognitive mechanisms shaped over evolutionary
time by selective pressures across a range of adaptive problems to which homicide
might often enough have provided the solution. The especially high homicide
rates in hunter-gatherer societies suggests that there would have been powerful
selective pressures in this domain.

Tooby, Cosmides, and Barrett (chapter 18) ask why it is that, despite the power
of poverty of stimulus arguments, many cognitive and behavioral scientists have
still not been forced to recognize the truth of nativism. They suggest that this is
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primarily because the domains in which these arguments have hitherto been ap-
plied, for example, language or naive physics, are all ones in which the knowledge
that children acquire is objectively present in their environment. So the possibility
always remains open that children could somehow be acquiring this knowledge
from the environment through general learning. In the case of motivation, how-
ever, this last bastion of resistance is unavailable, since desires don’t serve to rep-
resent information that is already present in the environment. (The point of desire
is to change the world, not to represent it.) The closest thing to a knockdown
argument for nativism can therefore be developed in respect of innate motivational
systems, Tooby, Cosmides, and Barrett argue.

Greene (chapter 19) and Nichols (chapter 20) both turn to consider what
might be innate in the human capacity for moral thinking and feeling. Greene
reviews a variety of sources of evidence for an innate moral faculty, before pre-
senting brain-imaging data in support of the same conclusion. In his view, our
moral thought is the product of an interaction between some “gut-reaction” moral
emotions (many of which might be shared with our primate cousins) and our
capacity for abstract reflection. Nichols focuses on the question of what marks off
moral norms from rules of other kinds, such as those of etiquette. He argues that
what is distinctive of morality is the attachment to a norm of certain sorts of innate
emotional reaction (including disgust).

7 Conclusion

These are exciting times for the study of cognition. An unprecedented volume
of work is being undertaken, and an unparalleled degree of interdisciplinary dis-
course is taking place. And as these efforts continue, support for nativist theoriz-
ing is rapidly increasing. This volume shows how widespread this support now is,
with many philosophers, psychologists, linguists, anthropologists, primatologists,
archaeologists, and other cognitive scientists all converging on nativist models of
cognition and cognitive development. However, this volume also shows how much
more work is still to be done, and points to a number of new directions for future
research. We believe, therefore, that this book provides a substantial contribution
to our understanding of cognition and of the nature of ourselves.
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GARY F. MARCUS

What Developmental
Biology Can Tell Us

about Innateness

[H]uman cognitive systems, when seriously investigated, prove to be no
less marvelous and intricate than the physical structures that develop in
the life of the organism. Why, then, should we not study the acquisition
of a cognitive structure such as language more or less as we study some
complex bodily organ?

Noam Chomsky, Reflections on Language

1 An Apparent Paradox

In the last several years, our understanding of the genesis of the human mind has
undergone radical revision. Babies were once thought to be blank slates, infinitely
malleable. But dozens of recent experiments have shown that babies come to the
world able to think and reason. As soon as they are born, babies can imitate facial
gestures (Meltzoff & Moore, 1977), discriminate Dutch from Japanese (Nazzi et al.,
1998), and distinguish a picture of a scrambled face and a picture of a normal face
(Johnson et al., 1991). Within a few months they can anticipate sequences of events
(Haith et al., 1988), keep track of objects that they cannot see (Spelke & Kestenbaum,
1986; Wynn, 1992), and discern abstract patterns in artificial languages (Gomez &
Gerken, 1999; Marcus et al., 1999). Nativists like Steven Pinker (1994) and Stanislas
Dehaene (1997) have suggested that infants are born with a “language instinct” and a
“number sense.” Elizabeth Spelke (1994, p. 438) has argued that infants are “endowed
with abilities to perceive objects, persons, sets, and places.” Since the function of our
minds comes from the structure of our brains, these findings suggest that the micro-
circuitry of the brain is innate, largely wired up before birth.

But where does the structure of our brains come from? If instincts for mental
capacities such as language, number, and intuitive physics are (partly) inborn,
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rather than built up entirely in response to experience, the plans for building them
must in some way be contained in the genome. But nobody has ever shown how a
genome could build mind or brain.

Critics have said it cannot be done. Some have suggested that the number of
genes is just too paltry in comparison to the number of neurons. There are 100
billion neural cells in a newborn’s brain, yet only about 30,000 genes in a human
genome (Edelman, 1988; International Human Genome Sequencing Consortium,
2001; Venter et al., 2001). There simply cannot be a gene for every neuron, or even
for every cluster of a thousand neurons. Others have suggested that nothing as rigid
as a genome could capture something as flexible as brain development. The left
hemisphere, for example, usually plays host to our language faculty—yet some
children who have lost their left hemisphere have been known to speak normally,
shifting language from the left half of the brain to the right (Vicari et al., 2000);
hardly, the critics suggest, what you would expect if the genome contained a
blueprint for building the brain. Other studies have shown that the brain can be
“rewired” (Sur & Leamey, 2001). Brain cells that would ordinarily become so-
matosensory cells can be transplanted into the visual cortex, sometimes taking on
the identity of visual cells (O'Leary & Stanfield, 1989).

Quartz and Sejnowski (1997) have argued that this evidence for neural flexi-
bility or plasticity poses “severe difficulties” for “the view that strong, domain-
specific knowledge is built into cortical structures.” They argued that “although
the cortex is not a tabula rasa. . .it is largely equipotential at early stages,” con-
cluding that “nativist theories appear implausible” (p. 552, 555). Evidence for
neural flexibility also figures prominently in Elman, Bates, Johnson, Karmiloff-
Smith, Parisi, and Plunkett’s (1996, p. 108) argument against what they dubbed
“representational innateness.” Instead, these authors take neural flexibility as evi-
dence for a position in which “representation-specific predispositions” [are] “spec-
ified [only] at the subcortical level,” “as little more than attention grabbers” that
ensure that an organism will receive “massive experience of certain inputs.”

But is such a retreat from nativism really necessary? Certainly, whenever we
learn something the brain changes, but the converse need not be true—some
changes in the brain occur even in the absence of learning. Taking Chomsky’s
notion of cognitive “organs” as a claim about development, we might expect
cognitive organs to develop like other organs. Seen in that light, the findings of
developmental flexibility are no longer quite so astonishing. Flexibility in brain
development could be viewed as just a small part of a larger capacity of developing
mammalian embryos to cope with the unexpected. Mammals invest hugely in the
gestation of their offspring, and it behooves them to have mechanisms for coping
with accidents during development (Gehring, 1998). As Cruz (1997, p. 484) has put
it, “in a rapidly growing embryo consisting of cells caught in a dynamic flurry of
proliferation, migration, and differentiation, it would be desirable for any given
cell to retain some measure of developmental flexibility for as long as possible.”

For example, when a cell that is ordinarily fated to be an eye cell (a “pre-
sumptive eye cell”) is transplanted to the stomach, it becomes a stomach cell. In
such a case, it makes little sense to speak of learning. The presumptive eye cell
becomes a stomach cell because it gets a signal that tells it to follow the genetic
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instructions relevant to becoming a stomach cell. In a similar fashion, genes—
rather than learning—may be what guides a presumptive somatosensory cell to
become a visual cell.

Nobody has yet done the critical experiments—explorations of recovery from
damage under conditions of informational deprivation—but a variety of recent
studies suggest input from the external environment is not necessary for initial
brain organization. For example, “knockout” mice that lack a gene (Munc-18) that
is necessary for synaptic transmission show surprisingly normal brain development
until birth, including “formation of layered structures, fiber pathways, and mor-
phologically defined synapses” (Verhage, 2000, p. 864). Monkeys develop ocular
dominance columns in the darkness of the womb (Horton & Hocking, 1996), and
ferrets develop normal ocular dominance columns even when their retinas are
removed (Crowley & Katz, 1999). None of these examples contradicts the even-
tual importance of neural activity in shaping neural circuitry, but, as Katz and
colleagues put it in a recent review (2000, p. 199), “the current emphasis on
correlation-based models, which may be appropriate for later plastic changes,
could be obscuring the role of intrinsic signals that guide the initial establishment
of functional architecture.”

2 Intrinsic Signals

The rest of this chapter is a meditation on what it might mean for intrinsic signals
to guide the initial establishment of functional architecture. What I will argue is
that an understanding of the mechanisms by which the body develops can inform
our understanding of the mechanisms by which the brain develops. As the de-
velopmental neurobiologists Fukuchi-Shimogori and Grove (2001, p. 1074) noted
recently, more and more results point to a view in which the “patterning of the part
of the brain responsible for our higher functions is coordinated by the same basic
mechanisms and signaling protein families used to generate patterning in other
embryonic organs.” What's good enough for the body, I will suggest, is good
enough for the brain.

2.1 The Toolkit of Developmental Biology

Two basic mechanisms are crucial to an embryo’s self-assembly (Alberts et al.,
1994; Gilbert, 2000; Wolpert, 1998). The first is gene expression. Genes can either
be “expressed” or “repressed.” What governs whether a particular gene is on or off
is (among other things) the presence or absence of specific regulatory proteins that
serve as enhancers or repressors for that gene (Jacob & Monod, 1961). When a gene
is on, it sets into motion a transcription process that ultimately leads to the as-
sembly of a particular protein. Among the many kinds of proteins the body can
build are regulatory proteins, proteins that control the expression of another gene
or even several other genes, each of which in turn might trigger several others, and
so forth. These “cascades,” also known as regulatory networks or gene hierarchies,
are the second critical component of embryonic development, because they pro-
vide a way for a complex coordinated actions to emerge. For example, the fruit fly
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gene Pax-6 triggers eye formation, and can be made to do so artificially in the fruit
fly’s leg or antenna, by triggering three (or perhaps more) other genes, each of
which in turn launches the action of still more genes, ultimately snowballing
into a powerful avalanche of about 2,500 (Gehring, 1998; Halder et al., 199s5;
Halder et al., 1998).

The second basic mechanism is signaling, communication within and be-
tween cells. Cells are chatterboxes that constantly communicate about their met-
abolic needs, the state of the organism in which they live, and so forth. One of the
most important kinds of signals in embryogenesis is the positional signal, a signal
that gives a developing cell information about its location within a growing embryo.
Many of these signals come in the form of gradients, molecules that differ in their
concentration according to location. In early stages of fruit fly development, for
instance, the protein bicoid is most heavily concentrated toward the front (anterior)
of the organism, and least heavily concentrated toward the back (posterior). Com-
binations of gradients yield precise three-dimensional information. For example,
the gene that governs the region in a growing fruit fly embryo known as even-
skipped stripe 2 is triggered by high levels of the protein Hunchback in conjunc-
tion with low levels of the proteins Giant and Kriippel. Taken together, genes,
cascades, signals, and gradients provide developing embryos with powerful tools for
auto-assembly.

2.2 Genes and Gradients in Body and Mind

Evolution conserves. Fach of these tools plays an equally critical role in vertebrate
development. For instance, in the vertebrate limb bud (from which appendages
such as fingers and toes sprout), a gradient of the protein Sonic Hedgehog runs
from the posterior end (high concentration) to the anterior end (low). When that
gradient is altered, the pattern of digit formation alters accordingly. For example,
when experimenters inject the anterior end of a growing limb bud with a bead
containing Sonic Hedgehog, thereby artificially increasing the concentration of
Sonic Hedgehog expression, resulting embryos have two sets of mirror-reversed
digits (Pearse & Tabin, 1998).

Recent experimental evidence suggests that gradients are just as important
in brain development. One recent study looked at the gradient established by
the gene Emx-2, within the neocortical ventricular zone (Bishop et al., 2000), the
birthplace from which most cortical neurons emerge. Under normal conditions,
Emx-2 is expressed most heavily in caudal portions of the neocortical ventricular
zone, less heavily in rostral regions. This gradient (along with a gradient of pax-6,
which follows the reverse pattern) appears to play an important role in establishing
the position of basic sensory areas such as V1 and A1. “Knockout mice” that have
been engineered to lack Emx-2 show a wide variety of changes. Downstream
molecules that are ordinarily expressed only rostrally are expressed further cau-
dally. Neurons in the occipital cortex that would ordinarily take on visual iden-
tity instead take on a somatosensory role, with visual regions correspondingly
compressed —exactly what you would expect if neurons take on their identities in
accordance with the positional cues that they get. Such studies provide powerful
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evidence that the overall system of development by positional specification has
been conserved from body to brain.

2.3 Toward a More Comprehensive Theory

Studies like these suggest that the brain, much like the body, is initially sculpted by
intrinsic signaling systems. But we are still a long way from a comprehensive
understanding of how a brain develops. One problem is that current experimental
techniques are extremely labor intensive. It can take a year or more to produce a
single knockout strain (e.g., a breed of mice that lacks a particular gene), and there
are several important limits on what can be learned from any given knockout
experiment. For example, knockout animals can often compensate for missing
genes using alternative (partly redundant) mechanisms. Moreover, the fact that
only one or two genes can be typically knocked out in a given mouse makes it
difficult to look at the mechanisms by which genes interact—a serious problem,
given that most, if not all, behaviors (and correlated neural substrates) are influ-
enced by many genes.'

No comprehensive theory allows us to address, even in principle, such ques-
tions as: what can a single gene do? what can a cascade of genes do?—or our
fundamental question: could genes really drive the initial organization of the
mind/brain, given that the genome is compact, and given that brain development
is so resilient? Or must activity caused by external experience play a fundamental
role, even in the brain’s initial organization?

To better answer these questions, I aim to develop computational models of
how genes—alone and in combination—work to build complex structure. In a
nutshell, my strategy is to marry neural networks with genetics.

Traditional neural networks would not be adequate for this task. For one thing,
most neural networks are, by design, largely unstructured prior to learning; the
“connection weights” that run between nodes are typically initially set to random
values, with every node in a given layer connecting to every node in the next layer.
In the language of physics, such networks are high in entropy and correspondingly
low in initial information (Loewenstein, 1999). In such models, the question of
innateness scarcely arises; where there is no initial structure, there is no innateness.
(There is also little biologically plausibility. As Nobel laureate David Hubel put it,
“those who speak of random networks in the nervous system [appear not to be]
constrained by any previous exposure to neuroanatomy.”) Fortunately, more highly
structured (if less well-publicized) models do exist and can offer a starting point for
our investigations. For example (as illustrated in fig. 2.1) Hummel and Biederman
(1992) have proposed a detailed, highly articulated network model of vision, replete

1. In any case, knockouts (and their naturally occurring counterpart, single-gene disorders) often tell us
more about what disrupts a system than how that system works under normal circumstances. Just as
removing a car’s distributor wire would cause the car to stop without clarifying why the wire is im-
portant, knockouts sometimes tell us only that a particular gene is important to some particular pathway,
without explaining what the role of that gene is in the larger system.
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FIGURE 2.1 The left-hand illustrates a three-layer network, of the type most commonly
found in cognitive science. The right-hand panel illustrates Hummel and Biederman’s
much more structured model of vision.

with the kind of informational encapsulation one might expect in a system with a
substantial innate basis.

Hummel and Biederman (who were not concerned with developmental is-
sues) simply stipulated the structure; in their actual model, the structure was hand-
wired by the programmer. But one could instead take the model to be a provisional
hypothesis about the initial structure of the visual system and ask, how might that
structure grow? Intriguingly, the model would then serve as an example of innately
guided learning. Much of its structure —machinery for recognizing primitives such
as three-dimensional solids through combinations of edges, vertices, and the like—
would by hypothesis be innate.But the final connections—representations of real-
world objects in terms of component three-dimensional primitives—would be tuned
on the basis of experience. How might the “innate” components of such a system
arise?

2.4 A Neurogenetic Simulator (Prolegomena
to a Future Understanding of Innateness)

Existing neural network models do not allow us to address this sort of question. In
most models, there are only two options—either connections are learned on the
basis of experience (hard to imagine in the case of a model as complex as Hummel
and Biederman’s) or they are simply stipulated, hard-wired in advance by a pro-
grammer. The question of how the initial connections themselves are formed is
not entertained. What’s missing is a system of genes, a way of allowing wiring to
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develop according to a genome.” Enhanced with such mechanisms, simulations
could tell us something about the mechanisms by which real innate microcircuitry
could in principle be built, especially if those simulations could be constrained by
the exploding literature on the role genes play in neural development.

What would it take to build computer simulations of how genes could un-
derwrite the development of the unlearned portion of a Hummel-Biederman-style
structured network? Although I have not yet implemented a system so complex,
I have taken a few steps toward this goal.

The first (time-consuming) step has been purely technical —it was necessary
to build a “neurogenetic” simulator: a piece of software that takes as its input a
genome and produces as its output a neural network that unfolds over time. This
simulator incorporates genes, cascades, and gradients, plus all the usual compo-
nents you might find in any neural network (nodes, connections, activation values,
and the like). Corresponding to the distinction between the regulatory and coding
parts of a gene, simulated genes are if-thens that control when cells migrate, and
when they stop migrating, when axons form, what cues axons follow, where
gradients are established, and when cells die. As in biology, genes are not specific
to specific cells; rather, any given gene can participate in the growth of many cells.
The system also includes virtual analogues of a molecular biologist’s workbench,
tools for staining cells according to which genes are expressed, tools for ablating
cells, tools for “knocking out” genes, and so forth—what I have elsewhere de-
scribed as “painless experimental genetics.”

In the next section, I report a preliminary exploration that this simulator (still
just a prototype) has made possible, as an early step toward an account of the
biological processes that support innateness.

3 Topographic Maps: A Case Study

Topographic maps are ordered sets of connections between brain regions that pre-
serve ordering. Such ordered connections offer an adaptive solution to the brain’s
task of computing in parallel (Barlow, 1981; Kaas, 1997), and are found through-
out the brain (Kaas, 1997). For example, in the visual system, there are systematic
connections between particular parts of the retina and particular parts of the tec-
tum (in birds, fish, and reptiles) or between the retina and the superior colliculus
(in mammals). Points that are adjacent on the retina correspond to points that are
adjacent on the tectum (or superior colliculus).

2. A few existing neural networks (e.g., Nolfi & Parisi, 1995) include entities that are described as
“genes,” but the genes contained therein aren’t really developmental entities. Rather than yielding
instructions for growing a neural network over time, they simply specify the exact properties of the
“neonate’s” neural network, generally allocating one or more genes to each neuron. Such models are
not consistent with the fact that in mammals the number of neurons massively outnumbers the number
of genes, and, because they do not describe a true developmental process, they do not allow for
explorations of plasticity (e.g., of what happens if a cell is transplanted or lesioned).
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The most famous possible explanation for this systematicity comes from Sperry
(1963, p. 707), who proposed the chemoaffinity hypothesis:

an orderly cytochemical mapping in terms of two or more gradients of embryonic
differentiation that spread across and through each other with their axes roughly
perpendicular. These separate gradients successively superimposed on the retinal
and tectal fields and surroundings would stamp each cell with its appropriate
latitude and longitude expressed in a kind of chemical code with matching values
between the retinal and tectal maps.

Sperry’s prediction, initially not accepted because of work showing how flex-
ible the development of the retinotectal projection could be, has been vindicated
(albeit with a twist that T will describe in a moment) by recent molecular work.
This work has finally laid bare (at least some of) the chemical code—a set of
molecules known as ephrin ligands and Eph receptors—by which axons growing
from the retina find their way to particular parts of the tectum. Two chemical
gradients are established, one in the retinal ganglion cells, the other in the target
area of the tectum. In the tectum, levels of ephrin-A (A2 and As) signaling mol-
ecules vary from lowest in the rostral tectum to highest in the caudal tectum
(Feldheim et al., 2000; Frisen et al., 1998; Hornberger et al., 1999). Retinal gan-
glion cells vary from low levels of corresponding Eph receptors in the nasal retina
(which projects to the caudal tectum) to high levels of Eph receptors in the
temporal retina (which projects to the rostral tectum). Mouse knockouts that lack
ephrins A2 or Ag (or both) show disordered development of topographic maps
(Feldheim et al., 2000; Frisen et al., 1998; Hornberger et al., 1999). As Sperry
anticipated, gradients are critical to the proper formation of topographic maps.

But an ingenious recent experiment shows that the story is not quite as simple
as the one Sperry sketched. What would happen, asked Brown and colleagues
(2000), if levels of Eph receptors were artificially increased? Sperry’s theory of
“matching values” implies that each retinal cell carries a specific tag that corre-
sponds to a matching tag in the tectum. On Sperry’s view (as illustrated in fig. 2.2),
we might expect that retinal cells with artificially inflated levels of Eph receptors
would find new partners (or fail altogether to partner if no tectal cells had com-
parably high levels of ephrins)?® while the remaining cells would connect as usual.
Alternatively, as suggested by Brown and colleagues (2000) and depicted in the
righthand panel of figure 2.2, retinal ganglion cells might wire themselves ac-
cording to relative rather than absolute levels of Eph receptor expression. On that
view, the normal retinal cells would shift to the “left” to make room “on the right”
for the cells with artificially inflated levels of Eph receptor expression. To test this,
Brown and colleagues (2000) created a transgenic mouse that had artificially ele-
vated levels of Eph receptors in a random subset of its retinal ganglion cells;
consistent with the hypothesis that retinal axons sort themselves in accordance to
the levels of Eph receptor that they bear, rather than by a system of absolute tags,

3. Ephrins actually repel rather than attract Eph receptors, but to make the figure simpler, I pretend that
it exerted an attraction.
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FIGURE 2.2 Predictions for what would happen if levels of Eph receptors in retina ganglion
cell with dashed lines were artificially increased, from normal level of 2 units to 6. Left-hand
illustrates “absolute tag” hypothesis; righthand panel illustrates “relative” cue hypothesis.

cells with artificially high levels of Eph receptors formed a distinct map connecting
further rostrally in the target colliculus. What matters is not the absolute number of
Eph receptors borne by a particular retinal ganglion cell but rather the relative
number.

Although topographic maps have long been the subject of intensive computa-
tional inquiry (Fraser & Perkel, 1990; Gierer, 1983; Hope et al., 1976; Miller et al.,
1989; Prestige & Willshaw, 1975; Price & Willshaw, 2000; Swindale, 1996; von der
Malsburg & Willshaw, 1977; Whitelaw & Cowan, 1981; Willshaw & von der Mals-
burg, 1976, 1979), no models of these results yet exist. More generally, none of the
prior models makes use of genes, and so they have no natural way to incorporate
the results from recent knockout experiments. Results like Brown and colleagues’
are, however, easily captured within the framework of genes-and-gradients simulator
that I am developing.

Within that framework, a set of approximately 20 genes suffices to give the
“genetic instructions” necessary for building a topographic network. One set of
genes governs the construction of two layers of cells, which can be thought of as
retina and tectum. Another set of genes establishes gradients, including a gradient
that runs from tectum to retina. A third set of genes guides axonal development,
cueing “retinal ganglion cells” to build axons when the cell bodies have reached
their final positions, and cueing them to seek the tectum. Genes consist of if-then
rules, with the if part of a gene representing the regulatory region of a gene, and the
then representing what happens if that gene is expressed (for simplicity, genes guide
actions, such as migration or further gene expression, rather than protein synthesis).
Atypical example is a gene that says that IF a cell is migrating AND it is a region that
has less than a certain number of parts per million of the retinal-tectal gradient,
THEN it should stop migrating. Another gene says that IF a cell is of a certain type
AND it is NOT migrating, THEN it should send out an axon toward the regions that
expresses the tectal cue. Central to the model is an assumption—motivated by the
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FIGURE 2.3 Stages in the simulated development of a topographic map. Dark circles depict
migrating neurons, arrows depict axons. Grey rectangles indicate non-migrating neurons.

Brown results and a recent study that shows that retinal axons contain mRNA and
affiliated translational machinery (Campbell & Holt, 2001) —that retinal axons can
respond to cues (presumed to be levels of Eph receptors) from neighboring axons.
This allows axons to “sort” themselves out, much like a group of schoolchildren
ordering themselves by height. Figure 2.3 shows a series of stages in the development
of a topographic network.*

Once the basic architecture is in place, knockin and knockout studies are
easily simulated. Figure 2.4 shows a snapshot from a simulation of the Brown
results; dark cells have artificially increased levels of Eph receptors (shown by the
numbers near the arrowheads) and correspondingly shift to the right.

These results show how important recent findings can be readily captured by
neurogenetic simulation. Because evolution conserves developmental mechanisms,
the importance of understanding the interactions of ephrins and Eph receptors
extends well beyond the retinotectal map. Ephrin-A ligands are implicated not just
in the visual portions of the thalamus but also in topographic maps in auditory
thalamus (Lyckman et al., 2001), in the somatosensory, auditory, and motor areas of
the cortex (Vanderhaeghen et al., 2000), in the hippocampus (Brownlee et al., 2000),
and in the topographic maps that motor axons form on muscles (Feng et al., 2000).

Still more generally, these simulations show how complex structure can arise
in the absence of external experience, and they show how a small number of genes
can guide the growth of many cells. (The basic set of genes can guide topographic
connections between arbitrarily sized layers—once a developmental “recipe” is in
place, it can be massively replicated.) Furthermore, they show that signaling
should not be equated with experience—between-cell (and between-axon) signals
are critical here, but those signals are generated entirely endogenously. Contra
Elman and colleagues” implication that “interactions all the way down” (1996,
p. 319) implies difficulty for nativism, these results show how endogenously gen-
erated cellular interactions can be the very stuff of nativism.

4. A movie of this is available online at: www.psych.nyu.edu/gary/bio/topo.mov.
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FIGURE 2.4 Simulation of experiment in which random subset of retinal cells has artificially
elevated levels of Eph receptor expression.

4 Discussion

A major challenge for nativists has been to spell out how developmental flexibility
and nativism can be reconciled. A major challenge for connectionists has been to
spell out how innate constraints can be incorporated in neural network models.
The models shown here show how synthesizing developmental biology and neural
networks could help solve both problems, ultimately leading to an account of how
some aspects of complex organization can arise in the absence of experience, in a
system that is developmentally robust. Such demonstrations do not in any way
obviate the importance of experience, but they do show that it is in principle quite
feasible to build neural structure in the absence of experience. The extent to which
particular cognitive processes are the product of genes— either independently of or
in conjunction with experience—remains open, but the very possibility of biolog-
ically guided innate structure should no longer be in doubt.

The neurogenetic simulations introduced here show how the mechanisms
that can build the body (e.g., gradients and gene expression) could build the brain;
they also show how small numbers of genes could lead to large numbers of well-
organized neurons by massive replication of simple circuits. Moreover, the systems
here have a degree of developmental resilience; because, for example, systems rely
on relative cues, individual cells can be lesioned with relatively little impact.
While there is a long way to go, such demonstrations could represent valuable first
steps toward a more complete account of how biological mechanisms can guide
the construction of inborn neural architecture. In future work, such neurogenetic
simulations could also be used as a tool to explore a related question, vital for
understanding the evolution of language and cognition: how could small modifi-
cations to sets of developmental genes lead to new neural structure and new neural
function?
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BRIAN J. SCHOLL

Innateness and (Bayesian)
Visual Perception

Reconciling Nativism and Development

1 A Research Strategy

Because innateness is such a complex and controversial issue when applied to
higher level cognition, it can be useful to explore how nature and nurture interact
in simpler, less controversial contexts. One such context is the study of certain
aspects of visual perception—where rigorous models are possible, and where it is
less controversial to claim that certain aspects of the visual system are in part
innately specified. The hope is that scrutiny of these simpler contexts might yield
lessons that can then be applied to debates about the possible innateness of other
aspects of the mind. This chapter will explore a particular way in which visual
processing may involve innate constraints and will attempt to show how such pro-
cessing overcomes one enduring challenge to nativism. In particular, many chal-
lenges to nativist theories in other areas of cognitive psychology (e.g., “theory of
mind,” infant cognition) have focused on the later development of such abilities,
and have argued that such development is in conflict with innate origins (since
those origins would have to be somehow changed or overwritten). Innateness, in
these contexts, is seen as antidevelopmental, associated instead with static processes
and principles. In contrast, certain perceptual models demonstrate how the very
same mental processes can both be innately specified and yet develop richly in
response to experience with the environment. In fact, this process is entirely
unmysterious, as is made clear in certain formal theories of visual perception,
including those that appeal to spontaneous endogenous stimulation, and those
based on Bayesian inference.

For helpful conversation and comments on earlier drafts, I thank Paul Bloom, Peter Carruthers, Erik
Cheries, Frank Keil, Koleen McCrink, and Steve Mitroff. The preparation of this chapter was supported
by National Institute of Mental Health grant number Ro3-MH63808-01 and National Science Foun-
dation grant number BCS-0132444.
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11 Innateness in Cognitive Science

One of the most persistent and important themes in cognitive science is the issue of
whether and how various cognitive mechanisms, processes, abilities, and concepts
may in some sense be innate. This debate is far older than cognitive science or even
the modern incarnation of psychology (see Diamond, 1974; Samet, 1999), and (as the
other essays in this volume attest) it remains a lively research topic today. In a sense,
the continuing debate about innateness has been incredibly unifying, if only be-
cause it draws together researchers from so many different disciplines, who study so
many distinct aspects of the mind. (An online search of the MIT Encyclopedia of
Cognitive Science turns up discussions of innateness in almost every imaginable
corner, in fields ranging from psychology and linguistics to ethology and neurosci-
ence, and in specific topics ranging from imitation and ethics to numeracy and
phantom limbs.)

Of course, questions of innateness have also long been among the most di-
visive and controversial issues in cognitive science. Indeed, one can hardly men-
tion the yin of nativism without the yang of empiricism, and the combative tension
between these two traditions is alive and well in all of the aforementionedareas of
cognitive science. The suggestion of a possible nativist origin for part of almost any
cognitive process always seems to evoke an academic quarrel, and such debates
have sometimes polarized entire fields. Such debates will often even spill over into
the popular press and the general public—especially when questions of innateness
are raised about issues such as the nature of our emotions, or our mate-choice
preferences (see Pinker, 2002).

12 “Barely Worth Mentioning”

Because issues surrounding innateness are liable to become so complex and con-
troversial when applied to human cognition, some researchers have suggested that a
useful strategy is to study how such issues play out in simpler and possibly less
controversial contexts. Gallistel (2000), for instance, has attempted to study nativism
(along with other issues such as computation and modularity) in circumscribed
domains encountered by simpler organisms. As a case study, he has studied the
nature of certain forms of wayfinding in insects. Bees, for example, are able to
communicate the direction and distance of food to their hivemates, using the lo-
cation of the sun in the sky as a reference angle. Their ability to do this year-round
and even on cloudy days, moreover, indicates that they represent the solar ephemeris
function: they know where the sun is in the sky as a function of the time of day and
the day of the year—a function that varies depending on where the bees live. Studies
of this process have gradually revealed a detailed picture of how innate and learned
components contribute to this ability (e.g., Dyer & Dickinson, 1996). Even without
ever experiencing the sun, bees still in some sense assume that it exists, and that it
rises in the east and sets in the west—the one thing that is true of the ephemeris
function anytime and anywhere —and they initially assume that it traverses this path
with a discrete jump around noon. The shape and timing of this path are
then gradually tuned by early visual experiences, in ways that are beginning to be
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understood, to match the actual ephemeris function for the sun at that location
(Dyer & Dickinson, 1994). In few areas of human cognition are we able to obtain
such a detailed and rigorous picture of how nature and nurture interact.

Gallistel (2000) stresses several specific lessons of this research for cognitive
science, but perhaps the most important lesson is methodological: It is possible to
gain insight into the ways nature and nurture cooperate by studying simpler cases
that are more amenable to rigorous study and critical experiments, and at the same
time are far less controversial. Indeed, Gallistel has stressed that claims of innate
specialized structure are “barely worth mentioning” in certain parts of biology, in
that they are assumed to be the norm. In this way, then, it is possible to study
innateness in simpler contexts than higher level human cognition, and perhaps
learn some important things about how nature and nurture interact in situations
that are divorced from the abstractness, concern, and controversy that normally
attends such projects. This chapter explores a similar strategy, but with a focus on
what are perhaps simpler cognitive processes rather than simpler organisms. In
particular, the aim of this chapter is to make a few specific points about how nature
and nurture can interact in the context of certain theories of visual perception.

The study of vision is certainly one of the most successtul projects of cognitive
science: it has arguably enjoyed the most rigorous theories, the most developed
computer models, and perhaps the tightest coupling so far of psychology and neuro-
science. Some have argued that this is no accident. Neuroscientists have stressed that
more than half of cortex is devoted to vision (at least in monkeys), and Fodor (1983)
has famously argued that the relatively modular and encapsulated structure of
“input systems” such as vision is bound to translate into greater empirical tracta-
bility. Innateness has certainly been a persistent theme in the study of visual per-
ception, and in parts of vision research (e.g., face perception) it is just as controversial
as in the study of higher level cognition (e.g., Gauthier & Nelson, 2001; Kanwisher &
Moscovitch, 2000). However, whereas many scientists are hesitant to grant the ex-
istence of significant innate components for large swaths of human cognition, it is
essentially uncontroversial among vision scientists that at least some portions of
(early) visual perception are (in part) innately specified.!

The hope is that by studying the interaction of nature and nurture in visual
perception, we might gain some useful insights that can then be applied to debates
about nativism in other areas of cognitive science. This chapter is one small part of
this project, and it attempts to dissolve apparent conflicts between innate structure
and later development by focusing on how the very same visual processes can both

1. For the rest of this chapter, I will often drop caveats such as “in part.” I take it as given that no mental
process—perceptual or otherwise—is entirely innately specified, any more than any such process is
entirely learned. The question of innateness is taken here to be whether any significant parts of the mind
can develop without bona fide learning (see Pylyshyn, 1985, for careful definition and discussion of this
distinction), taking for granted (1) that other mental abilities are largely learned via experience with the
environment, and (2) that environmental interaction is also always likely to play a critical role in
revealing innate structure.



Innateness and (Bayesian) Visual Perception 37

be innately structured and yet themselves develop richly in response to experience
with the environment.

2 Is Nativism Antidevelopmental?

Most researchers today recognize that the mind must develop as a result of some
mixture of innateness and learning, but it is not always clear how this cooperation is
to be forged. While some writers emphasize that even innate structure itself is
designed to learn (e.g., Marler, 1991; Pinker, 1997a), others seem to assume that there
is some inherent tension between the two: some processes may be (mostly) innate
and others may be (mostly) learned, but there is a hesitancy to explore processes that
are both innately determined and then themselves continue to develop via learning.
Some of this tension is only sociological, in that nativist research programs are seen
to somehow squelch the study of development: “Calling some skill or behavior
innate tends to stop analysis of how it develops” (Fischer & Stewart, 1999, p. 150). In
many contexts, however, it seems popular to assume that there is a deeper and more
inherent conflict between nativism and development (e.g., Elman et al., 1996;
Fischer & Bidell, 1991; Karmiloff-Smith, 1992; Quartz & Sejnowski, 1997; Thelen &
Smith, 1994; for discussions of neuroscientific versions of such arguments, see
Marcus, chapter 2 here). According to these views, innateness is seen as inherently
“anti-developmental” (Gopnik, 1996, p. 174), and at root nativist research programs
are seen as attempts at “minimizing change during development” (Quartz &
Sejnowski, 1997, p. 537). Recent examples of this conflict are readily seen in two of
the most active areas of cognitive developmental psychology: “initial knowledge” in
infancy and “theory of mind.”

21 Examples from “Object Cognition” in Infancy

One area of active nativist debate in cognitive development is the study of what
young infants know about the physical world. Using looking-time measures to study
the infant’s object concept, developmental psychologists have demonstrated that
infants even a few months old have a substantial amount of “initial knowledge”
about objects, in domains such as physics and arithmetic (for reviews see Baillar-
geon, 2002; Spelke et al., 1995a; Wynn, 1998). This research has shown, for example,
that infants have some appreciation of the fact that objects must trace spatiotem-
porally continuous paths through space (Spelke et al., 1995a); that objects will fall if
unsupported (Needham & Baillargeon, 1993); that one plus one yields two, and
other simple arithmetical facts (Feigenson et al., 2002; Wynn, 1992); that objects
cannot pass through one another (Baillargeon et al., 1985; Spelke et al., 1992); that
the mechanical interactions of objects will obey certain causal laws (Leslie &
Keeble, 1987); and so on.

Some of the theorizing that has accompanied this research has had a strong
nativist flavor, often phrased in terms of “core knowledge” (e.g., Spelke, 2000, 2003;
Shusterman & Spelke, chapter 6 here). Under these proposals, the appreciation
of physical and numerical laws revealed in looking-time experiments reflects
the operation of innate principles of some form—albeit principles built into highly
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task- and domain-specific processes that are largely independent and encapsulated
from each other and from other aspects of the mind.* These principles form the core
of our knowledge of the world and provide the critical representations needed for
bootstrapping by later learning. Many types of evidence have been adduced to
support nativist theories of such abilities, including familiar arguments based on
precocity, learnability, universality, and continuity with other branches of the
phylogenetic tree (e.g., Spelke, 1988, 1998).

These nativist proposals have proven highly controversial. Indeed, debates that
center on nativism have been featured prominently every few years at major infant
cognition conferences and have resulted in a number of recent vigorous exchanges in
the literature (e.g., Cohen & Marks, 2002, v. Wynn, 2002; Haith, 1998, v. Spelke, 1998;
Smith, 1999, v. Baillargeon, 1999). The proponents of empiricist viewpoints have been
just as lively as their nativist counterparts —suggesting for example that “claims that
types of knowledge are innate [constitute] misdemeanors, if not outright psychological
felonies” (Haith, 1998, p. 168) —and the arguments used to fuel such views have often
made strong appeals to the perceived inability of nativist theories to accommodate
later development (e.g., Bogartz et al., 1997; Cohen & Cashon, 2003; Fischer &
Biddell, 1991; Johnson, 2003; Smith, 1999). Nativist theories are seen to “shut down
attempts at process explanations and developmental analyses” and to be inherently
“nondevelopmental” (Haith, 1998, pp. 176, 172). The biggest problem for nativist views
is alleged to be simply that “development happens” (Johnson, 2003, p. 103). Theories
of causality, for example, that rely on “an innate module” are taken to imply that
“there is no room. .. for causality perception to develop in stages. ... Causality, ac-
cording to Leslie and other nativists . . . is not something to study developmentally: it is
a nonsequitur to study the development of something that doesn’t change” (Cohen
etal., 1998, pp. 172—3). And some writers have even argued explicitly that our eventual
ability to overrule the dictates of innate principles (e.g., to understand Star Trek
transporter beams, which violate laws of spatiotemporal continuity) falsify nativist
claims based on “core knowledge” (Gopnik & Meltzoff, 1997).

2.2 Examples from “Theory of Mind”

Strikingly similar arguments are found in other areas of developmental research,
such as “theory of mind.” Many human behaviors are the result of internal mental
states such as beliefs and desires. Such representations not only cause our behaviors
but also form much of the currency of our mental lives: even young children
perceive, interpret, predict, and explain the behavior of others in terms of their
underlying mental states. The acquisition of such abilities— collectively referred to
as a “theory of mind” (ToM)—is early, universal (except in certain clinical popu-
lations), seemingly effortless, and largely dissociable from more general intellectual

2. Even among theorists who are sympathetic to aspects of nativism, there is still much debate as to the
exact format of these principles, and the degree to which they represent cognitive as opposed to
perceptual (or attentional?) processing (e.g., Carey & Xu, 2001; Scholl & Leslie, 1999a).
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development. In adults, the exercise of such abilities is often irresistible and seem-
ingly instantaneous. Such facts—along with worries about learnability for concepts
such as belief, whose referents cannot be directly seen, heard, or felt—have helped to
inspire theories that take the core of ToM (though obviously not its mature com-
petence) to be innate (e.g., Baron-Cohen, 1995; Leslie, 1994; Scholl & Leslie, 199gb,
2001) — “part of our genetic endowment triggered by appropriate environmental
factors, much as, say, puberty is” (Scholl & Leslie, 2001, p. 697).

Again, nearly all of the arguments against such views tend to turn on the role of
development (see Scholl & Leslie, 199gb, for extensive discussion). Several authors
have said explicitly that certain nativist views are “nondevelopmental” or “anti-
developmental” and that only developmental evidence can decide whether certain
nativist views of ToM are correct (e.g., Gopnik & Meltzoff, 1997; Gopnik & Well-
man, 1994). Others argue that the mere fact of observed development in ToM —
paradigmatically, the fact that children become able to pass the “false belief task”
around the age of four—argues against theories based on “modularity nativism”
(Wellman et al., 2001).3 Theories of ToM based on an innate modular core are seen
as incapable of accounting for change, without appeal to “the maturation of another
innate structure, a later module coming on line. ... Itis. . . difficult, however, to see
why evolution would have designed a sequence of incorrect modules, each maturing
only to be replaced by another” (Gopnik & Meltzoff, 1997, pp. 54-5). This type of
ridicule seems rooted in the idea that an encapsulated process with an innate basis is
somehow unable to develop via contact with the environment. Even authors who are
sympathetic to nativist and modular views of ToM seem uncomfortable with the
idea that the innate processes can themselves change and develop. Rather, such
theorists appeal to notions such as parameterization, derived from studies of lin-
guistic nativism (e.g., Segal, 1996; Stich & Nichols, 1998). On such views, devel-
opment is explained not by robust learning via interaction with the environment but
by an executive “switching” mechanism that simply chooses at various times among
preset options, all of which are still innately determined. Thus even nativist theorists
are drawn to views that seem implausible (see Scholl & Leslie, 1999b, for discus-
sion), on the basis of developmentally motivated concerns.

3. As with ‘core knowledge’ views of infants’ object-cognition abilities, nativist theories of ToM have also
often claimed that the innate processes are highly domain specific, informationally encapsulated, and
possibly embodied in cognitive modules (e.g., Scholl & Leslie, 199gb, 2001). In general, of course,
innateness and modularity are entirely dissociable concepts: “The claim of innateness is obviously not
required of the modularity view” (Scholl & Leslie, 1999b, p. 134). However, we have sometimes treated
innateness as a critical part of how modularity applies to the case of ToM, as have others who refer to
“modularity nativism.” This has sometimes lead to confusion (see Nichols & Stich, 2003), but it seems
clear that most developmentally motivated arguments against the ‘modularity nativism’ view of ToM are
in fact aimed at a certain conception of nativism, rather than anything intrinsic to modularity. For
example, Gopnik and Meltzoff (1997) take themselves to be arguing against the following: “According to
modularity theories, representations of the world are not constructed from evidence in the course of
development. Instead, representations are produced by innate structures, modules, or constraints that
have been constructed in the course of evolution” (p. 50).
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2.3 Nativism and Flexibility

In the foregoing examples, arguments against innateness have been fueled by con-
cerns that nativist origins preclude developmental flexibility. This view is not entirely
unmotivated, of course. Such views are suggested by characterizations of the innate
endowment as a set of constraints on development (e.g., Elman et al., 1996; Keil,
1991), a view that even some resolute nativist researchers take to be unfortunate: such
constraint-based characterizations “imply that innate knowledge prevents people from
learning” (Spelke, 1998, p. 194). Perhaps the strongest motivation for such views,
however, is the simple fact that nativist theories rarely contain specific proposals for
how later development would work, beyond peripheral ideas of triggering and mat-
uration. Theories of core knowledge in infant object-cognition, for example, have
been vague about just how later bootstrapping processes would harness the innate core
representations, or just how it is possible for “hardwired” principles to later be unwired
or rewired. Rather, such theories have appealed to “overriding” to explain radical
change (see Stich & Nichols, 1998), wherein entirely new systems (perhaps with little
or no innate basis) can eventually come online and overrule core knowledge. This
issue also arises in the theory-of-mind literature, in suggestions that the innate con-
tribution affects only “early ToM” (by analogy to “carly vision”; e.g., Scholl & Leslie,
2001) —the implication being that development results from higher level processes
that are not claimed to be innate. In sum, all of these views suggest that the actual
innate processes themselves do not develop; rather, development occurs in a context
beyond the innate content, which is still seen as static and unchanging.

3 Bayesian Visual Perception

The previous section sketched only a few examples of a wider perceived conflict
between innateness and development. But is such a conflict really necessary? Some
theories of visual perception, at least, suggest a negative answer: it may be possi-
ble for the very same process to be both innately determined and yet to later change
(even radically) in response to interaction with the environment. This section
sketches out one general framework, based on Bayesian inference, in which this is
possible. After this brief introduction to Bayesian perception, section 4 explores
how both Bayesian models and models based on spontaneous endogenous stim-
ulation can incorporate both nativism and learning in the same processes.

3.1 The Impossibility of Visual Perception

Visual perception is the process of recovering useful information about the struc-
ture of the world, based the shifting patterns of light that enter the eyes. Perhaps
the most fundamental fact about visual perception is that this task is, strictly speak-
ing, impossible. That is, the shifting patterns of light that enter the eyes are insuf-
ficient by themselves to fix the structure of the external world from which that light
was reflected or emitted (Marr, 1982) because there are always a multitude of pos-
sible structures in the world that could have given rise to those same patterns of
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FIGURE 3.1 Two examples of underdetermination problems in visual perception. (a) A given
2D retinal shape could be caused by a real 3D object in the world of almost any size and
shape (adapted from Feldman, 1999). (b) The light reaching the eyes is a product of
the illumination from a light source and the reflectance of the ‘paint’, and it isn’t strictly
possible to recover only one of these operands (the reflectance, which we would like to see
as constant regardless of the lighting) without ‘unmultiplying’. Note that the two circled
patches contain the same objective luminance edge, despite the fact that we see one caused
by lighting and one caused by ‘paint’ (adapted from Adelson, 2000).

light. In this sense the visual system must solve an “inverse problem,” which is
technically not possible via deductive inference.

This underdetermination is most commonly appreciated in the case of depth
and three-dimensional shape. A given patch of retinal stimulation, for example,
could correspond to an object in the world of almost any size (since a small nearby
object will create the same retinal image as a larger object further away) and almost
any shape (see fig. 3.1a). Furthermore, objects in the world could in principle be
changing constantly among these possibilities yet always continue to project the
same retinal stimulation. Such dilemmas of underdetermination are in no way
specific to depth perception but hold for almost every aspect of visual processing.
Another example is the perception of surface lightness, where in everyday experi-
ence we commonly perceive the reflectance of a surface as constant in the face of
changing illumination, despite the fact that the same luminance edge can be pro-
duced by either a change in lighting or a change in reflectance (fig. 3.1b). This is also
technically impossible to achieve, since the actual number of photons that reach the
eyes after reflecting off a surface will always be the product of the illumination from
the light source (which we want to discount) and the reflectance of the surface (the
“paint,” which we want to know about). Separating these sources is not strictly
possible, since it would essentially require the visual system to “unmultiply,” for
example, solving for R in the equation R x L =12 (see Adelson, 2000).

In each of these cases (and many others), accurate perception based only on
the incoming visual information is impossible, due to an underdetermination prob-
lem. As a result, successful perception is possible only via the application of internal
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processing constraints, and the focus of much research in perception has been to
determine the nature of these constraints (e.g., Marr, 1982; Rock, 1983). So what is
their nature? At first blush, it seems unlikely that there would be any global answer to
this question, simply because perception is generally thought to consist of many
specialized and independent subprocesses (Marr, 1982; Palmer, 1999). For example,
the processes that compute depth from disparity information are thought to be
functionally (and sometimes neuroanatomically) distinct from those that determine
phenomenal colors based on distributions of different cone outputs, those that com-
pute the correspondences between items undergoing apparent motion, or those re-
sponsible for recognizing faces. The outputs of such processes may in some cases serve
as inputs to others, and they may all eventually feed into more central mechanisms,
but in general the processes that subserve each such individual task are likely to be
specialized and functionally independent—making it unlikely on the face of it that
there would be any single “nature” of perception. Despite this degree of specialization
in the visual system, however, researchers have identified a few general principles that
seem to run through all manners of visual processing. Perhaps the most powerful such
principle is what might be called “coincidence avoidance.”

3.2 Coincidence Avoidance and Perception
as Unconscious Inference

The visual system, it appears, abhors a coincidence. One of the earliest and most
forceful proponents of this view was Helmholtz, who popularized the idea in his
principle of “unconscious inference” (1867/1925):*

Helmbholtz’s Principle of “Unconscious Inference”

What is perceived are essentially those objects and events that under normal conditions
would be most likely to produce the received sensory stimulation.

The idea isn’t that the visual system makes actual inferences by reasoning just as
we do but rather that it operates in accord with such a principle, since doing so has
proven selectively advantageous in the course of the visual system’s phylogenetic
development. This type of principle proves extremely adept at accounting for a
wide variety of perceptual phenomena.

One can readily appreciate the operation of such a principle by considering
some of the simple shapes in figure 3.2. You see figure 3.2a as a straight line rather
than a line that curves in the plane parallel to your line of sight (which would
project the same retinal stimulation). Why not perceive this latter possibility?
The visual system discounts the curved-line interpretation because, while possi-
ble, it would require an “accidental” viewpoint: of all possible viewpoints of a

4. Recent scholarship in the history of vision science has uncovered examples of this principle—and of
an astounding number of other supposedly recent insights—in the work of the Islamic scholar Al-hazen
(965-1039). For fascinating discussion, see Howard (1996) and Sabra (1978).
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FIGURE 3.2 Four simple examples of the principle of unconscious inference in action. See
text details.

curved three-dimensional wire, only a small number would produce a straight-line
two-dimensional percept. (This is where the notion of likelihood enters Helmholtz’s
principle: if you chose a viewpoint randomly, it would be extremely unlikely to
produce a single linear two-dimensional percept of a curved three-dimensional wire. )
As such, the visual system assumes that a straight contour in an image corresponds
to a straight contour in the world. Similarly, you see an “L” shape in figure 3.2b
(rather than two independent segments which lie at different depths) because it
would be unlikely for two independent contours to coterminate in the image if they
weren't really connected somehow (e.g., if you randomly threw down matchsticks
onto the floor, very few would end up aligned in this way). Slightly more compli-
cated cases of illusory contours (fig. 3.2¢) and amodal completion (fig. 3.2d) can also
be interpreted in this way: you see illusory triangles in figure 3.2¢ because the other
obvious possibility (involving a lucky perfect configuration of independent black
shapes and contours) would be a coincidence and is judged to be unlikely; you see a
partly occluded circle in figure 3.2d because the other obvious possibility (a pac-man
perfectly abutting a square) would also require a coincidental and unlikely ar-
rangement. Beyond these simple examples, similar judgments of probability and
coincidence can explain many (or even most) other well-known aspects of visual
processing (for extended discussion, see Hoffman, 19g8; for specific discussions of
“generic viewpoint” assumptions in vision, see Biederman, 1987; Freeman, 1996).

3.3 Visual Perception as Bayesian Inference

The idea of vision as unconscious inference has been adopted in recent years by
more formal probabilistic theories of visual perception (Rao et al., 2002), especially
models based on Bayesian inference. Bayesian inference is a method of optimal
reasoning under uncertainty, and specifies how to choose rationally from among
a set of mutually exclusive hypotheses (Hs) based on a given pattern of data (D).
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Bayes’ theorem requires you to first specify the “likelihood function,” which
models the probability of obtaining the observed data if you assume each hy-
pothesis to be true—for each hypothesis H, p(D|H), “the probability of the data
given the hypothesis.” This distribution (one resulting value for each H) is then
convolved with a second distribution that models the probability of each hypoth-
esis independent of the current data—p(H), “the probability of the hypothesis.”
This is called the Bayesian “prior” and models the degree of “prior belief” in the
conclusion. The product of the prior and the likelihood function is then divided by
the probability of the data irrespective of the hypothesis, and this quotient con-
stitutes the “posterior distribution,” which specifies the relative degree of resulting
belief for each hypothesis:

_ p(DIH) p(H)

In the context of Bayesian perception, however, the probability distribution of the
data can be safely ignored as a normalizing constant, leaving us with:

p(H|D) = p(D[H) p(H)

Bayes’ theorem simply tells you to choose the hypothesis that maximizes this
value.”

Bayes” theorem constitutes optimal reasoning under uncertainty, but people
do not always find such reasoning to be intuitive. Thus a common result in
the psychology of decision-making has been to find that people ignore the prior
distribution —even in situations such as medical diagnosis, where such errors can
be disastrous (e.g., Kahneman & Tversky, 1972; for a review see Koehler, 1996). As
a result, a common applied project in this literature has been to develop tools
that teach laypeople to reason according to Bayes’ theorem (e.g., Sedlmeier &
Gigerenzer, 2001). However, despite the fact that people do not find Bayesian
reasoning to be intuitive in conscious decision-making, a wealth of recent evidence
suggests that the visual system does engage in “unconscious inference” in accord
with Bayes” theorem (for reviews see Kersten et al., 2004; Kersten & Yuille, 2003;
Knill & Richards, 1996; Mamassian et al., 2002).°

In the context of visual perception, the data consist of the visual image that
arrives at the retina, and the hypotheses under consideration are the possible scenes

5. Or, if the cost of making certain kinds of errors is higher than others, the resulting posterior dis-
tribution might be convolved again with a cost function, and the maximum value in the resulting
distribution may not always correspond to the maximum of the posterior distribution itself. More
generally, one can also analyze the shape of the posterior distribution to analyze the reliability of the
information: sharply peaked distributions indicate high reliability, while broad gradual distributions
reflect relatively lower reliability.

6. In fact, some aspects of higher level cognition also seem to implicate implicit Bayesian processing—
including categorization (e.g., Tenenbaum, 1999), causal reasoning (e.g., Tenenbaum & Griffiths,
2001), and word-learning (e.g., Tenenbaum & Xu, 2000) —but such ideas have been most successful and
popular in vision science, to the extent that it is perhaps not hyperbole to claim that “Bayesian concepts
are transforming perception research” (Geisler & Kersten, 2002, p. 508).
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in the world that may have given rise to the image. Because, as noted above, this
problem is underdetermined in many ways, the visual system must engage in prob-
abilistic decision-making to choose which scene to assign as the conscious percept
corresponding to the incoming image—and in many cases it does this by maxi-
mizing the posterior distribution in accord with Bayes’s theorem:

p(Scene | Image) = p(Image | Scene) p(Scene)

In this context, ideas about “unconscious inference” in visual perception can
be rigorously modeled and psychophysically tested. The likelihood function—
p(Image | Scene)—models aspects of optics and projection that have been in-
creasingly well understood (especially in the context of computer graphics), and
the prior—p(Scene)—models the prior assumptions (sometimes called “natural
constraints”) that the visual system has about the structure of the world, and that
are necessary in order to cope with underdetermination. When such models are
constructed and tested against psychophysical data, the fit is often extremely
close —suggesting (in the absence of other models that would yield similar pre-
dictions) that the visual system is actually reasoning in accord with Bayesian
inference.”

One example of an assumption about the world that has been modeled in this
way Is the assumption that there is a single light source that comes from overhead
(Rittenhouse, 1786). This is a particularly useful case, given that this “natural con-
straint” has typically been phrased as a vague proposition (just like many principles
in infant cognition and theory of mind), yet it turns out to be explicable in Bayesian
terms—and moreover, it turns out to be plausibly innate. Because of under-
determination problems, the visual system must use several heuristic cues to three-
dimensional shape, and one such cue consists of luminance gradients on surfaces. In
certain contexts, the visual system assumes that top-to-bottom lightness gradients in
an image that are lighter at the top and darker at the bottom signal the presence of a
convex surface—a “bump.” In contrast, a top-to-bottom image gradient that is darker
at the top and lighter near the bottom is seen to signal the presence of a concave
surface—a “dent.” As with most such notions, the results are easier to see than
to read, and as such most observers will readily see the lower-middle disc in the
“egg carton” in figure 3.3 as a concave dent, and the others as convex bumps
(Ramachandran, 1988). In contrast, if you turn the page upside down, you'll see the
opposite the pattern. Note that this phenomenon does not depend on artificial
images: you can observe the same phenomenon in the real world, and in actual
photographs such as the moon craters in figure 3.4. This phenomenon makes some

7. The assumed absence of other models that would yield similar good fits is critical, though a detailed
discussion of this issue is beyond the scope of this chapter. In general, most cognitive modeling efforts
have suffered not from an inability to fit data but from an ability (driven by an overabundance of free
parameters) to fit any possible pattern of data. In such situations, the good fit of a model confers no
support whatsoever for the psychological reality of that model, since other models with very different
assumptions could fit the data just as well. For discussion of this critical issue see Roberts and Pashler
(2000).



46 Architecture

FIGURE 3.3 An example of the perceptual results of the visual system’s assumption that light
comes from overhead. The lower middle disc in the ‘egg carton’ can be resdily seen as a
concave hole, while the other discs appear as convex bumps. Turning the picture upside
down reverses this pattern. See text for discussion (adapted from Hoffman, 1998, and
Ramachandran, 1988).

intuitive sense: when facing a surface that is itself facing the sun at an oblique angle,
bumps on the surface will in fact be lighter toward their tops, while dents will be
lighter toward their bottoms—due simply to the differential shadows produced in
each case.

The critical thing to note about this phenomenon, however, is that the infer-
ence from shading to shape is only reliable given two assumptions. The first as-
sumption is that there is only a single light source (since all of the discs in fig. 3.3
could be bumps if you assume that the lower-middle disc is simply lit by a separate
light source —an assumption your visual system is not willing to make). Second, this
inference is only valid if you assume that the light source is overhead (e.g., Berbaum
et al., 1983; Rittenhouse, 1786)! This appears to be another of the assumptions that
the visual system uses as a heuristic cue when computing shape from shading, in
an attempt to combat underdetermination.” Where does this assumption come
from—is it innate or is it learned from experience with the sun overhead? At least in
some species, there is good evidence to suggest that this assumption is innately
determined. Hershberger (1970), for example, raised chickens from egghood in an

8. Here are two other interesting facts about this bias: first, note that the assumption is of a bias from
overhead rather than from above. The reason for this is that the light-source assumption appears to
operate in a head-centered reference frame rather than a world-centered reference frame (Howard et al.,
1990) —a fact that you can see for yourself by studying figures 3.3 and 3.4 while standing on your head.
Second, more contemporary studies have actually demonstrated that most observers also assume that the
single light source comes from a bit to the left of center, in addition to being overhead (Mamassian &
Goutcher, 2001; Sun & Perona, 1998)! While good explanations of this are hard to come by, it may be
related to the fact that we consistently orient our bodies relative to light sources when manipulating
objects with our hands, combined with the fact that most people are righthanded (Sun & Perona, 1998).
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FIGURE 3.4 An example of the “overhead illumination” assumption in a real photograph of
moon craters. Turning the picture upside-down reverses convex and concave.

environment that was always lit from below, and trained them to discriminate
bumps from dents. When the chickens were later tested (in isotropic lighting con-
ditions) using stimuli such as the discs in figure 3.3, their behavior indicated that
their visual systems still assumed that the light source came from overhead — directly
contradicting all of their visual experience! As a result, he concluded that “there
appears to be an innate perceptual parameter corresponding to an ‘overhead source
of illumination’” (p. 407).

Recent Bayesian modeling work has successfully cast this assumption as a
Bayesian prior (Mamassian & Goutcher, 2001; Mamassian et al., 2002). Though
the details of this model are beyond the scope of this chapter, it is worth noting that
such a modeling effort has several advantages over simply talking in a vague but
interesting way of an “assumption” about overhead illumination that is wired into
the visual system. First, a Bayesian model shows how such a “principle” can exist
in a more general visual architecture that also incorporates various other as-
sumptions and priors. Second, such a model allows for a detailed study of how the
“overhead illumination” prior interacts with other specific priors (such as the
assumption of an overhead viewpoint; Mamassian & Landy, 1998), and how priors
can interact and compete. Third, Bayesian models embody optimal reasoning
under uncertainty, and as such they allow for an objective assessment of how good
human performance is relative to an “ideal observer.” Fourth, and perhaps most
important, the model allows for a detailed investigation of the reliability of the
prior: while human performance may always assume that the illumination comes
from a particular angle, the model’s illumination-location prior can be set to
multiple values, and the resulting impact on discrimination can be rigorously
studied. In this way the Bayesian model serves as both a tool (for really under-
standing what an overhead-illumination “assumption” could mean, and why and
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how it might have an impact on perception) and a theory (of how the human visual
system actually employs the assumption). In this way, Bayesian models have al-
lowed for “natural constraints” to be translated from vague statements into rigorous
testable theories—“a psychophysics of constraints” (Knill et al., 1996).

Of course, this is just one example, but a Bayesian approach has also been
successfully employed in similar ways to model phenomena in many other domains
of visual perception—including the perception of color (Brainerd & Freeman,
1997), motion (Weiss et al., 2002), shape (Feldman, 2000), surfaces (Nakayama &
Shimojo, 1992), and higher level aspects of perception such as object recognition
(Liu et al., 1995) and perceptual grouping (Feldman, 2001). Of course there are
many limitations to Bayesian modeling in perception (see note 7): for example, the
Bayesian approach tends to work well for modeling specific functions, but non-
Bayesian theories must account for the modular nature of perception itself (Knill
etal., 1996) and are in many cases responsible for uncovering particular priors. Still,
the Bayesian approach fits human performance exceedingly well in several contexts,
and it allows for a detailed scientific understanding of how “principles” may be
wired into the visual system. Moreover, because the Bayesian approach is in some
sense optimal (a fact that motivates the increasingly common study of “ideal ob-
servers” in perception research), it is perhaps the most successful contemporary
realization of David Marr’s famous advice that the mind should be studied first from
the computational level, when possible, so that we understand the nature of the
information-processing problems themselves that the mind faces.

4 Reconciling Nativism and Development:
Clues from Vision Science

This section aims to make a very simple point: there is no mystery in many theories
of visual perception about how nature and nurture can interact. More specifically,
both theories of Bayesian perception (sec. 4.1) and theories that appeal to spon-
taneous endogenous input (sec. 4.2) make it entirely unmysterious how the very
same process can both be innately determined and yet later develop robustly via
interaction with the environment.

4.1 Nature and Nurture Are Easily Combined
in Bayesian Perception

As discussed in section 2, much of the controversy about nativist theories of higher
level cognition has focused on the perceived conflict between innateness and devel-
opment. Often nativism is simply written off as antidevelopmental, but even careful
researchers tend to relegate development to processes outside the actual nativist
components of their theories—to maturation, triggering, overriding, or simply other
non-innate aspects of the mind. In contrast, Bayesian theories of visual perception
constitute a case study of how such a separation is unnecessary. This simple point falls
directly out of the general structure of the Bayesian framework. Innate assumptions
and principles, in this framework, are realized as priors. And the underlying structure
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of these priors are simply distributions of values of variables— “p(Hypothesis)” for each
hypothesis (scene) under consideration. Thus an innate principle—for example, the
assumption of a single overhead light source discussed in section 3.3—is architec-
turally realized as the default value or “factory setting” of the relevant variable. But in
no sense is that principle then written in stone, since its value can later be updated and
tuned via interaction with the environment. This point has never really been stressed
by Bayesian theorists in vision science, perhaps because they tend not to traffic in
debates about nativism in their day-to-day research.

Many priors may be innate. This has been empirically demonstrated in some
cases (e.g., the overhead-illumination principle; Hershberger, 1970) and is widely
assumed in many others—including the visual system’s prior assumptions that objects
are rigid (Ullman, 1979), that objects are convex (e.g., Hoffman & Richards, 1984), and
that motion is relatively slow (Weiss et al., 2002). In general theorizing beyond the
scope of particular priors, moreover, most Bayesian theorists are happy to accept the
possibility that “the priors are in the genes” (Kersten et al., 2004, p. 285). Other priors
are probably formed by combining innate constraints with learning, however:
“undoubtedly, the prior probability and likelihood distributions incorporated im-
plicitly into the visual system arise through a combination of evolution and perceptual
learning” (Geisler & Kersten, 2002, p. 509). Some specific priors, such as the bias for
assuming that certain ambiguous image angles correspond to right angles in the actual
scenes (e.g., Halper, 1997), may even have little or no innate component. In general,
recent studies have shown that human perceptual systems—even those of young
infants—are surprisingly good at picking out even subtle static and temporal statistical
regularities in the environment (Chun, 2000; Fiser & Aslin, 2001, 20024, b). Other
theories of “opportunistic” learning suggest that some priors might be learned at only
particular times when the visual system recognizes that relatively rare conditions of
low ambiguity obtain (see Brady & Kersten, 2003; Kersten et al., 2004).

More generally, the Bayesian framework makes plain how priors can be both
innate and later tuned via interaction with the environment: it is as simple as
initializing a variable to a default value, and later updating the value of that
variable (where each variable is really a distribution of values).” Indeed, it seems
likely that this is the most common situation, since perceptual systems should take
advantage of both nature and nurture as much as possible: “The Bayesian ap-
proach allows one to understand precisely how the reliability of different sources of
information, including prior knowledge, should be combined by a perceptual
system. Different sources of information do not always keep the same relative
reliability, and hence a rational perceptual system should adjust the weights that it
assigns to different information sources contingent upon their current relative
reliabilities” (Geisler & Kersten, 2002, p. 509).

This updating could take place in several ways: by updating the actual
distribution of a prior, by changing the relative weightings of various priors, by

9. Though many neuroscientists do not often talk about variables being stored in neural tissue, we know
that they must exist, even in much simpler creatures such as ants (see Gallistel, 2000, for discussion).
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adjusting the likelihood function, or even by adding (or removing) priors altogether.
The critical point here is that it isn’t the least bit mysterious how any of these forms
of environmental tuning is possible, and several types of learning would occur not
outside of the nativist framework but to the very information that is itself thought to
be innate. Moreover, this type of updating could encompass bona fide learning
(Pylyshyn, 1985). Unlike triggering, maturation, and strong parameterization, this
form of development is not limited to highly constrained environmental cues but
can in principle encompass entirely new and unexpected forms of information.
Thus it needn’t be true in a nativist theory that “the constraints remain unchanged
through life” (Gopnik, 2003, p. 239). Rather, the priors in such architectures may
simply characterize the initial state of the system, and may come to be updated or
supplanted later. Moreover, some of the nativist content in a Bayesian framework
may even be particular innate strategies for later learning: “it is largely an open
question of how the human visual system learns the appropriate statistical priors,
but some priors as well as strategies for learning priors are likely to be rooted in our
genes” (Kersten & Yuille, 2003, p. 151, emphasis added).” In all of these ways,
Bayesian theories of perception constitute a case study of an architecture in which
innateness and development do not inherently conflict, and can richly interact.

4.2 A Second Example: Reconciling Nativism
and Plasticity in Vision via Spontaneous
Endogenous Activity

In fact, several types of theories of visual perception—not only those based on
statistical inference—invoke both innateness and development, and make clear
how these processes can comfortably coexist in the very same visual mechanisms.
In this section I will mention one other general strategy for reconciling nativism
and plasticity in vision science, which invokes spontaneous endogenous activity in
perceptual systems, and has its roots in visual neurophysiology.

When most cognitive psychologists think about the role of environmental
influences on the design of the visual system, they are likely to recall the textbook
cases of the effects of deprivation on the development of ocular dominance col-
umns. These famous studies by Hubel and Wiesel (1965, 1970; Wiesel & Hubel,
19653, b) involved raising cats in conditions of either complete monocular depri-
vation or severely attenuated binocular input (via imposed strabismus) and show-
ing that these early experiences severely impaired the development of normal
structure in visual cortex and also the resulting binocular visual function. Similar
work has shown that exposing animals to contours of only certain orientations
during rearing leads to a predominance of cells that select for those orientations,

10. Detailed theories of how the visual system should go about learning priors and tuning innate priors
have yet to be developed with the same rigor that characterizes most Bayesian theories, but landmarks
for this project do exist. In particular, detailed models have recently been proposed for how natural
selection itself can be modeled in Bayesian terms (Geisler & Diehl, 2002), and it seems likely that such
models will apply to both phylogenetic and ontogenetic updating.
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and a relative paucity of selective cells for those orientations the animals have
never seen (e.g., Blakemore & Cooper, 1970; Sengpiel et al., 1999).

This well-known research tradition, however, is not the full story. More con-
temporary work in neurophysiology has demonstrated that the development of
ocular dominance columns, for instance, occurs in two stages: the initial formation
of the structures and subsequent environmental tuning. Effects of deprivation tend
to affect the second stage, whereas the basic structure of cortical circuits forms even
without any visual experience (for a review see Katz et al., 2000). Moreover, we
have some idea of the mechanism by which this is possible: spontaneous internally
generated cortical signals (e.g., O’Donovan, 1999; Shatz, 1996). That is, innate
structure is formed via the very same mechanism that drives later environmental
tuning; the difference concerns only whether the signals are generated internally or
externally. For the development of ocular dominance columns, this strategy is
particularly effective: since the two eyes are unconnected, spontaneous early visual
activity in the retina creates statistically independent oscillating signals from each
eye, which can be used in the developing cortex to determine that the activity
arises from two separate loci (see Katz et al., 2000). In the context of orientation
tuning a similar story holds, and the disruption of this spontaneous activity cor-
respondingly impairs orientation selectivity (Weliky & Katz, 1997).

This type of situation—wherein nature and nurture operate on the very same
mechanisms via internal versus external signals —may apply much more generally to
the development of perceptual abilities, including higher level perceptual skills. For
example, face recognition is an area of perception research that has also seen the
type of conflict between innateness and development that is characteristic of debates
about higher level cognition (see Pascalis & Slater, 2003), and many popular models
of face perception assume that innate factors and subsequent learning occur in
completely separate brain systems (e.g., CONLERN v. CONSPEC, in Morton &
Johnson, 1991). Again, however, this separation between nature and nurture may not
be necessary. More recent models of face perception, for instance, suggest that the
very same processes may be innately structured via spontaneous endogenous activity,
and then later develop via external input (e.g., Bednar, 2003). Only the initial
endogenous pattern generators are assumed to be innate. (Note that such generators
may involve bona fide innate structure, not just innate signals, as in the case of
uncorrelated input from the two retinas.) The rest of the machinery involved in face
perception simply acts on that input in the very same way that it acts on environ-
mental input, and such processing needn’t even “know” whether its input consists of
innately driven spontaneous signals or faces in the external world. Moreover, as with
Bayesian theories, detailed computational models of this process exist, demon-
strating that there is nothing mysterious about this clever marriage of innateness and
development (Bednar & Miikkulainen, 2003).

4.3 Conclusions: From Principles to Priors?

The same ultimate lesson can be drawn from work on both Bayesian models of
perception and models of spontancous endogenous activity in early visual devel-
opment: the widespread perception of an inherent conflict between innateness
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and development is illusory. Innateness and development can act together in several
ways, and can even act on the very same underlying processes. Innately speci-
fied structure can itself develop, and there is nothing mysterious about this process.

A goal for future work will be to adapt these types of architectures to the cases
of higher level cognition in which innateness and development have not fit so well
together. In both of the domains highlighted in section 2—infant object-cognition
and theory of mind —nativist theories have tended to be phrased in terms of static-
sounding principles and concepts, and such characterizations have tended to fuel
the perception that such innate structure is incapable of significant change. But
note that the priors of Bayesian perception sound equally static and inflexible when
phrased in terms of abstract principles and assumptions (“Illumination comes from
overhead”). Rigorous models have demonstrated how such abstract principles can
be implemented in ways that are malleable, however, and it will be worth ex-
ploring such options (along with the possibility of spontaneous endogenous signals)
in cases of higher level cognition. Some of the development in these domains may
in fact involve more extrinsic or peripheral developmental processes such as trig-
gering, maturation, overriding, parameterization, and so on, but these needn’t be
the whole story. Innate structure can in principle develop richly in response to
environmental stimulation, and this development can bring about radical changes
even in the initially innate structure itself.

The fact that nativist theories in higher level cognition also often appeal to
modularity is no reason to doubt that such strategies can work. In practice, aspects
of visual perception—including the foci of most low-level Bayesian modeling—
are thought to be far more modular than higher level cognition (though see
Carruthers, chapter 5 here; Sperber, chapter 4 here), and this has in no way
frustrated the development of successful models that blend nature and nurture. In
addition, there is no inherent conflict in principle between modularity and
development (Scholl & Leslie, 1999b). Modules are often characterized primarily
in terms of informational encapsulation, such that they can only act on a restricted
range of possible inputs (Fodor, 1983, 2000). But this in no way stops modules from
developing internally—and even altering their own input restrictions—on the basis
of the information they do receive. Innate modules can also develop, in straight-
forward ways. Constructing theories such as those based on Bayesian inference
or spontaneous endogenous input may be more challenging in the context of
higher level cognition, but the work from visual perception can serve as a useful
guide for such a project and demonstrates in rigorous case studies that there is at
least no inherent conflict between innateness and development.

Even these future directions, however, are only a small piece of a much larger
project. Researchers who are exploring foundational issues such as innateness, mod-
ularity, computation, evolution, and representation—all foci for intense controversy
in the study of higher level cognition—might do well to explore how such notions are
treated not only in simpler organisms (Gallistel, 2000) but also in simpler, less con-
troversial, and more rigorously understood cognitive processes, such as visual per-
ception. This is one specific context in which we see the hope of cognitive science:
that scholars from superficially different research areas may still find common con-
nections and useful insights that apply broadly to the organization of the mind.
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DAN SPERBER

Modularity and Relevance

How Can a Massively Modular Mind
Be Flexible and Context-Sensitive?

Let me start with a quotation from Randy Gallistel (1999, p. 1179, echoing
Chomsky, 1975):

Adaptive specialization of mechanisms is so ubiquitous and so obvious in biology, at
every level of analysis, and for every kind of function, that no one thinks it necessary
to call attention to it as a general principle about biological mechanisms. In this
light, it is odd but true that most past and present contemporary theorizing about
learning does not assume that learning mechanisms are adaptively specialized for
the solution of particular kinds of problems. Most theorizing assumes that there is a
general-purpose learning process in the brain, a process adapted only to solving the
problem of learning. . .. From a biological perspective, this assumption is equiva-
lent to assuming that there is a general-purpose sensory organ that solves the
problem of sensing.

Gallistel’s remark can be extended to cognition in general. It is odd but true
that most past and present contemporary theorizing about cognition does not as-
sume that cognitive mechanisms are adaptively specialized for the solution of
particular kinds of problems. There is indeed a great divide today between a
minority of cognitive scientists for whom mind-brains are best viewed as articu-
lations of specialized modules and a majority for whom at least the human mind-
brain is largely nonmodular. I belong to the minority and have argued the case for

Earlier versions of this chapter were presented at the Conference on the Innate Mind in Sheffield,
England, in July 2003 and at the Rutgers Colloquium in Cognitive Science in February 2004. I thank
the participants, and in particular Stephen Stich, as well as Gloria Origgi and Deirdre Wilson, for their
comments and criticisms. The issues discussed in this chapter have been addressed in fruitful ways in
particular in Carruthers (chapter 5 here), Samuels (chapter 7 here), Sterelny (2003), and, with novel
insights, Barrett (forthcoming). I cannot here discuss the points of convergence and divergence between
their views and mine, but I gratefully acknowledge their help in sharpening my own ideas.
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massive modularity elsewhere." What I want to do here is answer two questions:
How can a massively modular mind be flexible? And: How can a massively
modular mind be context-sensitive? The two questions are related: the context of
cognitive processes is changing every fraction of a second, if only because it is
modified by these very processes. In verbal comprehension, for instance, the in-
terpretation of every utterance modifies the context in which the next utterance is
interpreted. Context-sensitivity is the ability to take this ever-changing context into
account. “Flexibility” (or “plasticity”) is a metaphor that is best unpacked as
meaning context-sensitivity in the longer run. An individual cognitive system is
flexible if it can modify itself on the basis of experience. When humans in general
are described as a particularly flexible species, it is even longer term context-
sensitivity that is involved: over historical time, humans have adapted to very
diverse natural and humanmade environments and have, for this, developed novel
cognitive competencies. Clearly, a system that is flexible is in a better position to
exhibit context-sensitivity in the short run.

1 Cognitive Modules Are a Type of Biological Module

Given that discussions of cognitive modularity often get bogged down in tedious
terminological arguments, I might have been tempted to avoid the term “module”
altogether if it were not that that there is much recent relevant work on biological
modularity (e.g., Schlosser & Wagner, 2004), of which cognitive modularity is best
seen, | want to argue, as a special case. It is hardly controversial that complex
organisms are systems made up of many distinct subsystems—including but not
limited to classical “organs,” now often called “modules” —that may differ from one
another functionally, structurally, ontogenetically, and phylogenetically. A modular
organization is an effect of biological evolution, which responds in a piecemeal
fashion to challenges presented by the environment. Arguably, modularity is also a
condition of evolvability (Wagner & Altenberg, 1996). Because they are opportu-
nistic responses to a great variety of problems and opportunities, it is in the nature of
modules to be quite diverse in form, size, and function. Hence, one cannot both
appreciate the role of modularity in biological systems and ask for a precise and rich
definition of what a module is, or insist that a genuine module should resemble
some prototype. Let me repeat, if you insist that a module should be defined in a
narrow and rigid way, you are ignoring the evolutionary dimension of modularity.

Biological modules can be articulated in a variety of ways and can, in particular,
contain submodules. For instance, the vertebrate digestive system is itself a complex
module and contains as submodules various portions of the digestive tract such as
the pharynx, the stomach, or the large intestine, glands such as the salivary glands or

1. See Sperber (1994), revised and expanded in Sperber (1996, 2001). It was under the influence of Chomsky
that I was first led to argue that the human mind should be viewed as an articulation of autonomous domain-
specific device (Sperber, 1974). Later, the work of Cosmides and Tooby (1992, 1994) convinced me that an
evolutionary perspective, which I had taken as mere background, was crucial to developing such a view. Much
of my thinking on the issue has, of course, been shaped by Fodor (1983), even when I disagree with him.
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the liver, chemical modules such as hormones and enzymes produced by the glands,
and so on. Inherited modules can evolve and both turn into and generate new
modules in the lifetime of the organism. For instance, B lymphocytes are inherited
cell-sized modules that evolve within the organism and generate antibodies, that is,
new protein-sized modules the function of which is to bind to, and thereby neu-
tralize, specific antigens. It may not be obvious at first to think of modules the size
and character of freely moving short-lived cells and proteins, but, again, the point
about a modular organization is that it may contain as modules any autonomously
functioning device with a phylogenetic or ontogenetic history of its own.

If cognitive modules are real components of the cognitive system and not mere
boxes in a nominalist flow-chart model, then they are a subtype of biological
modules. They are characterized in particular by specific input conditions and by
proprietary resources used to process inputs that meet these conditions. The inputs
that happen to meet the input conditions of a given module constitute what I have
called its actual domain (Sperber, 1994). In most cases, these input conditions are
an imperfect but effective way of picking out items that belong to some objec-
tive category or domain of items in the environment. This objective domain then is
the proper domain of the module. The function of the module is to inform the
organism about items in its proper domain. It is with reference to such a proper
domain that a module can be said to be domain specific. A module might, for
instance, accept as inputs sounds exhibiting specific structural patterns, when, in
the environment where this module operates, such sound patterns almost always
correspond to speech in a given natural language. Then the proper domain of this
module would be speech in that language (even if it might be activated by some
nongenuinely linguistic sound pattern a la “Jabberwocky”).

A cognitive module has its own procedures and may also have a database of
its own. A face recognition module, for instance, has both data about the faces it
is capable of recognizing and dedicated procedures to match perceptual inputs
to these data. The fact that a module can draw only on a limited database, if any, to
process its inputs is what Fodor (1983, 2000) calls “informational encapsulation,”
one of several criteria for modularity in his Modularity of Mind (1983) and the only
one that plays a significant role in his book The Mind Doesn’'t Work That Way
(2000). Because an informationally encapsulated device only has access to limited
information, excluding some information that might in principle be pertinent to its
producing the right outputs and that might be available elsewhere in the organism, it
fails to exhibit the context-sensitivity that is characteristic of human cognition as a
whole. Paradigm examples are provided by perceptual illusions: I (that is, a whole
person) have the information that the two lines in the Miiller-Liyer illusion are equal
(say, | have measured them), but my visual perceptual device has no access to this
information and keeps “seeing” them as unequal. Cognitive reflexes are, in this
respect, extreme cases of encapsulation: given the proper input, they immediately
deliver their characteristic output, whatever its appropriateness in the context.

It is important to distinguish domain-specificity from encapsulation. A device is
domain specific if its function is to process only inputs belonging to some specific
empirical domain (even if its input conditions do not perfectly pick out all and
only items in this domain, so that there is a degree of mismatch between its proper
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and its actual domain). For instance, a face recognition device has as its function
to process faces (even if its operation can also be triggered by merely face-like
stimuli, e.g., masks). An encapsulated device is one that uses a limited database to
process its inputs. A word recognition device, for instance, takes as characteristic
inputs phonetic representations of speech and uses as a database a dictionary. It is
plausible that there are domain-general mental devices. Working memory, for
instance, might be seen as a domain-general device that processes inputs whatever
their contents, and manages their level of activation for the benefit of other, in-
ferential devices. I cannot think, on the other hand, of a plausible example of a
nonencapsulated mental device, that is, of a device that would use the whole
mental encyclopedia as its database. Nonencapsulation is, tautologically, a prop-
erty of the mind as a whole, but it does not seem to be a property of any auton-
omous subcomponent of it.?

What a cognitive module does at a given time (if it does anything at all) is
determined by the inputs it is processing, by its procedures, and by its database, if
any. It is not directly governed by what other modules of the cognitive system are
doing, and does not directly draw on the informational resources available to these
other components. [ stress “directly” because there are, of course, indirect ways in
which modules affect one another. Apart from sensory organs, all components of
the cognitive system get their inputs from other components: roughly speaking,
face recognition gets its input from visual perception, pragmatic interpretation of
utterances gets part of its input from linguistic decoding, and so on. So a module’s
operations are typically triggered by being fed as input the output of some other
module. Moreover, the triggering input typically has been informed by the pro-
cedures and data of the feeder module. Still, once it is performing its function, a
module works on its own and is unable to take advantage of information that might
be present in the system as a whole but that is found neither in the input nor in the
proprietary database of the module.

Isn’t there a risk, though, when allowing for a great variety of modules
networked in complex ways, of trivializing the notion of modularity to the point
of confusing modules with the boxes used in diagrams representing the flow of

2. Fodor, it is true, gives as an example of nonencapsulation the case of modus ponens inference, that is,
an inference that takes as input any pair of beliefs of the form {P, [If P then Q]} and produces as output
the belief that Q. Modus ponens, Fodor argues (2000, pp. 60-02), applies to pairs of premises in virtue of
their logical form and is otherwise indifferent to their informational content. An organism with a modus
ponens device can use it across the board. Compare this with, say, a bridled modus ponens device that
would apply to reasoning about number but not about food, people, or plants, in fact about nothing
other than numbers. According to Fodor, this latter device would be encapsulated. However, the
difference between the wholly general and the number-specific modus ponens devices is one of inputs,
and therefore of domain specificity, not one of database, and therefore not of encapsulation. Both the
general and the bridled modus ponens inferences apply a procedure to pairs of premises and do so
without using any data. In particular, they ignore data that might cause a rational agent to refrain from
performing the modus ponens inference and to question one or other of the premises instead (Harman,
1986). If there is a modus ponens inference procedure in the human mind, it is better viewed, I would
argue, as cognitive reflex (Sperber, 2001).
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information in cognitive processes? The risk is avoided, I maintain, by the mod-
ularist’s commitment to biologically realistic interpretation of the boxes. A box-
ological flow chart can be interpreted as a mere algorithmic representation of a
complex cognitive process showing how, in principle, the process could be mate-
rially realized but carrying no commitment regarding its actual implementation in
mind-brains. The true modularist is interested in “boxes” that correspond to neu-
rologically distinct devices. A neurologically distinct device, or module, need not oc-
cupy a single and continuous brain location all by itself—its boundaries need not
be sharp—but still, it must be distinguishable not just functionally but also neuro-
logically. This presupposes that a module has a distinct history in the development
of the individual brain, and this in turn presupposes some genetic and evolutionary
story about the conditions that make such an individual development possible.

The issue now is whether such an articulation of biologically real cognitive
modules could exhibit the flexibility and context-sensitivity exhibited by the hu-
man mind as a whole.

2 Modularity and Flexibility

Modules are “rigid.” The human mind, on the other hand, is “flexible.” Since both
“rigid” and “flexible” are metaphors, this raises not so much a serious objection to a
modularist view of the human mind as an interesting question: How could flexibility
be achieved in such a modular system? The answer is that most innate® cognitive
modules are domain-specific learning mechanisms (“learning instincts,” Marler,
1991, or “module templates,” Sperber, 1994) that generate the working modules of
acquired cognitive competence.

Even though the existence and many characteristics of mental modules are
explained by biological evolution, this does not imply that modules are simply
phenotypic expressions of genes, or that the development of each and every module
is strongly canalized. On the contrary, it would be in the nature of modules to differ
vastly from one another in this as in other respects. For some of the problems
cognitive modules handle, “prewiring” may be appropriate. For other problems, an
effective modular solution may involve adding data to the proprietary database of an
otherwise predetermined module. In other cases still, the development of a module
may involve drawing on information picked up from the environment not just to
enrich the database but also to shape procedures.

There is, in fact, a full range of cases from innately specified modules to brain
tissues that are merely ready to modularize competencies of a specific type. Here
are five examples across this range:

* Avoidance of vertical drops: Human infants (and other baby animals
also) perceive and avoid vertical drops in terrain, even if they have had
no experience of falling before, as was demonstrated by means of the
well-known “visual cliff” experiments initiated by Gibson and Walk

3. “Innate” in the sense of Samuels (2002).
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(1960). This is an obvious modular adaptation to a serious hazard facing
animals moving on the ground. To be efficient, this particular module
had better not depend on learning. It is as good an example of an innate
cognitive module as one may ever hope to find.

The Garcia effect (Garcia & Koelling, 1966): Rats and other animals are
innately equipped to develop an aversion to whatever type of food seems
to have made them sick. This is a highly specialized one-pass-learning
module. The outcome of such learning is a novel capacity, that of re-
acting with aversion to a specific kind of food. If the rat develops, say,
three such aversions, then it has three distinct abilities. It could be that the
learning process and each specific aversive reaction are all carried out by
the same module: learning consisting in adding to the initially empty
proprictary database of the module data about specific foods to be
avoided. Or it could be that the learning process results each time in
the setting up of a new module or submodule dedicated to a specific
aversive food. So which is it—one general food-aversion module with a
growing database, or a learning module producing as many micro-
modules as there are aversions? This is an empirical issue that might
be decided by answering questions such as the following: Do aversive
reactions to different foods employ different detection procedures (as
opposed to the same procedure using different data)? Does a new aversion
recruit distinct brain tissues? Can the more general ability to generate
new aversions and each of the more specific aversions be selectively
impaired? Positive answers to such questions would suggest that to each
new aversion corresponds a new mini (sub) module.

Face recognition: 1 assume that face recognition is modular (which is
controversial, but see Kanwisher & Moscovitch, 2000). If so, we are deal-
ing, as in the case of the Garcia effect, with two types of modular abil-
ities: a general learning ability to form specific abilities to detect specific
faces. Is there a general face recognition module that performs both
functions or are individual-face-detectors developed as autonomous
mini (sub) modules? This is an empirical question to which we do not
have an answer. As in the case of the Garcia effect, these are nevertheless
genuinely distinct possibilities involving subtle differences in the way
these abilities may be carried out and impaired.

Language faculty and linguistic competences: 'The language faculty is a
complex learning module that, given proper linguistic and contextual
inputs, yields one or, in the case of plurilinguals, several mental grammars.
Fach of these grammars is itself a complex module subserving both verbal
coding and decoding in a given language. Each mental grammar has a
distinct developmental story, and can selectively decay or be impaired. It is
plausible that, say, the two mental grammars of a bilingual individual are
submodules of a more general mental universal grammar and, as such,
share some resources (Dehaene et al., 1997; Kim et al., 1997).

Reading: Reading is too recent a cultural skill for a specialized innate
module to have evolved. Yet reading systematically involves the same
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brain site located in the left occipito-temporal sulcus and sometimes
described as the “visual word form area.” Dehaene speculates that “the
human brain can learn to read because part of the primate visual ventral
object recognition system spontaneously accomplishes operations closely
similar to those required in word recognition, and possesses sufficient
plasticity to adapt itself to new shapes, including those of letters and
words. During the acquisition of reading, part of this system becomes
highly specialized for the visual operations underlying location- and case-
invariant word recognition. ... Thus, reading acquisition proceeds by
selection and local adaptation of a preexisting neural region, rather than
by de novo imposition of novel properties onto that region” (Dehaene,
forthcoming). Reading skill can be viewed as resulting from a process of
ad hoc modularization of already specialized brain tissues.

With many innate modules being learning modules generating further mod-
ules, with brain areas ready to modularize, one may envisage that the human mind
is characterized not only by massive modularity but also by teeming modularity.
A great many highly specialized procedures—the size, say, of a specific concept or
even of a particular inference rule—may be modular in the intended sense. That
is, there may be a plethora of distinct biological devices emerging on some innate
basis in the course of cognitive development, and functioning with a certain degree
of autonomy in cognitive activity (a similar view, based on an analogy between
cognitive modules and enzymes, is developed by Clark Barrett, forthcoming). I
hope these remarks help one clarify how a massively modular mind may indeed be
flexible, even if the detailed ways in which such flexibility is achieved are obviously
a matter for empirical research.

3 How Can a Massively Modular Mind Be Context-Sensitive?

According to Fodor, in human cognition, only peripheral input systems are mod-
ular. One of the distinctive properties of modular input systems, he argues, is that
their operations are mandatory. Supporters of the idea of massive modularity, not
just at the input level but at all levels of cognitive activity, shouldn’t lightly accept
the idea that mandatoriness characterizes modular operations. If all the modules of
a massively modular mind mandatorily processed any input available to them
(including the outputs of other modules that meet their input conditions) there
would be a computational explosion. Even if such a system could work at all, it is
hard to see how it could exhibit the kind of context-sensitivity that is characteristic of
human cognition. Every input would be processed in the same way in every situ-
ation. Of course, some limited context-sensitivity could still be built into such a
system. The output of a given module could inhibit the operations of another
module: the standard violent response to an apparently aggressive movement, for
instance, can be inhibited by the perception of signs of playfulness. A danger
detection module, acting as an “and-gate,” may accept only complex inputs such as
pairs of more elementary inputs, for instance a sound and a visual signal. In such
cases, there is an in-built context-dependency, but it remains quite local, unlike the
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context-dependency displayed by ordinary human cognition in, for example, verbal
comprehension.

If one takes for granted that modularity implies mandatoriness, then one
should reject the massive modularity hypothesis. My strategy will be to examine
and question the idea that the operation of modules must be mandatory—even in
the case of Fodorian input modules. I will then argue that the system as a whole
exhibits contextsensitivity through the allocation of energy among modules.

There are two senses in which a cognitive procedure might be said to be
mandatory. In a first sense —the only one in which I will use the term —a procedure
is mandatory if, given the appropriate input, it will follow its course and produce its
output whatever the rest of the mind-brain is doing (except in cases of pathological
or accidental impairments). In other words, the procedure is mandatory in the sense
that an appropriate input is sufficient to trigger it in such a manner that it will run its
course (and not just to give it some initial activation). In a second sense, a procedure
is “mandatory” if it cannot be voluntarily willed or blocked (except in an indirect
way, for instance by acting on the availability of the inputs rather than on the pro-
cedure itself ) —for this I will only use “involuntary.” When Fodor argues that the
operations of mental modules are “mandatory,” he seems to have both senses in
mind. It is self-evident that a procedure that is mandatory in the first sense, that is,
automatically stimulus triggered, would be “mandatory” in the second sense, that is,
involuntary. There are procedures that are indeed both mandatory (in the first sense)
and involuntary. For instance, perceiving an object as colored is automatically
triggered by the stimulus and cannot be willed or blocked. Similarly, being pre-
sented with a pair of numbers such as 50 and 100 automatically triggers (in a person
familiar with numbers) a comparison of their size, before any decision could be
taken to perform or not to perform such a comparison. Still, the two properties, that
of being mandatory, that is, input triggered, and that of being involuntary are far
from being coextensive. There are many cognitive procedures over which the in-
dividual has no voluntary control and that, in the course of ordinary cognitive
activity, may be inhibited or enhanced both by mind-internal factors such as ex-
pectations and by mind-external factors such as distracting stimuli. These proce-
dures are neither voluntary nor mandatory.

If I see just in front of me, in broad daylight, the face of my Paris dentist,
Monsieur Durand, I cannot help but recognize him. My face recognition module
(or my Monsieur-Durand-detection submodule) does its job. But suppose I am
lecturing in London. Some 30 faces in front of me are each clearly visible. I look
cursorily at all of them and I recognize some colleagues. Even though I have looked
at his face as much as at those of the people I immediately recognized, it is only
toward the end of the lecture that I suddenly recognize, sitting there in the second
row, Monsieur Durand, whom I would never have expected to see in such a place.

The operations of input modules seem mandatory when you consider only cases
where the stimulus is, and stays long enough, at fixation, and the perceiver is not
actively tracking some other stimulus. Striking experimental demonstration of this is
provided by work on “inattentional blindness.” For instance, Simons and Chabris
(1999) found that about 5o percent of participants asked to monitor a basketball
passing event on a screen failed to notice a gorilla that walked across the screen in
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full view, stopped in the middle of the players as the action continued all around it,
turned to face the camera, thumped its chest, and then resumed walking. There are
many, more banal cases, concerning most if not all input modules, where a stimulus
is well within the field of perception but either is not in a focal position or is not
sufficiently attended to, where the resources of the mind are invested in processing
other competing stimuli, or inner thoughts, and where the module fails to process
the stimulus (or at least fails to process it sufficiently): the familiar face is not
recognized, the sentence structure is not parsed, the gorilla walks unnoticed. Let me
insist, I am talking about cases where the psychophysical perceptual conditions for
the operation of the module are satisfied and where, with less competition from
other stimuli or other thoughts, or with appropriate expectations facilitating the
process, the stimulus would have been processed. At least some of the procedures
involved in perceiving the gorilla are not mandatory. There may well be an initial
activation of the relevant procedures, but, when an individual’s attention is focused
on something else, they may not run their full course. I take it that the idea that visual
perception is modular is not put in jeopardy by such data. Then, however, man-
datoriness cannot be a defining trait of modules. (By the way, [ am not trying to make
a terminological but a substantive point. If these perceptual procedures that fail to
deliver their expected output in the inattentional blindness experiments mentioned
earlier are still “mandatory” by your definition, so be it. What matters here is that the
availability of an appropriate input is not sufficient to cause these procedures to run
their full course. The interesting issue then becomes: what other factors determine
which procedures follow their course?)

The general point I am stressing here is this: mental modules in humans
compete for energetic resources. Not all of them can operate simultaneously. This is
true at all levels: perceptual, conceptual, and psychomotor. Contrast humans with
simpler cognitive systems in this respect. Take a frog (or at least the idealized frog of
philosophers—I am not making zoological claims). Here it sits, waiting for a fly
moving within reach. There is no fly movement, no cognitive process other than the
low-level monitoring of the visual field necessary to activate the get-the-fly module
when appropriate. [s this a case of a wholly stimulus-driven module with mandatory
operations? Almost, but not quite. Presumably the frog is also monitoring for possible
predators and other dangers, and if a fly and a predator are sighted simultaneously,
the operations of the get-the-fly module are preempted by those of the escape-the-
predator module. This priority of the escape-the-predator module over all others
(feeding and also mating modules) is clearly adaptive and is presumably built in. So
the operations of the escape-the-predator module are fully mandatory, and those
of the get-the-fly module are mandatory unless preempted. Frogs may well have a few
more cognitive modules. Even so, it is plausible that the operations of each of them
are mandatory except in the case of preemption, and that the order in which modules
may preempt one another is fixed in the frog’s nervous system. Moreover, cases of
actual modular preemption are likely to be relatively rare (it is not very often that
a frog is simultaneously presented with a possible prey, a possible predator, and a
possible mate). The human predicament is quite different. If, as  have suggested, the
human mind is teeming with modules, then, at all times, a number of modules have
inputs available and must be competing for brain power to process them. Rather
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than a fixed and global preemption order, which would not be adaptive in this case,
some flexible, context-sensitive energy allocation procedure must be at work.

What should this energy allocation procedure be doing, that is, how might it
contribute to the efficiency of the human cognitive system as a whole? Again,
contrast with (philosophers’) frogs. Presumably there are just a few categories of
stimuli, such as flies, that frogs can discriminate, and only in restricted conditions.
They monitor their environment to check whether any of these categories happen
to be instantiated and then produce the prewired behavioral response. Humans
can discriminate tens of thousands of categories in their environment, very few of
which trigger automatic behavioral responses. At any one moment, humans are
monitoring their environment through all their senses and establish perceptual
contact with a great many potential inputs for further processing. Frogs have no
memory to speak of. Humans have vast amounts of information stored in memory.
When processing a new input, humans bring some of this stored information to
bear on it. Attending to a given stimulus, activating memorized information, bring-
ing the two together, and drawing inferences are effort-demanding mental activi-
ties. Effort is a cost that should be incurred only in the expectation of a benefit.
Different trains of thought involve quite different evolving allocations of efforts and
may produce quite different cognitive benefits.

What are the benefits of cognitive activity? The reply that comes most readily to
mind is that cognition helps the organism recognize and react to opportunities and
problems present in its environment; a more precise answer would consist in describing
in much greater detail the various kinds of opportunities and problems that cognition
helps the organism cope with. In the human case, a massive investment is made in
cognition, and much knowledge is gathered, updated, and corrected without any spe-
cific practical goal. Presumably, what looks like—and often is—the pursuit of knowl-
edge for its own sake helps prepare for an open range of future contingencies. Of course,
knowledge is not equally pursued in all directions. Humans develop interests that guide
their cognitive investments. Again, it seems, spelling out the benefit of cognition for
humans would amount to describing in detail these diverse interests and possibly to
explaining what makes their pursuit worth the effort. So, whereas it is natural to think of
mental energy or effort in quantitative terms, one tends to approach cognitive benefit in
qualitative terms. A philosopher might want to leave the matter there, but a psychologist
cannot. The brain can be expected to allocate its energetic resources, not in a random
but in a beneficial way. To achieve this, it does not have to be able to attribute an
absolute value to the expected cognitive benefit of the processing of all available inputs,
but it must be able to select, among the inputs and procedures actually competing for
energy, some with relatively higher expected benefts.

Cognitive efficiency is a matter of investing effort in processing the right inputs.
What are the right inputs? Do they have a characteristic property that the mind-brain
can use in order to select them? Deirdre Wilson and I have argued that they do, and
that this property is relevance, in a precise sense that we have tried to define and that
I will briefly outline here (Sperber & Wilson, 1995; Wilson & Sperber, 2004).

Relevance is a property of inputs to cognitive processes. At a fairly abstract level,
relevance can be defined relative to an inferential procedure and a context: a piece of
information is relevant in a context for a given inferential procedure, if processing
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the piece of information and the context together yields different conclusions from
those that would be obtained by processing them separately. A bit more technically,
a piece of information is relevant in a context for a given inferential procedure, just
in case the set of conclusions that the inferential procedure derives from the union of
this piece of information and the context, taken together as a single set of premises, is
different from the union of the two sets of conclusions the inferential procedure
would derive separately from the piece of information on the one hand and from the
context on the other. For instance, if the procedure instantiates the elimination rules
of propositional calculus, then (a) but not (b) is relevant in context (c):

(a) pandr
(b) g and r
(c) {if p then s, if s then t}

As can be easily verified, (a) in the context of (¢) yields the two conclusions s and ¢,
which are derivable neither from (a) alone nor from (c) alone, whereas (b) in the
context of (¢) yields no conclusions other than those derivable from (b) alone and
from (c) alone.

This abstract definition is useful as a step toward defining relevance in a psy-
chologically more pertinent way. A piece of information is relevant to an individual
at a time only if there is a procedure and a context available to the individual at that
time, relative to which the piece of information is relevant in the sense just proposed
(this is just a necessary condition—for a fuller definition, see Sperber & Wilson,
1995, ch. 3).

Relevance is a property easily achieved: virtually any new piece of information
that connects, however weakly, with what the individual already knows will be
relevant by our definition. Relevance, however, is a matter of degree. Cognitive
efficiency is not just a matter of processing relevant inputs; it is a matter of processing
the most relevant inputs available. Everything else being equal, the greater the
cognitive benefit yielded by the processing of an input, the greater its relevance. In
addition—and this is quite specific to the approach taken by relevance theory—
everything else being equal, the greater the cost of processing an input, the lesser its
relevance. Here is a short artificial illustration. Being told by the doctor “You have
flu” is likely to carry more cognitive effects, and therefore be more relevant, than
being told “you are ill.” Being told “you have flu” is also likely to be more relevant
than being told “you have a disease spelled with the sixth, twelfth, and twenty-first
letters of the alphabet,” because the first of these two statements would yield the
same cognitive effects as the second, but for less processing effort.

Cognitive efficiency, then, is a matter of maximizing the relevance of the
inputs processed. There may well not be a unique way to maximize relevance and
therefore to optimize cognitive efficiency. One input may be preferable to another
in terms of benefits, the other in term of costs, and, in the absence of a common
metric, there is no obvious way to decide between the two. Still, as long as some
inputs are clearly more relevant and therefore preferable to others, it should be
possible to enhance cognitive efficiency through input selection. In other words,
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we should not expect the system to do more than tend to optimize. But how can
even this be achieved? To try and answer, I will look first at costs, and then at
benefits and then will put the two together.

How can the brain optimally allocate energy? The solution could, in principle,
be a cognitive one. That is, the brain could represent its own energy consumption,
compute the expected cost of various procedures, and use this as a criterion in
deciding how much to invest in each procedure. In other words, the brain might
automatically be taking, every fraction of a second, decisions similar to those we
consciously take once in a while when, for instance, we choose to save our effort by
using a pocket calculator rather than perform a mental calculation. Note, however,
that this cognitive way of minimizing the energetic costs of cognitive processes
would involve a significant cost of its own, which might make it self- defeating.

Are there noncognitive ways of minimizing effort in mental processes? Consider
the comparable problem of minimizing energy consumption in muscular move-
ment. Muscles get their energy from chemical reactions. This energy can be
converted into work or into heat. The efficiency of the process (except when the
function of the movement is to provide heat, as when shivering) depends on letting
as little energy as possible degrade into heat. These local chemical reactions depend
on a supply of oxygen and nutrients from blood vessels, a supply that has its own
energy costs and that can be insufficient or excessive for optimal efficiency. Blood
vessels also have the function of removing carbon dioxide and waste products such as
lactate. The removal of lactate from the muscle is slower than its production,
causing, in case of prolonged use of the muscle, a perception of fatigue. Only above
this threshold is muscular effort represented in the cognitive system —and even then
in a very coarse manner—often inducing intentional reallocation of muscular effort.
The regulation of effort—the production of the right quantity of energy in muscle
tissue, the adjustment of blood flow, and so on—is otherwise achieved not through
computations over representations but through noncognitive physiological proce-
dures that, one may assume, are to a very large extent genetically specified. I suggest
that the regulation of effort in cognitive processes is likewise achieved, for the most
part, through noncognitive brain processes that are also largely genetically specified.

That the flow of energy in the brain is guided by noncognitive mechanisms may
seem easy enough to accept. Isn’t it just an aspect of the neurological im-
plementation of cognitive processes? How could this be relevant to an under-
standing of cognition at a computational or algorithmic level, to use Marr’s popular
distinction? Well, I will argue that the regulation of this energy flow has cognitive,
even epistemic, consequences.

Understanding how the brain is sensitive to the cost of various procedures may
be difficult. Even more difficult is understanding how the brain could be sensitive
to the size of the cognitive benefits resulting from the processing of various inputs.

To begin with, how can the brain distinguish, among all the cognitive changes
that might be brought about by cognitive operations, those that are beneficial and
those that are not, and which may even be costly (for instance, mistaken infer-
ences)? Well, the brain has no other choice than to trust itself and be, so to speak,
optimistic about its own procedures. That is, it should behave in a way consistent
with the presumption that, in general, its perceptions are veridical and its inferences
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rational. In normal conditions, the processing of new inputs yields positive cogni-
tive effects, that is, it results in an improvement of the individual’s knowledge of
her world, be it by adding new pieces of knowledge, updating or revising old ones,
updating degrees of subjective probability in a way sensitive to new evidence, or
merely reorganizing existing knowledge so as to facilitate future use. There are many
exceptions, of course—cases where less processing would have resulted in better
knowledge— but procedures that have tended to produce more negative than
positive cognitive effects are likely to have been selected out. The relevance of this
is that the brain would be roughly right in treating any and every cognitive effect
as a positive effect, in other words, as a cognitive benefit.

But then what? Supposing it treats all cognitive effects as cognitive benefits, how
could the brain then calculate the size of these cognitive effects? Should it count the
number of conclusions arrived at? Should it treat the value of each conclusion as
depending on its complexity? Should it multiply the value of each conclusion by its
subjective probability? Should it give greater value (and how much greater?) to
conclusions that have practical consequences, or relate to standing interests? How
should it evaluate revisions of previous beliefs? And so on. Or are these even the right
questions? Actually, it is not at all obvious that the brain should calculate the size of
cognitive effects. There may be physiological indicators of the size of cognitive
effects in the form of patterns of chemical or electrical activity at specific locations
in the brain. A module receives some degree of activation from other modules with
which it is connected. It is activated by upstream feeder modules that present it with
inputs. It may be activated by downstream client modules that are already mobilized
and that would benefit from receiving new or further inputs from it. Suppose that
these physiological indicators locally determine the ongoing allocation of brain
energy to the processing of specific inputs. These indicators may be coarse. Never-
theless, they may be sufficient to cause energy to flow toward those processes that are
likely to generate relatively greater cognitive effects at a given time. In other words,
just as effort need not be computed, cognitive effect need not be computed either,
and both effort and effect factors may steer the train of our thoughts without them-
selves being thought about at all.

Someone might object: suppose there are physiological indicators of effort and
effect. All they can indicate are past or current effort and effect, whereas what should
guide the allocation of brain resources is expected effort and effect.* Answer: It is not
true that indicators can only indicate past and present states of affairs. Dark clouds
may indicate that rain is probable. The current level of lactate concentration in a
muscle may indicate that the muscle cannot continue to perform the same amount
of work for long. The differences in the patterns of activity of two competing cog-
nitive processes may indicate which has the highest expected cognitive utility.
Suppose the processing of inputs A and B are both currently producing the same

4. As with “expected utility” in expected utility theory, I am speaking of “expected relevance” without
presupposing a cognitive process involving the formation of mentally represented expectations. In fact,
I am arguing that people tend to maximize expected relevance without, in most cases, representing it.
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level of effect, but the processing of A is producing these effects with greater effort.
Or suppose the processing of inputs A and B are both currently requiring the same
level of effort, but the processing of B is resulting in greater effect. Of course, it is
impossible to be sure how things would evolve, but in both cases, a greater cognitive
utility should be expected from the continued processing of B rather than A. A better
indication still may be given by the direction in which levels of effect and effort are
moving. If the processing of inputs A and B are producing the same amount of effect
for the same amount of effort, but the amount of effect produced by the processing of
A'is on the decrease, whereas that of B is constant or on the increase, or if the amount
of effort required by the processing of A is on the increase and that of B constant or
on the decrease, then, again, greater cognitive utility should be expected from the
continued processing of B rather than A.

If we look at the issue in an evolutionary perspective, what does all this mean?
Imagine a species investing more and more in cognition, monitoring in a more and
more fine-grained way more and more aspects of the environment, constructing an
ever richer memory, and achieving this by use of an ever greater variety of per-
ceptual and conceptual modules. The result would be a kind of attentional bot-
tleneck: only very few of the available inputs could be treated attentionally, and
only very limited background information could be brought to bear on the treat-
ment of these inputs. This bottleneck would in turn create a strong and constant
selective pressure for optimizing the choice of inputs to be processed, which, in the
picture I am presenting, is equivalent to optimizing the allocation of energy to
modules. Such a selective pressure should result in the evolution of a variety of
traits contributing to an optimal allocation. I am not excluding the possibility that,
among these traits, there may be mental devices directly involved in internal
administration of resources, but I find it implausible, both for evolutionary and
efficiency reasons, to imagine that this allocation of resources might be wholly or
even mostly controlled by some central specialized device. For the same kind of
reasons that, whether we like it or not, market economies work better than centrally
managed ones, competition for resources among modules seems more likely to
yield good results than centrally controlled allocation.

There are a wide variety of small changes in the functioning and articulation of
modules that may each have contributed to improving the allocation of resources
over evolutionary time, or that may contribute to it in cognitive development. These
include, as | have already suggested, the use of simple and approximate indicators of
the ongoing and expected expenditure of energy, and of the ongoing and expected
cognitive impact of specific procedures.

Different modules may be more or less easily mobilized in a way that reflects
their general contribution to relevance. Modules that are specialized in processing
inputs with high cognitive impact in the history of the species (and in particular
with high practical impact) should be given a greater initial claim on brain re-
sources, with the possibility of preempting other procedures in a bottom-up fashion
(as the literature on attention shows us is typically the case with, for instance, po-
tential danger signals). (Incidentally, given that the human environment changes
much faster than the human genome, this may occasionally have counteradaptive
results. For instance, people living in an urban environment are uselessly startled by
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all-too-frequent sudden loud noises that would have deserved immediate attention
in an ancestral environment.)

Inputs pertaining to an area of stable interest developed by the individual
benefit from richer intramodular databases and from richer intermodular con-
nections (the two ways in which richer background information is realized in a
modular system). Modules processing such inputs should therefore be given
a greater claim on energetic resources and mobilise more easily.

Inputs pertaining to ongoing cognitive processes also benefit, ceteris paribus,
from a greater claim on resources, this time because of quantitative factors on the
effort side: the devices and data needed to process these inputs are already mo-
bilized, and therefore their processing is less costly than the processing of inputs for
which inactive or less active devices must be given energy. Thus relevance to
current cognitive activity is, ceteris paribus, greater relevance.

More generally, there are many different ways, some obvious, others still to be
discovered, in which a massively modular system might improve the allocation of its
energetic resources among its modules, doing so much better than random allo-
cation. Some of the traits of human cognitive organization that tend to optimize
relevance have emerged in the evolution of the species. Others emerge in cogni-
tive development and throughout the cognitive life of the individual. These lifetime
improvements are themselves made possible by the flexibility of the evolved mod-
ular system of human cognition. This flexibility, therefore, should not be seen as a
mere ability to adjust cognitive capacities to the demands and opportunities of
different environments. It also helps maximize the relevance achieved by ongoing
cognitive processes. Flexibility, that is, long-term context-sensitivity, makes a critical
contribution to short-term context-sensitivity.

4 Conclusion

The claim that the human cognitive system tends to allocate resources to the pro-
cessing of available inputs according to their expected relevance is at the basis of
relevance theory (where it constitutes the first, cognitive principle of relevance).” The
main thesis of this chapter has been that this allocation can be achieved without

5. The cognitive principle of relevance has experimentally testable consequences, some of which are
reviewed in Van der Henst & Sperber (2004). We have shown, for instance, with experiments on
relational reasoning, that by manipulating contextual factors, people can be made either to derive
logical implications from a given set of premises or to say that nothing follows from it (Van der Henst,
Sperber, & Politzer, 2002). What the context does in this case, we claim, is raise or lower expectations
of relevance that attach to the premises presented, thus triggering or, on the contrary, inhibiting, an
inferential procedure. With experiments on the Wason selection task, we have shown that, by manip-
ulating contextual factors, people can be made to apply one or other of several possible inferential
procedures involved in the interpretation of conditionals and therefore to reach different conclusions
from the same set of conditional premises (Sperber et al., 1995a; Girotto et al., 2001). What the context
does in this case, we claim, is raise or lower expectations of relevance that attach to each of these
procedures in their application to the premises. These experiments illustrate the main thesis of this
chapter.
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computing expected relevance. When an input meets the input condition of a given
modular procedure, this gives this procedure some initial level of activation. Input-
activated procedures are in competition for the energy resources that would allow
them to follow their full course. What determines which of the procedures in com-
petition get sufficient resources to trigger their full operation is the dynamics of their
activation. These dynamics depend both on the prior degree of mobilization of a
modular procedure and on the activation that propagates from other active mod-
ules. It is also quite conceivable that the mobilization of some procedures has in-
hibitory effects on some other procedures. The relevance-theoretic claim is that, at
every instant, these dynamics of activation provide rough physiological indicators of
expected relevance. The flow of energy in the system is locally regulated by these
indicators. As a result, those input-procedure combinations that have the greatest
expected relevance are the more likely ones to receive sufficient energy to follow their
course. This is just a tendency, but it is strong enough to yield the kind of context-
sensitivity that humans actually exhibit in their individual cognitive processes.®

I am well aware of the vague and speculative nature of the view outlined in
this chapter. It calls both for greater empirical anchoring and for formal modeling.
I nevertheless feel justified in putting forward this view, as it is supported by,
paradoxically, an argument of Fodor himself. He writes:

Turing’s idea that mental processes are computations.. . . together with Chomsky’s
idea that poverty of the stimulus arguments set a lower bound to the information a
mind must have innately, are half of the New Synthesis. The rest is the “massive
modularity” thesis and the claim that cognitive architecture is a Darwinian
adaptation. ... There are some very deep problems with viewing cognition as
computational, but...these problems emerge primarily in respect to mental
problems that aren’t modular. The real appeal of the massive modularity thesis is
that, if it is true, we can either solve these problems, or at least contrive to deny
them center stage pro tem. (Fodor 2000, p. 23)

This should be a strong vindication of the massive modularity thesis. Fodor,
however, goes on to say: “The bad news is that, since massive modularity thesis
pretty clearly isn’t true, we're sooner or later going to have to face up to the dire in-
adequacies of the only remotely plausible theory of the cognitive mind that we've
got so far” (p. 23). His main reason for claiming that the thesis is not true is the
alleged inability of a massively modular system to exhibit context-sensitivity. This is
why it seemed worth explaining, however tentatively, how such a system might be
context-sensitive, contrary to Fodor’s claim. Since the massive modularity thesis
might be true, we can keep exploring “the only remotely plausible theory of the
cognitive mind that we've got so far,” and that, surely, is good news.

6. In collective intellectual endeavors that are pursued over generations, and in science in particular,
greater context sensitivity and greater relevance can be achieved, but these achievements cannot be
explained just by individual cognitive psychology, and, contrary to what Fodor tends to do, should not
be taken as a benchmark to assess models of human cognition (Sperber & Wilson, 1996). Rather,
the explanation of these achievements calls for a kind of epidemiology of representations that looks at
the effect of the causal chaining of individual cognitive processes across populations (Sperber, 1996).
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Distinctively Human
Thinking

Modular Precursors and Components

his chapter takes up, and sketches an answer to, the main challenge facing
Tmassively modular theories of the architecture of the human mind. This is to
account for the distinctively flexible, non-domain-specific character of much hu-
man thinking. I shall show how the appearance of a modular language faculty
within an evolving modular architecture might have led to these distinctive features
of human thinking with only minor further additions and non-domain-specific
adaptations.

1 On Modularity

To what extent is it possible to see the human mind as built up out of modular
components? Before this question can be addressed, something first needs to be
said about what a module is, in this context; and also about why the issue matters.

11 Fodorian Modularity

In the beginning of our story was Fodor (1983). Against the prevailing empiricist
model of the mind as a general-purpose computer, Fodor argued that the mind
contains a variety of specialized input and output systems, or modules, as well as a
general-purpose central arena in which beliefs get fixed, decisions taken, and so on.
Input systems might include a variety of visual systems (including face recognition),

Early versions of this chapter were delivered at a preparatory workshop during the first year of the AHRB
Innateness and the Structure of the Mind project, held in Newark 12-14 October 2001, and at the
“Innateness and the Structure of the Mind” conference that concluded the year, held in Sheffield 3-6
July 2002. I am grateful to those who participated in those discussions for valuable feedback, with special
thanks to Mark Baker, Robert Boyd, Richard Samuels, Gabriel Segal, Dan Sperber, Stephen Stich, and
John Tooby for comments and suggestions.
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auditory systems, taste, touch, and so on; but they also include a language-faculty
(which contains, simultaneously, an output/production system, or else divides into
input and output subsystems).

In the course of his argument, Fodor provided us with an analysis (really a
stipulative definition) of the notion of a module. Modules are said to be processing
systems that (1) have proprietary transducers, (2) have shallow outputs, (3) are fast
in relation to other systems, (4) are mandatory in their operation, (5) are encap-
sulated from the remainder of cognition, including the subject’s background
beliefs, (6) have internal processes that are inaccessible to the rest of cognition,
(7) are innate or innately channeled to some significant degree, (8) are liable to
specific patterns of breakdown, both in development and through adult pathology,
and (9) develop according to a paced and distinctively-arranged sequence of
growth. At the heart of Fodor’s account is the notion of encapsulation, which has
the potential to explain at least some of the other strands. Thus, it may be because
modules are encapsulated from the subject’s beliefs and other processes going on
elsewhere in the mind that their operations can be fast and mandatory, for ex-
ample. And it is because modules are encapsulated that we stand some chance of
understanding their operations in computational terms. For, by being dedicated
to a particular task and drawing on only a restricted range of information, their
internal processes can be computationally tractable.

According to Fodor (1983, 2000), however, central/conceptual cognitive pro-
cesses of belief-formation, reasoning, and decision-making are definitely amodular
or holistic in character. Crucially, central processes are unencapsulated —beliefs in
one domain can have an impact on belief-formation in other, apparently quite
distinct, domains. And in consequence, central processes are not computationally
tractable. On the contrary, they must somehow be so set up that any one of the
subject’s beliefs can be brought to bear in the solution to a problem. Since we have
no idea how to build a computational system with these properties (Fodor has
other reasons for thinking that connectionist approaches won’t work), we have no
idea how to begin modeling central cognition computationally. And this aspect of
the mind is therefore likely to remain mysterious for the foreseeable future.

1.2 Central Modularity

In contrast to Fodor, many other writers have attempted to extend the notion of
modularity to at least some central processes, arguing that there are modular
central/conceptual systems as well as modular input and output systems (Atran,
2002; Baron-Cohen, 1995; Botterill & Carruthers, 1999; Carey, 1985; Carey &
Spelke, 1994; Gallistel, 1990; Hauser & Carey, 1998; Hermer-Vazquez et al., 1999;
Leslie, 1994; Smith & Tsimpli, 1995; Spelke, 1994). Those who adopt such a
position are required to modify the notion of a module somewhat. Since central
modules are supposed to be capable of taking conceptual inputs, such modules are
unlikely to have proprietary transducers; and since they are charged with gener-
ating conceptualized outputs (e.g., beliefs or desires), their outputs cannot be
shallow. Moreover, since central modules are supposed to operate on beliefs
to generate other beliefs, for example, it seems unlikely that they can be fully
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encapsulated —at least some of the subject’s existing beliefs can be accessed during
processing by a central module. But the notion of a “module” is not thereby wholly
denuded of content. For modules can still be (1) domain specific, taking only
domain-specific inputs, or inputs containing concepts proprietary to the module in
question, (2) fast in relation to other systems, (3) mandatory in their operation,
(4) relatively encapsulated, drawing on a restricted domain-specific database; as
well as (5) having internal processes or algorithms that are inaccessible to the rest
of cognition, (6) being innate or innately channeled to some significant degree, (7)
being liable to specific patterns of breakdown, and (8) displaying a distinctively
ordered and paced pattern of growth.

[ shall not here review the evidence—of a variety of different kinds—that is
supposed to support the existence of central/conceptual modules that possess many
of the foregoing properties (see Carruthers, 2003b, for a review). I propose simply to
assume, first, that the notion of central-process modularity is a legitimate one; and
second, that the case for central modularity is powerful and should be accepted in
the absence of potent considerations to the contrary.

1.3 Massive Modularity

Others in the cognitive science community—especially those often referred to as
“evolutionary psychologists” —have gone much further in claiming that the mind is
wholly, or at least massively, modular in nature (Cosmides & Tooby, 1992, 1994;
Gallistel, 2000; Pinker, 1997a; Sperber, 1994, 1996; Tooby & Cosmides, 1992). Again,
a variety of different arguments are offered; these I shall briefly review, since they have
a bearing on later discussion. But for the most part in what follows I shall simply
assume that some form of massive modularity thesis is plausible, and is worth
defending.

(Those who don’t wish to grant the foregoing assumptions should still read on,
however. For one of the main goals of this chapter is to consider whether there
exists any powerful argument against massive modularity, premised upon the non-
domain-specific character of central cognitive processes. If I succeed in showing
that there is not, then that will at least demonstrate that any grounds for rejecting
the assumption of massive modularity will have to come from elsewhere.)

One argument for massive modularity appeals to considerations deriving from
evolutionary biology in general. The way that evolution of new systems or struc-
tures characteristically operates is by “bolting on” new special-purpose items to the
existing repertoire. First, there will be a specific evolutionary pressure—some task
or problem that recurs regularly enough and that, if a system can be developed that
can solve it and solve it quickly, will confer fitness advantages on those possessing
that system. Second, some system that is targeted specifically on that task or
problem will emerge and become universal in the population. Often, admittedly,
these domain-specific systems may emerge by utilizing, coopting, and linking
together resources that were antecedently available; hence they may appear quite
inelegant when seen in engineering terms. But they will still have been designed for
a specific purpose, and are therefore likely to display all or many of the properties
of central modules, outlined earlier.



72 Architecture

A different—though closely related —consideration is negative, arguing that a
general-purpose problem-solver couldn’t evolve, and would always by out-competed
by a suite of special-purpose conceptual modules. One point here is that a general-
purpose problem-solver would be very slow and unwieldy in relation to any set of
domain-specific competitors, facing, as it does, the problem of combinatorial ex-
plosion as it tries to search through the maze of information and options available
to it. Another point relates more specifically to the mechanisms charged with gen-
erating desires. It is that many of the factors that promote long-term fitness are too
subtle to be noticed or learned within the lifetime of an individual; in which case
there couldn’t be a general-purpose problem-solver with the general goal “promote
fitness” or anything of the kind. On the contrary, a whole suite of fitness-promoting
goals will have to be provided for, which will then require a corresponding set of
desire-generating computational systems (Tooby, Cosmides, & Barrett, chapter 18
here).

The most important argument in support of massive modularity for my pur-
poses, however, simply reverses the direction of Fodor’s (1983, 2000) argument for
pessimism concerning the prospects for computational psychology. It goes like this:
the mind is computationally realized; amodular, or holistic, processes are com-
putationally intractable; so the mind must consist wholly or largely of modular
systems. Now, in a way Fodor doesn’t deny either of the premises in this argument;
nor does he deny that the conclusion follows. Rather, he believes that we
have independent reasons to think that the conclusion is false; and he believes that
we cannot even begin to see how amodular processes could be computationally
realized. So he thinks that we had better give up attempting to do computational
psychology (with respect to central cognition) for the foreseeable future. What is at
issue in this debate, therefore, is not just the correct account of the structure of the
mind but also whether certain scientific approaches to understanding the mind are
worth pursuing.

Not all of Fodor’s arguments for the holistic character of central processes are
good ones. (In particular, it is a mistake to model individual cognition too closely
on the practice of science, as Fodor does. See Carruthers, 2003a). But the point
underlying them is importantly correct. And it is this that is apt to evince an in-
credulous stare from many people when faced with the more extreme modularist
claims made by evolutionary psychologists. For we know that human beings are ca-
pable of linking together in thought items of information from widely disparate
domains; indeed, this may be distinctive of human thinking (I shall argue that it is).
We have no difficulty in thinking thoughts that link together information across
modular barriers. How is this possible, if the arguments for massive modularity,
and against domain-general cognitive processes, are sound?

1.4 A Look Ahead—The Role of Language

We are now in position to give rather more precise expression to the question with
which this chapter began; and also to see its significance. Can we finesse the
impasse between Fodor and the evolutionary psychologists by showing how non-
domain-specific human thinking can be built up out of modular components?
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If so, then we can retain the advantages of a massively modular conception of the
mind—including the prospects for computational psychology—while at the same
time doing justice to the distinctive flexibility and non-domain-specific character
of some human thought processes.

This is the task that I propose to take up in this chapter. I shall approach the
development of my model in stages, corresponding roughly to the order of its
evolution. This is because it is important that the model should be consistent with
what is known of the psychology of other animals, and also with what can be
inferred about the cognition of our ancestors from the evidence of the fossil record.

I should explain at the outset, however, that according to my model, it is the
language faculty that serves as the organ of intermodular communication, making
it possible for us to combine contents across modular domains. One advantage of
this view is that almost everyone now agrees (1) that the language faculty is a
distinct input and output module of the mind, and (2) that the language faculty
would need to have access to the outputs of any other central/conceptual belief
or desire forming modules, in order that those contents should be expressible in
speech. So in these respects language seems ideally placed to be the module that
connects together other modules, if this idea can somehow be made good sense of.

Another major point in favor of the proposal is that there is now direct (albeit
limited) empirical evidence in its support. Hermer-Vazquez and colleagues (1999)
have proposed and tested the thesis that it is language that enables geometric and
object-property information to be combined into a single thought, with dramatic
results. This evidence is reviewed and extended in Shusterman and Spelke
(chapter 6 here) and so does not need to be elaborated upon here.

2 Animal Minds

What cognitive resources were antecedently available, before the great-ape lineage
began to evolve?

2.1 The Model

Taking the ubiquitous laboratory rat as a representative example, I shall assume
that all mammals, at least, are capable of thought—in the sense that they engage in
computations that deliver structured (propositional) belief-like states and desire-
like states (Dickinson, 1994; Dickinson & Balleine, 2000). I shall also assume that
these computations are largely carried out within modular systems of one sort or
another (Gallistel, 1990, 2000). For after all, if the project here is to show how non-
domain-specific thinking in humans can emerge out of modular components, then
we had better assume that the initial starting-state (before the evolution of our
species began) was a modular one. I shall assume, however, that mammals possess
some sort of simple non-domain-specific practical reasoning system, which can
take beliefs and desires as input, and then figure out what to do (I shall return to
this in a moment). Simplifying greatly, one might represent the cognitive orga-
nization of mammals as depicted in figure 5.1 (I shall return to the simplifications
shortly).



74  Architecture

Foraging
Causation
Geometry

Object

QRIS
=

Number

N

s Percept

Practical —_— —p
Reason

A\

Bodily
states

.//%

FIGURE 5.1 Rats (mammals?).

Here I am imagining a variety of input modules collapsed together under the
heading “percept” for purposes of simplicity. (Of course I don’t think that vision,
audition, and so on are all really one big module; it is just that the differences
between them don’t matter for present purposes, and so don’t need to be rep-
resented.) What are represented separately on the input side, however, are a set of
systems for monitoring bodily states, which play an important role in the genera-
tion of desires (hunger, thirst, and so on). Then at the output end, I imagine a
variety of motor-control systems collapsed together for our purposes under the
heading “motor.” And in between these two, I imagine a variety of belief- and
desire-generating central modules, together with a practical reasoning system that
receives its inputs from them (as well as from perception).

[ assume that the practical reasoning system in animals (and probably also in
us) is a relatively simple and limited-channel one. Perhaps it receives as input the
currently strongest desire and searches among the outputs of the various belief-
generating modules for something that can be done in relation to the perceived
environment that will satisfy that desire. So its inputs have the form DESIRE [Y]
and BELIEF [IF X THEN Y], where X should be something for which an existing
action-schema exists. I assume that the practical reasoning system is not capable
of engaging in other forms of inference (generating new beliefs from old), or of
combining together beliefs from different modules; though perhaps it is capable of
chaining together conditionals to generate a simple plan—for example, BELIEF

[IF W THEN X], BELIEF [IF X THEN Y] — BELIEF [IF W THEN Y].
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As for the modules that appear in the diagram, there is pretty robust evidence for
each of them —at least, qua system if not qua modular system." Thus there is plenty of
evidence that rats (and many other animals and birds) can represent approximate
numerosity (Gallistel, 1990); and there is evidence from monkeys, at least, that
simple exact additions and subtractions can be computed for numbers up to about 3
(Dehaene, 1997; Hauser, 2000). Moreover, there is the evidence provided by Cheng
(1986) that rats have a geometrical module, which is specialized for computing the
geometrical relationships between the fixed surfaces in an environment (Gouteux &
Spelke, 2001), and which they use especially when disoriented. In addition, there is
the evidence collected by Dickinson and Shanks (19gs) that rats make judgments of
causality that closely mirror our own (including, apparently, essentially the same
dispositions toward illusions of causality, in certain circumstances).

My guess is that many of the beliefs and desires generated by the central
modules will have partially indexical contents. Thus a desire produced as output by
the sex module might have the form “I want to mate with that female,” and a belief
produced by the causal-reasoning module might have the form “That caused that.”
So if the practical reasoning system is to be able to do anything with such contents,
then it, too, would need to have access to the outputs of perception, to provide
anchoring for the various indexicals—hence the bold arrow in figure 5.1 directly
from percept to practical reason. The outputs of the practical reasoning system are
likely to be indexical too, such as an intention of the form “I'll go that way.”

2.2 Adding Complexity to the Model

One way figure 5.1 is oversimplified is that it probably radically underestimates the
number of belief- and desire-forming modules that there are. This is especially true
on the desire side, where of course all animals will have systems for generating
pains/desires to avoid current noxious stimuli; and all animals will have systems for
generating various emotions, such as anger (normally involving a desire to attack),
fear (normally involving a desire to retreat), and so on. In addition, among social
animals there will be systems for generating desires for such things as status.
Similarly on the belief side, there will often be systems for kin-recognition and for
computing degrees of relatedness, systems for recognizing an animal’s position in a
dominance hierarchy, and so on.

Another way figure 5.1 is probably oversimplified is that there may well exist
informational relationships among the various belief-forming modules, in partic-
ular.® Thus one of the main functions of the numerosity module is to provide

1. The only case in which there is direct robust evidence of modularity that I know of concerns the
geometric system, which does appear to be isolated in the right kind of way from the rest of cognition.
See Cheng (1986) and Hermer and Spelke (1994).

2. Note that this means that the thesis of this chapter isn’t that no integration of central-modular outputs
takes place without language. Rather, the claim is that the mind’s capacity to combine together central-
modular contents will have been limited, prior to the evolution of language, and that the appearance of
language makes such cross-modular integration well-nigh ubiquitous.
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inputs to the foraging system, helping to calculate rates of return from various
sources of food (Gallistel, 1990). I have not attempted to represent these in the
diagram, partly for simplicity, partly because I have no fixed views on what the rel-
evant informational relationships among modules actually are.

Another source of complexity that goes unrepresented in figure 5.1 is that each
modular system presumably has some sort of domain-specific memory function
attached. For central/conceptual modules don’t just generate information “online,”
of course, for use in current practical reasoning. They are also going to be impli-
cated in learning, and in generating new standing-state beliefs. So a more accurate
version of figure 5.1 should probably show each central module as dividing into two
components—a processing subsystem for generating domain-specific information
and a domain-specific memory store for recording (some of ) that information.
Presumably, too, the processing subsystem should be able to access its proprietary
memory store in the course of its computations, hence providing a constraint on the
degree to which it is informationally encapsulated.

The final sort of oversimplification I want to mention is that there should
probably also be links between (some of ) the belief modules and (some of ) the
desire modules. For example, one would expect that information about degrees of
relatedness (generated by the kin module) should be available as input to the
module charged with generating sexual desire, suppressing the processes that
would normally produce such desires in appropriate cases. And one might expect
that information about rich or unusual sources of food (generated by the foraging
module) might be taken as input by the hunger-generating module, sometimes
causing a desire for food where there was none antecedently. And so on. In ad-
dition, one might expect that the content of whatever happens to be the currently
strongest desire should have an impact upon the belief-generating modules, di-
recting them to search for information that might help to satisfy that desire.

Although figure 5.1 is pretty simple, therefore, I don’t really want to say that
animal minds are that simple. The relevant claim to take away from the discussion
is just that in all mammals (and so, a fortiori, in those mammals that were the
immediate ancestors of the great ape lineage) there is probably a complex layer
of belief- and desire-generating modules located between the various perceptual
systems and some sort of limited-channel practical reasoning system.

3 Earlier Species of Homo

What changes began to occur in the basic mammalian cognitive architecture,
during the evolution of the great apes and the transition to modern Homo sapiens?

3.1 Deepening Modules

At some point in the evolution of the great-ape lineage—whether in the common
ancestor of ourselves and the chimpanzees or perhaps later, during the develop-
ment of Homo—changes would have begun to occur. These were not initially
changes of an architectural sort, | suggest. Rather, some of the existing suite of
modules were deepened and enlarged, rendering their processing much more
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sophisticated; and perhaps some new modules were added, such as the social-
exchange/cheater-detection module investigated by Cosmides and Tooby (1992;
Fiddick et al., 2000). Thus some sort of social relationships module gradually
developed into the beginnings of a mind-reading module; the foraging module
became increasingly sophisticated, developing into a system of naive biology; the
causal reasoning system developed into a form of naive physics; the object-property
system expanded greatly to allow for many more object categorizations; and so on.
The result is represented in figure s.2.

[ don’t mean to claim that all of these changes occurred at the same time or for
the same reason, of course. There is a complex story eventually to be unraveled
here about the differing pressures—and no doubt their complex interactions —that
led to the gradual deepening of different modules at various points in our ancestry.
And for any given such change, it is still highly controversial at what evolutionary
stage it first occurred.? Nor do [ wish to claim that all modules have undergone a
similar sort of transformation. On the contrary, it may well be that we still operate
with essentially the same system for calculating approximate numerosities that is
present in rats, for example.

By the time of Homo ergaster some quarter of a million years ago, all of the
relevant changes would surely have taken place. Members of this group of species
were plainly much smarter than present-day chimpanzees. They were able to move
out of Africa into a wide variety of environments throughout Asia and Europe,
including extremely harsh subtundra habitats. They had sophisticated stone-tool
technologies. They were capable of adapting quickly to, and extracting relevant
information concerning, wide variations in flora and fauna (Mithen, 19go). And all
the evidence points to highly social creatures, capable of sustaining the complex
social and personal relationships necessary for survival in such harsh environments,
for the rearing of children with increasingly long periods of maternal dependency,
and so on. (See Mithen, 1996, for a review of the evidence.)

Some of the data suggest, however, that members of Homo ergaster were not
capable of the main elements of distinctively human thinking (Mithen, 1996).#
Specifically, they weren’t capable of creative thinking, or of generating radically
new ideas. On the contrary, their stone-tool industries, for example, displayed long
periods of stasis, with no significant changes of design over tens of thousands of
years. And they don’t appear to have been capable, as we are, of conjoining to-
gether ideas across modular boundaries. There is no sign that ideas concerning
naive physics and ideas from naive biology could be combined to lead to the

3. See, e.g., Povinelli (2000), for evidence concerning the relative shallowness of the mind-reading and
naive physics modules possessed by our nearest cousins, the chimpanzees.

4. Others have argued that distinctively human thinking emerged much earlier than the first arrival of
Homo sapiens sapiens 100,000 years ago (McBrearty & Brooks, 2001), claiming that appearances to the
contrary are an artifact of small sample sizes. If these views should prove to be correct, then they would
only make my task that much easier, since they would allow greater time for the elements of distinctively
human thinking to evolve together with language. I prefer to work with the more demanding
assumption of late emergence.



78 Architecture
Mind-reading
Naive biology
Naive physics
Geometry
Object

Number

iy Practical

FIGURE 5.2 Homo ergaster (great apes?).

Al
//

Bodily
states

G006,

development of specialist stone hunting tools, such as we find in connection with
Homo sapiens sapiens. Nor is there any evidence of analogical linkages between
animal and social domains, such as we find in modemn totemism, in the famous
lion-man figurine from Hohlenstein-Stadel in Germany, and so on. It is for these
reasons that [ say the basic mammalian cognitive architecture was unchanged in
members of Homo ergaster and before.

3.2 Developing Imagination

There is one further point I want to pick up on, resulting from the deepening of
modules. This is that the extensive development and enriching of the object-
property system would have made possible simple forms of sensory imagination.
For the evidence is that imagery deploys the same top-down neural pathways in our
perceptual systems that are deployed in normal perception for purposes of object-
recognition (Kosslyn, 1994). As the number and range of object-categorizations
available to our ancestors greatly increased (as it plainly did), so increasing pressure
would have been put on the mechanisms concerned with object-recognition,
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leading to further strengthening of the top-down pathways used to “ask questions”
of degraded, incomplete, or ambiguous input. It seems quite likely, then, that
Homo ergaster would have been capable of generating visual and other images,
even if this capacity was rarely used outside of the demands of object-recognition.

In fact, however, there is evidence of the use of rotated visual images by
members of Homo ergaster some 400,000 years ago. This comes from the fine
symmetries that they were able to impose upon their stone tools, while using a
reductive technology that requires the planning of strikes some moves ahead. For
Wynn (2000) makes out a powerful case that this can only be done if the stone-
knapper is able to hold in mind an image of the desired shape that the stone would
have when seen from the other side, rotating it mentally in such a way as to
compare it with the shape of the stone now confronting him.

Then, given that members of Homo ergaster were capable of forming and
manipulating mental images outside of the context of object-recognition, it may
well be the case that they also used such images for purposes of mental rehearsal
more generally. If they could form an image of an action they were about to
perform, for example, then that image would be processed by the input systems in
the usual way, and made available to the suite of central modules, some of which
might then generate further predictions of the consequences of that action, and so
forth. At any rate, this sort of mental rehearsal looms large in the cognition of our
own species, as I will show hereafter; so it is interesting to note that it may well
have been available to some of our more immediate ancestors as well.

4 'The Emergence of Language

Most people think that language was probably a late-emerging capacity in the hom-
inid lineage. Some people go so far as to put the emergence of language at the time
of the “creative explosion” of the upper Paleolithic period, just 40,000 years ago and
well after the appearance of anatomically modern humans some 60,000 years ear-
lier (Noble & Davidson, 1996). Others wonder cautiously whether the Neanderthals
might have had language (McBrearty & Brooks, 2001). But most are inclined to put
the emergence of grammatical, syntax-involving, natural language with the first
appearance of our species—Homo sapiens sapiens—about 100,000 to 120,000 years
ago, in southern Africa (Bickerton, 1990, 1995; Stringer & Gamble, 1993; Mithen,
1996).

It does seem quite likely that some later species of Homo ergaster (including the
Neanderthals) may have spoken a form of what Bickerton (1990, 1995) calls “proto-
language,” similar to pidgin languages and the languages spoken by two-year-old
children. This would be a system of spoken signs, with some distinction between
nouns and verbs, perhaps, but with little other grammatical structure. Such “lan-
guages” have considerable utility (there is quite a lot that you can communicate
using a pidgin language, for example), but they place considerable demands on the
interpretational —mind-reading —skills of their hearers. This is because utterances
that consist only of strings of nouns and verbs tend to be multiply ambiguous.
Indeed, it may well be that the increasing use of protolanguage was one of the major
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pressures leading to the evolution of a full-blown sophisticated mind-reading ca-
pacity as we now know it (Goméz, 1998).

4.1 A Language-Involving Architecture

It seems likely, then, that at some point around the cusp of the first appearance of
Homo sapiens sapiens, a system for processing and producing full-blown gram-
matical language began to emerge. I assume, as is now conventional, that this
system divides into a core knowledge-base of grammatical and phonological knowl-
edge, subserving separate production and comprehension systems. The result is
depicted in figure 5.3, with all of the previous belief- and desire-generating mod-
ules now collapsed together for simplicity (and now with a double arrow between
them to accommodate the fact, acknowledged earlier, that some belief modules
deliver their outputs as input to some desire modules, and so forth).

At the protolanguage stage, | presume that the messages to be communicated
were either the domain-specific outputs of one or other of the conceptual modules
or the results of practical reasoning (such as an intention to act). So the causal
sequence would go like this: first there exists a domain-specific propositional
thought, generated by a central module, which the agent wants to communicate.®
The agent then marshals a learned vocabulary and the resources of the mind-
reading system to produce an utterance that is likely to convey that thought to a
hearer, given the context. And in order for the hearer to be able to do anything with
that thought, it has to be made available to the various belief- and desire-generating
central systems. (At this stage, agents have no other inferential resources available
to them, I am supposing.)

Similarly, with the emergence of the modern language-faculty, at least ini-
tially: each spoken sentence would be an encoding into grammatical language of
a thought that is the output of a central module (or of the practical reasoning
system); and each comprehended sentence would be made available to the full
suite of central modules. The language faculty, then, is a unique kind of module,
producing a radical new architecture to cognition. This isn’t just because it is
simultaneously both an input and an output module (though that is part of the

5. Does the desire to communicate these domain-specific thoughts presuppose that there is some
system —presumably the mind-reading system —that has access to the outputs of all the others? If so,
then it might be said there was already a system capable of linking together the outputs of all modules
prior to the evolution of a language faculty, namely, the mind-reading system. However, that a system
can take any contents as input doesn’t mean that it is capable of combining those contents together into
new thoughts, or of deriving arbitrary inferences from those inputs. Moreover, at least two other mech-
anisms to underpin these early forms of communication can be envisaged that are much more modest
in their requirements. One is that people should be disposed to express in language information that is
highly salient. The other is that they might operate via a form of subvocal rehearsal, of the sort that
arguably becomes ubiquitous in contemporary humans (see hereafter). That is, people might rehearse
potential utterances in imagination, selecting those that have the greatest number of relevant effects
(upon themselves). It is far from obvious that either of these proposals should require intermodular
communication to be taking place already at this early stage.
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explanation). It is also because it is a module that—uniquely—feeds into, and
draws outputs from, all of the central modular systems. This makes it a kind of
“supermodule.” It also means that there is a sense in which it isn’t domain specific,
since it can draw inputs relating to any domain. But in another sense it is domain
specific. For the language faculty isn’t interested in the contents of the thoughts it
receives per se. Its job isn’t to draw inferences from a belief as input to generate
other beliefs, for example. Rather, its job is just to formulate that thought into a
syntactically acceptable sentence. Since the function of the language faculty is to
produce and decode linguistic utterances, that is its proper domain.

4.2 Interfacing Language and Other Modules

What kind of interface would need to have been built to enable the language
faculty to communicate with the central modules? On the production side, this is
(initially) relatively straightforward, at least in the sense of meshing with classical
accounts of sentence production (e.g., Levelt, 1989). For each of the central
modules would already have been charged with producing propositional outputs.
The task for the language faculty is just that of mapping these outputs onto a
sentential structure.®

6. In fact this task seems likely to be somewhat more complex than is often supposed. For although the
geometric module will deliver outputs that are propositional —in the sense of having combinatorial
structure of some sort—it seems unlikely that those outputs will already be such as to contain concepts
like “left” and “right.” (This may be the reason why such words are so difficult for children to learn. See
Shusterman & Spelke, chapter 6 here.) So those outputs will need to be transformed into the appro-
priate conceptual structures before the process of encoding into language can take place.
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But how does comprehension work? How does the comprehension subsystem of
the language faculty provide inputs for the central modules? Some of these modules
would already be set up to accept propositional inputs from some other central
modules. But this wouldn’t by any means provide for global availability of propo-
sitional contents. Nor would this provide any obvious way for the comprehension
subsystem to take a sentence with a content that crosses modular boundaries (once
that becomes possible —see hereafter) and to “carve it up” into appropriate chunks
for consumption by the relevant domain-specific central modules.

There are perhaps a number of different ways this problem could have been
solved, in principle. But I suspect that the way it was actually solved was via the
construction of mental models. There is quite a bit of evidence of the role of
mental models in discourse comprehension (see Harris, 2000, for reviews). And
a mental model, being an analog quasi-perceptual structure, has the right format
to be taken as input by a suite of central modules that were already geared up to
receive perceptual inputs. So I suspect that the process goes something like this:
upon receipt of a sentence as input, the comprehension system sets about con-
structing an analog model of its content, accessing semantic knowledge, and
perhaps also relevant background beliefs. The resulting structure is then presented
to all central modular systems as input. (These structures might also be stored in
existing perceptual memory systems, in effect creating a virtual non-domain-
specific memory system. See sec. 5.)

4.3 Combining Contents in Language

Returning now to the question of how domain-specific thoughts are encoded
by the production subsystem of the language faculty—how can such thoughts be
combined into a single non-domain-specific sentence? Some aspects of this are
relatively easy to get a handle on. Suppose that the output of the geometric mod-
ule is the thought THE FOOD IS IN THE CORNER WITH THE LONG
WALL ON THE LEFT, while the output of the object-property system is the
thought THE FOOD IS BY THE BLUE WALL.” Our problem is to understand
how these two thoughts can be combined together to produce the single non-
domain-specific sentence “The food is in the corner with the long blue wall on the
left.” Given that we are supposing that there is already a system for encoding
thoughts into language, this reduces to the problem of understanding how this
sentence might be generated from the two sentences “The food is in the corner
with the long wall on the left” and “The food is by the blue wall.”

Two points are suggestive of how this might be done. One is that natural
language syntax allows for multiple embedding of adjectives and phrases. Thus one
can have “The food is in the corner with the long wall on the left,” “The food is in
the corner with the long straight wall on the left,” and so on. So there are already

7. I here follow the usual convention of using capitals to designate sentences of Mentalese, reserving
quotation marks to designate sentences of English.
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“slots” into which additional adjectives—such as “blue” —can be inserted. The
second point is that the reference of terms like “the wall,” “the food,” and so on
will need to be secured by some sort of indexing to the contents of current per-
ception or recent memory—in which case it looks like it would not be too complex
a matter for the language production system to take two sentences sharing a
number of references like this, and to combine them into one by inserting ad-
jectives from one into open adjectivesslots in the other. And there would surely
have been evolutionary pressure from the demands of swift and efficient com-
munication for the language faculty to evolve just such a capacity.

5 Distinctively Human Thinking

We are already in a position to see how the addition of a language module to the
preexisting modular architecture might provide one of the distinctive elements of
human thought, namely, its capacity to combine together contents freely across
modular domains. But we have, as yet, said nothing to suggest why tokens of natural
language sentences should qualify as thoughts. From the fact that we can express, in
speech, contents that cross modular domains, it doesn’t yet follow that we can reason
with or otherwise make use of those contents in any of the ways distinctive of thinking.

5.1 Using Language in Thought

As a first step toward seeing how the language faculty might underpin distinctively
human thinking, recall a point made earlier, that modular input and output sys-
tems have substantial back-projecting neural pathways that make possible different
forms of sensory and motor imagery; and that such images are processed by per-
ceptual input-systems in the usual way, just as if they were percepts. Assuming that
the same is true for language, then sentences formulated by the production sub-
system could be displayed in auditory or motor imagination, hence become
available to the comprehension subsystem that feeds off perceptual inputs and, via
that, to all of the various central-process modules.

Cycles of activity would thus become possible, as follows. In response to per-
ceptual or linguistic input, the central modules generate a variety of domain-specific
outputs. These are made available to the language faculty, which combines some of
them into a sentence thatis displayed in imagination, processed by the comprehension
subsystem, and made available to the central modules once again. The latter process
the resulting input, generating new domain-specific output, which is again made
available to the production subsystem of the language faculty, which formulates some
of it into a new sentence; and so on. While there is no reason to think that this could
be the whole of human thinking, it does suggest a way in which —given sufficient cy-
cles of domain-specific activity—new non-domain-specific ideas and beliefs might be
generated, which could go well beyond anything manifest in the initial input.

What, then, are the other main elements of distinctively human thinking that
need to be explained? One, surely, is creativity. Humans are capable of creating new
ideas that don’t just go beyond the input but appear to be wholly unrelated to it.
Humans engage in fantasy and pretence in which they create imaginary worlds quite
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FIGURE 5.4 Homo sapiens sapiens.

unlike the real world. And humans are capable of forms of insight in which new
ideas or new theories are produced that radically extend anything previously avail-
able. These capacities are not yet accounted for on the foregoing model.

Another main element in distinctively human thinking, however, concerns
what humans do with new ideas once they are produced. Plainly, they can be
remembered; so we need some sort of non-domain-specific memory system. But
they can also be evaluated. We can take a new idea and decide whether or not it is
a good one. Or we can consider two competing hypotheses and judge which of
them is the better, and so on. When these functions are added to the architecture
of figure 5.3, we get something like that depicted in figure 5.4.

Here four main elements have been added to the previous language-involving
architecture. First, an arrow has been added backward from language production
to language comprehension, enabling cycles of linguistic and domain-specific
cognitive activity to occur in “inner speech.” Second, a box for non-domain-
specific memory has been added, taking input both from language comprehension
(so that people can believe and remember what they are told) and from theoretical
reason (see hereafter). Third, a supposition generator has been added, providing
input to the language production system. Its function is to generate new sentences
whose contents aren’t produced from the outputs of the various central modules.
Fourth, a box for theoretical reason has been added, which takes inputs from
language production and domain-general memory, and which provides outputs to
both domain-general memory and to practical reason, so that decisions on which
sentences to accept can be both recalled and acted upon.
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How radical would these departures be from the previous modular architecture,
as represented in figure 5.37 And how plausible is it that these new functions could
make their appearance within a relatively short time-span subsequent to (or coin-
cident with) the evolution of the language faculty? Providing for the first two func-
tions should have been relatively simple, as [ have already shown. Thus there is every
reason to think that the language faculty, like other input and output systems, would
have been set up in such a way as to make it possible to display output-sentences in
imagination, so that they can then be consumed by the input comprehension sub-
system; hence making possible cycles of modular activity of the sort envisaged earlier.
Moreover, if the comprehension subsystem operates by constructing analog mental
models, as suggested earlier, then the results could be stored in existing perceptual
memory systems—thus de facto creating a system of domain-general knowledge,
given that the sentences comprehended can have non-domain-specific contents. But
what of the supposer? And what of a faculty of theoretical reason? Is it plausible that
such domain-general functions could have been built within the time-frame avail-
able, and that their operations should be computationally tractable?

5.2 Supposing and Pretending

In the case of the supposer, there is some reason to think that a simple initial
disposition to generate new sentences for consideration—either at random or
drawing on similarities and analogies suggested by perceptual or other input—might
be sufficient. I have argued elsewhere (Carruthers, 2002b) that it is just such a
disposition that gives rise to the ubiquitous and distinctive phenomenon of pretend
play in human children; and that the function of such play may be to practice and
hone a capacity for relevant and fruitful creative thinking. Here I shall be brief.

Consider the case of a young child pretending that a banana is a telephone.
The overall similarity in shape between the banana and a telephone handset may
be sufficient to activate the representation telephone, albeit weakly. If the child has
an initial disposition to generate an appropriate sentence from such activations, she
will then construct and entertain the sentence “That is a telephone.” This is then
comprehended and processed, accessing the knowledge that telephones can be
used to call people, and that Grandma is someone who has been called in the past.
If Grandma is someone whom the child likes talking to, then this may be sufficient
to initiate an episode of pretend play. By representing herself as making a phone
call to Grandma (using the banana), the child can gain some of the motivational
rewards of talking to her. The whole sequence (including the initial generation of
the supposition “That is a telephone”) is then reinforced, making it more likely
that the child will think creatively again in the future.

From such simple beginnings one can imagine that children gradually build up a
set of heuristics for generating fruitful suppositions—relying on perceptual and other
similarities, analogies that have proved profitable in the past, and so on. And with such
a suppositional faculty up and running, the generative powers of the cognitive system
represented in figure 5.4 would become radically transformed, becoming much less
dependent upon perceptual and spoken input for its operations, and arguably dis-
playing just the kinds of creativity in thought and behavior that we humans evince.
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5.3 Inference to the Best Explanation

As for the faculty of theoretical reason, we need first to consider what such a faculty
should contain. As I envisage it, a theoretical reasoning faculty is basically a faculty
of inference to the best explanation, of the sort employed in science. While no one
any longer thinks that it is possible to codify the principles involved, it is generally
agreed that the good-making features of an explanation include such features as:
accuracy (predicting all or most of the data to be explained, and explaining away
the rest); simplicity (being expressible as economically as possible, with the fewest
commitments to distinct kinds of fact and process); consistency (internal to the
theory or model); coherence (with surrounding beliefs and theories, meshing to-
gether with those surroundings, or at least being consistent with them); fruitfulness
(making new predictions and suggesting new lines of inquiry); and explanatory
scope (unifying together a diverse range of data). Such principles are routinely
employed in everyday life as well as science, of course, in thinking about a wide
range of subject matters. And it is arguable that hunter-gatherers concerned with
tracking prey will employ just such principles in the course of a hunt (Carruthers,
2002a; Liebenberg, 1990). So such a faculty very probably has a considerable
ancestry, and would have been of vital adaptive significance.

There is some reason to think that a good proportion of these principles would
come to us “for free” with the language faculty, however. (This point is argued more
fully in Carruthers, 2003¢c.) For a strong case can be made for the vital role of
considerations of relevance in the production and comprehension of speech
(Sperber & Wilson, 1986, 1995). And there are two basic determinants of relevance,
on such an account. First, utterances are relevant to the extent that they minimize
the processing effort required to generate new information from them. Second,
utterances are relevant to the extent that they issue in large amounts of new infor-
mation. One would therefore expect that, when these principles are turned inwards,
coopted for use in deciding whether or not to accept (believe) an internally gener-
ated sentence, they would lead to a preference for simple but fecund theories. That s,
we should prefer statements that yield as much information as possible (unifying or
predicting the maximum possible extent of data) but do so economically.

The other main strands in inference to the best explanation are then consis-
tency and coherence with surrounding theories. There is no reason to think that
this should require the introduction of anything radically new into the cognitive
system, | think. Consistency with other beliefs can be checked by running the
sentence that is up for acceptance back through the comprehension system,
building a model of its content that can be compared with those already stored in
non-domain-specific memory, and making its content available to the various
domain-specific modules and their associated memory systems. Coherence can be
checked by forming a conjunction of the sentence in question and any other
theoretical belief, subjecting that conjunction to the processes just described.

If this account is along the right lines, then it is somewhat misleading to talk about
a “faculty” of inference to the best explanation, and to represent it with a box in figure
5.4. For it doesn’t have to be a functionally separate system, with a distinct neural
realization. Rather, it is a sort of “virtual” faculty, built out of the operations of other
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systems. For there would already have had to be in place some system for deciding
whether or not to believe a sentence received as input—that is, for deciding whether
or not to accept the testimony of another person. And the relevance-theoretic pref-
erence for simple but fecund statements would already have been built into the
language-interpretation system. What you get when imaged sentences of natural
language are created by the supposition generator and cycled through the system
would thus be a functional equivalent of a faculty of inference to the best explanation.

[tappears, then, that none of the additions and changes necessary to transform the
figure 5.3 architecture into the figure 5.4 architecture is especially demanding; nor is
it implausible that those changes might have taken place within the relatively short
time-frame available —either coincident with, or within a few tens of thousands of
years of, the evolution of a language faculty. In which case it would seem that the
main elements of distinctively human thinking can be secured from domain-specific
modular components with a minimum of additional non-domain-specific apparatus.
All that is needed, in effect, is a non-domain-specific memory system supervening on
existing perceptual memory systems, and a disposition to generate new suppositions/
sentences for consideration. The remainder of the new elements in the figure 5.4
architecture can be secured by coopting resources already available.

5.4 Outstanding Problems

Of course it would be foolish of me to pretend that all of the problems involved in
understanding distinctively human cognition have now been addressed, let alone
solved. For one thing, there remains the question of how some central-modular
outputs rather than others get selected for encoding into language. Would this
require the existence of some sort of general problem-solving executive system,
overseeing the operations of all the other systems? If so, then the prospects for
modeling human cognition in computational terms would not be looking too
bright. For another thing, there remains the question of how the practical rea-
soning system can direct or moderate the activity of the central modules and the
supposer, in such a way that those systems are directed toward the generation of
contents that might prove useful in satisfying existing goals.

There is some reason to hope that the former problem can be understood in
terms of the salience of different modular contents, where this might be modeled
in terms of intermodular competition for scarce cognitive resources (Sperber, chapter
4 here). And one might expect that the latter problem could be addressed in terms of
the operations of a variety of attentional systems, which either direct the various
modules to work on some aspects of perceptual input rather than others, or cue those
modules to be interested in certain sorts of contents rather than others, or both.

Perhaps a more serious problem, for my account, is to explain how domain-
general knowledge can become practical. For all that I have really done so far is to
explain how domain-general sentences might be generated and accepted. But how
do these sentences then get to have an impact upon practical reasoning, and upon
action? One option would be to say that there is a distinct parser/interface for the
practical reasoning system that can take a natural language sentence as input and
produce a representation in the right format to be processed in practical reasoning.
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But this isn’t a very attractive option for me, since it multiplies the number of
computationally serious mechanisms that would need to be postulated in explaining
how language comes to be the medium of intramodular integration. But it is still a
possible option. After all, pressures of efficiency in communication alone might
have been enough to explain the increasing use of language to combine the outputs
of a number of different modules. And then there might have been selective ad-
vantages if the practical reasoning system could evolve a language interface so that it
could take these crossmodular inputs directly, using them as a basis for action.

The more attractive option, for me, is to use a combination of three ideas: (1)
cycles of linguistic activity in inner speech, (2) the use of mental models in speech
comprehension, and (3) the access of the practical reasoning faculty to perceptual
inputs. Here, then, is how the story might go. The crossdomain sentence “The toy
is in the corner with a long blue wall on the left” is constructed and displayed in
auditory imagination, thereby being taken as input by the language comprehen-
sion subsystem. That system sets to work to build a mental model of its content,
where such a model is an analog quasi-perceptual representation. This model is
then in the right format to be taken as input by the practical reasoning faculty,
which must always have had access to perceptual outputs to underpin highly
indexical planning in relation to the perceived environment. (“I'll take that one,”
“I'll go that way,” “I'll fit that through there and then move it just so.”) Then the
practical reasoning faculty has access to both of the items of information that it
needs (long wall on left, and blue wall) in order to achieve the goal of retrieving the
toy, embedded within a single representation.

Admittedly, this story does emphasize that the role of mental models in my
account is something of a hostage to fortune. Might it require the existence of
some sort of General Problem Solver to construct a mental model from a given
sentence as input? I hope not; and I don’t see why it should; but I can’t here
demonstrate that it doesn’t. However, investigation of these and other issues must
await some future occasion. All that I can claim to have done here is to sketch a
modular architecture that holds out the promise of understanding human cogni-
tion in modular and computationally tractable terms.

6 Conclusion

I have argued that it is both possible and plausible that distinctively human
thinking should be constituted out of modular components, specifically compo-
nents that implicate natural language. If this is the case, then those who argue
against the thesis of massive modularity on the grounds that it cannot account for
the non-domain-specific character of much human thought will have to find other
reasons for their continued opposition. In fact, it looks like one can have one’s
massive modularity and one’s non-domain-specific thinking and reasoning too. In
addition, those who are already committed to believing in some form of massive
modularity hypothesis now have an architectural proposal to investigate further.
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uman adult thought appears to transcend animal and infant capabilities greatly.
H In this chapter, we explore the possibility that language learning provides a path
to mature cognition, focusing on the domain of spatial reasoning to probe questions
about innate structure and conceptual change. We first summarize evidence that
aspects of early spatial cognition rely on modular systems that exhibit characteristic
limits in infants and animals. We then discuss how language could serve to over-
come these limits.

Do human and animal minds consist of a collection of domain- and task-
specific, encapsulated systems, or do they center on a single, central capacity for
coordinating information and planning actions? In either case, are human cognitive
capacities relatively constant over ontogeny, or do they change qualitatively with
development and learning? Finally, are humans’ cognitive systems shared by other
animals, particularly nonhuman primates, or are certain systems unique to us?

This chapter has two faces. On the one hand, we argue that human and ani-
mal minds indeed depend on a collection of domain-specific, task-specific, and
encapsulated cognitive systems: on a set of cognitive “modules” in Fodor’s (1983)
sense. These systems are largely constant over human development: they emerge
in human infancy and undergo little qualitative change thereafter. Such core knowl-
edge systems underlie many aspects of human cognition, from attentive tracking
of objects (Carey & Xu, 2001) to estimation of numerosity (Dehaene, 1997) to rep-
resentation of agency and intentionality (Johnson, 2000). Moreover, these sys-
tems are largely shared by humans and a variety of nonhuman animals, suggesting
that they evolved before the differentiation of the human species. They link the

We thank Sang Ah Lee for assistance in running the experiments and Susan Carey, Sang Ah Lee, Kristin
Shutts, and Laura Wagner for comments on earlier versions of this chapter.
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sophisticated cognitive achievements of human adults to those of humbler crea-
tures lacking language, culture, or education.

On the other hand, we argue that human and animal minds are endowed with
domain-general, central systems that orchestrate the information delivered by core
knowledge systems. One such system, associative learning, is common to human
adults, infants, and nonhuman animals; it allows organisms to adapt their behav-
ior to long-term regularities in the environment. A second system, however,
is unique to human children and adults: the language faculty and the specific
natural languages whose acquisition the language faculty supports. The latter
system provides a medium that human children and adults use to combine in-
formation rapidly and flexibly, both within and across core domains.

Natural language has two properties that make it a good candidate mechanism
for supporting interaction across conceptual domains. First, natural language
has the flexibility to name concepts in any domain: “think” or “want” in theory of
mind, “left” or “long” in the domain of space, “cup” or “on” in the domain of object
mechanics. Second, natural language has the combinatorial structure to enable
concepts from separate domains to be conjoined in phrases and sentences, for
example, “I think he wants the cup that’s to the left of the newspaper.” Uniquely
human combinatorial capacities that bind together information common to hu-
mans and other animals have previously been proposed to account for various
aspects of cognition, including knowledge of the physical world (Carey & Spelke,
1994), knowledge of number (Spelke & Tsivkin, 2001), and theory of mind (de
Villiers & de Villiers, 2003). Here we focus on the domain of spatial cognition,
specifically the case of spatial reorientation (Cheng, 1986; Margules & Gallistel,
1988). We present evidence that language provides a mechanism by which children
overcome limits to their core mechanisms for spatial representation. The hypothesis
that language learning supports the development of spatial cognition has been
spelled out previously (Spelke, 2003); the research presented here both tests this
position and probes the mechanisms by which language might give rise to uniquely
human representations of the spatial layout of the environment.

This chapter is divided into three parts. First, we review the literature on spatial
reorientation in animals and in young children, arguing that spatial reorientation
bears the hallmarks of core knowledge and of modularity. Second, we review studies
of older children and adults, arguing that human spatial representations change
qualitatively over development and show capacities not found in any other species.
Third, we present two new experiments investigating the role of emerging spatial
language in uniquely human navigation performance.

1 The Case of Spatial Reorientation

Many navigating animals can represent their own changing locations by inte-
grating information about position, direction, and speed (e.g., Mittelstaedt &
Mittelstaedt, 1980; Miiller & Wehner, 1988). Because these computations are
subject to cumulative errors, animals need to correct their sense of position and
orientation by drawing on environmental representations in memory (Gallistel,
1990). The process of error correction, or reorientation, has been documented in a
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wide range of animals and serves to reveal what aspects of space animals and
humans encode, remember, and use to regain their bearings.

1.1 Comparative Studies on Reorientation

In the earliest reorientation studies, food-deprived rats were shown the location of
a food reward near a corner of a rectangular room with numerous visual and
olfactory cues (Cheng, 1986; Margules & Gallistel, 1988). The rats were removed
from the room, disoriented, and then returned to the room and allowed to search
for the food. Rats searched equally at the target corner and at the corner located at
a 18o-degree rotation from the target, a location that had the same geometric
relationship to the shape of the environment as the target location (fig. 6.1). Sur-
prisingly, the rats did not use any of the nongeometric cues, such as the distinctive
odors, brightnesses, scents, or textures in different regions of the environment, to
distinguish between the two geometrically equivalent choices.

Importantly, rats failed to reorient by nongeometric information even though
they detected the information, remembered it, and used it in other ways to guide
their navigation. For example, Cheng and Gallistel noted that oriented rats read-
ily learn to forage at a location marked by a panel of a distinctive brightness, pattern,
or odor (e.g., Suzuki et al., 1980). They speculated that nongeometrically de-
fined landmarks serve as direct cues to significant environmental locations, but not
as cues to reorientation. In a preliminary test of this hypothesis, Cheng (1986) trained
rats to forage at a position marked by a landmark. After disorientation in a rectan-
gular room, the rats searched for food primarily at the correct, trained location.
Cheng speculated that their search was guided by two independent processes:
a reorientation process based exclusively on the shape of the room, and a land-
mark process based on a learned association between the nongeometric cue and the
goal location.

Subsequent research has replicated Cheng’s training effect in a variety of
species: disoriented rhesus monkeys (Gouteux et al., 2001), rats (Dudchenko et al.,

A: Target
corner

B: Geometrically
equivalent to target

FIGURE 6.1 Schematic of the geometric effect in reorientation in a rectangular room. An
object is hidden in the target corner (Corner A) while the subject watches. Following the
disorientation procedure, there is no way to distinguish between Corner A and Corner B
since they are located at rotationally symmetrical points (both are to the left of a short wall).
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1997), and fish (Sovrano et al., 2002, 2003) have all been found, after training, to
locate food in accordance both with the shape of the room and the position of a
direct, nongeometrically defined landmark. Further evidence suggests that escape
tasks engage landmark-based navigation processes more than otherwise identical
foraging tasks. For example, Dudchenko and colleagues (1997) found that rats
trained in a water maze (an aversive escape paradigm) learned to use landmark
cues to find an underwater platform, even though they failed to do so in a foraging
task equated for complexity, apparatus size, and amount of training.

Some investigators have argued that these data undermine Cheng and Gal-
listel’s claim for a modular reorientation process (Gouteux et al., 2001; Dudchenko
etal., 1997), but recent studies with fish, using an escape task, dramatically support
the argument for two distinct processes (Sovrano et al., 2003). Disoriented fish were
trained to find the escape door to a tank that, like the chamber Cheng used with
rats, was rectangular in shape and was furnished with distinctive landmarks at each
corner. After training, fish found the door effectively, using the landmarks. To
determine how this information was used, the authors ran further tests in which
they removed one or more landmarks. When all landmarks were removed, fish
searched primarily and equally at the two geometrically appropriate doors, pro-
viding evidence that they used the shape of the environment to reorient them-
selves. But how does the presence of landmarks enhance performance further,
distinguishing the correct door from its opposite? If landmarks were used for re-
orientation, the authors reasoned, then landmarks should enhance performance
regardless of their spatial relation to the goal. In contrast, if landmarks were used to
mark the goal position directly, only landmarks near the goal should enhance
performance. Consistent with the second prediction, fish searched correctly when
the landmarks far from the escape door were removed, leaving only the landmark
near the escape door. However, they searched exclusively based on geometry when
the landmark nearest the escape door was removed, leaving only the indirect, distal
landmark. These findings and similar findings with monkeys (Gouteux et al., 2001)
provide strong support for Cheng’s original hypothesis: navigation depends both
on a reorientation mechanism that is sensitive to the shape of the environment
and on associative learning mechanisms that link significant locations with nearby
landmarks.

In sum, there is strong evidence for a reorientation mechanism with clear
signature limits: it is sensitive to the shape of the extended surface layout but not to
other detectable kinds of environmental information. 'Two types of situations allow
disoriented animals to navigate by nongeometric information: training tasks and
aversive escape tasks. The weight of the evidence suggests, however, that the same
reorientation mechanism, focusing on geometric cues, operates in these situations,
and that its signature limits are bypassed by associative learning of direct links
between a goal location and a nearby landmark. Many animals, therefore, can
represent both the shape of the surface layout and significant locations in the
layout, and each type of representation guides a distinct navigation process. But
can these distinct processes be flexibly combined into a single, unitary represen-
tation? In many studies to date, rats, monkeys, and fish have shown little ability to
combine geometric with nongeometric features of the environment.
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1.2 Developmental Studies of Reorientation
in Humans

Children, like rats, reorient using the geometric features of the environment while
ignoring salient nongeometric landmarks (Gouteux & Spelke, 2001; Hermer &
Spelke, 1994, 1996; Wang et al., 1999). Borrowing from the paradigm of Cheng and
Gallistel, Hermer and Spelke (1994) tested adults and 18- to 24-month-old children ina
rectangular room with either all white walls or three white walls and one blue wall.
Subjects watched a toy being hidden in one of the corners of the room. They were
disoriented by being spun around with their eyes closed and were then asked to find
the hidden toy. In the all-white-wall condition, where there were only geometric cues
available for reorientation, subjects searched equally in the correct and in the geo-
metrically equivalent corners. In the blue-wall condition, adults readily used the blue
wall as a landmark to search only in the correct corner. Children, however, performed
like rats: they searched equally in both geometrically correct corners, failing to use the
presence of the blue wall to restrict their search to the correct corner.

A series of controls ensured that children’s failure occurred specifically when the
navigation task required that they use nongeometric features to reorient. Like rats,
children succeeded in attending to, remembering, and using such features when they
served as a direct cue to a significant location. In one set of studies, for example,
children played a game in which a xylophone would play each time they hit a dis-
tinctively colored wall. Some children were brought in for multiple visits to make the
colored wall especially familiar. When children were disoriented and encouraged to
make the music, they moved directly to the colored wall, indicating that they attended
to it, remembered it, and used it to guide their spatial behavior. When, however, the
children were asked to retrieve the hidden object, their search was not affected by
the location of this wall. Like rats, children used a nongeometric landmark as a direct
cue to a significant location but not as a cue for reorientation (Wang et al., 1999).

Another set of experiments established that this behavioral reliance on geo-
metric cues was specific to the reorientation task. Two containers, each with a
unique pattern and color scheme, were located in two corners along one wall of
the rectangular room. Children watched a toy being hidden in one of the con-
tainers and then closed their eyes as the containers were quietly moved. Children
who were disoriented while their eyes were closed searched for the toy in the
container with the geometrically congruent location but incorrect visual features.
Children who remained oriented while the containers were moved chose the
geometrically wrong but visually correct container. When children were taken
outside of the rectangular room to make their choice, both oriented and dis-
oriented children chose the visually correct container more often. These results
indicate that all of the children had encoded the visual patterns of the correct
container but that these cues were unavailable to the cognitive system responsible
for reorienting in the rectangular room (Hermer & Spelke, 1996).

Taken together, the studies on rats, children, and adults suggest that humans
possess a mechanism for reorientation that is shared with other mammals and that
uses geometric information about an environment while ignoring salient non-
geometric cues. One incidental finding from the studies of adults suggests that the
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knowledge delivered by this system is not explicitly accessible: asked how they
chose where to search for the hidden object, adults readily referred to the non-
geometric landmark when it was available but rarely referred to the shape of the
room. Indeed, some adults, after searching exclusively at the two geometrically
appropriate corners, maintained that they had searched the four corners at ran-
dom, simply following a “hunch” about where the hidden object might be. These
incidental findings are consistent with Cheng’s hypothesis that reorientation de-
pends on an encapsulated system of representation.

1.3 A Geometric Module?

Although an abundance of evidence suggests that reorientation depends on an
encapsulated process, some evidence from children suggests that geometry is not the
critical property that determines what information is, and is not, accessible to that
system. Learmonth, Nadel, and Newcombe (2002) replicated Hermer and Spelke’s
original finding with four-year-old children, providing evidence that children fail to
use nongeometric information in the reorientation task in a small room, but dem-
onstrated that the same children succeed in a room four times as large. However,
room size in this experiment was confounded with at least two other factors, land-
mark distance and landmark size; the landmark in the large room was both larger
and farther away from the reorienting child. A recent study demonstrated that the
factor of landmark distance may explain the room size effect. T'wo-year-old children
clearly were shown to use a distant nongeometric cue—a light source outside the
small room —as a cue for reorientation (Dibble et al., 2003). Therefore, information
about the shape of the environment is not always necessary for reorientation, be-
cause a distant light source can serve the same function.

Further experiments provide evidence that geometric information is not al-
ways sufficient for reorientation. Gouteux and Spelke (2001) tested four-year-old
children in a large circular chamber with four indistinguishable landmarks placed
in the same locations as the four corners of Hermer and Spelke’s original rect-
angular room. Although the geometric configuration was the same as in past
studies, children failed to reorient by this configuration of landmarks. Across a
series of studies testing children in a rectangular configuration, children reoriented
in accord with the shape of extended surfaces in the layout but not in accord with
the shape of an array of objects.

A recent study qualifies the claim of a geometric module still further. Hupbach
and Nadel (2003) tested two- to four-year-old children in a thombus-shaped room: its
four walls were equal in length but met at obtuse and acute angles. Although the
major and minor axes of this room differed as dramatically as those in Hermer’s
original studies, the younger children failed to reorient by this difference. After
observing an object hidden in an acute-angled corner, for example, they were
equally likely to search at the corners with obtuse and acute angles. Although
children’s reorientation is affected by the differing lengths of the walls of a chamber,
it evidently is not affected by the differing angles at which those walls meet.

Taken together, these findings suggest a reconceptualization of the “geometric
module” as an encapsulated and task-specific mechanism that analyzes large, stable,
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three-dimensional features of the surface layout. Many researchers have argued that
these features are the most dependable for navigating animals in natural environ-
ments (e.g., Biegler & Morris, 1993; Gallistel, 1990; Hermer & Spelke, 1996; Lear-
month etal., 2002). Hills and oak trees are likely to maintain their size and geometric
configuration over time, whereas the positions of snow patches, colors of the leaves,
and location of small rocks do not. Although the findings suggest a different pic-
ture of how and why geometry is privileged in reorientation, they do not damage the
notion that the reorientation process is modular or lessen the gap between the re-
orientation performance of animals and young children on the one hand and adults
on the other. After all, a human adult can navigate using visual cues of any size and
nature, spontaneously and on the first try. This ability is likely to depend on mech-
anisms that allow the spatial representations available to the reorientation module
to interact with other conceptual domains. (See Carruthers, chapter 5 here).

In sum, many aspects of reorientation across a number of species, including
young humans, bear the hallmarks of modular processing, such as a task-specific
reliance on geometry and an encapsulated imperviousness to many kinds of sensory
cues. This conclusion raises a question: Why do human adults perform so differently
in reorientation tasks?

1.4 The Language Hypothesis in the Development
of Spatial Representations and Reorientation

The studies just outlined provide a starting point for considering which capacities
for spatial representation are present in human adults but not in children and rats.
Cheng and Gallistel’s rats, as well as Hermer and Spelke’s 18- to 24-month-old
children, demonstrated an ability to represent and use a concept like left of the long
wall in locating objects. Using a geometric notion like left of the long wall to
reorient would yield two answers in a rectangular room with two long walls.
However, rats and children failed to encode a concept like left of the red wall, a
concept that unambiguously selects the correct location but requires the use of the
nongeometric feature red. Thus, it seems that both children and rats can represent
concepts like red wall and geometrically defined locations like left of the short wall,
but they cannot encode combined concepts like left of the red wall.

One of us has hypothesized that the acquisition of a specific, natural language
allows humans to combine distinct conceptual domains of core knowledge (Spelke,
2003). On this view, the reorientation module is an innately specified, domain-
specific cognitive system shared among humans and other animals. Because chil-
dren and rats distinguish between the corners with a short wall on the left and the
corners with a short wall on the right, this module is sensitive to sense relations (i.e.,
the difference between left and right) and thus contains the concepts left and right. A
different system, perhaps an object-processing system, might represent the presence
of a red wall and thus contain the concepts red and wall or even red wall. Without
language, however, the only domain-general system available to combine these
diverse concepts is the system of associative learning. Associative learning processes
would allow an animal or child to learn gradually to search both left of a long wall
and at a red wall. In the absence of extended learning, however, there is no way to
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bridge the separate concepts left and red wall; only language provides the syntactic
structure enabling a combined concept left of the red wall.

Before these studies, two lines of evidence suggest that language indeed plays a
role in the developmental change in reorientation performance. First, the age at
which children begin to use landmarks to reorient highly correlates with their
accurate production of the phrases left of X and right of X (Hermer-Vasquez et al.,
2001). This correlation suggests a connection between linguistic ability and the
conceptual underpinnings of successful navigation by landmarks. By contrast, no
other aspects of cognitive development that were explored, such as spatial and verbal
working memory, 10, and vocabulary size, significantly correlated with performance
on reorientation tasks.

The second line of evidence comes from adults. When adults do a verbal
interference task at the same time as the reorientation task, they fail to use land-
marks, suggesting that access to the language system is necessary to perform the
task correctly. By contrast, when adults are asked to shadow a rhythm instead of
words, they succeed in using the colored wall to reorient (Hermer-Vasquez et al.,
1999). Adults’ superior performance during the rhythm shadowing task is probably
not attributable to the greater difficulty of the verbal shadowing task, since a set of
parallel studies suggested that the rhythm shadowing condition was at least as
difficult. Importantly, these studies revealed that verbally shadowing adults both
used the shape of the room to reorient and used a nongeometric landmark as a direct
cue to the hidden object’s location. Verbal interference specifically impaired adults’
ability to use the nongeometric information in the reorientation task.

While both of these findings suggest that language is involved in the develop-
mental change in spatial representation described here, neither provides a direct,
causal link between language acquisition and novel conceptual combination.
Concerning the developmental correlation between “left” and “right” production
and reorientation performance, correlation does not imply causation. The child’s
spatial representations may change first, enabling better reorientation performance,
and fostering the acquisition of spatial language. Indeed, there is no intuitive reason
why language should precede conceptual change; it is just as likely that a purely
nonlinguistic maturation in spatial cognition would make the terms left and right
meaningful in a way that they weren’t before, enabling the child to learn these
terms.

The verbal interference studies with adults also fail to show that language
acquisition causes the change in spatial cognition. Mature cognitive systems are
considerably different from those of two-year-old children: adults have years of
practice sharing spatial concepts with each other through language, and a large body
of data in various domains suggests that habitual patterns of language use have
cognitive consequences for nonlinguistic tasks (e.g., Boroditsky & Schmidt, 2000).
Adults” extended use of language, therefore, may promote more verbalized spatial
representations than those of children. Adults might even construct a completely
different representational system for reorientation from that of children. Conse-
quently, verbal interference may impair adults’ navigation, even if language played
no role in the initial acquisition of the spatial representations that are uniquely
human.
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In an attempt to address these alternative explanations for the apparent in-
volvement of language in reorientation tasks, we have embarked on two studies of
the effect of language on children’s navigation and spatial representation. The first
study investigates whether the presentation of linguistic information alters chil-
dren’s attention to, memory for, and use of nongeometric information in a navi-
gation task. The second study investigates whether training in spatial language can
enhance children’s landmark-based navigation and spatial representation.

2 Does Verbal Cueing Enhance Children’s Use
of Nongeometric Landmarks?

The point of departure for our first study is the finding that rats, fish, and monkeys
can learn to use a nongeometric landmark as a direct cue to the location of a hidden
object, allowing search for the object both in accord with the shape of the envi-
ronment and in accord with the object’s proximity to the landmark. In the studies
with animals, subjects learned over a series of training trials to locate the hidden
object at a particular landmark. It seemed possible, however, that linguistic com-
munication could substitute for this kind of learning and facilitate an association
between the reward object and the nongeometric landmark.

To test whether language might help children to explicitly represent, re-
member, and orient to the correctly colored wall, we conducted an experiment
using a language cue (Shusterman et al., in prep.). The design of the study was very
simple: During some trials, the experimenter said, while she was hiding the sticker,
“Look! I'm hiding it by the red wall!” or “Look! I'm hiding it by the white wall!” If
language can serve to direct attention and memory to task-relevant information in
the ways that associative learning processes do, then the verbal cue should lead
children to search for the object in the ways that trained rats and fish do, using
room shape to reorient and using nongeometric landmarks as direct cues to the
object’s location.

We ran 16 experimental and 16 control subjects in this study, changing only
the presence or absence of the verbal cue. All of the children participated in four
trials of the reorientation task. The task was conducted in a four- by six-foot
rectangular apparatus built according to the original specifications in Hermer and
Spelke (1994), with three walls covered with white fabric and one of the short
walls entirely covered with bright red fabric. The door was made of a loose flap of
white fabric and could not be distinguished from the other walls when closed.
Blue flaps hanging in each of the four corners served as hiding places for the
stickers.

On each trial, children watched the experimenter hide a sticker in one of the
four hiding corners. Then the child put on a blindfold and turned around slow-
ly four to five times. Before removing the blindfold, the experimenter ensured that
the child was truly disoriented (indicated by the child’s inability to correctly point
to the door). The experimenter turned the child to face a particular wall and
removed the blindfold, and the child was allowed to search for the sticker. Each
child saw the sticker being hidden in the same corner on all four trials. Equal
numbers of children in each group were tested with each hiding corner. In the
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FIGURE 6.2 Mean search rates for a) control subjects (n =16) and b) cued subjects (n =16).
Rates are expressed as percentage (%) of trials with first search at the corner. C: correct;
R: rotated; N: near; F: far.

“cue” group, the experimenter told the child, as she was hiding the sticker, “Look!
I'm hiding it by the red (or white) wall!”* In the “no cue” group, the experimenter
talked with the child during the experiment but without explicitly referring to the
color of the wall at the hiding place.

The verbal cue greatly enhanced children’s performance on the reorientation
task (fig. 6.2). In the no-cue condition, children showed the same geometric search
patterns demonstrated in previous studies, choosing the correct corner and the
opposite corner equally. In the verbal cue condition, by contrast, children relied
both on the shape of the room and on the landmark.

This finding raises two questions. First, what navigation processes are engaged
by talking about the nongeometric landmark? Studies of animals provide evidence
that nongeometric landmarks are used as direct cues to a hidden object’s location
but not as cues for reorientation. Is the same true for the children in our study, or
do children who hear that an object is being hidden at a nongeometric landmark
actually reorient themselves by that landmark? Several incidental observations in
this experiment suggest that children used the red or white wall as a direct cue to
the object’s location, not as a cue to reorientation. First, response latencies were
longer in this study than in previous reorientation studies, suggesting that attending
to the red wall elicited a further process not elicited by search in the rectangular
room without landmarks. Second, children often appeared to hesitate, looking to
both geometrically appropriate corners before choosing one. These observations
are consistent with the thesis that two processes guided children’s search: a re-
orientation process based solely on geometry and a landmark-guided process for
selecting among the geometrically correct corners.

The second question is more speculative: if talking about the color of a wall
allows children to use it as a direct cue to the hidden object’s location, then why do
children not provide themselves with this cue in the reorientation task? Peter
Carruthers (personal communication, December 3, 2003) has offered an expla-
nation why children may need to learn left and right in order to succeed inde-
pendently in the reorientation task, even though the current studies show that at

1. While intuitively this might seem likely to have confused the children who heard a cue about the
white wall, since there were actually three white walls (two long and one short), children immediately
and correctly assumed that we were referring to the short white wall directly across from the short red
wall.
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would suffice. Left of the red wall specifies a unique corner in the room, while
at the red wall does not, being ambiguous about which side of the red wall contains
the toy. It does not make sense to remind oneself of a location with an ambiguous
phrase, so children who don’t know left and right don’t encode the situation
verbally at all. All this is a consequence (and a demonstration) of the deep en-
capsulation of the geometric information: because children, like adults, do not
realize that they implicitly know which side of the red wall to search, they cannot
use this fact in their explicit encoding and reasoning in the task.

We suspect that children also fail to encode and use the nongeometric cue
spontaneously for the same reason that untrained animals do: because such cues
are rarely as valid or useful as is the geometric information by which animals
reorient. When animals are tested in symmetrical environments in which the
shape of the surface layout provides ambiguous information, they learn over trials
to supplement their normal navigation processes by attending to and using non-
geometric information as direct landmark cues. Similarly, when children are told
that an object is being hidden near a named, direct landmark, they incorporate this
information into their search strategy. In the absence of either training or verbal
cueing, however, animals and children fail to use this information.

If our speculations are correct, then neither rats who are trained to use a non-
geometric landmark nor young children who hear talk about a nongeometric
landmark truly combine geometric and nongeometric information into a unitary
representation of an object’s position. Adults, in contrast, do appear to form a single,
unitary representation that combines these sources of information. When adults are
disoriented in a rectangular room with a distinctively colored wall, they search
immediately for objects in their correct locations, exhibiting none of the vacillations
and hesitations shown by the children in our study. When asked why they searched
where they did, adults typically report at once that they saw the object hidden, for
example, “left of the red wall.” Our next experiment was undertaken to provide more
direct evidence for the hypothesis that language acquisition is causally related to this
change in reorientation behavior. Specifically, we used a language training study to
ask whether the acquisition of spatial language both precedes and gives rise to the
developmental change in spatial representation and behavior.

3 Does Learning Spatial Language Change
Reorientation Behavior?

In order to test the causal effect of language on reorientation, we taught children
the words left and right and then tested their reorientation in a small rectangular
room with a single nongeometric landmark, a red wall. Previous research has in-
dicated that children under five typically fail to use landmarks in the reorientation
task and that children begin reorienting successtully between the ages of five and
six. Therefore, we chose to use children between four and four and a half years old
for our study on the assumption that these children would fail to exhibit landmark-
based reorientation behavior without any intervention, but that they would prob-
ably have the conceptual readiness to acquire the necessary knowledge for success
in the reorientation task.
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We created a language training protocol based on findings and intuitions in
the literature on children’s acquisition of spatial terms like front and back as well as
left and right ( Kuczaj & Maratsos, 1975; Piaget & Inhelder, 1948/1967; Rigal, 1994).
It seemed likely to us that children learn these terms most easily on their own body
parts. However, we were not sure that learning left and right on one’s own body
parts would be sufficient to affect reorientation behavior; after all, understanding
the position of a moveable, hidden object relative to a landmark (in a thought
like the toy is to the left of the red wall) seems qualitatively different and more
difficult than identifying one’s own left arm, which is much more stable than
either a hidden object or a red wall landmark. Therefore, we used a combined
training procedure that attempted to teach children to map the words left and right
first onto their own bodies and then onto moveable objects placed at their sides.

The training procedure consisted of two comprehension games that followed
an identical structure, the first focusing on body parts and the second focusing on
objects. In the body parts game, children stood in the center of the room and
followed instructions like “raise your right arm” or “shake your left leg,” inter-
spersed with filler commands like “touch your toes.” In the objects game, children
stood in the center of the room with four objects around them (in front, in back, and
at their sides) and were asked to “show me the one on your left” or “give me the toy
on your right,” with filler trials asking for the object in front or back of the child or
referring to the object by color. Both language games followed the same basic
structure of pretest, feedback training, and posttest.

Children were observed over two sessions, typically a week apart. In the first
session, children participated in our language training procedure, preceded and
followed by tests of comprehension of the terms left and right. The second session
began with language posttests to see whether children remembered what they had
learned in the first session training. Then children walked to a separate room with
a reorientation chamber and participated in up to eight trials of the reorientation
task. Additional children were tested only in the reorientation experiment and
never participated in language training.

Our first finding is that it is possible to teach some children the terms left and
right under the present conditions. Of the 19 children who participated in training
and returned for a second session, 8 passed both comprehension tests at the start of
the second session. Thus, about 40 percent of the children demonstrated an im-
proved comprehension of the terms left and right. (See table 6.1.)

How did language training affect children’s behavior in the reorientation
room? To address this question, we classified all of the subjects into one of two
groups on the basis of their second session language assessments. The 8 learners
passed both the body parts and objects games during the second session, and the 11
nonlearners did not. Consistent with the data from previous reorientation studies,
both learners and nonlearners searched primarily in the two geometrically appro-
priate corners. Learners, however, searched in the correct geometric corner signifi-
cantly more often than nonlearners. We also compared the reorientation behavior of
learners and nonlearners to untrained controls who came into the lab for a single
visit and participated only in the reorientation task. The behavior of control subjects
was essentially identical to that of the nonlearners and significantly below the
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TABLE 6.1 Numbers of subjects succeeding following training on two left-right tasks
immediately after training (Session 1) and approximately 1 week later (Session 2).

Session 1 Session 2
Participating Participating Passing Participating Passing
in training in post-test post-test in check-up check-up
Body parts 22 21 14 19 1
Objects 18 1 6 17 10
Both games 18 1 6 17 8

Children who passed the pre-test are counted here as participating in pre-test and post-test and passing post-test.
Passing is defined as 75% or more correct.

performance of learners. Figure 6.3 shows mean search rates for learners, non-
learners, and untrained controls.

The results confirm and extend the findings of Hermer-Vasquez and collabo-
rators that knowledge of left and right correlates with higher accuracy in a reoriented
search task. These findings provide the strongest evidence to date that the acquisi-
tion of spatial language closely mirrors the development of reorientation abilities
within an individual child. At the same time, these results leave open a number of
questions. One fundamental question is whether language training truly causes a
change in reorientation performance. While our findings are consistent with this
possibility, they do not rule out the possibility that the children designated as
learners in our study might have succeeded on reorientation prior to our language
intervention. Perhaps the children whom we classified as learners had advantages
over the nonlearners in the reorientation task aside from the factor of language.
For example, perhaps these children were simply better problem-solvers, and

a) F /0 75\(“

R\]'J 6/N

e Ne ° P o€

&

. \3 ”/N % \29 IU/N

FIGURE 6.3 Mean search rates for a) learners (1 — 7)*, b) non-learners (n = 11), and ¢) untrained
controls (1 +12). Rates are expressed as percentage (%) of trials with first search at that corner.
C: correct; R: rotated; N: near; F: far. *One of the 8 children as Learers refused to cooperate dur-
ing the orientation task, so the 7 remaining children contribute to this analysis.
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therefore succeeded at the language games and the reorientation game indepen-
dently. Language would then have no causal role as part of the learning mechanism
in this case.

On the basis of Hermer-Vasquez and colleagues’ (2001) report that 1Q and
other general problem-solving measures failed to predict reorientation behavior,
we doubt that this explanation is correct. Nevertheless, it is an alternative that we
take seriously, and further work in the lab is aimed at better probing the causal
direction of the demonstrated correlation between language learning and in-
creased success on the reorientation task.

4 Developing Systems for Representing Space

If spatial language does cause a change in reorientation performance, what is the
nature of this effect? We now turn to a discussion of possible mechanisms by which
language could exert influence over spatial representation and reorientation.

4.1 Linguistic Control of Attention and Memory

According to the initial hypothesis motivating this study, language learning allows
the contents of separate modules to combine via natural language syntax, enabling
a new thought like “the toy is to the left of the red wall.” Alternatively, language
learning may enable a novel ability to reorient in some other way than what is
proposed in this hypothesis, without combining information from isolated mod-
ules. In particular, language may draw attention to nongeometric information or
make that information more memorable.

Our first experiment showed that language can indeed direct a child’s atten-
tion to task-relevant information. However, there are reasons to suggest that
the language training in our second experiment played a different role. First, the
children who learned left and right tended to search for the object directly, per-
forming like adults and showing none of the hesitations of the children in the
earlier experiment, whose attention was drawn to the wall by naming it. Their
direct search suggests that they formed a unitary representation of the object’s
position, combining geometric and nongeometric information. Second, nothing
about the language training specifically mentioned or called the child’s attention
to the kind of landmark information present in the reorientation task. On the
contrary, children were taught left and right in quite a different context from
the environment available during the reorientation task.

There remain three further potential explanations for the apparent training
effect in the second experiment. First, domain-general cognitive control systems,
such as attention and memory, may have benefited from the training, for reasons
unrelated to the linguistic combination hypothesis. One might argue that the
initial representations appear encapsulated simply because they are too weak to
interact with each other or to drive behavior (for example, see Munakata, 2001).
Language learning might make existing knowledge more explicit by strengthening
weak representations. Training a child to label explicitly a location might make
the location less taxing to remember, allowing the child to hold onto the concept
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left of the long wall at the same time as the concept red wall. By making both
representations explicit at the same time, a child might be able to reorient more
successfully than before, without any significant role of natural language or any
requirement that the initial representations were combined in any special way.

Second, spatial language training may enhance children’s performance by
drawing their attention to the relevant spatial relationships. On this view, the
spatial relationships need to be noticed by the child, but they do not need to be
represented linguistically. In this case, children might benefit equally from train-
ing in a nonlinguistic task that emphasizes the same spatial relationships.

Third, language learning may enhance children’s navigation performance by
helping them to perform a two-step computation: they orient to the short red wall
or the short white wall (wherever the object was hidden), and they choose between
the left and right corners based on geometric information. This computation does
not require a combined concept; furthermore, children already have all of the
ingredients they need to perform each step (which can occur in any order). And,
most pointedly, the results of the verbal cueing experiment described earlier show
that children are capable of behaving in this way. Nevertheless, we think it is unlikely
that our language training on phrases with the words left and right somehow
prompted children to perform the two-step computation. A critical step in this
computation is to orient to the correct colored wall, a step that children dramatically
fail to make before they have a rich understanding of left and right, despite the fact
that the difference between the two walls is salient to them. Apparently, this step is
not as trivial as it seems. Moreover, it is utterly mysterious why learning left would
help a child pay attention to wall color.

The current training study does not rule out these three possibilities, but we
find them less plausible than the hypothesis that specific properties of spatial lan-
guage led to the results presented here. We now address this hypothesis in more
detail.

4.2 Linguistic Combination of
Modular Representations

We hypothesize that learning a particular linguistic structure (left of X) enables
children to construct a unitary representation of a concept like left of the red wall.
There are several ways to imagine the benefit of such a representation. On the
linguistic combination hypothesis, concepts that were previously unusable for
a particular task, like wall color in a reorientation task, become usable by virtue of
their connection to information that is automatically used in the task, in this case a
sense of left from the geometric module. On a variant of this view, learning a phrase
like “to the left of the red wall” might help the child remember the red wall,
because the concept red is only remembered (for the purposes of a reorientation
task) when its status is elevated from a visual feature of the environment to a noun
phrase in a combinatorial spatial description. Regardless of whether the critical role
of language is to combine modular representations or to redescribe and make explicit
otherwise unusable information, both suggestions share an underlying mechanism:
the unitary representation of piecemeal concepts.
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One question for the linguistic combination hypothesis is whether the proposed
mechanism uniquely solves the reorientation problem, or whether it is simply one of
many possible mechanisms that might underlie this developmental transition. We
suspect that the majority of children end up learning via some version of the lin-
guistic combination process, but there may be different paths to the same end. We
would not be surprised if the occasional child found an alternative way to solve the
reorientation game, as did trained animals and children in our first experiment. In
fact, we think we have witnessed a handful of these children over the various ex-
periments we have conducted. Nevertheless, the critical point about the linguistic
combination hypothesis is cognitive flexibility. Language learning, in one fell swoop,
affords the ability to solve many tasks. If children were taught, or discovered on their
own, some mnemonic device for reorientation, it would probably not help them
succeed on many other tasks. Teaching children left and right, however, is likely to
help them succeed on a wide range of novel tasks. Therefore, even if language does
not provide a unique solution to the reorientation problem, it arguably provides the
best (i.e., most flexible) solution to the reorientation problem.

Another challenge for the linguistic combination hypothesis is specifying ex-
actly how language promotes flexible navigation. If language helps to combine the
contents of encapsulated systems, how do we know which contents are combined
by what bits of language? According to the hypothesis as originally described
(Spelke, 2003), the word left maps onto a sense relation available from the output
of the geometric module; the words red wall map onto the output of the object
processing system; and these concepts become combined by natural language into
a coherent, unified phrase. But what exactly does it mean to learn left? Does the
meaning of the word in the child’s mind actually reflect the geometric content of a
navigation-specific mechanism?

The data here and from other training studies conducted in our lab suggest
that children map the words left and right onto body parts earlier and more easily
than onto sensed spatial relations between objects (Shusterman & Spelke, un-
published data; Shusterman & Abarbanell, 2004). At the same time, a large body
of work suggests that animals, including humans, simultaneously hold multi-
ple language-independent representations of space (Colby, 1999), including mul-
tiple representations of sense relations (i.e., left and right). Two simple examples of
representations that hold sense information are proprioception (the sense of one’s
own body in space) and the sense of left and right conveyed by the geometric
module. What is the relation between the spatial representations used for word
learning and those used in language-independent tasks? Which systems contain the
sense relations that link up with the word left? These questions remain wide open.
The linguistic combination hypothesis requires direct tests of the claim that the
word left in fact captures some of the content of the reorientation module.

4.3 Training Studies as an Approach to Exploring
Learning Mechanisms

We hope that this case study on developmental change in spatial reorientation can
make a methodological contribution on possible roles of training studies, as well as
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an empirical contribution to the literature on conceptual development. In order
to understand mechanisms of learning and conceptual change, psychologists need
to describe adequately the initial state of representations, the computations per-
formed by the learning mechanism, and the content of the representations arrived
at by the learning mechanism. Training methodologies can speak to each of these
questions.

Training studies grant insight into the initial state of representations by al-
lowing researchers to compare the ease of learning various concepts. In cases
where there is a discrepancy in children’s ability to grasp different meanings of
words, the meaning that is easier to learn might be presumed to be more con-
ceptually available than meanings that are more difficult to learn. Through careful
investigation of which meanings children adopt easily and not so easily, the con-
ceptual structure of the preexisting, putatively isolated representations in core
knowledge become more transparent. This approach takes word learning as a
window into prelinguistic conceptual structure, and the relative ease of word
learning as a mirror of prior conceptual availability. In other research, we have
begun using this approach to understand something about how children initially
represent and learn words like left and right (Shusterman & Abarbanell, 2004).
This approach is notably not unique to this study (for example, see Gentner &
Boroditsky, 2001; Macario, 1991). Ideally, these sorts of studies will help to deter-
mine the grain of individual concepts that might get joined in a combinatorial
system, as well as the boundaries of the domains that house these concepts.

In order to understand the computations performed by children in instances of
conceptual development such as the one here, various types of training can be
worked out to reflect different theorized learning mechanisms. The success of any
particular training method could then serve as an indicator of the match between
the hypothesized learning process and the computations that actually go on in the
minds of children in more natural learning experiences. In this way, training
studies might be used in parallel with computational models of learning algo-
rithms to assess the plausibility of any hypothesized learning mechanism. This
approach has been used fruitfully in studies of children’s learning of adjectives
(e.g., Gasser & Smith, 1998).

Finally, in order to understand the extent of children’s knowledge at the end of
a learning process, one can use training studies to test generalization to untrained
contexts. Reorientation might be seen as one kind of a test of generalization; if the
linguistic combination hypothesis stands a chance of being correct, then we should
be able to find other test cases that require conceptual combination mediated by

the words left and right.

5 Summary

In this chapter, we explore the developmental shift in human reorientation, a pro-
cess that appears to be modular in animals and young children, but not in adults. We
also address some challenges to claims about modularity in reorientation and the
role of language in conceptual combinations. We present empirical evidence in
support of the claim that language plays a causal role in this developmental shift, and
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we argue that the specific role of language is to allow the isolated contents of
encapsulated representations to combine into unified representations. In particular,
we hope that by elaborating the process and consequences of spatial language
acquisition, we will be able to elucidate the role of language in this developmental
shift and extend these hypotheses and methodologies to other tasks and domains
where adult competence transcends the bounds of core knowledge.
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Tractability Arguments for
Massive Modularity

core commitment of contemporary nativism is that human beings possess
Ainnate, domain-specific mental structure, not merely for low-level perceptual
processes but also for various “higher” cognitive tasks —paradigmatically, involving
reasoning and decision-making—that would traditionally be viewed as parts of
central cognition. One would be hard pressed to find any nativist who did not
subscribe to this general thesis; and yet the precise nature of the specialized
endowment on which central cognition depends remains a point of considerable
controversy.

According to one venerable proposal that continues to exert a profound in-
fluence on psychological theorizing, the specialized structures on which central
cognition depends primarily take the form of representational items, such as beliefs
and bodies of mentally represented information somewhat akin to theories (Carey,
1985; Fodor, 2000; Gopnik & Meltzoff, 1998). This kind of nativism figures
prominently in the rationalist tradition that traces from Plato, through Descartes, to
Chomsky’s work on language; and for this reason I refer to it as psychological
rationalism (or just “rationalism” for short).

In recent years, however, an alternative and more radical nativist proposal has
attained a certain prominence —not to mention notoriety. The view in question is
sometimes called massive modularity (MM) and maintains that, in addition to
whatever innate representational structure we may possess, central processes also
rely on a multitude of innate, special-purpose information processing mechanisms
or “modules” (Cosmides & Tooby, 1994; Fodor, 2000; Samuels, 1998; Sperber,
1994, 2001). So, for example, it has been suggested that we possess modules for folk

I would like to thank Peter Carruthers, Keith Hossack, Stephen Laurence, David Papineau, Gabe Segal,
and Mark Textor for commenting on earlier drafts of this chapter. I would also like to thank Joanna
Bryson for helpful discussion of the material in section 7.
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biology, naive physics, theory of mind, and arithmetic. Thus construed, massive
modularity differs from its more traditional, rationalist counterpart in being pri-
marily a nativism about cognitive mechanisms as opposed to cognitive contents
(Fodor, 2000; Samuels, 1998).

The commitments of MM and psychological rationalism overlap to a con-
siderable degree. Both acknowledge that central cognition depends on substantial
amounts of innate, domain-specific structure. Moreover, contemporary advo-
cates of both positions almost invariably adopt some version of the peripheral
modularity hypothesis, on which both perceptual (or input) processes and motor
(or output) processes are subserved by an array of innate modules (Fodor, 1983).
In view of this, it is seldom easy to discriminate between the two views on ex-
perimental grounds alone. Even so, advocates of MM maintain that their con-
ception of cognition is independently plausible in the light of various general,
theoretical considerations, of which perhaps the most prominent and widely
invoked is what we might call the tractability argument for massive modularity.
According to this argument, central cognition must be subserved by modular
mechanisms because the alternatives—including psychological rationalism —are
computationally intractable.

The central aim of this chapter is to assess the scope and limits of the trac-
tability argument. In doing so, I argue for two claims. First, I argue that when
explored with appropriate care and attention, it becomes clear that the argument
provides no good reason to prefer massive modularity to the more traditional
rationalist alternative. Second, while I deny that tractability considerations support
massive modularity per se, I do not claim that they show nothing whatsoever. In
particular, I argue that a careful analysis of tractability considerations suggest a
range of characteristics that any plausible version of psychological rationalism is
likely to possess.

Before arguing for these claims, however, there are a number of preliminary
issues that need to be addressed. In section 1, I outline and clarify the general form
of the tractability argument; and in section 2 I explain how massive modularity is
supposed to resolve intractability worries. The remainder of the chapter—sections
3 to 7—Is largely concerned with highlighting the deficiencies of the main extant
arguments for claiming that nonmodular mechanisms are intractable. In section §,
I conclude by sketching some of the general characteristics that a plausible ra-
tionalist alternative to massive modularity—one capable of subserving tractable
cognitive processes—is likely to possess.

1 Tractability Arguments for Massive Modularity

Although versions of the tractability argument vary considerably in detail, they all
share the following pair of commitments. First, they assume that the classical
computational theory of mind (C'TM) is true:'

1. Though sometimes only tacitly and sometimes only for the sake of argument.
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CTM: Human cognitive processes are classical computational ones—roughly, algorithmically
specifiable processes defined over syntactically structured mental representations.

As has been commonly observed, however, the truth of CTM requires more than
mere computability, since there are many algorithms that demand more time and
resources—memory, information, and computational power—than actual human
beings possess. Rather, what it requires is that mental processes are in some suit-
able sense tractably computable: roughly speaking, that they are specifiable in
terms of algorithms that do not require more time or resources than humans can
reasonably be expected to possess.” It is on this point that advocates of the trac-
tability argument seck to undermine alternatives to MM. That is, they endorse the
following intractability thesis (IT):

IT: Nonmodular cognitive mechanisms—in particular mechanisms for reasoning—are
computationally intractable.

As will soon become apparent, the arguments for I'T vary considerably. Nonetheless,
the source of intractability is almost invariably assumed to be what many have called
the “frame problem,” though it is perhaps more accurately (and less contentiously)
referred to as the problem of relevance. Nomenclature aside, the problem is this: How
can a device determine in a computationally tractable manner which operations,
options, or items of information are relevant to the cognitive task at hand? A satis-
factory computational theory of mind must address this problem. Yet, according to
I'T, non-MM theories are unable to do so because relevance poses an insurmountable
problem for nonmodular reasoning mechanisms. So, it would seem to follow that:

MM: The mind—including those parts responsible for reasoning—is composed of modular
mechanisms.

And this is, of course, precisely what the massive modularity hypothesis requires.

2. According to one characterization of tractability familiar from computer science, an algorithm for
solving some problem is tractable if, in the worst case, it is polynomial in the size of the input; that is, the
resources required to compute a solution to every input can be expressed as a polynomial (or better)
function of input size—e.g., n* or n3°°. In contrast, an algorithm is intractable if, in the worst case, it is
superpolynomial, in the sense that resource requirements increase exponentially (or worse) as a function
of input size and can thus only be expressed as superpolynomial functions, such as 2" or 100". But for
current purposes this characterization of (in)tractability is doubly unsuitable. First, it is very widely
assumed on inductive grounds by those who model cognitive processes that pretty much any interesting
computational problem is superpolynomial in the worst case. Thus, the current criterion for intracta-
bility does little more than characterize those problems that are not of interest to a computational
account of cognition. Second, it is entirely possible for a superpolynomial algorithm to very frequently—
indeed normally—be significantly less expensive than the worst case. In which case, it’s hard to see why
intractability, in this sense, poses a problem for CTM. After all, it may just be that performance
limitations prevent the algorithm being used in the worst case.

3. Dennett (1987); Fodor (1983, 2000); Sperber (1994); Tooby and Cosmides (1992).



110 Architecture

In the following discussion I assume for the sake of argument that CTM is true
and focus on the intractability thesis. What I aim to show is that a commitment to
IT is built on shaky foundations, since the main arguments for it are deeply
unsatisfactory. But first [ need to explain how MM is supposed to secure tractability
where the alternatives allegedly fail.

2 How Does Massive Modularity Help Resolve
Tractability Problems?

The answer to the above question can be divided into two parts. First, according to
MM —and in contrast to an earlier, well-known thesis defended by Fodor (1983)
and others—modularity is not restricted to the periphery of the mind: to those input
systems responsible for perception and output systems responsible for the production
of action. According to MM, central systems for reasoning and decision-making can
be divided into modules as well (Jackendoff, 1992). Thus MM maintains that our
minds are modular in precisely those places where relevance is traditionally as-
sumed to pose the greatest threat to tractable computation.

Second, according to the proposal, modules themselves possess certain core
characteristics that engender feasible computation: in particular, domain specificity
and informational encapsulation. The rough idea is that by virtue of possessing either
or both of these, modular mechanisms can avoid the sorts of tractability problems that
(allegedly) plague nonmodular devices. In the remainder of this section I explain this
suggestion in more detail. But first a terminological point: The term “module” is
notoriously ambiguous;* and it is often unclear how theorists intend it to be under-
stood. But since we are concerned primarily with how modularity helps address
tractability problems, we can safely restrict our attention to those characteristics of
modules that are supposed to resolve such problems: namely, domain specificity and
encapsulation. In what follows, then, I adopt a minimal definition of modules as
computational mechanisms that possess one or both of these characteristics.

2.1 Domain Specificity and Feasible Computation

What is domain specificity and how is it supposed to engender feasible computa-
tion? To a first approximation, a mechanism is domain specific if it operates only in a
highly restricted cognitive domain.” Standard candidates include mechanisms for
face recognition, language, and arithmetic. There are, however, at least two broad
views about cognitive domains that give rise to different conceptions of domain
specificity. According to the first, the domain of a cognitive mechanism is the class of

4. See Segal (1996) and Samuels (2000) for discussions of the various uses of “module” in cognitive
science.

5. It should go without saying—though I'll say it anyway— that the notion of domain specificity admits of
degree and that researchers who use the notion are interested in whether we possess mechanisms that are
domain specific to some interesting extent. The same points also apply to the notion of informational
encapsulation.
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representations that it can take as input: its input domain. On this conception of
domains, a cognitive mechanism is domain specific to the extent that it can only take
as input a highly restricted range of representations. According to the second con-
ception of cognitive domains, the domain of a mechanism is the task (or function)
that it performs: its task domain. On this conception of domains, a mechanism is
domain specific if it is dedicated to performing a highly restricted task.

Why suppose that domain specificity in either of these senses engenders feasible
computation? The claim cannot be that domain specificity is sufficient for tracta-
bility, since many of the paradigms of intractable computation—such as algorithms
for solving the traveling salesman problem—are very domain specific indeed.®
Nevertheless, if a mechanism is sufficiently domain specific, then it becomes pos-
sible to utilize a potent design strategy for reducing computational load, namely, to
build into the mechanism substantial amounts of information about the domain in
which it operates. This might be done in a variety of ways. It might be only implicit
in the organization of the mechanism, or it might be explicitly represented; it might
take the form of rules or procedures or bodies of propositional knowledge and so on.
But however this information gets encoded, the key point is that a domain-specific
mechanism can be informationally rich and, as a result, capable of rapidly and
efficiently deploying those strategies and options most relevant to the domain in
which it operates. Such mechanisms thereby avoid the need for computationally
expensive search and assessment procedures that might plague a more general-
purpose device. For this reason, domain specificity has seemed to many a plausible
candidate for reducing the threat of combinatorial explosion without compromising
the reliability of cognitive mechanisms (Sperber, 1994; Tooby & Cosmides, 1992).

2.2 Informational Encapsulation and
Feasible Computation

I turn now to the notion of informational encapsulation. According to the standard
definition, an encapsulated cognitive mechanism or faculty is one that “has access, in the
course of its computations, to less than all of the information at the disposal of the or-
ganism whose cognitive faculty it is” (Fodor, 1987, p. 25). Paradigmatic examples—such
as mechanisms for length perception or phonological processing—cannot draw upon
the full range of the organism’s beliefs, goals, and intentions. In contrast, a highly
unencapsulated mechanism—paradigmatically for reasoning—would be one that has
access to (virtually) all of our beliefs, goals, and intentions (Fodor, 1983; Stanovich, 1999).

A number of further comments are in order. First, although it is not uncommon
to confound informational encapsulation and domain specificity (in particular with
regard to the specificity of input domains), they are distinct properties. Both concern

6. In brief, the traveling salesman problem is to find the shortest path that a salesman can take between a
network of cities. This is a highly specialized task and, moreover, the inputs to the process—the names
of cities and representations of inter-city distances—are highly restricted as well. Yet it is notoriously
hard to solve in a computationally tractable manner. This suggests that domain specificity is not
plausibly viewed as sufficient for tractability.
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the access that a mechanism has to representations. Yet the kind of access is quite
different. Input-specificity concerns the class of representations that a mechanism
can take as input: that “trigger” it or “turn it on.” In contrast, the informational
encapsulation of a mechanism concerns the class of representations that it can use as
a resource once it has been so activated. Paradigmatically, encapsulation concerns
the information encoded in memory that the mechanism is able to consult in the
course of providing solutions to the particular inputs that it receives.

Second, encapsulation proper is not just any sort of restriction on access. Rather,
it is supposed to be architecturally imposed. Minimally, this implies the following.
First, encapsulation is a relatively enduring characteristic of the device. Second, it is
not a mere product of performance factors, such as fatigue, lack of time or lapses in
attention. Finally, and most important for my purposes, the encapsulation of a
device is supposed to be cognitively impenetrable (Pylyshyn, 1984). To a first ap-
proximation: it is not a property of the mechanism that can be changed as a result of
alterations in the beliefs, goals, and other representational states of the organism. Or
roughly equivalently: it is not a property of the mechanism that can be changed by
psychological processes alone.

Third, although there are various ways encapsulation might be architecturally
imposed, the standard suggestion is that encapsulated mechanisms have access to only
the information contained within a restricted, proprietary database. One important
implication is that such mechanisms are unable to deploy information located else-
where in the system even when that information is relevant to the task at hand. Suppose,
for example, that mechanisms for face recognition only have access to a database
of previously encountered faces. Such a device would be unable to utilize other sorts of
information—for example, geographic or autobiographical information—even though
it might sometimes be highly relevant to the task of recognizing faces

Finally, it is worth noting an ambiguity in the standard definition of encap-
sulation between a synchronic and a diachronic reading:

A mechanism M is synchronically encapsulated if, at any time, there is at least some (kind
of ) information possessed by the organism that is inaccessible to M.

A mechanism M is diachronically encapsulated if there is some (kind of ) information that is
inaccessible to M, not merely at some particular time but over a long period — paradigmatically
the entire history of the mechanism.

[ assume for two reasons that it is the diachronic notion that should concern
us here. First, the paradigmatic examples of encapsulated modules are clearly
diachronically encapsulated. So, for example, the perceptual mechanisms impli-
cated in the production of persistent illusions—such as the Muller-Lyer or phi
phenomenon—are not merely synchronically encapsulated with respect to our
beliefs about the illusory phenomena.” (It is not as if, for example, two years hence

7. In the case of the Muller-Lyer illusion, the mechanisms responsible for visual length perception do
not have access the belief that, contrary to appearances, the lines are of identical length.
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they might access the relevant beliefs and the illusions dissipate.) Rather, the claim
is that such beliefs are never accessible to the mechanism. Second, the synchronic
notion is too liberal and classifies as encapsulated mechanisms that would not
normally be counted as such. So, for example, it will count as encapsulated (1) any
deterministic computational device that does not engage in exhaustive memory
search,” and (2) any reasoning mechanism whose access to information is mediated
via a limited working memory.” But not all such systems would ordinarily be
construed as encapsulated.

How, then, is encapsulation supposed to facilitate feasible computation? As
with domain specificity, encapsulation is not sufficient for feasibility; and again the
traveling salesman illustrates the point. Algorithms designed to solve this task typi-
cally have access to only the information contained in the input to the process; yet
they are computationally very expensive indeed. Even so, there are two plausible
explanations of how encapsulation might engender tractability: a superficial and a
deeper one.

According to the superficial explanation, encapsulation reduces computa-
tional load in two ways. First, because the device only has access to a highly
restricted database or memory, the costs incurred by memory search are consid-
erably reduced. (There just isn’t that much stuff over which the search can be
performed.) Second, by reducing the range of accessible items of information,
there is a concomitant reduction in the number of relations between items—
paradigmatically, relations of confirmation and relevance —that can be computed.

Yet one might reasonably wonder what all the fuss is about. After all, computer
scientists have generated a huge array of methods—literally hundreds of different
search and approximation techniques—for reducing computational overheads
(Russell & Norvig, 2003). What makes encapsulation of particular interest? Here’s
where the deeper explanation comes into play. Most of the methods that have been
developed for reducing computational load require that the implementing mech-
anisms treat the assessment of relevance as a computational problem. Roughly: they
need to implement computational procedures that select from the available infor-
mation some subset that is estimated to be relevant. In contrast, encapsulation is
supposed to obviate the need for such computational solutions. According to this
view, an encapsulated device (at least paradigmatically) only has access to a very
small amount of information. As a consequence, it can perform (near) exhaustive
search on whatever information it can access, and thereby avoid the need to assess

8. Consider, for example, a domain-general reasoning device with sole access to a general encyclopedic
memory system that contains all the information possessed by the organism of which it is a part. Such a
reasoning mechanism would ordinarily be construed as a paradigm of nonmodularity. But if it were
deterministic and also deployed procedures (e.g., heuristics) for delimiting which portion of the data-
base to access, then it would, on the synchronic reading, count as encapsulated.

9. Consider a mechanism that can access any part of encyclopedic memory but does so via a working
memory of the Miller “magic number seven” variety. Since at any specific time it would only have
access to seven items of information (give or take a bit), it would, on the synchronic reading, be highly
encapsulated.
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relevance. There is a sense, then, in which highly encapsulated devices avoid
the relevance problem altogether (Fodor, 2000).

Assume that the above is correct—that domain specificity and informational
encapsulation help engender feasible computation—then it should be clear how
MM is supposed to address the threat that intractability poses for CTM. What it
does is ensure that reasoning mechanisms are architecturally constrained with
respect to what options and items of information they can consider. Yet it is one
thing to claim that modularity is an important way to engender tractability and
quite another to claim that it is the only plausible way. The former is compatible
with a broad range of architectural hypotheses—including a psychological ratio-
nalism that posits radically nonmodular reasoning mechanisms—while the latter
demands that computationalists adopt an extreme form of MM. In the following
sections, I consider arguments that purport to establish this stronger claim—the
intractability thesis—and show that they are unsatisfactory.

3 Informational Impoverishment

Perhaps the most prominent argument for I'T is one made popular by the evolu-
tionary psychologists Leda Cosmides and John Tooby (Cosmides & Tooby, 1994).
The argument proceeds from the assumption that a nonmodular, hence domain-
general, mechanism “lacks any content, either in the form of domain-specific
knowledge or domain-specific procedures that can guide it towards the solution of
problems” (Cosmides & Tooby, 1994, p. 94). As a consequence, it “must evaluate
all the alternatives it can define” (p. 94). But as Cosmides and Tooby observe, such
a strategy is subject to serious intractability problems, since even routine cognitive
tasks are such that the space of alternative options tends to increase exponentially.
Nonmodular mechanisms would thus seem to be computationally intractable: at
best intolerably slow and at worst incapable of solving the vast majority of problems
they confront.

Though frequently presented as an objection to non-MM accounts of cogni-
tive architecture, this argument is really only a criticism of theories that characterize
cognitive mechanisms as suffering from a particularly extreme form of informational
impoverishment. Any appearance to the contrary derives from the stipulation that
domain-general mechanisms possess no specialized knowledge. But this conflates
claims about the need for informationally rich cognitive mechanisms—a claim
that I do not wish to deny—with claims about the need for modularity; and al-
though modularity is one way to build specialized knowledge into a system, it
is not the only way. Another is for nonmodular devices to have access to bodies
of specialized knowledge. Indeed, it is commonly assumed by nonmodular—
especially rationalist—accounts of central possessing that such devices have access
to huge amounts of information. This is pretty obvious from even the most cursory
survey of the relevant literatures. Fodor (1983), for example, maintains explicitly that
nonmodular central systems have access to huge amounts of information; as do
Gopnik, Newell, and many others who adopt a nonmodular conception of central
systems (Gopnik & Meltzoff, 1997; Newell, 1990). The argument currently under

discussion thus succeeds only in refuting a straw man.
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4 Optimality

Another argument for I'T turns on the claim that nonmodular reasoning mecha-
nisms implement optimization processes. In this context, “optimization” refers to
reasoning that broadly conforms to standards of ideal rationality, such as those
characterized by Bayesian accounts of probabilistic inference or standard ap-
proaches to decision theory. There are a range of results that show such reasoning
processes are computationally very expensive indeed (Osherson, 1995);'° and for
this reason they are commonly termed unbounded or even demonic conceptions of
reasoning (Gigerenzer, 2001; Simon, 1972). So if advocates of nonmodular rea-
soning mechanisms are committed to optimization, then the view they endorse
would be subject to serious intractability worries as well.

It is not at all clear to me that anyone explicitly endorses the above argument,
though it is strongly suggested by some recent discussions of nonmodular rea-
soning architectures (Dietrich & Fields, 1996; Gigerenzer, 2001; Gigerenzer et al.,
1999). The argument is not, however, a good one. Though optimal reasoning is
(at least in the general case) intractable,” nonmodularists are in no way committed
to such a view of human reasoning. What is true is that for a mechanism to
optimize it needs to be unencapsulated, hence nonmodular; and this is because,
as ordinarily construed, optimization demands the updating of all one’s beliefs in
the light of new information. But the converse is not true: an unencapsulated
mechanism need not be an optimizer. On the contrary, since the inception of
artificial intelligence (Al) it has been commonplace to combine a nonmodular
conception of reasoning with the explicit denial of optimization. Consider, for
example, Newell and Simon’s seminal work on the general problem solver (GPS).
As the name suggests, GPS was designed to apply across a very wide range of
content domains without architectural constraint on what representations is could
use. It is thus not plausibly viewed as modular. But, to use Simon’s famous
expression, it was designed to satisfice—to arrive at solutions that were good
enough—not to optimize. The same could be said for many other nonmodular
accounts of central processing, including Anderson’s ACT-R theory and Laird and
Newell’s SOAR architecture (Anderson, 1993; Newell, 1990). These are among the
paradigms of nonmodular approaches to cognition, yet they are in no way com-
mitted to optimization.

10. To use one well-known example, on standard Bayesian accounts, the equations for assessing the
impact of new evidence on our current beliefs are such that if one’s system of beliefs has n elements,
then computing the new probability of a single belief, B, will require 2" additions (Harman, 1986). Such
methods thus involve an exponential growth in number of computations as a function of belief system
size. To give some idea of just how expensive this is, on the hyperconservative assumption that we
possess 100 beliefs, calculating the probability assignment of a belief B on the basis of new information
will require the performance of more than 10> additions, which is considerably more than the number
of microseconds that have elapsed since the Big Bang!

11. Though there is lots of good research that aims to discover tractable methods for applying ideal
standards of rationality to interesting—but restricted —domains. See, for example, the literature on
Bayesian networks (Pearle, 1988).
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5 Exhaustive Search

Still, even if optimization as such is not a problem for nonmodular accounts of
reasoning, it might still be that there are properties of optimal reasoning to which
the nonmodularist is committed and that these properties are sufficient to generate
intractability problems. Exhaustive search is perhaps the most plausible candidate
for this role. The rough idea is that nonmodular reasoning mechanisms must
perform exhaustive searches over our beliefs. But, given even a conservative esti-
mate of the size of any individual’s belief system, such a search would be unfea-
sible in practice. In which case, it would seem that nonmodular reasoning
mechanisms are computationally intractable.

Again, it's not at all clear to me that anyone really endorses this argument,
though some have found it hard not to view advocates of nonmodular central
systems as somehow committed to exhaustive search (Carruthers, 2004; Glymour,
1985). Yet this view is incorrect. What the nonmodularist does accept is
that unencapsulated reasoning mechanisms have access to huge amounts of
information — paradigmatically, all the agent’s background beliefs. But the relevant
notion of access is a modal one. It concerns what information —given architectural
constraints—a mechanism can mobilize in solving a problem. In particular, it
implies that any background belief can be used, not that the mechanism in fact
mobilizes the entire set of background beliefs—that is, that it engage in exhaustive
search. And this is just as well, since it would be absurd to hold a nonmodular view of
reasoning if it implied exhaustive search (Fodor, 1985).

Of course, the fact that the nonmodularist does not endorse the claim that central
systemns engage in exhaustive search is perfectly consistent with there being an argument
that shows such processes would need to occur if a nonmodular account of reasoning
were true. In the next section, I consider a recent argument from Fodor (2000) that has
been widely interpreted by advocates of MM as supporting this conclusion.

6 The Locality Argument

Fodor’s argument is a complex one, but the core idea can be framed in terms of a
tension between two claims. The first is that classical computational processes are local
in roughly the following sense: what computations apply to a particular representation
is determined solely by its constituent structure—that is, by how the representation is
constructed from its parts (Fodor, 2000, p. 30). To take a very simple example, whether
the addition function can be applied to a given representation is solely determined by
whether or not it has the appropriate syntactic structure—for example, whether it
contains a permissible set of symbols related by “+.”

The second claim is that much of our reasoning is global, in that it is sensitive to
context-dependent properties of the entire belief system. In arguing for this, Fodor
focuses primarily on abductive reasoning (or inference to the best explanation).”

12. Though he thinks that the same considerations apply to decision-making or planning as well.
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Such inferences routinely occur in science and, roughly speaking, consist in coming
to endorse a particular belief or hypothesis on the grounds that it constitutes the best
available explanation of the data. One familiar feature of such inferences is that
the relative quality of hypotheses are not assessed merely in terms of their ability to
fit the data but also in terms of their simplicity and conservativism.”® According to
Fodor, however, these properties are not intrinsic to a belief or hypothesis but are
global characteristics that a belief or hypothesis possesses by virtue of its relationship
to a constantly changing system of background beliefs. The problem, then, is this:
If classical computational operations are local, how could global reasoning pro-
cesses, such as abduction, be computationally tractable?

Notice that if the above is correct, then a classical abductive process could not
operate merely by looking at the hypotheses to be evaluated. This is because, by
assumption, what classical computations apply to a representation is determined
solely by its constituent structure, whereas the simplicity and conservativism of a
hypothesis, H, depend not only on its constituent structure but its relations to our
system of background beliefs, K. In which case, a classical implementation of
abduction would need to look at both H and whatever parts of K determine the
simplicity and conservativism of H. The question is: How much of K needs to be
consulted in order for a classical system to perform reliable abduction? According
to Fodor, the answer is that lots—indeed, very often, the totality—of the back-
ground will need to be accessed, since this is the “only guaranteed way” of clas-
sically computing a global property. But this threatens to render reliable abduction
computationally intractable. As Fodor puts its:

Reliable abduction may require, in the limit, that the whole background of epi-
stemic commitments be somehow brought to bear on planning and belief fixation.
But feasible abduction requires in practice that not more than a small subset of
even the relevant background beliefs are actually consulted. (2000, p. 37)

In short: if classicism is true, abduction cannot be reliable. But since abduction
presumably is reliable, classicism is false.

If sound, the above argument would appear to show that classicism itself is
untenable. So, why would anyone think it supports MM? The suggestion appears
to be that MM provides the advocate of CTM with a way out: a way of avoiding the
tractability problems associated with the globality of abduction without jettisoning
CTM (Sperber, 2001; Carruthers, chapter 5 here). Fodor himself put the point as
well as anyone:

Modules are informationally encapsulated by definition. And, likewise by defini-
tion, the more encapsulated the informational resources to which a computational
mechanism has access, the less the character of its operations is sensitive to global
properties of belief systems. Thus to the extent that the information accessible to a
device is architecturally constrained to a proprietary database, it won’t have a frame

13. Very roughly: (1) one hypothesis is simpler (or more parsimonious) than another if it posits fewer
entities/causes/parameters, and (2) one hypothesis is more conservative than another if it requires less
revision to our belief system.
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problem and it won’t have a relevance problem (assuming that these are different);
not, at least, if the database is small enough to permit approximations to exhaustive
searches. (2000, p. 64)

The modularity of central systems is thus supposed to render reasoning processes
sufficiently local to permit tractable computation.

There are a number of serious problems with the above line of argument. One
that I will not address here concerns the extent to which MM provides a satis-
factory way of shielding CTM from the tractability worries associated with glob-
ality.™ What I will argue, however, is that although simplicity and conservativism
are plausibly context dependent, Fodor provides us with no reason whatsoever to
think that they are global in any sense that threatens nonmodular versions of CTM.

First, when assessing the claim that abduction is global, it is important to
keep firmly in mind the general distinction between normative and descriptive-
psychological claims about reasoning: claims about how we ought to reason and
claims about how we actually reason. This distinction applies to the specific case of
assessing the simplicity and conservativism of hypotheses. On the normative read-
ing, assessments of simplicity and conservativism ought to be global: that is, nor-
matively correct assessments ought to take into consideration one’s total background
epistemic commitments. But of course it is not enough for Fodor’s purposes that
such assessments ought to be global. Rather, it needs to be the case that the as-
sessments humans make are, in fact, global; and to my knowledge, there is no reason
whatsoever to suppose that this is true.

A comparison with the notion of consistency may help to make the point clearer.
Consistency is frequently construed as a normative standard against which to assess
one’s beliefs (Dennett, 1987). Roughly: all else being equal, one’s beliefs ought to be
consistent with each other. When construed in this manner, however, it is natural to
think that consistency should be a global property in the sense that any belief ought
to be consistent with the entirety of one’s background beliefs. But there is absolutely no
reason to suppose —and indeed some reason to deny —that human beings conform to
this norm (Cherniak, 1986). Moreover, this is so in spite of the fact that consistency
really does play a role in our inferential practices. What I am suggesting is that much
the same may be true of simplicity and conservativism. When construed in a nor-
mative manner, it is natural® to think of them as global properties, but when construed
as properties of the beliefs that figure in actual human inference, there is no reason to
suppose that they accord with this normative characterization.

Second, even if we suppose that the simplicity and conservativism are global
properties of actual beliefs, the locality argument still does not go through, since it
turns on the implausible assumption that we are guaranteed to make successful as-
sessments of simplicity and conservativism. Specifically, in arguing for the conclusion
that abduction is computationally unfeasible, Fodor relies on the claim that “the only
guaranteed way of Classically computing a syntactic-but-global property” is to take

14. Though see Samuels (forthcoming) for an extended discussion of this issue.
15. Though by no means mandatory.
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“whole theories as computational domains” (2000, p. 36). But guarantees are beside the
point. Why suppose that we always successfully compute the global properties on
which abduction depends? Presumably we do not. And one very plausible suggestion is
that we fail to do so when the cognitive demands required are just too great. In
particular, for all that is known, we may well fail under precisely those circumstances
that the classical view would predict—namely, when too much of a belief system needs
to be consulted in order to compute the simplicity or conservativism of a given belief.

7 The Robot Argument

The final argument for I'T that I will discuss consists in an induction from recent trends
in Al and robotics (Carruthers, 2004; Goodie et al., 1999). The starting point for this
argument is that if one wants to assess the computational feasibility of classical, non-
MM architectures, then the repeated efforts of computer scientists to produce feasible
intelligent systems— paradigmatically, robots— constitute an important source of evi-
dence. According to the robot argument, however, research in the past decade orso has
increasingly converged on one form or other of massive modularity. To mention just
two examples, behavior-based approaches have had an enormous influence on robotics
(Brooks, 1999) while so-called multiagent systems has been among the most rapidly
developing areas of Al in recent years (Ferber). Moreover, so the argument continues,
this convergence is largely a consequence of the problems that researchers encounter
in trying to develop practically feasible real-time systems. Roughly: nonmodular sys-
tems have in practice turned out to be unfeasible, whereas modular ones have been far
less prone to such problems. It would seem, then, that the pattern of successes and
failures in Al and robotics provide us with good —albeit nondemonstrative —grounds
for accepting MM (Carruthers, 2004; Gigerenzer, 2001, p. 43).

The general form of the argument is a perfectly respectable one. Indeed, if
CTM is true, then careful and accurate analysis of contemporary Al and robotics
might have much to tell us about the architecture of human cognition. My concern,
however, is that the analysis on which the robot argument depends is neither careful
nor accurate. What is true is that research—especially in robotics—has converged
on the need for a kind of module that Rodney Brooks calls reactive behaviors. Such
modules are a commonplace feature of contemporary robots and are designed to
generate rapid, real-time responses—such as avoidance behavior—to prespecified
sets of environmental conditions (Brooks, 1999; Bryson, 2000). Moreover, the pop-
ularity of these kinds of modules is, in large measure, a response to the dramatic
failure of a less modular approach to robotics — the sense-model-plan-act paradigm —
which assumed that virtually all robot behavior should be mediated by the activity of
a general-purpose planning system (Bonasso et al., 1998; Brooks, 1999).16

But this alone does not constitute an argument for massive modularity. What the
Robot Argument needs to show is that there has been convergence on the idea that

16. The most famous product of the SMPA paradigm was Shakey, the Stanford Research Institute robot
(Nilsson, 1984).
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central systems are modular; and no such convergence of opinion exists within the Al
community. Even in robotics where tractable, real-time performance is of a premium,
the dominant kind of computational architectures —so-called three-layered or hybrid
systems—incorporate a deliberative layer of nonmodular mechanisms for planning
and world-modeling quite similar to those that figured in the discredited sense-model-
plan-act paradigm (Bonasso et al., 1998; Gat, 1998)."7 In contrast to earlier proposals,
however, the hybrid approach incorporates two additional design principles. First, the
system has a reactive layer that contains a multitude of Brookian modules that enable it
to respond rapidly to environmental contingencies. Second, in large measure because
of this, the reasoning mechanisms within the deliberative layer of the system can
be “decoupled” from real-time activities—such as obstacle avoidance—and instead
deployed to generate solutions to complex, informationally intensive, decision-
making tasks. The result of combining these various features is a kind of system that is
both more flexible than those composed solely of reactive behaviors and more capable
of real-time performance than those that assign a larger role to reasoning mechanisms
(Russell & Norvig, 2003).

8 Conclusion

The main burden of this chapter has been to argue that we currently possess no
good reason to accept I'T, hence no reason to endorse MM on the grounds of
tractability. Thus formulated, the project is a largely negative one. But my dis-
cussion of the arguments for I'T also yield a series of positive suggestions about the
general properties that the kind of computational architecture proposed by psy-
chological rationalists is likely to possess. None of these suggestions are, I think,
particularly surprising; and many of them are utterly commonplace in those re-
gions of cognitive science most concerned with the computational implementation
of cognitive processes. In view of the confusions that surround debate over
MM, however, it is perhaps worth concluding this chapter by assembling these
claims.

1. Informational richness (sec. 3). In view of the sorts of problems that
Cosmides and Tooby pose for informationally impoverished cognitive
mechanisms, it seems highly likely that nonmodular reasoning systems will
almost invariably possess specialized bodies of knowledge about the do-
mains in which they operate. Indeed, on a rationalist construal of such
systems, they are likely to possess lots of innate, domain-specific information.

2. Suboptimality (sec. 4). There are overwhelming reasons to think that
“optimal” reasoning processes of the kind associated with ideal theories
of rationality are computationally intractable. In view of this, the
reasoning processes subserved by nonmodular central systems will be
suboptimal or bounded.

17. Another prominent example of a nonmodular reasoning system in Al is the procedural reasoning
system (PRS; Georgeff & Lansky, 1987; d'Inverno et al., 1997).
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3. Limited search (sec. 5). Nonmodular central systems will also not en-
gage in exhaustive search of the information available to them, since,
given a reasonable estimate of the size of a human belief system, it
would pose serious tractability problems.

4. Limited sensitivity to the global properties of cognition (sec. 6). Fodor is
right to claim that a computational, reasoning mechanism would be
intractable if it were both highly reliable and sensitive to global prop-
erties of the belief system. But as [ argued in section 6, this does not imply
there are no nonmodular, computational mechanisms for reasoning. All
that follows is that our reasoning is not all that sensitive to global prop-
erties after all; and this is, I maintain, an entirely sensible position for the
advocate of nonmodular reasoning mechanisms to adopt.

5. Autonomy from real-time control of action.(sec 7). If we are to take se-
riously the last two decades of research in robotics, it would seem that
incorporating nonmodular reasoning mechanisms into a cognitive sys-
tem while avoiding practical tractability problems requires that the
operations of such devices are decoupled from fine-grained, real-time
behavioral operations. Instead, nonmodular reasoning mechanisms are
likely to operate at a more coarse-grained temporal scale in order to make
crucial decisions, construct relatively long-term plans, and provide rich
representations of the world that can aid in the pursuit of the agents
epistemic and practical goals.

6. The need for reactive behaviors (sec. 7). Since human beings do succeed
in responding in real time to environmental conditions, claim 5 implies
that nonmodular reasoning mechanisms need to be located within an
architecture that contains other mechanisms that are responsible for the
production of fine-grained, real-time responses. This claim is not at all
contentious among nativists, since, as mentioned earlier, they almost
invariably assume that humans possess a variety of input systems and
output systems that play this role. Nonetheless, I would suggest that the
past few decades of research in robotics makes it plausible to posit an
additional kind of mechanism that aids in the production of real-time
behavior: modular “reactive behaviors” that produce rapid behavioral
responses to stereotypic environmental conditions.

Where do these comments leave us? What I think they provide is a rough
sketch of some characteristics that a cognitive architecture of the kind advocated by
psychological rationalists would be likely to possess. Is there any reason to suppose
that this rationalist view is preferable to a thoroughgoing MM that denies the
existence of nonmodular reasoning mechanisms? Clearly, I have provided no ar-
gument for such a conclusion in the foregoing discussion. For what its worth,
however, I suspect that a non-MM account of cognition is likely to do far better at
explaining the peculiar flexibility of human behavior and cognition. But an ex-
planation of why this is so will have to wait for another day.
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TOM SIMPSON

Toward a Reasonable
Nativism

n recent years, nativism has come under repeated attack from advocates of a new
Idevelopmental program: neuroconstructivism." Armed primarily with results from
theoretical and empirical work by Annette Karmiloff-Smith and her colleagues,
neuroconstructivists aim both to refute nativist models of neonate cognition and
human cognitive development and to provide alternative cognitive models in which
“by contrast with the nativists, it is the process of development (that is ontogeny
itself)” that is to the fore (Karmiloff-Smith, 2000, p. 145). The neuroconstructivists’
challenge is wide in scope and detailed in implementation and involves many
interesting, unexpected, and highly significant empirical and theoretical results.
Neuroconstructivism does not, however, present nativism with an unanswerable
challenge, as neuroconstructivists believe (Marcus, 1998, 2001, 2004, chapter 2 here;
Samuels, 1998, 2002).

Nonetheless, what the neuroconstructivists’ challenge does indicate is that
some misunderstanding continues to exist among certain self-titled nonnativists
over what it is that practicing nativists actually claim, together with a mistaken
belief that current neurodevelopmental data is not or cannot be compatible with
the nativist program. This chapter aims to address both of these issues, first by
providing further explication of the claims of practicing nativists and then
by showing how these claims provide the basis for a reasonable nativism that is
fully cognizant of and consistent with empirical data from all the developmental
sciences, neuroconstructivism included.

I thank Peter Carruthers, Stephen Laurence, Sarah Clegg, and Kate Arrowsmith for their help with this
chapter.

1. See, for example, Elman et al. (1996), Karmiloff-Smith (1997, 1998a, 2000), Laing et al. (2002),
Paterson et al. (1999), and Quartz and Sejnowski (1997).
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1 Where to Begin?

In developing the basis for a reasonable nativism, it will be useful to begin with an
unreasonable version of nativism. In particular, it will be useful to begin with
the unreasonable version of nativism that Karmiloff-Smith uses in her neurocon-
structivist challenge to nativism. Karmiloff-Smith’s version of nativism has the
appearance of reasonableness, in part because it does seem to capture and make
explicit much that many theorists and laypeople believe nativists to claim. An
understanding of why Karmiloff-Smith’s version is in fact extremely unreasonable
will therefore provide a profitable way in which to clarify what it is that practicing
nativists do and do not actually claim, and will also make possible the systematic
introduction of the central elements that will underwrite the reasonable nativism
developed in the rest of this chapter.

Karmiloff-Smith attacks what she refers to as “staunch nativism,” a position she
introduces largely by contrasting it with “empiricism” on the one hand and “neuro-
constructivism” on the other (1998a).* According to Karmiloff-Smith, central to
staunch nativism are:

* Highly detailed genetic prespecification: “For the staunch nativist, a
set of genes specifically targets domain-specific modules as the end
product of their epigenesis” (1998a, p. 389). Correspondingly, cognitive
development “is under tight genetic control...[and] more or less
everything must be specified in advance, and there are upper bounds on
complexity” (2000, p. 153).

* Minimal environmental input: “For both the strict [sic] nativist and the

empiricist, the notion of the ‘environment’ is a static one” (1998a,

p- 390), and: “Under this nondevelopmental view [i.e., staunch

nativism|, the environment simply acts as a trigger for identifying and

setting . . . (prespecified) parameters” (p. 389).

Presence at birth: For staunch nativists, “domain specificity is the

starting point of ontogenesis, and development relegated to a relatively

secondary role” (1998a, p. 390), and this, according to Karmiloff-

Smith, is because staunch nativists believe that “the newborn

brain...[is] crammed with independently functioning tools, each de-

signed for a specific problem that faced our hunter-gatherer ancestors”

(2000, Pp. 146).

In addition, Karmiloff-Smith claims, staunch nativists believe that cognitive
development “involves the independent development of different parts of the
system” (2000, p. 153); that many of these parts are “domain-specific mechanisms

2. Despite the contrasts in Karmiloff-Smith (1998a), it is not always entirely clear what Karmiloff-Smith
intends “staunch nativism” to mean, as she sometimes uses the terms “strict nativism” and simply
“nativism” without explicit differentiation. However, it seems from Karmiloff-Smith’s overall position
that any version of nativism that she contrasts with neuroconstructivism should be taken as “staunch
nativism,” so I have read her this way throughout.
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within innately specified modules” (1998a, p. 390); and that these mechanisms are
themselves “dedicated to the exclusive processing of one and only one kind of
input” (p. 390).

Karmiloff-Smith’s staunch nativism is thus a complex and detailed version
of nativism, and may well successfully capture what many theorists and laypeople
believe nativism to be. In addition, staunch nativism has the apparent virtues of
making explicit the various components of nativists’ claims, and of illuminating the
ways these components fit together. Why then do I claim that Karmiloff-Smith’s
version of nativism is in fact extremely unreasonable?

Put simply: because staunch nativism is a version of nativism to which no
practicing nativist does or would subscribe. Rather, as will become apparent here-
after, practicing nativists make far more moderate claims, and staunch nativism is
an unreasonable and undefended extension of such claims (albeit, perhaps, a
natural one). Practicing nativists should not, therefore, be taken as believing
staunch nativism, especially as a much more reasonable version of nativism can
readily be extracted from the claims practicing nativists make.

1.1 How Did We End Up Beginning Here?

I claim, then, that staunch nativism is not a version of nativism that practicing
nativists would or do defend. One might wonder, therefore, why staunch nativism
appears to capture many theorists’” and laypeople’s intuitions regarding nativists’
claims. And one might also wonder why Karmiloff-Smith believes her interpreta-
tion, in particular, to be correct. Well, in large part this is because, as Karmiloff-
Smith and other nonnativists often point out, staunch nativism is, strictly speaking,
consistent with what prominent nativists sometimes actually say. It is therefore
quite easy to get the impression that staunch nativism is what prominent nativists
actually believe. However, when we examine what these nativists say in more
detail, what we find is that the consistency upon which staunch nativism depends
in fact relies upon both an unwarrantedly strict interpretation of nativists’ claims,
and on a reduction of the complexity of these claims. Once such unwarranted
interpretations and reductions are made explicit, however, the unreasonableness of
staunch nativism becomes readily apparent.

In Why Babies’ Brains Are Not Swiss Army Knives, Karmiloff-Smith (2000,
p- 145) provides a series of quotations from prominent—indeed canonical —nativists
that she claims support her “staunch” interpretation:

“We argue that human reasoning is guided by a collection of innate domain-
specific systems of knowledge [Carey & Spelke, 1994].”

”

“[S]yntactic knowledge is in large part innately specified [Crain, 1991]

“['The human mind is] equipped with a body of genetically determined information
specific to Universal Grammar [Smith & Tsimpli, 1995].”

“The mind is likely to contain blueprints for grammatical rules . .. and a special set
of genes that help wire it in place [Pinker, 1994].”
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“If language, the quintessential higher cognitive process, is an instinct, maybe the
rest of cognition is a bunch of instincts too—complex circuits designed by natural
selection, each dedicated to solving a particular family of problems [Pinker, 1994].”

These are clearly and straightforwardly nativist, and Karmiloff-Smith is right
to claim such quotations should form the basis of any interpretation of nativism.

However, what is equally clear is that what, say, Steven Pinker claims here
is not that the “special set of genes” that provide the mind with “blueprints
for grammatical rules” do all —or even most—of the work in the development of
these rules during language acquisition. Rather, Pinker claims only that such
genes “help wire” these blueprints in place. Pinker does not, therefore, make any
claim in this extract that is equivalent to staunch nativism’s highly detailed
genetic prespecification. Similarly, Pinker clearly does not claim that the new-
born brain is “crammed with” the dedicated, complex circuits that may constitute
the “bunch of instincts” that make up (most of) “the rest of cognition.” Rather,
Pinker’s claims here are entirely neutral as to when in ontogeny such circuits may
appear. So Pinker does not defend staunch nativism’s presence at birth here
either.

In other words, while Karmiloff-Smith’s “staunch” interpretation is perhaps
not inconsistent with what Pinker actually says in the quotations provided, there
is absolutely no requirement that we interpret the passages quoted as staunchly as
Karmiloff-Smith chooses to do. Moreover, Pinker himself makes exactly these
kinds of points elsewhere:

The genetic assembly instructions for a mental organ do not specify every con-
nection on the brain as if they were a wiring schematic for a Heathkit
radio. ... [Rather, tlhe families of neurons that will form the different mental
organs, all descendents of a homogeneous stretch of embryonic tissue, must be
designed to be opportunistic as the brain assembles itself. (Pinker, 1997a, p. 35)

The claim that there are several innate modules is a claim that there are several innate
learning machines, each of which learns according to a particular logic. (p. 33)

Despite Karmiloff-Smith’s textual evidence, then, we can clearly see that
Pinker neither believes nor defends staunch nativism’s highly detailed genetic
prespecification, presence at birth, or minimal environmental input (the latter
following from the prominent role Pinker gives to “learning machines”). Pinker,
therefore, is clearly not a staunch nativist.

Similar points apply to the other nativists Karmiloff-Smith cites. Susan Carey
and Elizabeth Spelke, for example, have clearly and intentionally used the words
“is guided by” rather than “stauncher” terms such as, say, “is determined by” or
“consists in” when making their nativist claims. Similarly, Stephen Crain’s claim
that “syntactic knowledge is in large part innately specified” leaves open the pos-
sibility that a good deal of this knowledge is not innately specified, or even that
no such knowledge is fully specified. Once again, there is no reason to interpret
“Innate” and “innately specified” as synonymous with “crammed in the newborn
brain” in either case. Furthermore, Crain and Carey and Spelke themselves ex-
plicitly say as much elsewhere:
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[Clhildren’s initial cognitive endowment consists of a set of innate core systems of
knowledge. ... Most importantly, the mechanisms by which these core systems
arise during early development are distinct from those that underlie theory con-
struction later in childhood. (Carey & Spelke, 1996, p. 516, emphasis added)

[T]t would be absurd to claim that grammars are innate. ... However, nativists
claim that many aspects of grammars—e.g., universal linguistic principles like the
Binding Theory—are not acquired in this fashion [i.e., nativists claim that these
aspects are not determined by the child’s experience of her linguistic community].
(Crain & Pietroski, 2001, p. 146—7)

Thus these other canonical nativists also defend claims that are clearly distinct from
staunch nativism’s highly detailed genetic prespecification and presence at birth.
Crain and Carey and Spelke therefore clearly do not advocate staunch nativism either.

In sum, then, while staunch nativism is perhaps not inconsistent with the
canonical nativists’ quotations that Karmiloff-Smith provides (and is, no doubt,
equally consistent with claims made elsewhere by these and other nativists), staunch
nativism is clearly neither intended nor entailed by these quotations. Moreover,
staunch nativism is in fact directly contradicted by various other claims made else-
where by these same nativists. Thus, despite the textual evidence that Karmiloff-
Smith provides, we can see that canonical nativists simply do not believe or defend
the version of nativism that Karmiloff-Smith attributes to them. Staunch nativism
should not, therefore, be taken as representative of current nativist theorizing, and
practicing nativists should not be understood as believing or defending it.

2 Where Does This Leave Us?

I have just shown that one way we can dissolve much of the neuroconstructivists’
challenge to nativism is by rejecting staunch nativism as an accurate interpretation
of nativists” claims. However, it may appear that this success has been achieved by
making explicit the claims of particular nativists at the expense of retaining na-
tivism as a unified position or program. One virtue of the concept of staunch
nativism, and no doubt one source of its appeal, is that it offers an understanding
of nativism that is both relatively easy to grasp and relatively explicit in its claims and
components. Its vice, as already mentioned, for both methodological and practical
purposes, is that few (if any) practicing nativists believe or defend it. However,
determining “what nativists actually believe” is no easy matter, and even the most
cursory glance at the literature generates a range of apparently distinct alternatives.

Clearly what is important for nativists is that some particular (kinds of) cognitive
properties are “innate.” However, as the quotations in the previous section show,
canonical nativists appear to differ quite significantly over which these properties are,
and over how claims about the “innateness” of these properties should best be un-
derstood. As it happens, the first of these need not be particularly worrying, for in the
given extracts Pinker, Crain, Spelke, and others are each focusing on aspects of
cognition that lie within their own distinct investigative domains. However, the ap-
parent differences between these theorists” proposals concerning how best to under-
stand their claims about “innateness” may initially seem to pose a much more



Toward a Reasonable Nativism 127

significant problem. Proposed understandings include, for example, the existence of
“genetically determined information” or “special sets of genes” somehow related to
particular aspects of cognition; design of these aspects “by natural selection”; the
“early development” of such aspects, which may itself involve “distinct mechanisms”;
and these aspects not being determined by the organism’s experience of particular
environmental properties. These claims involve a wide variety of factors that may
initially seem quite distinct, and the existence of much common ground between
different nativists’ claims is not immediately apparent. Given this kind of evidence,
one might well start to wonder what exactly one should take “nativists” to believe, and
also to worry just how unified a position “nativism” really is.

Fortunately, more detailed analysis of this evidence will do much to dispel
these fears, and in the following sections I will show that such apparent conflict
actually provides the basis for a robust understanding of the nativist program. I will
begin by clearing away some basic confusions that seem still to surround discussion
of practicing nativists’ claims, and I will then move on to discuss a reasonable
nativism in more detail.

3 How to Get Started Properly

3.1 Presence at Birth

There are several features of innate cognitive traits to which nativists often refer but
which should be set aside right at the start of my explication of a reasonable
nativism. The first such feature is the presence of such traits “in the newborn
brain.” This feature simply is not an essential part of practicing nativists” claims.
Physiological traits can be innate without being present at birth, for example, teeth,
eye color, and pubic hair; cognitive traits equally so. However, what is the case is
that nativists sometimes employ “presence at birth” as evidence in favor of the
claim that a particular trait is innate, and this is because many innate traits
are indeed contingently so present. However, nativists rightly consider such evi-
dence as no more than defeasible evidence of innateness, and thus “presence at
birth” is not and should not be taken as essential to a reasonable nativism.

3.2 Evolution

Similarly, that an innate trait be some kind of “evolutionary adaptation” is also not
a required part of a reasonable nativism, despite the fact that evolutionary argu-
ments are also often used by nativists to support their nativist claims (see, e.g.,
Atran, chapter g here; Pinker, 1994, 1997a, 2002; Tooby & Cosmides, 1992a; Tooby,
Cosmides, & Barrett, chapter 18 here). Physiologically, both the existence of the
human chin and the redness of human blood are innate traits, but neither of these
is itself an “evolutionary adaptation.” This is not to say that an evolutionary ex-
planation of the existence of such traits cannot be given —clearly one can. But such
explanations do not involve—let alone require —considering the trait in question
to be an “evolutionary adaptation” (see, e.g., Gould & Lewontin, 1979; Pinker,
1997a). Nor are such explanations essential to the claim that the traits in question
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are innate. Moreover, both Noam Chomsky and Jerry Fodor explicitly reject any
necessary connection between claims about innateness and arguments from evo-
lution (Chomsky, 1987; Fodor, 1998b, 2000). Thus if claims regarding evolutionary
adaptation were to be taken as central to a reasonable nativism, we would find
ourselves in the seemingly bizarre position whereby Chomsky and Fodor cease to
be even mainstream nativists, let alone canonical ones. And this, surely, is not the
right result.? That innate traits are or must be “evolutionary adaptations” should
not, therefore, be taken as essential to the nativist program.

However, nativists do perhaps make use of evolutionary arguments more
readily or more frequently than other cognitive scientists do. This is, I think, be-
cause nativists” uses of evolutionary arguments are often derived from (or otherwise
driven by) the belief that innate traits are in some way “genetically specified” —and
this understanding of innateness is much more central to many nativists” claims
(see sec. 4.4). If this is the case, however, then nativists’ claims concerning the
evolutionary origins of innate components should in fact be best thought of as
“secondary” claims—resulting largely from nativists’ desire to integrate claims
concerning “innateness as genetic specification” into a wider naturalistic frame-
work—rather than as direct appeals to evolutionary origins. So while the claim that
a particular trait is an “evolutionary adaptation” is indeed often employed by na-
tivists as evidence in favor of the claim that a particular trait is innate, this is largely
because a trait’s being an adaptation of this kind is seen by some nativists as the best
explanation for how such a trait could be “genetically specified.” As with “presence
at birth,” however, such evidence is no more than defeasible evidence, and thus a
trait’s being an “evolutionary adaptation” is not and should not be taken as an
essential aspect of what it is for a trait to be innate. That a trait be an “evolutionary
adaptation” should not, therefore, be taken as a required part of a reasonable
nativism.

3.3 Nativism and Innateness

Finally, it should be emphasized that the task of developing a reasonable nativism
is not the same task as that of providing constitutive or other definitional conditions
for “innateness.” All developmental cognitive scientists agree that some cognitive
and noncognitive properties are innate, and must therefore employ at least—and
perhaps no more than—roughly the same understanding of this term for mean-
ingful disagreement to occur. What distinguishes nativists, empiricists, neuro-
constructivists, and so on is the volume, detail, and complexity of the properties
that each claims to be innate. As Karmiloff-Smith herself puts it:

At some level, of course, we all concur in the existence of some degree of innate
specification. The difference in positions concerns how rich and how domain-specific
the innately specified component is. . . . The neuroconstructivist approach to normal

3. See Samuels (2002) for a more detailed discussion of why a reasonable nativism should respect and
preserve the standard categorization of central figures in debates over nativism.
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and atypical development fully recognizes innate biological constraints but, unlike
the staunch nativist, considers them to be initially less detailed and less domain-
specific as far as higher level cognitive functions are concerned. (1998a, p. 389)

Likewise, Quine famously pointed out that even the behaviorist “is knowingly and
cheerfully up to his neck in innate mechanisms” (1969, pp. 95-6).

In developing a reasonable nativism, one is not, therefore, required to provide
a constitutive definition of “innateness” or to explain “what it means to be innate.”
Rather, what a reasonable nativism requires is that nativists’ claims that certain
properties are “innate” be reasonable, and this in turn depends upon the properties
involved, and the kinds of explanation in which these properties are employed. Of
course, nativists may turn out to be either correct or not about the properties they
claim to be innate, and may provide either good or bad explanations in which such
properties figure. However, such judgments must always be made by comparing
nativists” claims to those made by neuroconstructivists, empiricists, or even other
nativists, and by accepting or rejecting such claims accordingly. Provided the no-
tion of innateness in all of these claims is roughly the same—or plays roughly the
same role—such evaluation can legitimately be made, and can be made without
having specified for certain “what it is to be innate.”

This initial ground-clearing work done, I now turn to the features that should
form part of a reasonable nativism.

4 Developing a Reasonable Nativism

It is clear from the discussion so far, and from debates about nativism more
generally, that what most nativists consider central to nativism is the claim that
certain cognitive properties are “not determined by” or “develop robustly in
the face of” or are in some other way “impervious to” the specific properties of the
environment in which an organism develops. And, most usually, this indepen-
dence from environmental factors is explained by claiming that either the de-
velopmental trajectory of these properties or their mature end-state is in some
sense “genetically specified.” Of course, the particular reasons why individual
nativists make these claims differ enormously, as do the details of the properties
with which such claims are concerned (as the other chapters in this volume attest).
Nonetheless, some notion of “independence from environmental particulars, ul-
timately explained by genetic structure” lies at the heart of most nativists” claims.
Consequently, the majority of the work on developing a profitable or robust
construal of nativism has occurred in this area, as has the majority of criticism
(e.g., Ariew, 1996, 1999; Bateson, 1991; Cowie, 1999; Godfrey-Smith, 2002; Grif-
fiths, 2002; Maclaurin, 2002; Oyama, 1985; Samuels, 2002; Stich, 1975a; Wimsatt,
1986, 1999).

I will not present a detailed examination of these arguments here—there is
simply insufficient space to do justice to the complexity and variety of the claims
made by those involved. Rather, I will examine the methodology that under-
writes many of these claims, and show how a proper understanding of this aspect
of nativists’ practice provides a sound basis for a reasonable nativism.
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4.1 Specific Cognitive Properties and

Particular Environments

Nativists” claims have the following abstract form: for organisms with genome G,
under environmental conditions E, cognitive property P is innate. More explicitly,
any properly formed nativist claim about the innateness of any particular cognitive
property P is always made in the context of and with reference to an explanatory
framework the parameters of which are provided by the particular values for G and
E appropriate to the organism and environment concerned. Crain and Pietroski
(2001), for example, claim that for organisms with a “normal human” genome,
under the environmental conditions that consist of “the linguistic input children
receive,” the specific linguistic property “binding theory” is innate. Correspond-
ingly, properly formed nativist claims about the innateness of any other similarly
specific Ps with respect to organisms that have differing values for G (e.g., normal
humans, chimpanzees, or those with Williams syndrome) or with respect to en-
vironmental conditions providing differing values for E (e.g., normal linguistic
input, brain lesions, or toxic atmospheres) are also made from within the ex-
planatory framework provided by the particular values for G and E that are ap-
propriate to the investigation concerned.

Understanding nativist claims in the manner just described allows us to see
that individual theorists who make what may appear to be substantively different
claims nonetheless remain steadfastly nativist when (1) the differences between
such claims correlate with different values for P, G, and E, and (2) what unites
these theorists as nativists is that they claim that (more of) P is innate, in some
specified sense, in contrast to other less nativist or nonnativist theorists working with
the same set of values for G and E. Understanding nativist practice in this way,
therefore, does much to clarify why it is that the theorists quoted in section 1 should
be taken as canonically nativist despite the seemingly disparate nature of their
particular claims: each theorist is using different values for P and, possibly, E.

The extent to which these theorists” claims should be accepted as correct is then
determined by how good the overall explanation is in which these claims figure
(recall sec. 3.3). Returning to the example, Crain and Pietroski argue that “binding
theory” is innate by showing that there is no plausible explanation of the develop-
ment of this cognitive property in which such development is determined by the
child’s experience. This example, therefore, represents what is in effect the nativists’
limiting case with regard to explanatory efficacy. However, when we consider
other possible values for P, G and E, alternative plausible explanations may well be
possible. The issue then is to compare the relative plausibility of these explanations
in the light of current evidence, and to accept whichever explanation is most
plausible. And, as everyone agrees, the accepted explanation will necessarily require
some innate components. It is the quantity, complexity, and kind of these compo-
nents that then determines how strongly (non)nativist the explanation is.

Importantly, therefore, individual nativists’ claims necessarily have limited
explanatory scope. That is, such claims apply in the first instance only to the
specific cases about which such claims are initially made, and can be applied to
other cases only when such cases are relevantly similar to the cases that led to the
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original claims. In the example, were we to change the values of any of the
variables (i.e., P, G, or E) about which Crain and Pietroski make their claims,
we would have no grounds to demand that Crain and Pietroski defend nativism in
these new circumstances unless all of the new values can be shown to be suffi-
ciently similar to the original values to mandate such a defense. Otherwise, it is
perfectly legitimate for Crain and Pietroski to refuse to make any claims, nativist
or otherwise, about the resultant situation. Moreover, the “value-specific” nature of
Crain and Pietroski’s nativism can be seen in their explicit rejection of nativism
when the specific cognitive properties (the Ps) concerned are the parameters that
“determine whether direct objects come before or after verbs in transitive con-
structions” (2001, p. 140), even though these properties are no less structural or
linguistically important than binding theory.

One further consequence of the value-specific nature of nativists” claims is that
disagreements between nativists and their opponents, and, indeed, between na-
tivists themselves, may in fact be disagreements not over which properties are
innate but over which genomes such properties are innate for, or which environ-
mental conditions these innate properties develop in. Moreover, when disagreement
does concern the innateness of specific cognitive properties, the correct conclusion
to draw from such disagreement may not be that the innateness claims of one or
other party are incorrect but rather that the organisms or the environmental
conditions involved are not as similar as they were initially thought to be. Making
the values of the relevant variables clear is, therefore, an essential part of any
properly formed nativist claim, and acceptance and respect of these values must
similarly be part of any criticism of such claims. Unfortunately, nativists have been
as guilty as anyone else of failing to provide this clarity—particularly when en-
gaging in more generalized speculation in the light of results from more specific
research—so nativists, as much as their opponents, should become (or remain) as
explicit as possible about the scope and limits of the claims they make. However,
when such explicitness is present, as it is with Crain and Pietroski, we are able to
see precisely how nativist claims should be understood.

Crain and Pietroski thus provide a clear example of the way nativist claims
should be made and of the underlying nature of such claims. They also provide an
example of the standard nativist belief that one good evidential reason to claim that
certain specific cognitive properties are innate is that this explanation is superior to
any existing alternative explanation in which such properties are determined by the
particular experiences of the organism concerned. Crain and Pietroski, therefore,
provide an excellent exemplar of one kind of nativist practice as it is typically found
in cognitive science. With this in mind, I now turn to nativist practice of a subtly
different but similarly typical kind.

4.2 Global Capacities and Mature End-States

Nativists also often claim that cognitive properties much less specific than binding
theory are innate—for example, cognitive capacities such as “core knowledge,”
“theory of mind” or “language.” When doing so, the evidence nativists use to support
such claims falls into two types: (1) evidence concerning the innateness of many (or all)
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of the important or domain-specific components of these “general capacities” where
this evidence is similar to the evidence that indicates that binding theory should be
thought of as innate (see sec. 4.1), or (2) evidence that indicates that these general
capacities reliably, robustly, or rigidly develop in organisms with a given genome
despite wide variation in environmental conditions. These types of evidence are not
mutually exclusive, of course. If the majority of the components of, say, our language
ability are as independent of particular experience as binding theory is, then we would
expect our language ability to develop across a wide variety of environments. Similarly,
the development of the language ability across a wide variety of environments might
reasonably lead us to expect that either the majority or the most important of the
components of this ability develop relatively independently of individual experience.
However, while many nativists do indeed combine both kinds of evidence in precisely
this way, nativism about these general capacities need in fact require no more than that
these capacities develop in a robust manner. George Botterill and Peter Carruthers,
for example, argue that

[w]hatever the pathways of development, they are compatible with our [nativism]
if in the normal case they lead to a common outcome.. . . from varied input. For it
is this common outcome which will be innately prespecified. (1999, p. 55)

This understanding of nativism is also what motivates accounts of nativism
that focus on the “invariance” or “canalization” of phenotypic traits in organisms
with a particular genome (e.g., Ariew, 1999; Sober, 1999).

Those who defend nativism about these general capacities therefore focus
primarily on what is taken to be the mature end-state of these capacities rather than
on these capacities’ development or constituent parts. However, as with specific
properties such as binding theory, nativism in the case of general capacities is
defended by arguing that considering these capacities to be innate provides a
superior explanation to any existing explanation offered by nonnativists for the
robust appearance of these capacities in the face of substantial environmental
variation. However, it is important to note that nativism about general capacities
does not claim that such capacities develop without any significant environmental
input. In principle, such nativism is entirely neutral about the developmental pro-
cess, as the quotation from Botterill and Carruthers demonstrates. Moreover, in
practice, nativism about general capacities claims that, for example, language has a
robust end-state that requires a distinctive developmental trajectory involving both
specialized, domain-specific innate components such as binding theory and sig-
nificant environmental input such as that which provides the parameters for the
direct-object/transitive-verb relation as appropriate for the local environment.* It is,
therefore, simply mistaken to claim that nativism about language, core knowledge,
or any other general capacity must consider the environment as little more than a
trigger for environmentally independent developmental processes. In fact, nativism

4. Recall the quotation from Crain and Pietroski in section 1, in which they say that despite their
nativism about binding theory, “it would be absurd to claim that grammars are innate” (2001, p. 146).
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about such capacities is entirely consistent with significant environmental involve-
ment. It claims only that current evidence indicates that there is significantly less
environmental involvement than nonnativists maintain. Nativism about general
capacities, therefore, employs the same “relative to alternative explanations”
methodology that is employed for nativism about specific cognitive properties, even
though the initial motivation for such nativism differs significantly.

4.3 Interim Summary

We now have a clearer sense of the claims that nativists make, and of how to
understand the way nativists use such claims to motivate and defend nativism. 1
have shown that nativism about different kinds of cognitive properties—the spe-
cific and the general—often reflects a difference in initial investigative focus:
developmental processes and mature end-states, respectively. I have also shown
how nativism appropriate to each of these kinds of cognitive properties can and
often does interrelate, and that it need not do so. In addition, I have shown that
nativism in both cases is driven by an evidence-based methodology in which
nativists claim that the best explanation for the existence of the cognitive properties
under investigation is, for specific properties, that such properties develop inde-
pendently of the appropriate environment for the organism concerned and, for
general capacities, that such capacities develop robustly in the face of substantial
environmental variation. Moreover, | have also shown that explanations of the
latter kind allow and often involve significant environmental input into the resul-
tant cognitive capacity.

The preceding sections, therefore, provide much of the required basis for a
reasonable nativism. Moreover, I have shown that all properly formed nativist
claims are made in the context of and with reference to a framework provided by
appropriate values for G and E—a framework that also specifies the limits of the
conclusions that can be drawn. And this last observation is an important one, for
there is one final role that this framework plays in nativist claims, and under-
standing this role is crucial to the completion of my basis for a reasonable nativism.

4.4 Claims about Genes

Nativists argue that the best explanation for a cognitive property’s environmental
independence or developmental robustness is its being innate. This conclusion is
then often elaborated by claiming that this property must therefore be in some
significant way “genetically specified.” Such elaboration, however, is not equiva-
lent to the much stronger claims that the property in question is fully geneti-
cally determined, or that the property is represented exclusively in the genome.

5. Recall the quotation from Pinker in section 1: “The genetic assembly instructions for a mental organ
do not specify every connection on the brain as if they were a wiring schematic for a Heathkit radio”

(19973, p. 35).
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Nativists are well aware of the difficulties associated with attempting to isolate
causal or representational contributions to phenotypic traits (difficulties well doc-
umented by nonnativists such as Oyama 1985, 2000, Griffiths & Gray, 1994, and
Sterelny & Griffiths, 1999). Consequently, the elaboration that nativists offer is in
fact both largely methodological and explicitly promissory. That is, this elaboration
is intended only to indicate that as the origin of the property in question cannot be
explained by reference to properties of the organism’s particular developmental
environment, then from within the explanatory framework being used, this origin
must, it seems, be explained by reference to that organism’s genome. In other
words, given the tripartite form of nativists” claims, once the cognitive property (P)
in question is agreed and the appropriate environmental conditions (E) are ruled
out, the genome (G) is the only source of explanation left available. Nativists’
references to “genetic specification,” therefore, result largely from the nature of the
framework in which nativist claims are made rather than from any necessary
commitment to specific, isolable causal or representational genetic origins.

One example of exactly this kind of elaboration can be found in Botterill and
Carruthers’s claim that certain general cognitive capacities are innately pre-
specified, “at least in so far as genetic inheritance predisposes toward the devel-
opment of such a cognitive system” (1999, p. 55). A similar elaboration is present in
Pinker’s claim (in sec. 1) that the mind is “likely to contain...a special set of
genes” that help wire the blueprint for grammatical rules in place. Pinker’s claim
here is basically that as the child’s developmental environment has been shown to
be insufficient to wire such grammatical rules in place, the only other available
source to complete this “wiring” —and thus the most likely—is the genome. But in
both these cases these authors claim only that innate cognitive properties should
(somehow) be attributed to the genome because such attribution seems to provide
a better explanation of the occurrence of that property than is provided by at-
tributing it to particulars of the environment of the developing organism.

Thus, despite nativists” explanatory references to genetic properties, nativism is
not primarily a thesis about isolable genetic origins of cognitive properties. Rather,
nativists’ claims about “genetic specification” are the result of the nature of the
explanatory framework that governs properly formed nativist claims. References
to “genetic specification” indicate only that in the context of and with reference to
the particulars of the framework being employed, the appropriate “genome” is a
more likely locus than the appropriate “environmental conditions” for an expla-
nation of the property concerned. Furthermore, there are good reasons to believe
that even direct reference to the genome is a much stronger claim than many nativists
have any real desire to make.

4.5 Samuels’s Primitivism

Richard Samuels (2002) has argued that when nativists claim that certain prop-
erties are innate, what they are really claiming is that such properties should be
considered as “primitive” from the point of view of the framework within which
such claims are made. For Samuels, a property is primitive just in case there can be
no correct scientific explanation of the acquisition (under normal circumstances)
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of that property from within the particular scientific domain to which that property
belongs. So, in the context of the kinds of cognitive properties with which nativists
are concerned, Samuels claims that

to say that a cognitive structure S is primitive is to claim that, from the perspective
of scientific psychology, S needs to be treated as one whose acquisition has no
explanation. For although primitive cognitive structures are presumably acquired
in the (baseline) sense that they are not possessed by an organism at one time but
are possessed at some later time, psychology fails to provide an explanation of how
they come to be possessed. Of course, that is not to say that there is no theory
whatsoever that explains the acquisition of S. It may be the case and, indeed,
presumably is the case that some other branch of science—e.g., neurobiology or
molecular chemistry —can provide an explanation. It’s just that psychology cannot
furnish us with such a theory. (2002, pp. 246—7)

For Samuels, then, to claim that a structure is psychologically primitive is to
claim that any explanation of the acquisition or development of that structure
(under normal developmental circumstances) must lie outside the domain of
scientific psychology. Furthermore, Samuels maintains, when we apply his
“primitivism” to the debates surrounding nativism, what becomes clear is that
when nativists claim that in the light of the available evidence the existence of
certain specific cognitive properties is best explained by their being innate, what
nativists are really claiming is that the best explanation of the acquisition or de-
velopment of such properties is a nonpsychological explanation of this acquisition
or development. In other words, according to Samuels, what nativism claims is that
any explanation of such acquisition or development lies outside the domain of
psychology, and thus presumably lies in the domain of neurobiology, or molecular
chemistry, or some other science. Under primitivism, then, it seems that nativists’
references to “genetic specification” as the source of specific cognitive properties
should be taken as reference not to explanations involving specific properties of an
organism’s genome per se but rather to explanations in which such properties are
not determined by the (normal) psychologically relevant environment of the or-
ganism in question.’ And this, it seems, is precisely what is—and should be—
claimed, given the value-specific nature of the framework within which properly
formed nativist claims are made.

An accurate understanding of this framework, therefore, really does play a
crucial role in providing the basis for a reasonable understanding of nativists’
claims, and Samuels’s primitivism provides one analysis of exactly why this is so.
However, even if one were not inclined to accept Samuels’s analysis, it should
nonetheless be clear that nativism simply does not require specific cognitive

6. Consider, for example, Crain, Gualmini, and Pietroski’s claim (chapter 11 here) that “children know
specific contingent facts that apply to a wide range of constructions across different linguistic com-
munities. Insofar as this aspect of linguistic competence is not plausibly a product of children’s ex-
perience, it is presumably a product of their biological endowment.” Crain et al. refer here neither to
“genetic specification” nor to “the genome.” Rather, the reference is to biology, and their thought is that
it is from biology that the explanation of children’s innate linguistic properties will come.
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properties to have a directly or exclusively causal or representational genetic origin.
Rather, nativism claims only that from within the explanatory framework with re-
spect to which any given properly formed nativist claim is being made, these cog-
nitive properties are not acquired from environmental particulars, and thus their
occurrence is best explained by supposing them to be innate. And, at the risk of
tedious repetition, such claims are always made relative to the claims of other
theorists operating with respect to the same framework.

My explication of the basis for a reasonable nativism is thus complete. Finally,
therefore, I will now turn to the relations between this reasonable nativism and
current neurodevelopmental data.

5 Neurodevelopmental Data and the
Neuroconstructivists’ Challenge

From the explication of nativism just given, it should now be clear that much
neurodevelopmental work occurs as part of an explanatory project that is in an
important sense distinct from the project engaged in by most practicing nativists.
That is, to the extent that neurodevelopmental work aims to provide a compre-
hensive causal “route-map” of the processes and elements involved in development
from conception to mature cognitive end-state, much of this map will speak to
nativists’ concerns only as part of the much larger overall project of understanding
developing organisms in general. Nativism, [ showed, is primarily concerned only
with the psychological properties that contribute to or constitute mature cogni-
tive end-states. Investigation and explanation of the nonpsychological develop-
ment of these properties—and in particular of the properties that are innate or
“primitive” —thus falls outside nativists’ primary scientific domain. Such expla-
nations will, therefore, frequently speak neither for nor against nativists’ concerns,
even though nativists readily accept the importance of such explanations in the
context of the overall project in which nativism plays a part. Neurodevelopmental
data and nativism can in principle therefore be entirely complementary, with the
former providing explanation of how the innate properties suggested by the latter
develop. Moreover, neuroconstructivism and nativism can also be entirely com-
plementary, as much of the data championed by neuroconstructivists either does
not speak directly to nativists’ claims or can be accommodated within the nativist
program (see, e.g., Marcus, 1998, 2004, chapter 2 here; Samuels, 1998). Under-
standing the scope and limits of the framework in which nativists’ claims are made
thus plays a crucial role in understanding how neurodevelopmental data may (and
may not) impact upon a reasonable nativism.

Furthermore, neurodevelopmental data can be detached from nativism
not only in virtue of the difference in appropriate scientific domains but also in
virtue of the relation between neural properties on the one hand and cognitive
properties on the other. Nativism primarily concerns the latter, neurodevelopment
the former, and neuroconstructivism both. Thus while all those involved in de-
velopmental research accept that cognitive properties are somehow implemented
in or by neural properties, care must be taken by those within each program to
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differentiate these properties appropriately when making explanatory claims. It is
simply not the case that what is true of neural properties must also be true of
cognitive properties, even if the latter are fully implemented by the former.
Nonnativist developmental explanations of neural structures are thus entirely
compatible with nativist explanations of cognitive structures, all else being equal.
Failure to respect this relation will, therefore, result in misplaced criticism of both
nativism and neuroconstructivism alike, and is also likely to make both positions
seem more at odds than they actually are.” On the other hand, proper consider-
ation will do much to support both positions, and to move forward our under-
standing of both cognitive and neural development (e.g., Gerrans, 2003).

Of course, the claims made by those working in these different disciplines can
conflict. Changes in cognitive properties must somehow be correlated with changes
in neural properties, and investigations at the neurodevelopmental (or other non-
psychological) level may turn out to support either nativist or nonnativist models of
cognitive development. But for the moment it is by no means clear that data from
either neurodevelopmental studies or, more specifically, from neuroconstructivist
research, does or must support nonnativist models over nativist ones (see, e.g., Tager-
Flusberg, 2003, chapter 16 here; Tager-Flusberg & Sullivan, 2000; Tager-Flusberg
et al.,, 2003). A reasonable nativism of the sort developed here therefore has little
to fear from current neurodevelopmental research.

6 Conclusion

In the first section of this chapter I showed that the “staunch” understanding of
nativism that many neuroconstructivists employ is not one to which practicing na-
tivists subscribe. In the following sections, I showed that careful consideration of the
actual claims of practicing nativists provides an understanding of nativism that is
innocent of the extremes of which nativists are often accused, and that practicing
nativists’ claims can in fact provide a sound basis for a reasonable nativism. Es-
sential parts of this basis are that a reasonable nativism does not require innate
cognitive properties either to be present at birth or to be “evolutionary adapta-
tions,” nor does it hinge on providing a constitutive definition of the term “innate.”
Rather, nativism requires adopting the best available explanation for the occur-
rence of certain cognitive properties in the light of both current data and the
appropriate explanatory framework, and nativist explanations are those in which
more is innate— in some mutually agreed sense—than is innate in the explanations

7. Karmiloff-Smith, for example, writes that “[o]ne could claim that the face-processing module was
only ‘turned on’ at twelve months, i.e., that it is under maturational control. But surely a more parsi-
monious and more likely explanation is that by twelve months the infant has had sufficient experience of
faces to cause the microcircuits in the neocortex to become progressively specialised and localised”
(2000, p. 152). Karmiloff-Smith presents these two sentences as though they contain incompatible
explanations. But in fact the (nativist) “turning on” of a cognitive property as a result of the (nonnativist)
progressive specialization of neural properties is entirely unproblematic, given the different scientific
domains and (largely unknown) implementation relations involved.
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offered by other less nativist or nonnativist theorists. In consequence, a reasonable
nativism about general cognitive capacities (e.g., language) involves and requires
significant environmental input, and a reasonable nativism about more specific
cognitive properties (e.g., binding theory) centers around the implausibility of
explanations of such properties in terms of environmental particulars. Moreover,
a reasonable nativism in the latter case is not primarily a thesis about the ultimate
genetic origin of the cognitive properties concerned. Indeed, nativism in the latter
case can quite plausibly be understood as not making claims about ultimate causal
origins at all, but rather as making claims about what is and is not part of the
explananda of scientific psychology. Furthermore, a reasonable nativism of this
kind makes it clear why apparently disparate or competing nativist claims are in
fact both compatible and nativist, and also how such claims can profitably be
employed by nativist theorists.® I have also shown that the reasonable nativism
developed here can be fully cognizant of and consistent with current neurodevel-
opmental data—neuroconstructivism included.

Finally, crucial to all of these results was understanding the “value-specific”
methodological framework in which properly formed nativists” claims are made,
and the scope and limits that this framework places on such claims. I showed that
both nativists and their opponents must be as explicit as possible about the details
of the framework appropriate for their claims, for only then can such claims can be
properly understood and significant progress be made. Provided that such criteria
are met, however, a reasonable nativism of the kind developed in this chapter can
and will continue to be a profitable research program for the understanding of
human cognition and its development.

8. Indeed, recent work by Peter Godfrey-Smith (2002) has given some indication of how such a com-
bination can do useful work in understanding the evolution of our representational and interpretive
abilities.
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SCOTT ATRAN

Strong versus Weak
Adaptationism in
Cognition and Language

n a sense, everyone who isn’t a creationist and who thinks that Darwin’s theory of
Inatural selection isn’t moonshine is an adaptationist when it comes to explaining the
origins of human cognition. Nevertheless, there are serious differences in research
strategy between “strong adaptationism” and “weak adaptationism.” Strong adapta-
tionists hold that researchers should first attempt to explain any distinctive (non-
cultural) complex organic design in terms of task-specific adaptations to ancestral
environments (Barkow et al., 1992; Daly & Wilson, 199s; Plotkin, 1997; Sober &
Wilson, 1998). Weak adaptationists hold that strong adaptationist arguments from
design often involve Panglossian “just-so” stories that are consistent with natural
selection but lack evidentiary standards that could rule out indefinitely many alter-
native and even contrary explanations (Gould & Lewontin, 1979; Fodor, 2001b). Weak
adaptationism is driven by traditional scientific assumptions of parsimony, attempting
to deduce and cover the widest range of facts from the minimal set of axioms and
hypotheses (Chomsky, 2001; Hauser et al., 2002). Each camp routinely claims that the
other camp doesn’t really understand Darwin or evolution; both routinely pay homage
to George Williams’s (1966) modest use of adaptationism.

For many evolutionary psychologists who take a strong adaptationist position,
any functional cognitive design that is too complex to result from pure chance must
be either an adaptation or a by-product of an adaptation (Andrews et al., 2003; Buss
et al., 1998). Thus,

given any sensible analysis of the probabilities involved, a system with so many
complexly interdependent subcomponents that together interact to produce com-
plex functional output cannot be explained as anything other than an adaptation,
constructed by the process of natural selection. (Tooby & Cosmides, 1990, p. 761)

Moreover,

each Darwinian adaptation contains in its functional design the data of the
cause—the selective force—that created it. These data are both necessary and

141



142 Language and Concepts

sufficient to demonstrate scientifically the historical environmental problem that
was causal in creating the adaptation. (Thornhill, 1997, p. 5)

This is supposed to be clear for human syntax, particularly in regard to the
apparently universal and unique structure of linearized sounds that are used to
convey and combine meanings (Pinker, 1997a).

Weak adaptationists consider that most higher order human cognitions are by-
products of earlier evolutionary by-products that were not adapted to fulfill a specific
function relative to some particular ancestral environment. These by-products
originated as functionless spandrels that have been subsequently modified under
cultural selection rather than natural selection. Biologically functionless, or nearly
functionless, spandrels supposedly include: religion, writing, art, science, com-
merce, war, and play. These evolutionary by-products are cultural “mountains” to
the biologically “adaptive molehill” (Gould, 1991, pp. 58—9). On this account,
evolutionary psychology would have little to reveal about the emergence and struc-
ture of such culturally elaborated spandrels. Because “the number and complexity of
these spandrels should increase with the intricacy of the organism under consider-
ation,” the complexity, variety and importance of useable and significant spandrels
will have little, if anything, to do with evolved functional design (Gould, 1997c,
pp- 10754-5; see Fodor, 1998b). As a matter of methodological principle, weak
adaptationism is equally open to the possibility of explanations that do not directly
rely on natural selection. Resort to task- and environmentspecific adaptationist ac-
counts of the origins of human cognitive systems, including language, should be used
only when comparative (fossil or ethological) evidence strongly warrants it—which is
rarely the case (Chomsky, 2000; Finlay et al., 2001; Fodor, 2001b; Gould & Vrba, 1982;
Hauser et al., 2002).

Itis difficult to decide whether and when strong versus weak adaptationists differ
in theory and ontological assumption, or differ “only” in methodological principle
and practice. Although strong adaptationists sometimes argue as if adaptedness to a
particular environment or “niche” is key to understanding complex design, their
primary concern is how complex design evolved to fulfill a specific function. The
distinction is important. Consider the bullet shapes of fish. One plausible evolu-
tionary account is this. Given initial random variations in fish shape, laws of fluid
flow would cause those who were initially more bullet-like to swim faster and more
efficiently. As a result, those individuals would likely have more descendents, and
in time bullet shapes would become fixed in the population. If so, we may conclude
that bullet shapes fulfill the function of enabling efficient motion in water. Notice
that such explanation does not appeal to anything like a “niche” (unless water counts
as a niche). Nevertheless, strong adaptationists seldom consider explanations of
complexity in terms of general adaptive pressures (e.g., hydrodynamical structures in
the earth’s gravitational field), which have more to do with all-purpose laws of
physics and broad-ranging physical conditions on the planet than with specific
adaptive problems that arise from trying to keep up with changing biotic environ-
ments. In contrast, weak adaptationists often look first to these more general sorts of
physical pressures and conditions in order to understand organic (including cog-
nitive) structures (Chomsky, 2001; Leiber, 2002; Turing, 1952).
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It is also often unclear whether strong adaptationism is rooted in an onto-
logical assumption that functional specialization underlies complexity—and that
complexity is sufficient for inferring function—or whether evidence of complexity
is primarily a “motivation” for research into function. Weak adaptationists can
point to many examples of complexity—from the fractal structure of a sea-coast
to crystals, snowflakes, and pentamerous forms among a host of biologically un-
related organisms—for which no function is readily (or even remotely) infer-
able. Weak adaptationists do not see evidence of complexity and constancy as a
demonstration—or even as a sufficient reason to suspect and look for—some his-
torical configuration of means being functionally appropriate to an end.

In what follows, I concentrate on the issue of methodological usefulness of a
strong versus weak adaptationist position in attempting to gain significant insight
and to make scientifically important advances and discoveries in human cognition.
[ argue that in cases of certain domain-specific cognitive competencies (e.g., folk
biology) strong adaptationism has proven useful but not necessary to recent progress
in the field. In other cases (e.g., language), a weak adaptationist strategy has been
arguably most productive in advancing scientific understanding, without preclud-
ing that the structures uncovered by other means are actually adaptations.

1 Strong Adaptationism: The Case for Folk Biology

To get along in the world, people need to be able to understand and predict
the general properties and behaviors of physical objects and substances (physics), the
more specific properties of plants and animals (biology), and the particular prop-
erties of their fellow human beings (psychology). Recent developmental, cognitive
and crosscultural experiments strongly indicate that all (non-brain-damaged) hu-
mans have distinct core faculties of mind with privileged access to these distinct but
overlapping domains of nature: folk mechanics (object boundaries and movements),
folk biology (biological species configurations and relationships), folk psychology
(interactive agents and goal-directed behavior) (for reviews see Geary & Huffman,
2002; Hirschfeld & Gelman, 1994; Sperber et al.,, 1995a; Pinker, 1997a). These
plausibly innate (but maturing), domain-specific faculties are candidates for natu-
rally selected adaptations to relevant and recurrent aspects of ancestral environ-
ments. Under analytic idealization they are “universal” and “autonomous” from
other cognitive faculties the way the visual system is universal and autonomous from
other cognitive and biological systems (with significant individual genetic variation,
and viability only in functional interaction with other faculties; Medin & Atran,
2004).

Take the case of folk biology. Humans and their ancestors undoubtedly de-
pended for their survival on intimate interaction with plants and animals, which
probably required anticipatory knowledge of at least some plant and animal species
(it doesn’t really matter which individual apple you can eat, or whether it’s Leo or
Larry the tiger who can eat you). This makes it likely (but not necessary) that
adaptations for special dealings with plants and animals evolved. In addition, there
is growing and converging evidence for innateness and domain specificity in hu-
man folk biological understanding. Although domain specificity is a weaker claim
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than adaptation (and innateness is a weaker claim than domain specificity), evi-
dence for domain specificity helps to focus claims and research on adaptations.

Evidence for domain specificity in folk biology comes from a variety of con-
verging sources (Atran, 2001a). These include: ethology (comparative studies of
species recognition), crosscultural studies (universality of special taxonomic de-
sign), developmental psychology (precocity and regularity in acquisition of essen-
tialized species concepts and ranked taxonomic groupings), cognitive psychology
(independence from perceptual experience of biological essentialism and taxo-
nomic organization), pathology (selective cerebral impairment of folk biological
taxonomies and distinct taxonomic levels), social and educational studies (hyper-
active use of biological essentialism and taxonomization, and their resistance to
inhibition through formal or informal instruction or changing social conditions),
and cognitive anthropology (rapid cultural transmission, easy mnemonic retention,
and enduring historical survival of any given folk biological taxonomy under
varied and changing conditions of experience). No single condition may be nec-
essary for domain specificity; however, joint satisfaction of these conditions consti-
tutes strong evidence for it (although they provide no causal explanation of it).

Phylogenetic comparisons of humans with other primates show some evidence
for homology, and thus provide a good base from which to speculate about adaptation.
For example, some nonhuman species can clearly distinguish several different animal
or plant species (Cerella, 1979; Herrnstein, 1984; Lorenz, 1966b). Vervet monkeys even
have distinct alarm calls for different predator species or groups of species: snake,
leopard and cheetah, hawk eagle, and so forth (Hauser, 2000). Chimpanzees may even
have rudimentary hierarchical groupings of biological groups within groups (Brown &
Boysen, 2000).

Only humans, however, appear to have a concept of (folk) species as such, as
well as taxonomic rankings of relations between species. The human taxonomic
system for organizing species appears to be found in all cultures (Atran, 199o; Berlin,
1992; Berlin et al., 1973). It entails the conceptual realization that, say, apple trees
and turkeys belong to the same fundamental level of (folk) biological reality, and
that this level of reality differs from the subordinate level that includes Winesap
apple trees and wild turkeys as well as from the superordinate level that includes
trees and birds. This taxonomic framework also supports indefinitely many sys-
tematic and graded inferences with respect to the distribution of known or unknown
properties among species (Atran, 1998).

In every human society, people seem to think about plants and animals in the
same special ways. These special ways of thinking, which can be described as “folk
biology,” are basically different from the ways humans ordinarily think about other
things in the world, such as stones, tools, or even people:

From the most remote period in the history of the world organic beings have been
found to resemble each other in descending degrees, so that they can be classed
into groups under groups. This classification is not arbitrary like the grouping of
stars in constellations. (Darwin, 1859, p. 431)

The structure of these hierarchically organized groups, such as white oak/oak/
tree or mountain robin/robin/bird, is referred to as “folk biological taxonomy.”
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These nonoverlapping taxonomic structures can often be interpreted in terms of
speciation (related species descended from a common ancestor by splitting off
from a lineage).'

At each level the biological groups, or taxa, are mutually exclusive and partition the
locally perceived biota in a virtually exhaustive manner. Lay taxonomy is composed of a
small number of absolutely distinct hierarchical levels, or ranks (Berlin, 1992): the levels
of folk kingdom (e.g., animal, plant), life form (e.g., bug, fish, bird, mammal, tree, herb/
grass, bush), generic species (gnat, shark, robin, dog, oak, clover, holly), folk specific
(poodle, white oak), and folk varietal (toy poodle; spotted white oak). Ranking is a
cognitive mapping that projects living kind categories onto a structure of absolute levels,
that is, fundamentally different levels of reality. Taxa of the same rank tend to display
similar linguistic, biological, and psychological characteristics.

Ranks, not taxa, are universal. Biological ranks are second-order classes of
groups (e.g., species, family, kingdom) whose elements are first-order groups (e.g.,
lion, feline, animal). Ranks are intended to represent fundamentally different
levels of phenomenal (readily perceived) reality, not convenience (Berlin, 1992). In
principle, this ranking system allows incorporation of indefinitely many folk spe-
cies into an inductive compendium that “automatically” connects properties of the
new species to the properties of all other species. This taxonomic framework
supports indefinitely many systematic and graded inferences about the distribution
of known or unknown properties among species (Atran, 1998).

Folk biological taxonomies are structurally anchored to the level of the “ge-
neric species” (Atran, 1990; Berlin et al., 1973), the common man’s (folk) species
(Wallace, 1889, p. 1). Generic species often correspond to scientific species (e.g.,
dog, apple tree); however, for a majority of perceptually salient organisms, such as
vertebrates and flowering plants, a scientific genus frequently has only one locally
occurring species (e.g., bear, oak). There is growing experimental and crosscultural
evidence of a commonsense assumption that each generic species is presumed to
have underlying causal nature, or essence, that is uniquely responsible for the
typical appearance, behavior, and ecological preferences of the kind (Atran et al.,
2001; Gelman & Wellman, 1991; Hickling & Gelman, 199s5; Sousa et al., 2002).

People in all cultures, it appears, consider this essence responsible for the organ-
ism’s identity as a complex entity governed by dynamic internal processes that are lawful
even when hidden. This essence maintains the organism’s integrity even as it causes the
organism to grow, change form, and reproduce. For example, a tadpole and frog are
conceptualized as the same animal although they look and behave very differently and
live in different places. Western philosophers, such as Aristotle and Locke, attempted to
translate this commonsense notion of essence into some sort of metaphysical reality, but

1. Within a single culture, there may be different sorts of “special-purpose” folk-biological classifications
organized by particular interests for particular uses (e.g., beneficialmoxious, domestic/wild, edible/
inedible, etc.). Ever since the pioneering work of Berlin and colleagues (Berlin et al., 1973), ethno-
biological evidence has accumulated showing that societies everywhere also employ “general-purpose”
taxonomy that supports the widest possible range of inductions about living kinds that are relevant to
everyday life (Atran, 1998).
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evolutionary thinkers reject the notion of essence as such (Hull, 1965; Mayr, 1982).
Nevertheless, biologists have traditionally interpreted this conservation of identity under
change as due to the fact that organisms have genotypes separate from phenotypes.

Although biological science does not abide metaphysical essentialism, there is
a wide variety of evidence supporting the notion of psychological essentialism (Ahn
et al., 2001); that is, even when people do not have specific ideas about essences,
they may nonetheless have a commitment to the idea that there is an underlying
nature (i.e., they may have an “essence placeholder,” Medin & Ortony, 1989). This
hidden, causal essence is presumably responsible for the manifest properties of the
kind. The special causal presumptions inherent in essentialism cannot apparently
be derived from more domain-general notions of causality (e.g., a three-legged tiger
is still presumed to be a quadruped by nature, but a three-legged or bean-bag chair is
not, although most chairs are quadrupedal; Atran, 1987). The fact that biological
science can overturn psychological essentialism in theory construction doesn’t im-
ply that psychological essentialism is dismissible from everyday thought, any more
than rejection of constant intervals of space and time in physics implies abandoning
ordinary use of space and time (Atran, 1990).

Briefly, then, there is a folk biological system (FBS) of the human mind. It
discriminates and categorizes parts of the flux of human experience as “biological,”
and develops complex abilities to infer and interpret this highly structured domain.
In a general sense, there is nothing intrinsically different about FBS —in terms of
innateness, evolution or universality—than the visual system (VS) or any other
evolved cognitive system. The FBS is no more (or less) “autonomous” from the
surrounding social environment, or from other mental systems, than VS is de-
tachable from surrounding light and object patterning or from other physical
systems (including linguistic and other cognitive systems; Marr, 1982).

The FBS and VS do not exist, and cannot develop, in isolation but only as sub-
systemns of even more intricate structures. Moreover, to function propetly, such systems
require adequate access and exposure to the appropriate environmental input that
triggers or enables them; otherwise they tend to degenerate (Hubel, 1988). Thus, claims
about the biological “autonomy” or “modularity” of FBS or VS refer only to a speci-
fiable level of systemic functioning, within a system hierarchy, under appropriate
environmental conditions. Claims for “innateness” refer only to special biological
preparedness that canalizes maturing and developing manifestations of FBS under
environmental constraints. This does not imply genetic uniformity among individuals.
A difficult empirical issue concerns the extent to which other cognitive systems, such as
folk psychology and folk mechanics, are themselves geared to interface with folk biology.

The FBS constrains and guides the way biological inferences are generalized
from particular instances (experiences, observations, exemplars). The particular per-
sons observed, actual exemplars targeted, and specific inferences made can vary a lot
from person to person. Nevertheless, much as rain falling anywhere in a mountain
valley converges into the same natural mountain-valley river basin (Waddington,
1959), so each person’s knowledge will converge (in the appropriate cultural idiom)
toward the same basin of thought and action (Sperber, 1996).

Thus, many different people, observing many different exemplars of dog under
varying conditions of exposure to those exemplars, all still generate more or less the same
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general concept of dog. The concept dog—or any other basic sort of living-kind
concept—represents more than just “correlational features in the world.” It is hard to
imagine how a categorization system exclusively attuned to perceptually based “corre-
lational structure” (see Berlin, 1992; Rosch et al., 1976) could possibly predict the
classification of Pekinese with Saint Bernards and not Persian cats, and huskies with
Chihuahuas and not wolves—much less the convergence across cultures of people’s
understanding that tadpoles belong with frogs, caterpillars with butterflies, and so forth.
Rather, correlated surface features, together with deep inferential principles that go
beyond given appearances (e.g., essentialism), spontaneously create natural living-kind
categories that capture and predict organic relationships at roughly the level of human
ecological proclivity (including larger vertebrates and flowering plants; Atran, 1990).

Within the emerging paradigm of cognitive domain specificity, there is much
speculation and controversy, as might be expected in any young and dynamic
science. For example, there are competing accounts of how human beings acquire
basic knowledge of the everyday biological world, including the categorical limits
of the biological domain and the causal nature of its fundamental constituents.
Susan Carey and her collaborators have articulated one influential view of con-
ceptual development in folk biology (Carey, 1985; Carey & Spelke, 1994; Solomon
et al., 1996). On this view, young children’s understanding of living things is
embedded in a folk psychological, rather than folk biological, explanatory frame-
work. Only by age 7 do children begin to elaborate a specifically biological frame-
work of the living world, and only by age 10 does an autonomous theory of biological
causality emerge that is not based on children’s understanding of how humans think
and behave. A competing view is that folk biology and folk psychology emerge early
in childhood as largely independent domains of cognition that are clearly evident by
ages four or five, and that may be innately differentiated (Atran, 1987; Gelman &
Wellman, 1991; Hatano & Inagaki, 1999; Keil, 1994).

To address this issue, a series of cross-cultural experiments were carried out (Atran
et al., 2001; Ross et al., 2003; Sousa et al., 2002). One set of experiments shows that by
the age of four to five years (the carliest age tested in this regard) urban American, rural
Yukatek Maya, and urban and rural Brazilian children employ a concept of innate
species potential, or underlying essence, as an inferential framework for understand-
ing the affiliation of an organism to a biological species, and for projecting known and
unknown biological properties to organisms in the face of uncertainty (Atran et al.,
2001; Sousa et al., 2002). For example, young children overwhelmingly believe, like
adults, that the identity of animals and plants follows that of their progenitors, re-
gardless of the environment in which the progeny matures (e.g., progeny of cows
raised with pigs, acorns planted with apple seeds; see Gelman & Wellman, 1991).

Another set of experiments shows that whereas young urban American chil-
dren exhibit strong anthropocentric construals of nonhuman biological kinds,
the youngest Maya children, as well as Native American (Menominee) and rural
majority-culture American children, do not (Atran et al., 2001; Ross et al., 2003).
These children do not initially need to reason about nonhuman living kinds
by analogy to human kinds. The fact that urban American children show anthro-
pocentric bias appears to owe more to a difference in cultural exposure to nonhu-
man biological kinds than to a basic causal understanding of folk biology per se
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(see Inagaki, 1990). Together, the first two sets of experiments suggest that folk
psychology can’t be the initial source of folk biology. They also indicate that to
master biological science, people must learn to inhibit activation of universal dis-
positions to view species essentialistically and to see humans as inherently different
from other animals.

A third set of experiments reveals significant crosscultural agreement in folk
taxonomic structures, and in correspondence of folk taxonomies with evolution-
ary taxonomy ( Atran, 1999; Bailenson et al., 2002; Lopez et al., 1997). A final set of
results shows the same taxonomic rank being cognitively preferred for biological
induction in two diverse populations: people raised in the midwestern United
States and Itza’ Maya of the Lowland Mesoamerican rainforest (Atran et al., 1997;
Coley et al., 1997). This is the generic species—the level of oak and robin. These
findings cannot be explained by domain-general models of similarity, because such
models cannot account for why both cultures prefer species-like groups in making
inferences about the biological world, although Americans have relatively little
actual knowledge or experience at this level. In fact, general relations of perceptual
similarity and expectations derived from experience produce a “basic level” of
recognition and recall for many Americans that corresponds to the superordinate
life-form level of folk biological taxonomy—the level of tree and bird (Rosch et al.,
1976). Still, Americans prefer generic species for making inductions about the
distribution of biological properties among organisms, and for predicting the na-
ture of the biological world in the face of uncertainty. Together, these findings
suggest the generic-species level to be a partitioning of the universal (folk) onto-
logical domains of plant and animal into mutually exclusive essences that are
assumed (but not initially known) to have unique underlying causal natures.” The
findings intimate that folk biology represents evolutionary design; that is, universal
taxonomic structures, centered on essence-based generic species, are routine
“habits of mind,” which may be in part naturally selected to grasp relevant and
recurrent “habits of the world.” Pigeonholing generic species into a hierarchy of
mutually exclusive taxa allows incorporation of new species and biological prop-
erties into an inductively coherent system that can be extended to any habitat,
arguably facilitating adaptation to many habitats (a hallmark of Homo sapiens).

In the case of folk biology, adaptationism may justifiably serve as a heuristic that
guides research; however, it has no descriptive or explanatory role. Domain specificity
is as far as the scientific account goes (for now). A strong adaptationist stance also helps
to counter claims that folk biology develops ontogenetically as an “exapted learning
mechanism” (Andrews et al., 2003).> For example, in the controversy over whether
folk biology develops out of folk psychology or constitutes a functionally autonomous
and preexisting mode of construing the world, initial arguments focused on the fact

»

2. By “(folk)-ontological” is meant the apparent structure of the world that panhuman cognitive
structures —especially domain-specific ones—intuitively (and to some extent, innately) present us with.
3. Exaptation (Gould & Vrba, 1982) is a modern rendition of Darwin’s concept of preadaptation. It is a
preexisting trait that has already evolved (e.g., feathers for insulation) but acquires a new functional
effect (feathers for flight) without being naturally selected for this effect.
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that the structural representation of species (essentialized taxonomy) in the adult state
is more or less uniform across individuals and cultures. If so, it is unlikely that widely
varying learning conditions are responsible for such a relatively stable and uniform
state; however, evidence for developmental specificity was lacking.

The recent studies cited suggest that the apparent effects of folk psychology
on developing folk biology (e.g., anthropocentric interpretations of animals and
plants) weaken or disappear for “nonstandard” populations, that is, for any human
group other than children or students linked to major research universities. One
interpretation is that nonstandard societies more closely approximate ancestral
conditions of intimate interaction with nature. By contrast, standard populations
(the nearly exclusive focus of most developmental and cognitive psychology) need
compensatory learning strategies for lack of sufficient exposure to triggering con-
ditions that enable folk biological knowledge, including strategies derived from
folk psychology and even folk mechanics (Au & Romo, 1999).

From this vantage, the study of “standard” populations reveals more about the
effects of devolutionary cultural processes on innate knowledge than about the char-
acter of innate knowledge as such—much as the study of language acquisition in
feral children tells us more about how the language faculty degenerates than about
how it evolved to develop (Medin & Atran, 2004). Notice, though, that the evidence
cited against exaptation stems from crosscultural research. This research may be
compatible with heuristic use of prior or post hoc adaptationist interpretation but by
no means requires it for description or explanation. Other aspects of folk biology
might benefit from a weak adaptationist strategy that looks at general physical and
processing constraints (e.g., economy of information through taxonomic organiza-
tion), as may important aspects of folk mechanics and even folk psychology (e.g.,
embedding of mental states; see hereafter).

2 Weak Adaptationism: The Case of Language

Strong adaptationists and weak adaptationists alike accept the premise that natural
selection is the only known (noncultural) explanation for functionally complex
design—a functionally complex design being one that is “workable” (Gould, 1997¢) or
“goal-directed” (Pinker, 1997a). But this doesn’t really say much. Natural complexity
in itself doesn’t warrant considerations of natural selection (e.g., snowflakes, crystals,
the structure of organic molecules, the fractal structure of a sea-coast, etc.). A workable
complex design means little more than a complex design that exists (if it weren’t
workable, it wouldn't survive). A “goal-directed” complex design is more of a vaguely
metaphorical anthropomorphic idea than a formalizable or testable concept of biol-
ogy. Pinker (1997a) uses “goal-directed” as a fuzzy sort of “as if” notion —as if evolution
were purposely designed by an “intelligent designer” (Wallace, 1889, p. 138), blind
watchmaker (Dawkins, 1986), “stupid” designer (Williams, 1992, p. 73), tinkerer
(Jacob, 1977), or whoever. All one can really say is that nonrandom biological design
is produced by cumulative natural selection of more or less random mutations.
One possibility consistent with this is that much complex design has no presently
known explanation (most human cognitive architecture; Fodor, 2001b), and there may
be some functional complexity that results largely from more general physical,
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chemical; or biological processes governing complex systems. Such textbook adap-
tations as the strikingly analogous aerodynamic designs of bird and bat wings, insect
wings, and windborne seeds of certain trees (e.g., mahogany) may result chiefly
from general physical laws and mechanical processes. Similarly, hydrodynamic laws
place general constraints on the structural design of aquatic organisms, so that they
tend to be bulletshaped. Such traits as wings or bulletshaped bodies are adapted
principally to general conditions on earth (gravity, wind, water) distinctive of no
particular environment. Talk of adaptation to “ancestral conditions” has little, if any,
meaning in such cases.

To be sure, these general constraints on the “design space” of airborne and aquatic
structure and movement are components of selective forces operating in particular
environments. At each stage in the evolution of these traits, natural selection probably
produced encoding in the genes. Nevertheless, further research into the gradual and
cumulative action of natural selection on the production of wings and bullet-shaped
bodies in particular historical environments and phyletic lineages seems warranted only
within the framework of a general design space that is already clearly in view.

Take the case of language. Strong adaptationist scenarios for the emergence of
language include stories about bee dances, bird songs, fish courtship, dog barking,
simian aggression displays, ape signing, hominid tool-making, object recognition,
gesturing, sensorimotor intelligence, self-awareness, food sharing, hunting, spatial
mapping, cheater detection, gossiping, social planning, and so forth. Most can be
dismissed from serious consideration because they ignore panhuman structural
(“design”) features of language, such as syntactic structures. Pinker and Bloom
(1990) provide the most compelling story for language learning as a strong adap-
tation for communicating propositional structures over a serial channel.

Pinker and Bloom’s proposal has two parts: demonstrating biological pre-
paredness (using “poverty of stimulus” reasoning) and inferring adaptation. The
first part is widely accepted by strong and weak adaptationists. Indeed, it is a virtual
tautology. As Hume stressed, the ability to “automatically” extend a few (or finitely
many) instances of experience to an indefinitely large (virtually infinite) set of
complexly related cases logically requires the prior existence of projecting struc-
tures that do the work of generalization. For those who accept human minds to be
biological systems that evolved under natural selection (as both strong and weak
adaptationists do), the issue is decided and decidedly uninformative.

But biological preparedness doesn’t imply “hence, adaptation for language learn-
ing” (as Andrews et al., 2003, suggest). The claims for syntax as an adaptation at best
involve retrodictions of syntactic structures discovered through weak adaptationist rea-
soning and research (mostly through generative grammar). No novel predictions ensue.
Reasonable people can argue over whether strong adaptationism provides novel pre-
dictions or discoveries for any higher order cognitive process.* Many adaptationist
arguments for higher order cognition are mere consistency arguments. They lack even

4. For example, on the so-called cheater detection module as an adaptation (Cosmides, 1989; Fiddick
et al., 2000; Gigerenzer & Hug, 1992), see Sperber et al. (1995a), Atran (2001¢).
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the power of retrodiction because they so easily accommodate conflicting and contrary
adaptationist accounts.®

Finally, this one seriously strong adaptationist argument for language may be
nearly circular, at least in its strongest claim that language was selected to com-
municate subject-predicate relations. There is no example I'm aware of indicating
subject-predicate structures in any creature save language-competent humans.
Even that stellar bonobo, Kanzi, consistently fails to apprehend such structures; his
novel “sentences” are maximally just two concatenated arguments with no sub-
jects, such as “chase bite,” which humans shun (Atran & Lois, 2001). So this
strongest of adaptationists proposal may reduce to: language was naturally selected
to communicate what only language can formulate (propositions).

The proposal that language emerged as a vehicle for “thoughts struggling to get
out” isn’t logically circular, as it’s logically possible for a mind to internally represent
subject-predicate relations (or any other format for structured thought) without having
means to encode and externalize them (e.g., a program running on a computer with no
keyboard, speaker, or screen).® If the claim were merely for communicating predicate-
argument relations, without any argument being distinguished as the subject, there
would be some independent support by analogy (although no direct empirical test or
confirmation). First, theories of a variety of forms of information representation (re-
lational databases, formal logic, computer programming languages) and information
processing (human vision, conceptual memory, real-time reasoning) hypothesize
manipulation of predicate-argument relations.” Second, whatever the format, com-
munication of information (which has evolved repeatedly in the animal and plant
kingdoms) has fitness benefits when uncertainty is reduced: for example, if transaction
costs for information exchange are lower than costs of individually rediscovering the
information (Pinker, 1997a, p. 573).

Nevertheless, for the stronger claim that syntax is selected to communicate
subject-predicate relations, there may be little prospect for independent support by
analogy, let alone empirical support that directly tests the argument. A syntactic
subject combines a logical function (a particular thematic role, typically agent) with
the pragmatic function of topic in a topic-comment structure (allowing sentences to
be pragmatically linked together in discourse). According to Pinker and Bloom
(1990), the grammatical subject has this character because the medium of human
communication is serial and attention is finite. Because attention is finite in all
animals and other forms of serial communication exist in other animals, the subject
in mind must have evolved to accommodate the medium of communication, and
not the other way around. But the only known case of an agent-focused thought (the

5. For example, according to Sedikides and Skowronski (1997, p. 8o) the symbolic self is a “flexible and
multifaceted cognitive representation of an organism’s own attributes” that “serves adaptive functions”;
supporting arguments are speculative, uninformative as to any specific computational structures, and too

. Peter Carruthers, personal communication, November s, 2002, on why Pinker’s strong adaptationis
6. Peter Carrutl 1 tion, Novemb hy Pinker’s strong adaptationist
view of language isn’t circular (as Atran, 2003, suggests).

7. Steven Pinker, personal communication, November 8, 2002, on why his proposal is noncircular.
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logical-pragmatic subject) being structurally fit to a serial communication medium
is human language. How and where the fitting process got “kick-started” is left to the
dark recesses of pure speculation. “Bootstrapping” only fudges the issue.

One alternative, weak adaptationist approach assumes no direct natural se-
lection (no task-specific adaptation to distinctive features of ancestral environ-
ments) for language’s “creative core,” that is, the computational faculty of syntactic
recursion that allows potentially infinite production of words and well-formed
word-combinations with relatively few and finite means (Chomsky, 2000). Putting
aside the argument from design as too open-ended or nearly circular, this “mini-
malist program” operates on the (huge but bold) assumption that language’s cre-
ative core is a recently evolved accommodation to more general physical or
biological processes—in ways analogous to the apparent optimization of infor-
mation flow in a material medium through minimization of “wire length,” as in
microchip design, nematodes, and human brains (Cherniak, 199s5). The idea is
that recursion in language may be a physically optimal sort of interface (internal
accommodation) between two physically suboptimal (but perhaps genetically
optimal and adapted) systems of more ancient evolutionary origins: the sensori-
motor system (including phonation) and the conceptual-intentional system (in-
cluding categorization, reference, and reasoning).8

The idea of physical optimality has a distinguished tradition in natural phi-
losophy (Galileo, Newton) and natural history (Blumenbach, A. L. Jussieu) as well
as in modern cosmology (Einstein, Hawking) and in studies of biological form and
development (D’Arcy Thompson, 1961/1917, Maynard Smith et al., 1985). For

evolutionary biology in particular, the primary objective is to discover and predict,

8. The minimalist program uses Occam’s razor to reduce the computational component for human
language, which interacts with the two “external” systems, to only those elements warranted by con-
ceptual necessity (Epstein, Thrdinsson, & Zwart, 1996). Beyond Occam, though, is the metaphysical
supposition that nature itself operates on principles of bare necessity, whenever it can get away with it.
Chomsky’s working assumption is that we can go a long way—perhaps even all of the way—in un-
derstanding the computational component of language that maps meaning onto form by attempting to
reduce much of the descriptive richness and crosslinguistic variation in human syntax to the following:
(1) a few invariant principles for all humanly possible syntactic systems (e.g., every sentence must have a
subject), (2) a very limited number of parameter settings from which irreducible crosslinguistic variation
derives (e.g., subjects are either morphophonologically overt, as in English I desire or optionally covert,
as in Spanish (yo) deseo), (3) legibility conditions imposed by the sensorimotor system (e.g., linearization
of sounds required for pronunciation imposes linear ordering on the interface representations that
encode grammatical information, which yields phrase-structural properties), and (4) legibility conditions
imposed by the conceptual-intentional system (e.g., positioning of semantic items in the contour of
events requires the assignment of lexical items to thematic roles, such as agent, patient, instrument, and
so forth). An open empirical issue is which aspects of syntactic theory should be retained (if any) as
principles or parameters, which should be transferred from syntax proper to the interface with the two
external systems, and which should be eliminated after reduction to principles, parameters, or interface
conditions. Note, however, that the minimalist program itself is not a theory (contrary to what Pinker
and Jackendoff, in press, contend) and makes no empirical claims; it is an inspired guess as to how
general properties of organic systems might guide research and constrain empirical theses about
the nature of human grammar for example, that perhaps there are no levels of representation (e.g., d- or
s-structure) beyond the two interface levels.
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through strictly physical and chemical means, the set of organic forms (molecular,
morphological, neuronal) that are likely to emerge from a given starting point.
Only then is it worthwhile to inquire into which of those forms might be selected
and how. For example, extensive sharing of genomic structure among all verte-
brates, and even vertebrates and invertebrates, suggests that many of the same
“master genes” program body plan and the control mechanisms of development
(Gehring, 1998). Even eyes, which were thought to have evolved analogously and
independently in different phyla, may be in each case a homologous derivation
from the same DNA (Pax-6). Physical law and mechanical processes appear to be
responsible for much of what follows: development of each component of the eye
is narrowly constrained by the laws of optics and mechanical contingencies in-
volved in sharply projecting images of three-dimensional objects onto a planar
surface of receptors.

In line with Turing’s (1952) vision of biological explanation, much the same
organic architecture and behavior may evolve in very different historical envi-
ronments, just as basically similar cognitive architectures and behaviors may be
developed in very different physical media (see Hodges, 1983; Leiber, 2002). If so, it
is plausible to try to explain significant aspects of the structure and emergence of
these architectures and behaviors without considering how they have been ac-
commodated to (selected for) particular historical environments and physical
media. Indeed, further understanding of particular historical and physical ac-
commodations (e.g., the “Cambrian explosion” of multicellular organisms, the
“real-time” processing of information) may depend crucially on such non-
teleological insights. The worthiness of this approach depends on success in pro-
viding significant and surprising predictions and discoveries. In the minimalist
program, these arguably (if controversially) far exceed what its originators previ-
ously thought possible (for a formalization, see Chomsky, 2001). At most, strong
adaptationist arguments retrodict old discoveries. This isn’t to deny that adapta-
tionist arguments may ultimately prove insightful into language structure. For
example, recent studies identifying multiple genetic loci for language disorders
and delays seem to belie any single mutation account for language. Moreover, at
least one of these genes seems to have been a target for selection, although the gene
at issue (FOXPz) concerns speech and processing of morphology rather than
syntactic recursion (Enard et al., 2002). In any event, even without an eventual
recourse to adaptationism, novel biological and evolutionary understanding of
language (and other cognitive structures) can occur beforehand.

Weak adaptationist (not necessarily minimalist) investigation of language
crucially uses aspects of the strong adaptationist program, especially the compar-
ative approach (Hauser et al., 2003). Thus, arguments for natural selection of
phonation have involved claims about the uniqueness of categorical auditory
discrimination and descent of the larynx in humans. Comparative studies prove
otherwise: chinchillas and other mammalian species categorically discriminate
human phones; deer and several bird species drop the larynx (possibly to exag-
gerate size, Fitch & Reby, 2001). Perhaps human phonation is itself a by-product of
a jury-rigged combination of other by-products and adaptations: the (originally
prevertebrate) alimentary system and the respiratory system of terrestrial vertebrates
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interface at the larynx (which drops in humans), hence by chance enabling pro-
duction of phones later “exapted” to language. Other comparative studies show
contrary evidence for prehominid antiquity in parts of the conceptual-intentional
system. Intriguing experiments purporting to show that subordinate chimps can
take the perspective of dominant chimps (Hare et al., 2001) have yet to be repli-
cated in different laboratories (Povinelli, 2001a). In any event, chimps don’t seem
able to repeatedly embed states of mind: [Danny thinks that [Marc believes that
[Brian knows that. .. etc. Short-term memory typically limits iterated embedding
of mental states to five levels (L. Barrett et al., 2002); however, as with embedding of
linguistic clauses (also usually limited to just a few levels), computational machin-
ery allows for indefinitely many embeddings.”

For any apparent limit, simply embed the maximal thought or phrase into the
further belief or clause: “(Do) you really think that...” or something of the sort.
By giving a person more time and external memory, more embedding is inter-
pretable in a unique and uniform way (not predicted by associationist models,
connectionist or other). Other parts of the conceptual-intentional system may be
more ancient in primates, including perceptually based reference (Gallistel, 1990),
categorization (Brown & Boysen, 2000), and reasoning (Povinelli, 2000).

3 Conclusion

The intention in this essay has been to explore and evaluate the methodological
usefulness of strong versus weak adaptationist positions as ways to gain insight and
to make scientifically significant advances in the study of in human cognition.
Although it remains unclear whether or not there are real differences in the the-
oretical and ontological assumptions of strong versus weak adaptationists, there is
often a clear and deep methodological divide. So what works best? My answer
is mixed.

In folk biology, as with perhaps other universal and “modular” cognitive do-
mains (e.g., folk psychology), a strong adaptationist approach does seem to provide
some genuine insight with testable consequences. Such insight has proven useful
but perhaps not necessary to progress in the field. To the extent that phylogenetic
homologies are apparent, a strong adaptationist approach may be warranted.

Neither the inferential structure of human folk biological taxonomy nor the
recursive representational structure of human folk psychology have obvious ho-
mologies; however, more rudimentary and phylogenetically prior aspects of these
two systems do. Accordingly, one may profitably consider which functional ad-
vantages the more recently evolved aspects of the folk biological and folk psy-
chological systems might have provided relative to older aspects of these systems,
given what is known about corresponding changes in hominid ecological and

9. Noam Chomsky, personal communication, October 27, 2002, referring to embedding experiments he
performed with George Miller in the early 1960s. For developmental research linking syntactic struc-
tures to the representational format for false beliefs, see de Villiers and Pyers (2002).
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social environments (e.g., wider roaming range, larger group size). In the case of
folk biology, such considerations underscored the claim that folk biology and folk
psychology are evolutionarily distinct domains of (primate) cognition; and this
speculative claim, in turn, motivated experiments showing that folk biology and
folk psychology are developmentally distinct domains of (child) cognition.

For language, strong adaptationism does not appear to have produced any new
understanding, despite more intense effort by strong adaptationists in this domain
than perhaps in any other. Here, a weak adaptationist strategy has arguably proved
most productive in advancing scientific understanding, without precluding that the
structures uncovered by other means are actually adaptations. In a sense, weak
adaptationism is more scientifically demanding than strong adaptationism. For
weak adaptationism’s methodological stance follows from the belief that eviden-
tiary standards for deciding between competing lines of research must go beyond
mere consistency (which does not disallow contrary explanations), or even retro-
diction, to include surprising deductions and significant empirical confirmations.

Now, I have argued as if insight and awareness on the one hand and prediction
and discovery on the other are the same things when judging the relative scientific
merit of one methodological stance versus another. But someone could think that the
language faculty is an adaptation (claiming that this hypothesis is better warranted
than any alternative on the market) and thereby gain some insight and awareness into
how things fit together, without believing that an evolutionary explanation of language
is likely to lead to new predictions and discoveries in linguistics.

In the end, a good way to obtain knowledge about a domain of human cognition
may involve approaching a problem from both ends, initially keeping apart strong
and weak strategies, then combining their respective appreciations to generate new
knowledge. Viewing progress in understanding the emergence of human cognition
exclusively through a lens of strong adaptationism (search first and always for the
adaptation that a complex trait might represent) or weak adaptationism (if in doubt
about some adaptation as a trait’s explanation—which is usually the case—give
nonadaptationist accounts the benefit) could lead science into blind alleys. To
conclude that attempting a modest use and mix of strong and weak adaptationist
approaches could prove most effective in producing knowledge about human cog-
nition may appear obvious, even lame. But why, then, do so few attempt it?
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MARK C. BAKER

The Innate Endowment
for Language

Underspecified or Overspecified?

ome linguists argue that people have explicit innate knowledge not only of the
Suniversal aspects of language but even of the options that define different lan-
guages. Other researchers find this view unparsimonious and perplexing from an
evolutionary perspective. They claim that linguistic diversity shows that our innate
knowledge of language is incomplete, and is filled in by nonlinguistic learning—a
view that they claim should be preferred on a priori grounds. This chapter questions
whether the underspecification view is really feasible and whether it is more
parsimonious than the overspecification view, drawing on examples from certain
African languages. It also shows that the perplexity evoked by overspecification
theories disappears if language has a concealing purpose as well as a communi-
cating purpose, similar to a code.

1 A Fundamental Puzzle of Language

Since the beginning of the cognitive science research paradigm, language has
provided some of the strongest evidence that the human mind has substantial
innate structure. Noam Chomsky has forcefully presented the basic arguments for
more than 4o years, and they have been confirmed, extended, and supplemented
by many others. Adult speakers of a language have robust and reliable judgments
about which sentences are or are not possible, and what their range of interpre-
tations can be. These judgments exist for configurations that speakers have no prior
experience with and for which there is no simple account by analogy to simpler
sentences. Typological work has revealed important linguistic universals that are
not a priori true of any moderately well designed communication system but that
are contingently true of all human languages. Developmental research has shown
that children acquiring a language never make certain types of errors that seem like
reasonable inductive conjectures. Children do make mistakes, but only mistakes
that fall within the constrained range of possibilities that are attested in actual nat-
ural languages (see Crain, Gualmini, & Pietroski, chapter 11 here, and references
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cited there). Studies of creolization and deaf populations have shown that people
spontaneously create a complete and orderly language out of the unsystematic
semimeaningful chaos that surrounds them. These lines of evidence converge into a
powerful argument that humans are born with the foundational principles of hu-
man language. This idea is so important to much linguistic research that we lin-
guists have our own name for the innate endowment as it applies to the human
capacity for language: universal grammar (UG).

Yet language is not completely and uniquely specified in human minds from
birth. Humans obviously speak different languages. And the differences reach to the
deepest levels of sentence structure and interpretation. Compare, for example, the
Japanese sentence in (1) with its English translation.

(1) John-ga Mary-ni hon-o ageta.
John Mary-to book  gave

‘John gave the book to Mary.’

In addition to the individual words in Japanese being different, they are arranged
quite differently. In Japanese the verb comes at the end of the sentence, after the
direct and indirect objects, whereas in English the verb comes before such ele-
ments. Moreover, in Japanese the preposition meaning ‘to” comes after the noun
‘Mary’, whereas in English it comes before. Overall, the Japanese rules for ordering
words into phrases, clauses, and sentences are systematically different from the
English rules. For some domains of cognitive science —visual perception, or motor
coordination, perhaps—it might be reasonable to suppose that all the interesting
cognitive structure is uniquely innately specified, but this is not plausible for
language. Indeed, the differences among languages are usually more striking than
the similarities. It takes education and sophistication to see the similarities among
languages, whereas the differences are manifest, and torment us in foreign lan-
guage classes and train stations.

The study of language is thus particularly interesting for cognitive science, in
part because one cannot ignore either its universal features or its culturally variable
ones. Itis an ideal domain for investigating the interplay of similarity and difference.

Granted that the innate endowment for language does not specify one gram-
matical structure for all human languages, there are only two logical possibilities.
The first is that UG could underdetermine the grammar of particular languages. This
would mean that some grammatical points are left open to be filled in from the
environment using general learning devices of some kind. The alternative is to say
that UG overdetermines the grammar of particular languages. On this second view,
UG specifies multiple choices at certain points, with the result that young children in
some sense “know” many grammars. Grammatical development can then be
thought of as identifying which choices characterize the ambient language and
discarding the rest. These choices are known as parameters (see Baker, 2001, for
details). On the first view, the innate endowment contains less information than is
needed to construct a coherent natural language; on the second view it contains more
than is needed. A foundational question is which of these views is correct. Is UG like
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an unfinished novel with the ending left to the reader’s imagination or like a book
with several endings from which the reader may pick? Is it like a recipe that says
nothing about how the dish should be spiced or like a recipe that specifies different
spicing formulas depending on whether one wants it hot, or sweet, or bland?

Both views have their proponents. Among psychologists, the underdeterminist
view predominates. Pinker and Bloom (1994), for example, endorse it in the fol-
lowing passage:

Parameters of variation, and the learning process that fixes their values for a
particular language, as we conceive them, are not individual explicit gadgets in
the human mind. ... Instead, they should fall out of the interaction between the
specific mechanisms that define the basic underlying organization of language
(‘Universal Grammar’) and the learning mechanisms, some of them predating lan-
guage, that can be sensitive to surface variation in the entities defined by these
language specific mechanisms. (1994, p. 183)

The linguist Frederick Newmeyer also takes this view:

It...strengthens the case for individual parameter settings being learnable without
demanding that the child literally choose from an innately specified set.

However, it does seem clear that one does have to reject the idea that all principles,
and their range of possible parametric variation, are innate. (1998, pp. 363-4)

Most so-called functionalist linguists would concur, since they generally downplay
the Chomskian notion of universal grammar anyway.

In contrast, Chomsky since about 1980 and many linguists who follow him are
overdeterminationists. Some representative passages from Chomsky’s writings include:

Each of the systems of [universal grammar| has associated with it certain pa-
rameters, which are set in terms of data presented to the person acquiring a
particular language. The grammar of a language can be regarded as a particular set
of values for these parameters, while the overall system of rules, principles, and
parameters is UG, which we may take to be one element of human biological
endowment, namely, the “language faculty.” (1982, p. 7)

Languages may select from among the devices of UG, setting the parameters in
one or another way, to provide for such general processes as those that were
considered to be rules in earlier work. (1981, p. 7)

Within the P&P approach the problems of typology and language variation arise
in a somewhat different form than before. Language differences and typology
should be reducible to choice of values of parameters. (1995, p. 6)'

Here the child’s task is seen not as filling in what is left open but as choosing
among several specified options. Encouragement for this view comes from properties

1. It is debatable whether the “minimalist program” outlined in the later chapters of Chomsky (1995)
represents an important shift in this conception or not. I do not explore this issue here.
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of phonological development. Very young infants are able to distinguish pairs of sounds
from any language when they hear them, but they lose this ability for all but the
sounds in their native language after about six months (Pinker, 1994, pp. 253-04, and
references cited there). In a sense, the youngest infants “know” more sounds than older
ones do. Overdeterminists believe that this extends to other domains of language as well.

Ultimately, the choice between overdeterminism and underdeterminism is an
empirical one. But relevant facts are not easy to come by in this area. Babies are
complex and squirmy, and there are limits to what one can do to them. This chapter
thus explores some of the more conceptual dimensions of the issue, so that we can
judge more precisely what to look for and how hard to look for it. | argue against “easy
underdeterminism,” the attitude that underdeterminism is self-evidently true, or at
least so plausible that it should be abandoned only in the face of overwhelming
evidence to the contrary. After reviewing the embryonic arguments that are offered for
underdeterminism, I show that, when one looks at some realistic cases of crosslin-
guistic variation, it is not so obvious that underdeterminism is feasible, or that it is
simpler than overdeterminism. [ also claim that there could be a useful function for
overdeterminism, in that natural languages can be used as ciphers—tools that reveal
information to your friends while concealing it from your rivals. I conclude that
cognitive scientists should be open to the idea that the innate endowment is so rich
that it specifies more than is necessary for any one organism to function—at least in
the domain of language, and perhaps in other cognitive domains as well.

2 The Appeal of Underdeterminism

Why do most cognitive scientists not under Chomsky’s direct influence find
themselves drawn toward the underdeterminist view? [ think their reasons can be
boiled down to three key themes: underdeterminism seems possible and parsi-
monious, whereas the existence of an overdetermined UG would be perplexing
from an evolutionary perspective. Therefore, underdeterminism is to be preferred.

The argument from possibility goes roughly as follows. Some features of
language seem easy to characterize with relatively little language-specific knowl-
edge. Word order in Japanese as opposed to English is a good example. We
certainly have a nonlinguistic ability to detect differences in the temporal order of
two stimuli: we can distinguish a “beep” followed by a “thunk” from a “thunk”
followed by a “beep,” for example. Now every transitive sentence in Japanese has
the object before the verb, and (almost) every transitive sentence in English
has the object after the verb (see [1]). There is nothing subtle or obscure about
this grammatical difference, nothing that obviously puts it beyond the capacity of
relatively unsophisticated nonlinguistic cognition. If children can hear objects as
“beep” and verbs as “thunk,” they should be able to learn the word-order differ-
ence reliably without the help of UG. Parameters such as these can therefore be
left unspecified by the innate endowment without jeopardizing the reliability of
language learning. So underdetermination seems possible.

Given that underdetermination is possible, it seems clear that it is more
parsimonious. Underdeterminism by definition attributes less innate knowledge/
structure to the human mind than overdeterminism does, and less is better.
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General considerations of scientific simplicity and elegance thus favor under-
determinism without compelling evidence to the contrary. Evolutionary theory
might give additional bite to this parsimony argument. An underdetermined UG
that represents less information should be easier to represent in the genome,
should require fewer mutations to arise in the course of evolution, and thus should
be easier to explain in evolutionary terms.

Evolutionary considerations also feed into the argument from perplexity. There
seems to be no good reason why UG should bother encoding multiple parametric
possibilities when one possibility would fully serve the need to communicate. On
the overdeterminist view, children “forget” (lose access to) those grammatical op-
tions that they do not detect in the language spoken to them. This information thus
plays no role in the cognitive life of a child after a certain age—an age after which
children do most of their surviving and reproducing. So there seems to be no
evolutionary benefit to having an overdetermined universal grammar. If UG exists
to make it possible for us to acquire quickly and reliably a language rich enough to
encode propositional information, then parameters seem like a design flaw; they
make language learning harder with no increase in function.

Nowack, Komarova, and Niyogi (2001) purport to study mathematically the
conditions under which a parametrized UG could evolve, but they make one very
unrealistic assumption. They assume that different languages are better suited to
talking about some kinds of evolutionarily significant contingencies than others. It
is easy to see how their result follows if we grant this assumption. If (say) one can
describe how to survive a sandstorm better with English-style subject-verb-object
order and how to hunt walruses better with Japanese-style subject-object-verb or-
der, then it will be advantageous to children to be able to acquire either type of
language, depending on where they happen to grow up. But the assumption is
wildly implausible. Either “First, the headman the walrus spears” or “First the
headman spears the walrus” will do perfectly well in the Arctic. And (not surpris-
ingly) there is no ecological or cultural regularity to how the major linguistic types
are distributed around the world (see Baker, 2001). But if there is no difference in
the evolutionary fitness of different languages in different environments, then there
is no advantage to being able to learn different languages. Under these conditions,
Nowack and colleagues’ mathematics shows that a parameterized UG is disfav-
ored, because it makes language learning less reliable. There seems to be no
evolutionary advantage to having an overdetermined UG, making its existence
perplexing if true.

Here are two sample quotations from underdeterminists. In each quotation,
I have highlighted and tagged phrases that communicate considerations of possi-
bility, parsimony, or perplexity.

Often there are plausible explanations for a typological pattern that do not involve
appeal to an innate UG principle [possibility]. In such cases, harm is done by
assuming innateness. What we would then have are two contrasting explanans:
one that says the pattern results from such-and-such motivated principle or force,
the other that says that it is merely a genetic quirk [perplexity]. All other things
being equal, we should choose the former [parsimony]. (Newmeyer, 1998, p. 362)
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Why is there more than one language at all?. .. Some aspects of grammar might be
easily learnable from environmental inputs by cognitive processes that may have been
in existence prior to the evolution of grammar, for example, the relative order of a pair
of sequenced elements within a bounded unit [possibility]. For these aspects there was
no need to evolve a fixed value, and they are free to vary across communities of speakers
[perplexity]... .. It may be difficult to evolve a huge innate code. . .. The size of such a
code would tax the time available to evolve and maintain it in the genome in the face
of random perturbations from sexual recombination and other stochastic genetic
processes [parsimony]. (Pinker and Bloom, 1990, p. 716)

These, then, I take to be the three main strands of underdeterminist thought
about linguistic variability. Underdeterminists seem to have a powerful argu-
ment—if not that underdetermination is true, at least that it deserves to be the null
hypothesis.

Or do they? In the next three sections, 1 consider each strand individually, to
show that it does not seem so compelling when one knows more about the details
of linguistic variation and when one considers alternative hypotheses about what
the purpose of language might be.

3 Is Underdetermination Possible?

In explaining their underdeterminist intuitions, Pinker, Bloom, and Newmeyer
illustrate with what I call the head directionality parameter (HDP), which dis-
tinguishes Japanese-type word order from English-type word order. I begin by
giving some more information about this parameter, and how it compares with
other putative parameters. Although it seems reasonable that this particular para-
meter, taken alone, could be handled underdeterministstyle, it is not at all obvious
that that is true for other parameters.

The HDP characterizes the difference between the Japanese sentence in (1)
and its English equivalent. This parameter’s net effect on sentence structure is
huge. Examples (2) and (3) highlight this by comparing a more complex English
sentence with its rough equivalent in Japanese:

(2) Taro might think that Hiro showed a picture of himself to Hanako.

(3) Taroo-ga Hiro-ga  Hanako-ni zibun-no syasin-o  miseta to omotte iru.
Taro-SUBJ Hiro-SUBJ Hanako to self-POSS pictureOB] show that thinking be
“Taro thinks (literally, is thinking) that Hiro showed a picture of himself to Hanako.’

Yet the rule that underlies these observed differences is remarkably simple: English
forms new phrases by adding words at the beginning of already constructed phrases,
whereas Japanese forms new phrases by adding words at the end. Both languages
make prepositional phrases out of noun phrases; English does it by putting of before
the noun phrase (of himself), and Japanese does it by putting no after the noun
phrase (zibun-no ‘himself of’). English puts a noun before a prepositional phrase to
make a noun phrase (pictures of himself ); Japanese puts a noun after a prepositional
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phrase to make a noun phrase (zibun-no syasin ‘himself-of picture’). English puts a
verb before a noun phrase to make a verb phrase (show pictures of himself ); Japanese
puts a verb after a noun phrase to make a verb phrase (zibun-no syasin-o miseta
‘himself of picture show’). This difference applies to the full range of phrases found
in either language (see Baker, 2001, ch. 3). Although it is a simple rule, it has a huge
impact on the character of a language, because it applies many times in a sentence of
moderate complexity. This parameter is one of the most elegant, robust, and high-
impact parameters known. About 45 percent of the languages in the world are clearly
of the Japanese-type, and another 45 percent are of the English type. This was also
one of the first parameters to be discovered, having its roots in Greenberg’s (1963)
pioneering study of universals in language. As such, it is a favorite of linguists, and a
natural case for underdeterminists to consider.

How can this property of natural languages be captured? In the overdeterminist
version, UG would somehow express the following disjunctive statement:

(4) The head directionality parameter (HDP) (overdetermination version):

When a word is combined with a phrase to make a larger phrase, the added word comes
first or it comes last.

English chooses the “first” option; Japanese chooses the “last” option. Under-
determinists want to get the same effect without having (4) as part of the innate
endowment for languages. They want to get by with only a statement like (5).

(5) Form a new phrase by adding a word to a phrase. (Undeterminist version.)

The underdeterminist idea is that when language users put (5) to use, they come
up against the fact that speech is a serial medium, with each word strictly ordered
with respect to all other words in an utterance. When one combines a word and a
phrase into a grammatical unit, there are only two possibilities: the added word
can come before the phrase, or it can come after it. There is no a priori reason to
prefer one order to the other, and users have no innate knowledge that guides
them on this. Therefore, they look to their environment to learn which order is
in fact used in the language around them. As already mentioned, it is well within
the power of our nonlinguistic cognitive system to detect the difference between
the sequence A-B and the sequence B-A. In this way, children in a Japanese-
speaking environment learn one version of the parameter and children in an
English-speaking environment learn the other. This is not unreasonable, so far as
it goes.

There is, however, much more to grammar than the HDP. Linguists know of
at least 15 fairly well established large-scale parameters that concern syntax (see
Baker, 2001, ch. 6, for a list), plus many others that govern other aspects of lan-
guage. Furthermore, linguists frequently propose new parameters to handle fine-
grain distinctions among familiar languages or the large-grain distinctions that
characterize less familiar languages. It is reasonable to ask if the underdeterminist
account is as plausible for other known parameters as it is for the HDP.
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In order to assess this, I consider briefly a new parameter, which comes up in my
current research in collaboration with Christopher Collins. This parameter, which we
may call the “target of agreement parameter” (TAP), concerns a systematic difference
between Indo-Furopean (IE) languages and Bantu languages. In languages of both
families, tensed verbs have an affix that agrees with the features of their subject.
Example (6) shows this for English and Kinande (spoken in the Congo).

(6) Abakali  ba-gula amatunda  v. Omukali a-gula amatunda.
Women AGRz-buy fruits woman  AGRi-buy fruits
“The women buy fruits.’ v.  ‘The woman buys fruits.’

In other sentence types, the behavior of agreement on the verb diverges in the two
language families. For example, in certain passive sentences either a noun phrase
or a prepositional phrase can come before the passive verb, as shown in (7) in
English.

(7) a. John put some peanuts/a peanut on the table. (active sentence)

b. Some peanuts were put on the table. (passive sentence, Noun Phrase moved)

A peanut was put on the table.

c. On the table were put some peanuts. (passive sentence, Prepositional Phrase moved)

On the table was put a peanut.

In English, the form of the verb be is determined by whether the remaining noun
phrase is singular or plural. It does not matter where that noun phrase appears in
the sentence. Bantu languages allow a similar range of word orders, but the
agreement patterns are different, as shown in (8) from Kinande.

(8) a. Kambale a-hira chilanga oko-mesa. (active sentence)

Kambale AGRi-put peanuts on-table

b. Ehilanga  hya-hirawa oko-mesa. (passive, NP moved)

peanuts  AGRz-were.put on-table

c. Oko-mesa kwa-hirawa chilanga. (passive, PP moved)

on-table  AGR3-was.put  peanuts

The agreement prefix in (8c) is different from (8b), even though the number of the
noun phrase ‘peanuts’ does not change. When the prepositional phrase is the pre-
verbal element in a Kinande passive, the verb agrees with it, rather than with the
noun phrase.

A related difference is found when direct objects are brought to the beginning
of a transitive sentence. Many languages allow this in one form or another (e.g.,
That woman, I met in town). In some, when the object is moved to the front the
verb also moves, so that it comes between the fronted object and the subject. This
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is known as the “verb second” phenomenon. It is found in most Germanic lan-
guages and survives to some extent in an archaic/poetic register of English:

(9) a. I have never seen a more beautiful woman.

b. ?A more beautiful woman have I never seen.

Notice that the verb agrees with I in (gb), not with the fronted object a more
beautiful woman, even though the linear order is different: it is have, and could not
be has. This fact holds true also in Dutch and German, in which (gb)-like word
orders are commonplace.

Some Bantu languages also allow objects to be fronted in special discourse situa-
tions, with the verb coming second, between the fronted object and the subject. But in
Bantu object-fronting does affect the agreement on the verb. Without object-fronting,
the verb agrees with the subject; with object-fronting, it agrees with the object.

(10) a. Abakali si-ba-lisenya olukwi  I'omo-mbasa.
Women not-AGRi-chop wood  with-axe

‘Women do not chop wood with an axe.

b. Olukwi si-lu-lisenya bakali  omo-mbasa.
Wood  not-AGRz-chop women with-axe

‘Wood, women do not chop with an axe.’

This is a second systematic difference between IE languages and Bantu languages.
These two differences in the behavior of agreement (and several others not
reviewed here) can be unified under the following parameter:

(1) The target of agreement parameter (TAP):

The “subject” agreement affix associated with a verb must match either:
(a) the noun phrase on which it licenses nominative case,
or:

(b) the phrase that immediately precedes it.

Requirement (11a) is the IE value of the parameter. It capitalizes on the fact that
there is a correlation between nominative forms of pronouns and other noun
phrases and the presence of tense on the verb. For example, the nominative form [
is found in (12a), where the following verb is tensed, but when the verb is an
infinitive (as in [12b]) the accusative form me is required.

(12) a. They believe I am a fool.

b. They believe me to be a fool.
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So tensed verbs make possible nominative case subjects. Tensed verbs also bear agree-
ment affixes, and in [E languages the phrase they agree with is the same as the phrase that
they induce nominative case on. As a result, agreement is not affected by minor varia-
tions in word order in IE languages, as shown in (7) and (g). The Bantu languages, in
contrast, use (11b). In simple cases like (6), the two rules give the same result. But since
the Bantu version is keyed specifically to linear order, agreement in Bantu languages is
very sensitive to minor permutations of the sentence, as shown in (8) and (10). The TAP
thus accounts for a cluster of differences in how agreement works in IE languages, as
opposed to Bantu languages. It provides a fair example of how new parameters emerge
routinely in the ongoing task of doing large-scale comparative linguistics.

Now the question is what would be involved in translating this parameter out of the
overdeterminist format in (11), with its explicit disjunction, and into the underdetermined
format recommended by Pinker, Bloom, and Newmeyer. It is hard to see how it would
work out in this case. The starting point would presumably be something like (13).

(13) The tensed verb must agree in person (gender) and number with some phrase in its
environment.

So far so good. But language learners now must infer from the underspecified state-
mentin (13) that there are exactly two ways of identifying possible targets of agreement:
linear precedence and nominative case. But why should that be? Why shouldn’t they
also consider the phrase that immediately follows the verb, or the phrase to which the
verb assigns accusative case, or any of a variety of plausible grammatical relations,
together with their Boolean combinations? The space of hypotheses for the HDP is
plausibly constrained by the external condition that spoken language takes place in a
serial medium. But there are not such obvious external constraints on (13).

The next step in the underdeterminist account would be to use language-
independent learning gadgets to decide how (13) should be filled out by the learner.
This too is tricky. It is fairly easy to see how one can learn the order of two adjacent
elements with language-independent cognition. But how could one learn whether a
verb agrees with a nominative noun phrase or a noun phrase that immediately
precedes it using cognitive processes that are evolutionarily prior to language? What
is a language-independent analog of a verb agreeing with a noun phrase? The closest
thing that comes to mind is our ability to detect when one thing has a feature in
common with something else, perhaps because there has been contact between the
two. One might say that a mud patch “agrees” with the deer that left a footprint in it,
for example. But that seems like a rather remote analogy to the case at hand. More
problematic still, what is a language-independent version of “noun phrase whose
nominative case is licensed by the verb”? This parametric choice seems intrinsically
tied to concepts that are only meaningful within the language faculty itself, raising
doubt that it can be learned by cognitive principles that are not part of that faculty.
[ am sure that it is possible for one to learn the value of (11) without using the
language faculty; presumably that is what I did, using my science-forming ability.
But that isn’t what children in the Congo are doing. And the TAP is probably more
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typical of parameters in general than the HDP in these respects. The intrinsic
plausibility of the underdeterminist view of the HDP thus does not carry over to
other plausible parameters. We cannot take it for granted that the underdeterminist
option is a viable approach, sufficient to answer the questions about typology and
acquisition that parameters were created to solve.?

4 Is Underdeterminism More Parsimonious?

Next let us consider whether the underdeterministic approach is more parsimo-
nious than the overdeterministic one, hence to be preferred on general grounds of
scientific simplicity and because it minimizes the mystery of how UG evolved.

Considerations of simplicity, of course, apply only to theories that can be
shown to do the basic explanatory work. One does not ultimately prefer a sim-
ple and inadequate theory to a more complex but more adequate one. The pu-
tative parsimony of underdeterminism is only relevant if its possibility has been
established. And that still remains to be done, as already discussed.

But there is another point to make as well, which is that simplicity must
usually be evaluated relative to the particular representation system in which the
theory is couched. To see how this general point could apply to questions about
UG, consider once again the HDP. Pinker, Bloom, and Newmeyer take it for
granted that a UG that is silent about word order like (5) has a smaller and simpler
mental representation than a UG that includes explicit disjunctive statements
about word order like (4). Maybe this is so, but it is not necessarily so.

Imagine two ways in which linguists could express how sentences like (2) or (3)
are structured into phrases. One possibility is that they could type the sentences on
their word processors, and include labeled brackets to indicate which groups of
words constitute phrases. A second possibility is that they could build Calder-style
mobiles in which a symbol for every word is attached by pieces of wire to nodes
that stand for the phrases that the word is contained in, the whole mobile then
being hung from the ceiling. Both representations could be perfectly adequate
expressions of phrasal grouping; indeed they could be logically equivalent (al-
though the reader can probably guess which method is in common use). But
the two differ markedly in how they would treat word order. In the mobile style of
representation, no intrinsic order is implied. Two words X and Y could be part
of the same phrase by virtue of being hung from the same piece of the mobile, but
sometimes X might be to the right of Y, and other times X might be to the left of Y,

2. Further questions about the possibility of underdeterminism arise when one considers carefully the
very first stages of language acquisition. Learning whether a language has verb-object or objectverb
word order seems easy, since the information is there in any transitive sentence. But this presupposes
that the learner already knows many other things—such as which word is the verb, which is the object
(as opposed to the subject), and which sentences have basic word order (as opposed to an order affected
by considerations of topic and focus). But these things cannot be taken as known when the very first
parameters are learned. This makes the learning issues much harder. See Gibson and Wexler (1994) and
Fodor (1998¢) for discussion of this issue.
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depending on the air currents in the room at the time. In this style of represen-
tation, it really does take something extra to specify a linear order for X and Y; one
would have to solder in an extra piece of metal to prevent them from swinging in
the breeze, for example. If mental representations are like Calder mobiles, then it
is parsimonious to leave word order unspecified.

Things come out differently in the style of representation produced by word
processors. This format automatically imposes an order onto any representation,
whether one is desired or not. Even if one tries to type two characters at exactly the
same time, the computer will detect tiny differences in timing and produce a strictly
ordered representation, with X unambiguously to the right of Y or vice versa. In this
representational medium, fixed order comes for free, and additional work is required
to overcome it. For example, linguists who want to talk about verb phrases in a way
that is neutral between Japanese-like languages and English-like languages have to
add an additional tag, like “[yp eat spinach], order irrelevant,” or create some no-
tational convention to this effect. It is intrinsically difficult to leave order unspecified
in this medium, so one resorts to explicit disjunctions or the equivalent. If mental
representations are like word processors in these respects, then a UG that leaves word
order open could be less parsimonious, rather than more.

So the parsimony issue hinges on whether the mental representations of lan-
guages are more like Calder mobiles or word processors. Which is the case? I think
we must admit that we do not know. We know nothing about the details of how the
innate endowment for language is realized that would allow us to make a firm
judgment. It is true that the brain is a three-dimensional structure rather than a two-
dimensional structure. Maybe this is a relevant similarity to the Calder mobile. But
the brain is also known to be full of topographic mappings in (for example) the visual
system, where adjacent points on the retina are represented by adjacent sets of
neurons of the brain (see Marcus, chapter 2 here). Thus there is reason to think that
one- or two-dimensional order is often significant in the neural medium. This could
be a relevant similarity to the printed page. In this state of ignorance, we should
not be too swayed toward underdeterminism by claims of parsimony.

There is also a detail about word order in languages of the world that suggests
that linguistic representations are intrinsically ordered in a way that makes more
sense within the overdeterminist picture. Examples (14) and (15) repeat the two
versions of the HDP.

(14) Overdeterminist version:

Combine a word with a phrase to make a larger phrase by putting the new word first or
by putting the new word last.

(15) Underdeterminist version:

Combine a word with a phrase to make a larger phrase.

The overdeterminist version includes an explicit disjunction, whereas the under-
determinist version leaves order open, to be fixed by some kind of learning. But notice
that there is nothing in (15) that implies that a language learner must settle on a fixed
order. The nature of the speech stream implies that each token of a verb phrase that
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gets uttered must have the verb come before the object or after it. But why couldn’t
the order vary from verb phrase to verb phrase within a single language? One can
imagine a language in which it was possible to say either Mary ate spinach or Mary
spinach ate, depending on one’s whim or stylistic considerations. One can also
imagine a language in which some verbs are used with verb-object order and others are
used with object-verb order, so that one consistently says Mary ate spinach but Mary
spinach cooked. In fact there are no such languages. Order within the verb phrase
varies from language to language, but not internally to the same language.? This
elementary fact is made mysterious by (15). It is not as mysterious in the overdeter-
mined version in (14): one can imagine that the disjunction is really an exclusive or,
accompanied by some kind of tag saying “learn which.” But it makes little sense to
append “learn which” to (15), since the options are not explicitly enumerated. This
suggests that the human language capacity cares deeply about word order, and order
is built into it from the beginning—like a word processor, not a mobile.

An underdeterminist might try to deflect this point by saying that people are
such creatures of linguistic habit that they don’t tolerate freedom. Even if a
grammatical option exists in principle, we always settle into one routine or another
in practice. But this is not true in other comparable domains. To see this, consider
another feature of the Bantu languages. In all Bantu languages, direct objects
ordinarily come after the verb, as in English, not before it, as in Japanese. Example
(16) shows this for Chichewa (spoken in Malawi) and Kinande.

(16) a. Njuchi  zi-na-luma alenje. (Chichewa)
Bees AGR-past-bit hunters.

“The bees stung the hunters.”  (Not: *Njuchi alenje zi-na-luma.)

b. Omukali a-gula eritunda.  (Kinande)
woman  AGR-bought fruit

“The woman bought a fruit”  (Not: *Omukali eritunda a-gula.)
Bantu languages also allow “object dislocation structures,” in which the object-
noun phrase appears at the edge of the sentence, and a pronoun is attached to the
verb. (Colloquial English allows something similar, as in That dress, I really like it.)
But there is a difference. Chichewa allows the dislocated object to appear either at
the beginning of the sentence, or at the end:

(17) a. Alenje  njuchi zi-na-wa-luma (Chichewa)
hunters bees AGR-past-them-bit.

“The hunters, the bees stung them.’

3. There are languages with free word order, but these languages do not build phrases of the kind assumed
by both (14) and (15) at all (Baker, 1996). Languages that allow both Mary ate spinach and Mary spinach ate
also allow Spinach Mary ate and Ate Mary spinach, in which the object and the verb do not constitute a
phrase. A very different parameter is at work in such languages, which I do not consider here.
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b. Njuchi zi-na-wa-lum-a alenje
Bees AGR-past-them-bit hunters.

“The bees stung them, the hunters.’

In contrast, Kinande only allows the dislocated object to appear at the beginning:

(18) a. Eritunda, omukali a-i-gula. (Kinande)
fruit woman  AGR-it-buy

The fruit, the woman bought it.

b. Impossible: ~ *Omukali  a-ri-gul-a eritunda.
woman AGR-itbuy fruit

The woman bought it, the fruit.

The Chichewa examples in (17) show that humans are not intrinsically adverse to a
degree of freedom being left open in language. The underdeterminist thus has no
quick and easy answer as to why comparable freedom is not tolerated in the
ordinary verb phrase structures formed by (15).

This point can be underscored in another way. The differences between
Chichewa and Kinande imply that there is another parameter at work. This para-
meter can be expressed in overdeterminist fashion as in (19).

(19) The dislocation parameter:
(a) Dislocated noun phrases appear at the beginning of the clause, or

(b) they appear at either edge of the clause.

Kinande adopts (19a) and Chichewa (1g9b). Now (19) translates into the under-
determinist idiom roughly as (20).

(20) Dislocated noun phrases appear at the edge of the clause.

But (20) is no different in its basic structure from (15). How could children know that
(20) does not need to be restricted down to a particular word order (see Chichewa),
whereas (15) must be? Underdeterminists are on the horns of a dilemma. They must
choose whether young humans have a general urge to fill out their general innate
knowledge into more rigid and specific rules or not. If they do, then the dislocation
pattern in Chichewa is mysterious. If they do not, then the fact that no language
tolerates free word order inside verb phrases is mysterious. This dilemma does not
arise within the overdeterminist view. That view is committed to explicitly spelling
out the possible values for each parameter. Therefore, it is not at all surprising that
two similar-looking parameters might specify a different range of admissible
choices—“beginning” or “end” in one case, and “beginning” or “either” in the
other.
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5 Is Overdetermination of Language
Perplexing?

Finally, consider the third pillar of underdeterminist intuitions: that the existence
of a superrich innate endowment for language would be perplexing. To many
people influenced by the “blank slate” model of human nature, the idea that the
structure of a human language is built into our minds is hard to swallow. Given
this predisposition, it is even harder to swallow the idea that the structure of all
human languages is built in from the beginning. The overdeterminist seems to
be saying that the infant knows not only the basic principles of English but also
(in a sense) the basic principles of Japanese, Yoruba, Mohawk, Ancient Akkadian,
and whatever will be spoken on the lunar colony a thousand years from now.
That seems absurd. The mature human actually speaks only one or two lan-
guages, not tens of thousands. It seems that there is no purpose to all this extra
knowledge in the ultimate scheme of things. Thus it is perplexing to think we
have it.

The crucial point to make here is that our perplexity depends on our notions of
purpose. The degree to which something is perplexing is in proportion to the de-
gree to which it has complexity that serves no purpose. Therefore, whether we find
an overdetermined language faculty perplexing or not depends on what we think the
purpose of human language is.

Most people who think in these terms at all take it to be self-evident what the
purpose of human language is. It is some variation on the following (see, e.g.,

Pinker, 1994, pp. 367-9):

(21) The purpose of language is to permit the communication of complex propositional
information.

This is accepted almost without argument by a wide range of language specialists.
If this is the purpose of language, then I agree that it would be perplexing to find
that we have an overdetermined UG. We can, it seems, communicate whatever
propositions we want using only one or two languages (contra Nowack et al.,
2001), so why make explicit provision for more than that in our minds? There
could be no evolutionary advantage to this capacity, given that we make little
use of it in our ongoing lives. At best it could be an evolutionary accident of
some kind.

But (21) is not set in stone. It could be correct but incomplete, in ways that
affect our judgments of perplexity. Suppose, for example, we say that the purpose
of human language is (22) instead.

(22) The purpose of language is to permit the communication of complex propositional
information to your collaborators, while concealing the information from possible
competitors.
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This is a rather minor variation on (21), falling within the same conceptual
scheme.* But it renders the existence of many potential linguistic systems
unperplexing. Basically, it says that human language has the same purpose as those
products of human engineering known as codes and ciphers. To be effective, such
systems make explicit provision for variation, indeed for the setting of parameters.
For example, the famous German Enigma machines of World War II could
produce many different codes, depending on how certain “parameters” were set:
which alphabet wheels were chosen, what their initial positions were, and how the
crosswiring was done. Perhaps the human capacity to learn languages that super-
ficially look quite different can be understood in the same way.

This idea is made plausible by the fact that natural languages do make very
effective ciphers in practice. The most famous example is the use that the United
States Marine Corps made of the Navajo code talkers in World War II. Navajo
Indians speaking their native language to each other over the radio proved to be
more efficient, more effective, and harder to decipher than the most sophisticated
products of human engineering at the time.

From this perspective, it might not matter if underdeterminist intuitions turn
out to be correct, and it is more costly to represent a language faculty with explicit
parameters built in. The extra complexity might be justified by the advantages of
having a better code, one that conceals strategic information better. This could be
an instance of adaptive complexity, built into the account of the origins of the
innate endowment of language from the beginning. Linguistic diversity would
then not be an evolutionary accident or a residual imperfection but part of the
point of language in the first place.

According to Pinker and Bloom (1990), claims about adaptive complexity gain
support if one can point to instances of biology replicating the strategies used by
engineering to accomplish some goal. This seems possible in the case at hand. Just
as vertebrate eyes are much like cameras, so the human language faculty is
structured rather like artificial encryption systems (see, for example, Singh, 1999).
This comparison can be pursued at two levels.

At the gross level, every code is factored into two parts: the general encryption
algorithm and the specific key. The general algorithm is public information
available to all; the key is some crucial piece of secret information that needs to be
plugged into the algorithm before the message can be decoded. For example, the
algorithm for the Caesar shift cipher (used by Julius Caesar in his campaigns) is to
replace every letter in the message with the nth subsequent letter in the alphabet.
The secret key is the value for n—how far the alphabet is shifted. Choosing
different values makes possible 25 different ciphers, giving the user flexibility
for staying ahead of the enemy. Similarly, the RSA cipher, which is the basis

4. A more radical version of this critique, brought up from time to time by Chomsky, is to deny that
language has a purpose. Not everything in the natural world does have a purpose that explains its
structure, after all. Rocks, for example, do not have an intrinsic purpose, even though we use them for a
variety of purposes. Language could be like a rock in this respect.
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for modern internet security, is based on the algorithm of translating one’s
message into a huge number using its ASCII code, and then calculating the new
number (message)* (mod n), where n is the product of two large prime numbers.
Anyone can know this, but your messages are safe unless someone knows the
prime factorization of n, which is the mathematical key for decoding. Since there
are an infinite number of primes, there are an infinite number of ciphers in
this family. I suggest that the distinction between the invariant principles of
UG and the parameter values needed to define a particular language is analogous.
The invariant principles are like the general encryption algorithm, which is
available to all humans. The parameter settings are like the key; they are kept
“secret” within a particular speech community, and can only be revealed to chil-
dren and others who come into the community by a rather lengthy process of
language acquisition.

The comparison between UG and cryptography is also interesting at a more
detailed level. If one looks at the kinds of tricks that UG uses to create a diversity of
languages, they match up rather well with the ciphers of the sixteenth century.
Sixteenth-century espionage used steganography—the art of hiding messages, for
example, concealing a letter in the bottom of a barrel. Natural language does
something similar by using different distinctive features in different languages.
Fach language contains certain distinctions between sounds that carry differ-
ences in meaning but are virtually undetectable to speakers of other languages;
examples include Hindi’s difference between aspirated ‘t and unaspirated ‘t,
which is inaudible to the English ear, or English’s ‘" versus ‘', which is mysterious
to a Japanese speaker. Sixteenth-century spies used ciphers that replace the ele-
ments of a message letter by letter; similarly, natural languages use different in-
ventories of sounds. Sixteenth-century spies also used codes, which replaced whole
words with other words or symbols; natural language uses Saussurean arbitrariness,
according to which domestic canines can be indicated with dog, chien, perro,
erhar, or ekita. Sixteenth-century spies used homophones (different symbols that
represent the same meaningful unit) and nulls (symbols that represent nothing)
to throw off code-breaking by frequency analysis. Similarly, natural languages con-
tain allophonic variation in sounds, synonymous words, idioms, and apparently
meaningless words. Sixteenth-century spies removed the spaces between words in
coded messages, so it would not be clear where one word stopped and another
began; natural languages have rules of sound assimilation that have the same
effect. Finally, sixteenth-century spies made use of transposition, scrambling the
elements of the message according to some regular procedure that a knowledge-
able receiver could undo. Word-order parameters such as the head directionality
parameter and the dislocation parameter can be seen as the analog in natural lan-
guage. Overall, there are enough parallels to make one think that it is not an accident
that the innate endowment for language is structured like a code —in which case, the
existence of parameters is not perplexing after all.

This comparison between UG and espionage may not in the end be the most
accurate one available. I am not wedded to the idea that (22) is the perfect statement
of the purpose of language. Other views that attribute a concealing function to
language as well as a revealing function would work just as well. For example, it
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could be that linguistic diversity has the desirable function of making it hard for a
valuable member of your group to defect to a rival group, taking his resources and
skills with him. He will not be as valuable to another group, because they cannot talk
to him.> Reversing the scenario, it could be that linguistic diversity has the desirable
function of making it hard for a greedy or dangerous outsider to join your group and
get access to your resources and skills. You are less vulnerable to manipulation or
deception by a would-be exploiter who cannot communicate with you easily. It is
not my purpose to choose which of these scenarios is the most promising; I simply
want to take away the certainty that (21) is correct, thereby dispelling some of
perplexity associated with an overdetermined innate endowment for language.

6 Conclusion

Linguistic practice often makes use of an overdetermined innate endowment, one
that explicitly specifies grammatical options from which language learners are
invited to choose on the basis of their environment. That the innate endowment
should be “superrich” in this way has been considered perplexing and un-
parsimonious by some researchers. They claim that the innate endowment should
underdetermine language instead. In response, I have argued that this kind of
underdetermined universal grammar may not be possible —that not all parameter
values can be learned reliably by prelinguistic cognitive capacities. Second, I have
argued that an underdetermined universal grammar is not necessarily more par-
simonious than an overdetermined one; this depends on unknown details of the
representation scheme. Third, I have argued that there are plausible purposes for
an overdetermined universal grammar: it could make possible a form of com-
munication that conceals information from some even as it reveals it to others.
Overall, then, there is no compelling reason, prior to detailed inquiry, to think that
the innate endowment must underdetermine the structures of particular human
languages. This does not establish the superrich, overdetermined view of the innate
endowment for language. But it does mean that if the most successful theories of

5. I thank the participants in the AHRB “Innateness and the Structure of the Mind” workshop, 12-14
October 2001, for bringing up this possibility.

Evolutionary psychology is committed to a somewhat stronger position: something can be at-
tributed to the innate endowment only if it would have been beneficial in the context of small bands of
hunter-gatherers in the ancestral environment. It is not clear that (22) meets this additional condition.
Not being an evolutionary psychologist, I do not consider this crucial to my interests. Even so, it is not
obvious to me that linguistic diversity would not have had code talker-like advantages in traditional
societies, albeit on a smaller scale. Warfare is an important feature of all such societies; where possible it
is directed against other linguistic groups, and its practice depends heavily on cooperation and treachery
(see, e.g., Divale, 1973). These are precisely the boundary conditions under which it is plausible that a
code-like function for language might have evolved.

People have pointed out to me that multilingualism is extremely widespread in traditional so-
cieties, suggesting that natural languages are not very effective codes in practice. This might only mean
that the natural code-breakers have gained the advantage on the natural code-makers in a kind of
evolutionary arms race at this particular point in human development. (This was also true of crypto-
graphy in the sixteenth century; Singh, 1999.)
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language typology and syntactic acquisition (continue to) make important use
of overdetermination, we should feel free to pursue them, not judging them out of
bounds on evolutionary or methodological grounds.

This inquiry into one corner of the innate mind also means that we should be
alert to parallel issues in other corners. For other mental modules, too, it might
make sense to consider the rarely raised possibility that the innate structure might
be more than is necessary to produce a certain result, rather than less. It could be
that hypernativism is sometimes the right amount of nativism.
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Innate Grammatical Principles

n the normal course of events, children manifest linguistic competence
quuivalent to that of adults in just a few years. Children can produce and
understand novel sentences, they can judge that certain strings of words are true or
false, and so on. Yet experience appears to dramatically underdetermine the com-
petence children so rapidly achieve, even given optimistic assumptions about
children’s nonlinguistic capacities to extract information and form generalizations
on the basis of statistical regularities in the input. These considerations underlie
various (more specific) poverty of stimulus arguments for the innate specification of
linguistic principles. But in our view, certain features of nativist arguments have not yet
been fully appreciated. We focus here on three (related) kinds of poverty of stimulus
argument, each of which has been supported by the findings of psycholinguistic
investigations of child language.

The first argument hinges on the observation that children project beyond
their experience in ways that their experience does not suggest. It is untendentious
that children project beyond their experience, in the sense of acquiring a state of
linguistic competence that they apply to novel constructions. The issue is how
children project beyond their experience. That is, do children induce (or abduce)
in the fashion of good scientists, on the basis of experience characterized in (more
or less) observational terms; or do they project in more idiosyncratic and language-
specific ways? To what degree is human language acquisition “data driven,” and to
what degree is it determined by the human genome? Clearly, experience matters.
Typical children growing up in Tokyo achieve a state of linguistic competence that
differs in some respects from the state achieved by typical children growing up in
Topeka. According to the theory of universal grammar (UG), however, the dif-
ferences between natural human languages—like English and Japanese, which any
normal child can learn in the right context—are relatively small as compared with
the differences between natural human languages and other logically coherent
systems (equally compatible with the experience of human children) for associ-
ating signals with meanings. If so, this supports the nativists’ contention that
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children use their experience simply to determine which of the highly constrained
natural human languages adults around them speak. Evidence in favor of the
nativist perspective comes from experimental studies of child language showing
that children’s projections do not violate any core principles of universal grammar,
even in cases where children might be tempted to violate such principles if they
adopted general-purpose learning algorithms.

A second poverty of stimulus argument is based on the kinds of nonadult
constructions children produce. Children appear to follow the natural seams (or
parameters) of natural language, even when child language diverges from the local
adult language. On an experience-dependent approach to language learning, the
pattern of children’s nonadult linguistic behavior would presumably look quite
different from this. From a data-driven perspective, children’s nonadult produc-
tions would be expected to be simply less “filled out” than those of adults in the
same linguistic community. Children’s productions would be adult-like, except
that they would be missing certain words or word-endings, for example. The UG-
based approach, by contrast, is consistent with the continuity assumption, which sup-
poses that child and adult languages can differ only in limited ways—specifically in
ways that adult languages can differ from each other. If so, children are expected
to project beyond their experience in ways that are attested in natural languages.
The nonadult linguistic behavior of children is not expected to match the input
(as experience-based approaches to learning suggest); rather, the input is seen to
guide children through an innately specified space of hypotheses made available
by universal grammar. So children are free to adopt hypotheses that differ from
those of local adults, as long as they can later be retracted using positive evidence,
until they hit upon a grammar that is sufficiently like that of other speakers of the
local language; at that point, language change is no longer initiated by the input
(see Crain, 2002; Crain & Pietroski, 2001, 2002; Thornton, 1990).

A third argument is based on the gap—Chomsky (1986) speaks of a chasm—
between a typical child’s experience and the linguistic principles that govern chil-
dren’s competence. The key observation here is that linguistic principles unify and
explain (superficially) disparate phenomena. We focus on this last kind of argument
in the most detail, in order to show that children know specific contingent facts that
apply to a wide range of constructions across different linguistic communities. Insofar
as this aspect of linguistic competence is not plausibly a product of children’s ex-
perience, it is presumably a product of their biological endowment. This raises
further questions about how human biology gives rise to such knowledge. But in our
view, these are precisely the questions that need to be asked.

Critics cannot insist that our shared biology cannot give rise to knowledge of
specific contingent linguistic facts if the available evidence suggests that our shared
biology does just this. The “contingencies” of human language may not be acci-
dental, however. They may reflect deep facts about human biology (or underlying
physical constraints on that biology), as it has emerged under various pressures,
including, perhaps, evolutionary pressures imposed by the kinds of signals and
meanings that primates can employ. One can view certain aspects of Chomsky’s
“minimalist program” as an invitation for nativists to ask just what aspects of
language must be attributed to biology —and to start asking how our shared biology
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might give rise to universal grammar without supposing that specific linguistic
principles are biologically encoded as such; see Chomsky (1995, 2000). Perhaps a
perspicuous characterization of what is innate will lead to a hypothesis about how
(and why) human biology implements such constraints. But as Marr (1982) argued,
one usually needs to know what is implemented before one can fruitfully speculate
about implementation.

1 The Form of Linguistic Generalizations

One version of the poverty of stimulus argument proceeds from the following sort
of observations. In simple sentences like (1), the reflexive pronoun himself is ref-
erentially dependent on another term, Bill, which appears nearby in the sentence.
But in (2a—c), himself is anaphorically related to John, which is some distance
away. This leaves open the possibility that (3a) is ambiguous. But adults know that
(3a), like (3b), is unambiguous.

(1) Bill washed himself.

(2) a. John said to Bill that he wants to wash himself.
b. John wants to shave Bill and wash himself.

c. John said that he thinks he should wash himself.

(3) a. John said that he thinks Bill should wash himself.
b. John said that Bill washed himself.

By age two or three, normal children know how reflexive pronouns work. For
example, they know that himself cannot be anaphorically dependent on John in (3).
But how could they infer this “negative” fact, about what (3a) cannot mean, based
on “positive” input? There is no general prohibition against ambiguity in natural
language. So why don’t children acquire a grammar that is more permissive than
the adult grammar, according to which (3a) is ambiguous—in the way that (1) and
(2) might suggest to an observer?

One can speculate that, first, children notice that adults (almost?) never use
constructions like (3b) while intending himself as a device for referring to the
person picked out by the distant name, and second, this leads children to infer that
(3a) and (3b) are both unambiguous. But learning the rule for reflexive pronouns
in this way requires rather substantial cognitive resources, for recognizing adults’
intended referents and keeping track of the word strings children encounter and
the interpretations that are assigned to those strings. Such an account is possible,
but it does not seem very plausible. For one thing, children’s specific knowledge
about linguistic expressions does not end with reflexive pronouns. They also know
how ordinary pronouns work. In Bill washed him, the accusative pronoun cannot
be referentially dependent on the name; but in John wants to feed Bill and wash
him, the pronoun can be linked back to Bill (but not John). So how do children
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(and adults) know that John said that he thinks Bill should wash him cannot be
interpreted with the pronoun dependent on Bill? To complicate matters, children
encounter sentences like That man over there is him (say, in response to a question
about who John is). Therefore, a child can hardly assume that adults never intend
to use him as a device for referring to someone picked out by a nearby expression.
Linguistic principles, known as the binding theory, determine how pronouns can
and cannot be interpreted. This component of UG governs the anaphoric relations
among different kinds of noun phrases (e.g., Chomsky, 1981).

In attempting to characterize the knowledge that underlies the judgments in
(1)—(3), linguists initially set aside issues about acquisition and its relation to expe-
rience, in order to look for a principle that explains a range of linguistic phenomena.
In this quest, linguists (unlike children) elicited and considered judgments about
what expressions can and cannot mean for adults; they conducted crosslinguistic
research; and they looked for a principle that holds across human languages (and
thus applies to many particular phenomena). Armed with a hypothesis about the
operative linguistic principle, they then asked whether children could plausibly
learn the principle that evidently characterizes adult competence. If not, the ten-
tative conclusion is that the principle is not learned but is rather part of universal
grammar. Or, more cautiously, the principle is due at least largely to human nature,
as opposed to human experience. Such conclusions were bolstered when it was
found that children adhered to the principle from an early age, because this com-
presses the learning problem, making it less plausible that all normal children
encounter the data that would be needed on experience-based accounts.

This quick sketch of one poverty of stimulus argument illustrates several key
points about such arguments. In particular, the much-discussed “logical problem
of language acquisition” is not simply that the competence children achieve is
underdetermined by their experience. This would be the case even if children
induced linguistic principles from examples. Again, what impresses nativists is not
the mere fact that children project beyond their experience but rather the fact that
children project beyond their experience in ways that the input does not even
suggest. Correlatively, the nativist is not just saying that children are born with a
disposition to acquire a language. The nativist is saying that children are born with
a disposition to acquire a natural human language; where the distinctive character of
these human systems for associating signals with meanings are revealed by investi-
gating what adults know and how that knowledge goes beyond the experience of
typical children. Investigations of adult languages have revealed that there are uni-
versal grammatical principles, and experimental investigations of child language
have found that these principles hold children’s hypotheses in check. While universal
grammar establishes boundaries on the space of hypotheses children can explore,
children are free to explore this space as long as they do not exceed the boundaries.
This observation forms the basis of the continuity assumption, to which we now turn.

2 The Continuity Assumption

The innate principles of universal grammar define a space of possible human
languages for children to explore, under pressure from experience, until they
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stabilize on a grammar that is equivalent to that of adults in the same linguistic
community. This means that young children are free to “try out” constructions that
are unattested in the local language, but only if those constructions are from a
possible human language. (If the actual adult languages exhaust the relevant space
of possibilities, then young children will only try out constructions attested in some
adult language spoken somewhere.) At any given time, children will be speaking a
possible human language, just not the language spoken around them. This is the
continuity assumption: child languages can differ from the local adult language
only in ways that adult languages can differ from each other. According to this
assumption, the possible mismatches between child and adult language follow the
natural seams (the so-called parameters) of human languages; children are not
expected to violate any core principles of universal grammar, since language ac-
quisition is constrained by those principles. If the continuity assumption is correct,
one would expect children to exhibit constructions with features of adult languages
found elsewhere on the globe, but not in the local language. If this expectation is
confirmed, it provides dramatic support for nativists. Given an experience-
dependent learning algorithm, one will be hard pressed to explain why children
learning English produce constructions exhibited in (say) German, Japanese, or
Italian but not in English. Obviously, everyone thinks there are examples of mis-
matches between child and adult language. But it is worth pausing to be clear
about the form of the argument.

Given a data-driven perspective, one would expect children’s nonadult linguistic
constructions to simply be less articulated than those of adults. A child in the process of
learning a (first) human language on the basis of experience would not yet display full
linguistic competence in any human language; at best, such a child would have an
imperfect grasp of the local language. If this is the position children find themselves in,
one would expect them to gradually modify their deviant constructions, in response to
environmental input. But where experience provides abundant evidence of statistical
regularities, a data-driven learner should be faithful to the patterns in question (and
in that sense “match” the input). So it is worth attending to the respects in which
children diverge from adults, since attention to the details might reveal something
about just how children project beyond their experience.

Several examples of children’s nonadult productions support the continuity
assumption, as opposed to a data-driven account of language acquisition. A parade
case is the medial-Wh phenomenon first reported by Thornton (1990). The finding
is that some English-speaking children produce Wh-questions that are attested in
many languages but not in English. These children consistently introduce a copy
of a bare Wh-phrase in their tensed long-distance Wh-questions, as in (4).

(4) What do you think what that is?

In adult languages that allow such constructions (like Bavarian dialects of Ger-
man), there is a prohibition against medial Wh-phrases with lexical content,

as in (5).

(5)  *Which boy do you think which boy that is?
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There is also a crosslinguistic prohibition against medial constructions in which
the original extraction site (of the Wh-phrase) is inside an infinitival complement
clause, as in (6). Accordingly, American children who freely produce questions like
(4) refrain from producing questions like (5). And they refrain from producing ones
like (6); they use adult-like questions such as (7) instead.

(6) *Who do you want who to play with?
(7)  Who do you want to play with?

The fact that American children produce questions like (4), in the absence of evidence
for medial constructions in English, is interesting. But the really important fact, from the
nativists’ perspective, is what such children don'’t say, as illustrated in (5) and (6). For
children appear to be obeying the very constraints that adult speakers of other languages
obey. Given a data-driven perspective, it is hard enough to explain why Bavarian chil-
dren who hear examples like (4) learn that examples like (5) and (6) are impermissible
in the local language." But why do some American children achieve a state of (perhaps
partial) linguistic competence with this character, which matches (in this respect) the
linguistic competence of faraway adults? Such facts are unsurprising, however, given
a nativist perspective that includes the continuity assumption. (See Crain & Pietroski,
2002, and Thornton, 2004, for detailed discussions of another example concerning
American children whose nonadult use of why-questions seems to match the adult
Italian use of ‘perche’-questions; see Crain, 2002, for further examples.)

3 Deep Linguistic Principles

One goal of linguistic theory is to find principles that unify disparate linguistic phe-
nomena. And as we have been stressing, the search for unifying principles is based only
in part on what people say and the conversational contexts in which they say things. Just
as important are facts about linguistic expressions that people don’t use, and the
meanings they do not assign to expressions they use. Moreover, human languages
exhibit patterns at various levels of abstraction from what children hear. In addition to
the various “construction patterns” that various languages exhibit— permissible ways of
forming questions from declaratives, ways of extending sentences by means of relative
clauses, and so on—there are generalizations (often characterized as constraints that
hold crosslinguistically) across the patterns that careful observers of a particular language
might note. As generalizations gradually emerge in linguistic analysis, therefore, their
explanatory power is tested across languages, and against increasingly expanded sets of
positive and negative data. Progress is difficult because the space of logically possible

1. Moreover, the wh-phrases that children consistently avoid in questions like (5) and (7) are well-formed
fragments of the local language; they appear in embedded questions: e.g., “He asked me which boy that
is.” “I know who to play with.” Therefore, these questions could be formed by the kinds of “cut-and-
paste” operations that experience-based approaches invoke to explain how complex constructions are
formed by combining simple constructions (e.g., Goldberg, 2003; Tomasello, 2000).
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grammatical principles is so immense. For it appears that many linguistic phenomena
reflect contingent aspects of human psychology, which in turn may reflect demands
imposed by the kinds of signals and meanings that human beings are able to process;
and as yet little is known about these demands. Nevertheless, linguists have uncovered
grammatical principles with broad empirical coverage and explanatory power.

Child language acquisition proceeds without the benefit of the vast array of
(crosslinguistic and negative) data available to linguists, yet every normal three-year-old
knows many, perhaps most, of the grammatical principles known by adults. And these
principles include nontrivial generalizations that tie together clusters of apparently
unrelated linguistic phenomena that are common to languages around the globe —and
that turn out, upon close scrutiny, to be interestingly related. In the absence of an
alternative account of the relevant generalizations and lacking a learning-theoretic
account of how young children come to know them, we find it reasonable to conclude
that humans are innately endowed with substantive universal principles of grammar,
and that children can only acquire languages that conform to these principles.

There is another view of the relation between linguistic theory and the primary
linguistic data available to children. For example, in a recent challenge to nativism,
Pullum and Scholz (2002) argue that it is an open question “whether children learn
what transformational/generative syntacticians think they learn.” On their view, the
evidence does not suffice to conclude that children are innately endowed with “specific
contingent facts about natural languages.” They contend that positive evidence alone
could suffice for language learning, which could consist of shallow linguistic repre-
sentations that are hypothesized and tested using the same kind of domain-general
cognitive mechanisms that children use to learn about other (nonlinguistic) things.

We take up this recent challenge to nativism by (re)considering the extent to
which linguistic theory needs to postulate abstract grammatical principles that explain
“specific contingent facts about natural languages,” including abstract principles that
lie beyond the grasp of even intricate methods of statistical sampling. We concentrate
on three likely candidates for innate linguistic knowledge: (1) the meanings of de-
terminers, (2) the basic interpretation of disjunction, and (3) the structural configu-
rations in which pronouns, negative polarity items, and the disjunction operator must
appear, with respect to the linguistic expressions that license them.

3.1 What Determiners Can Mean

One specific contingent fact about natural languages is that determiner meanings are
conservative (Barwise & Cooper, 1981). Determiners (Det) are quantificational words
(or phrases)—like every, no, some, most, both, three, seventeen, more than g but fewer
than 20 —that can combine with a noun (or noun phrase [NP]) to form a grammatical
unit, like every boy, which can in turn combine with a verb (or verb-phrase [VP]) to
form a sentence, like Every boy swam.? In this respect, a determiner is like a transitive

2. This is not to say that every expression that combines with a noun to form a grammatical unit is a
determiner. Determiners have other properties, like not combining with verbs to form grammatical units.
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verb, which combines with an “internal” argument to form a grammatical unit, which
in turn combines with an “external” argument to form a sentence; though in the linear
order of words, the external argument of a transitive verb comes first, while the external
argument of a determiner comes last. There are various ways of characterizing the
relevant semantic property of determiners. But let’s say (for simplicity) that noun
phrases and verb-phrases are semantically associated with sets of individuals, that a
determiner expresses a binary relation between sets, and that such a relation is con-
servative iff: the internal set s bears relation R to the external set s' iff s bears Rtos N's'.
Then the (perhaps improper) subset relation is conservative, since: s C s'iff s C (s N s').

Consider again the example Every boy swam. Since the determiner every is con-
servative, the boys form a subset of the swimmers iff the boys form a subset of the boys
who swam. But the converse relation of inclusion is not conservative, since it is false that:
s Ds'iffs D (sNs'). Itisn’ta true biconditional that the boys include the swimmers iff the
boys include the boys who swam. Trivially, the boys include the boys who swam; but it
doesn’t follow from this trivial truth that the boys include the swimmers. Intuitively,
every I is G is true iff the Fs form a subset of the Gs. So, unsurprisingly, the following
biconditional is sure to be true: every boy swam iff every boy is a boy who swam.
Likewise, most boys swam iff most boys are boys who swam, and no boy swam iff no boys
are boys who swam. Indeed, every natural language biconditional of this form is sure to
be true: [(Det NP)(VP)] iff [(Det NP)(NP who VP)].

This is, upon reflection, a striking fact. No natural language determiner ex-
presses the converse relation of inclusion.? Likewise, no natural language deter-
miner expresses the relation of equinumerosity. But one can imagine a language in
which Equi boys swam means that the boys are equinumerous with the swimmers.
And in this language, the following biconditional would be false: Equi boys swam
iff equi boys are boys who swam. (If every boy swam, then equi boys are boys who
swam; but it doesn’t follow that the boys are equinumerous with the swimmers.)
This demonstrates that it is a contingent generalization that [(Det NP)(VP)] iff
[(Det NP)(NP who VP)]. Of course, given what every means, it is a logical truth
that every boy swam iff every boy is a boy who swam; and similarly for each natural
language determiner. But it hardly follows that “logic alone” determines that
determiners (individuated syntactically, as expressions with a certain form) have the
precise semantic character that they do have, as a matter of fact. There are many
(simple) nonconservative relations of the same logical type as actual determiner
meanings, and there is no logical reason why determiners cannot indicate such
relations (see e.g., Chierchia & McConnell-Ginet, 2000).

To underscore the point, it has been proposed that Every boy is riding an
elephant is true—on a reading available to children (but notadults) —only if (1) every
boy is riding an elephant and (2) every elephant is ridden by a boy (e.g., Drozd &

3. There is a sense in which Only boys swam captures the converse of Every boy swam. But only, which can
combine with just about anything, is not a determiner. Compare He only seems nice with *He every/no/
three seems nice (see Herburger, 2000, for further discussion and defense). Notice also that only does not
comply with the biconditional associated with conservativity. Only boys are boys who dance does not entail
that only boys dance, since Only boys are boys who dance is a tautology, whereas Only boys dance is not.



Brass Tacks in Linguistic Theory 183

van Loosbroek, 1998; Philip, 1995). If so, then children assign a nonconservative
interpretation to the determiner every; in effect, the hypothesis is that children
interpret every as though it meant what equi means in the imagined language (that
no human adults speak). But if nonconservative determiner meanings are possible
for children, and thus not ruled out by universal grammar, then one needs some
other explanation for the absence of nonconservative determiner meanings in adult
languages. If human children can operate with a determiner that expresses equi-
numerosity, why don’t adult languages contain such a determiner? If the human
language system is compatible with some nonconservative determiners, shouldn’t
we expect to find the semantic converse of every in some adult languages? In short,
there is a nonlogical “conservativity generalization” for adult languages. And if this
generalization is not a reflection of universal grammar, it is hard to see what it is a
reflection of. It would seem apparent then that there is a significant theoretical cost
to hypothesizing that children assign nonconservative interpretations to determiners.
(See sec. 4.1).

3.2 Disjunction Is Inclusive-or

We claim that a second contingent fact, known by speakers of natural language, is
that natural language disjunction is inclusive-or (as in classical logic); see Horn
(1989) for references to researchers who argue that natural language disjunction is
exclusive-or. Let the ampersand and wedge have their usual meanings, so that P &
O is true iff both P and O are true, while P v Q is false iff both P and Q are false;
and let’s say that P X-or Q is true iff (P v Q) & not(P & Q), with X-or thus
corresponding to exclusive disjunction. Then we endorse the view that the English
word or corresponds semantically to v, as opposed to X-or; pragmatics is responsible
for appearances to the contrary in examples like You can have cake or (you can
have) ice cream (see Chierchia & McConnell-Ginet, 2000; Grice, 1975). One can
certainly imagine a language with a sentential connective that sounds like or but
corresponds semantically to X-or. Indeed, from a data-driven perspective, one might
well expect children to conclude (at least for a while) that English is such a
language. For the vast majority of children’s experience suggests that or is used
to indicate exclusive disjunction. Nonetheless, children as young as two appear to
know that or-statements have a basically inclusive meaning. If this is correct, it ends
up providing a double argument for nativism. For not only does it suggest that
children essentially ignore the abundant evidence suggesting that or expresses ex-
clusive disjunction, it raises the question of how children determine the relevant
pragmatic implicatures in the right situations. And, as we shall show, the details
suggest that children are (without learning) sensitive to quite subtle grammatical
properties of sentences.

It is an obvious—but upon reflection, theoretically interesting—fact that En-
glish or-statements conform to DeMorgan’s law for (classical inclusive) disjunction.
It is a logical truth that not(P v Q) iff (not-P & not-Q); whereas it isn’t a logical truth
that not(P X-or Q) iff (not-P & not-Q). More specifically, not(P v Q) entails (not-P &
not-Q), while not(P X-or Q) does not entail (not-P & not-Q). And in English, You
shouldn’t kick the dog or pull his tail pretty clearly entails that you shouldn’t kick the
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dog and you shouldn’t pull his tail. Likewise, Luisa doesn’t want beans or rice entails
that Luisa doesn’t want beans and doesn’t want rice.* One can imagine languages in
which the disjunction operator has the different semantic character of X-or: In such
languages, the sentence that sounds just like You shouldn’t kick the dog or pull his tail
would be understood as an instruction to refrain from doing just one or the other
(but it’s okay to kick the dog and pull his tail).> No natural human language works
like this. And it is a striking fact that children evidently “know” this at a remarkably
early age. That is, without instruction and in apparent disregard for any evidence
suggesting that English or is exclusive, children interpret negated or-statements as
having conjunctive entailments.

Notice that even if young children have a tacit grasp of DeMorgan’s law, in
the sense of knowing (innately?) that not(P v Q) entails (not-P & not-Q), this does
not yet explain what they know about English or-statements. For any such “logical”
knowledge would have to be combined with a conjecture about how children learn
which logical operator the natural language expression or is associated with, that is,
inclusive or exclusive disjunction. Of course, if inclusive disjunction is the only
available candidate for the meaning of or, then children’s immediate grasp of
DeMorgan’s law might suffice to explain how they interpret negated disjunctions.
But if there is just one available candidate for the meaning of or, there is no
learning to be done, which is hardly an embarrassment for nativists (though in-
teresting facts about pragmatic implicatures remain). But it turns out that children
know much more about how or contributes to the meanings of complex expres-
sions: the DeMorgan facts are just the tip of an iceberg, and the relevant gener-
alization concerning what children know about the extended class of statements
with disjunction appears to track other logically contingent features of natural
language, such as the linguistic environments that permit negative polarity items,
and constraints on the anaphoric relations of different kinds of noun phrases.
Taken together, these features form the basis for abstract generalizations that
children apparently know as early as they can be tested. We now describe these
other features of the abstract generalizations.

3.3 Downward Entailment

We said that the DeMorgan facts are just the tip of an iceberg. To expose more of
it, notice that in English, disjunctive claims have conjunctive entailments in many
contexts that (at least from the observable surface) do not appear to involve ne-
gation. Consider (8)—(10).

4. A related point is that the following biconditional is sure to be true: P or Q iff [(P or Q) or QJ. But
this wouldn’t be so if or expressed exclusive disjunction. And note, reminiscent of conservativity, that
the following biconditionals are also sure to be true: P and Q iff [(P and Q) and Q]; P if Q iff [(P if
Q) if QJ.

5. The discussion presupposes that disjunction appears in the scope of negation, as suggested by the
brackets in the logical notation. We discuss later how the logical notion of scope is related to structural
properties of natural language sentences.
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(8) Chris goes to the gym before linguists or philosophers arrive.
(9) Every linguist or philosopher admires Chomsky.
(10) If a linguist or philosopher arrives, Chris leaves.

If (8) is true, Chris goes to the gym before the linguists arrive and Chris goes to the
gym before the philosophers arrive; similarly for (9) and (10). By contrast, (11)-(13)
do not have conjunctive entailments.

(11) Chris goes to the gym after linguists or philosophers arrive.
(12) Every linguist admires Chomsky or Fodor.
(13) If Chris arrives, a linguist or philosopher leaves.

A comparison of (8) and (11) shows that linguistic expressions with clearly related
meanings (before v. after) have divergent semantic properties. The contrast between
(9) and (12) is even more striking. A disjunctive internal (NP) argument of the
determiner every creates a conjunctive entailment, as in (9); while a disjunctive ex-
ternal (VP) argument, as in (12), does not create a conjunctive entailment. On the
contrary, an utterance of (12) is naturally heard as conveying the pragmatic (and thus
defeasible) implicature—that it’s false that every linguist admires Chomsky and
Fodor. Similarly, disjunction in the antecedent clause of a conditional statement
creates a conjunctive entailment, as in (10), but disjunction in the consequent clause
does not; (13) is naturally understood as implicating that at least sometimes when
Chris arrives, it’s false that both a linguist and a philosopher leave. We return to this
point presently. For now, it suffices to note that disjunctive claims have conjunctive
entailments in some but not all grammatical contexts, and that mere knowledge of
DeMorgan’s law does not provide knowledge of which contexts do and which do not
have conjunctive entailments.

There is, however, a generalization here. Negated contexts are a special case of
downward-entailing contexts, which can be characterized as contexts that license
inferences from claims about things to claims about subsets of those things. For ex-
ample, if Noam didn’t buy a car, it follows that he didn’t buy an Italian car.® Using
this diagnostic of downward-entailing contexts, we see that the contexts in (8)—(10),
where or had conjunctive entailments, were also downward-entailing (DE) contexts.
This is illustrated in (14)—(16).

(14) a. Chris sang before the linguists danced.

b. Chris sang before the tall linguists danced.

6. Without negation, the entailment goes the other way: if Noam bought an Italian car, he bought a car.
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(15) a. Every linguist admires Chomsky.

b. Every tall linguist admires Chomsky.

(16) a. If a linguist arrives, Chris leaves.

b. If a tall linguist arrives, Chris leaves.

In each case, the first claim entails the second. By contrast, or is not in a DE
context in (11)—(13). For example, if every linguist is a singer, it doesn’t follow that
every linguist is a tall singer.

If young children apparently know these facts, then this would bolster the hy-
pothesis that children know that English or is inclusive. For suppose that every linguist
exclusive-or (X-or) philosopher admires Chomsky; that is, every individual z such that z
is a linguist X-or z is a philosopher is an individual who admires Chomsky. It doesn’t yet
follow that every linguist admires Chomsky. Perhaps someone who is both a linguist and
a philosopher doesn’t admire Chomsky. (It’s unlikely, but possible.) That is, exclusive
disjunction doesn’t create a conjunctive entailment in the first (NP) of the universal
quantifier. Likewise, suppose Chris arrived before every individual z such that z is tall
X-or zis a singer. It doesn’t follow that Chris arrived before every z such that z is tall. The
exclusive disjunctive claim leaves open the possibility that tall singers arrived before
Chris. One can imagine a language in which this is how the entailments work for
sentences with a connective that sounds like or. But English isn’t such a language, and
young children evidently know this—again, despite evidence suggesting otherwise.

Of course, given that English or is inclusive and that the first argument of every
is a DE context, it follows that sentence (3) has the relevant conjunctive entail-
ment. But it isn’t a matter of logic that English or is inclusive. Neither is it a matter
of logic that the first argument of the determiner pronounced every is a DE context,
any more than it is a matter of logic that this determiner has a conservative
meaning. Once the child knows that the word pronounced every is a determiner—
a kind of second-order predicate (satisfying certain semantic restrictions) that takes
an internal and an external argument—associated with the subset relation, the
child is in a position to know that Every boy swam is true iff the boys form a subset
of the swimmers (and that Every tall boy swam is true iff the tall boys form a subset
of the swimmers). It doesn’t take much more to know that the internal argument of
every is a DF, context. Forifs Cs', and s" C s, then s" C s'. But the question is how
the child comes to have all this knowledge about every (and what it means), and
similarly for all the other expressions that create DE contexts.”

If the only linguistic generalizations concerning DE contexts concerned patterns
of entailment, the point would be of interest but not yet a clear argument for linguistic
nativism (as opposed to a version of empiricism that allows for innate logical concepts

7. A further complication is the overlap in meaning between every and other expressions, e.g., lots of.
Whenever every boy swam, presumably lots of boys swam. But lots of is not DE: Lots of boys swam does
not entail that lots of tall boys swam.
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and some corresponding innate knowledge of logic). But, as we have already noted
and now want to stress, adults and children know that or-statements have exclusive
pragmatic implications in non-DE contexts. In such contexts, the use of or implies
“not both” but does not entail it. To take an example, the truth-conditional content of
a sentence with or, such as (17a), is taken to be that in (17b). That is, (17a) is true in a
variety of different situations, including ones in which Geraldo is drinking and driving.
However, disjunction triggers an implicature in ordinary contexts, such that sentence
(17a) implicates (17¢). Intuitively, the implicature stems from the fact that if a speaker
uses or to describe a situation, then she does not plausibly intend and. If this were the
intended interpretation, then a more cooperative description of the situation is a
sentence like (17d), where or is replaced by and.

(17) a. Geraldo is drinking or driving.
b. drinking(g) V driving(g)
c. — [drinking(g) A driving(g)]
d. Geraldo is drinking and driving.

This is, in effect, to treat or-statements in ordinary contexts as having a “secondary
meaning” corresponding to X-or, but one that can also be characterized in terms of
inclusive-or, negation, and conjunction: (P v Q) & not(P & Q). But the reverse is
also imaginable. That is, one can imagine a language in which the sentential
connective pronounced or expresses exclusive disjunction as its “basic meaning”
and or-statements in DE contexts have a secondary meaning characterized as fol-
lows: not(not-P & not-Q). The negation of this secondary meaning would be: not-P
& not-Q. So a speaker of such a language would know that Don’t kick the dog or pull
his tail does not semantically entail that (just) kicking the dog is disallowed but that
an utterance of this sentence pragmatically implicates that both actions are dis-
allowed. This isn’t how English works.® But how do children come to know this at an
early age?

3.4 Negative Polarity Items

Another much-discussed phenomenon is that so-called negative polarity items
(NPIs) —expressions like ever, as in I wouldn’t ever lie to you—are licensed in DE
contexts. For example, ever can appear in the first (NP) but not the second (VP)
argument of every as indicated in (18)—(19).

8. Pragmatic implications are cancelable. One can say He sang or danced, and he may have done both.
And there are pragmatic contexts that suspend implicatures. If you bet that Chris will sing or dance, you
win if Chris does both; and if you promise to sing or dance, and do both, you keep your word. But it is a
contradiction to say He didn't kick the dog or pull his tail, but he may have done both. Likewise, if the
sign says No parking or loitering, you can’t beat the ticket by saying that you parked and loitered: laws
depend on primary meanings and not pragmatic implicatures.
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(18)  Every linguist who ever met Chomsky admires him.
(19) *Every linguist ever met Chomsky.

By contrast, ever can appear in both arguments of no and in neither argument of
some, as indicated in (20)—(23).

(20) No linguist who ever met Chomsky admires him.
(21) No linguist ever met Chomsky.

(22) *Some linguist who ever met Chomsky admires him.
(23)  *Some linguist ever met Chomsky.

And both arguments of no are DE contexts, while neither argument of some is a
DE context. (If no linguist sang, then it follows that no tall linguist sang well. But if
some linguist sang, it doesn’t follow that some tall linguist sang; nor does it follow
that some linguist sang well.)

Again, it may be that, given what negative polarity items mean, there is
something semantically amiss with using them in non-DE contexts; though while
there is something amiss with overt contradictions like He is both tall and not tall,
they don’t “sound bad” in the same way that (19), (22), and (23) do.? But even if
knowing what negative polarity items and determiners mean would somehow
determine which argument positions license such items (and similarly for other
DE contexts), this just highlights the striking fact that children know what words
like any and ever mean. And it’s not enough to just say, for each expression in the
“logical” vocabulary, that a child will know the relevant inferences once
the child knows what the expression means. On the assumption that lexical
meanings (together with some composition rules) determine entailment relations,
knowledge of meaning (and perhaps a little logic) will presumably suffice for
knowledge of entailment relations. But for just this reason, one wants to know
how knowledge of meaning is achieved. And if there are (logically contingent)
generalizations across the meanings of natural language expressions, that calls for
explanation.

From a data-driven perspective, this poses the perhaps unanswerable question
of how children learn all the (perhaps lexical) semantic facts in question on the basis
of experience. Our view is rather that children effectively assume that natural lan-
guages contain determiners (all of which are conservative), that some argument
positions of determiners create DFE contexts, and that such contexts are grammati-
cally significant. From this perspective, the child’s task is “simply” to figure out which

9. And see Ludlow (2002) for an argument that negative polarity licensing should be explained in
structural/grammatical terms.
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adult words are determiners, and which sounds go with which of the determiner
meanings countenanced by universal grammar. As we noted earlier, such nativist
conclusions raise (hard) questions about how human biology could give rise to a
universal grammar with this particular character. But in our view, these are the
questions linguists are stuck with. At this point, it’s no good insisting that some (yet to
be specified) learning account will reveal that what we regard as “assumptions” are
really “conclusions” based on experience. For our point is not that blaming unknown
biological mechanisms is somehow better than blaming unknown learning mech-
anisms. [t is rather that the available evidence strongly suggests that child experience
is just too thin to be the basis for the logically contingent features of natural lan-
guages. Like it or not, detailed study reveals that human linguistic competence has a
distinctive character that is not due to the environment in which it develops. (In this
respect, human linguistic competence is like every other biologically based capacity
that has been studied.)

Stll, it is a persistent idea that knowledge—and in particular, knowledge of
language —is the product of experience and a little logic. So we want to mention a
third range of facts known by children that runs across the other phenomena we
have been discussing—and cuts across them in a logically contingent way.

3.5 The Structural Property of C-Command

The facts under consideration are governed by the structural notion of c-command,
which plays a central role in linguistic theory. If we think of phrase markers as trees
(in the mathematical sense) with nodes (partially) ordered so that one can speak of
the “ancestors” of any given node (except the root), we can provide a simple char-
acterization of c-command: one node c-commands another if the immediate an-
cestor of the first is an ancestor of the second.” In the following tree, node 2
c-commands each of 3-7; node 3 c-commands 2; node 4 c-commands 5—7; and so on.

10. There may be empirical reasons for introducing slightly different definitions. But this one will do for
present purposes.
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This structural notion figures in the description and explanation of many
phenomena. For example, the negative adverb never creates a DE context, which
licenses the negative polarity item any, as in (24)."

(24) The man who laughed never expected to find any dogs at the party.

But what is the extent of the DE context created? As (25) illustrates, it is nothing so
simple as the string of words that follow the adverb.

(25) *The man who never laughed expected to find any dogs at the party.

Rather, the negative polarity item must be c-commanded by never. In (24), never
c-commands to find any dogs at the party; in (25), never c-commands only the verb
laughed (see Fromkin et al., 2000, ch. 4)."” It is customary to describe this fact,
known by children, by saying that the “scope” of a licenser is the expression it
c-commands. In our view, this importation of logical terminology is appropriate.
The expression c-commanded by never, in each sentence, is relevantly like the
expression surrounded by brackets in a formal language with expressions of
the form never [...]. But this analogy—or if you like, the fact that the logical
notion of scope is implemented in natural language by the structural notion of
c-command (see Hornstein, 1984) —hardly shows that the natural language gen-
eralization (NPIs must be c-commanded by a suitable licenser) is not logically
contingent.

One could try to formulate a more shallow generalization, not based on
c-command, but in terms of linear order. One possibility, similar in kind to rep-
resentations that Pullum and Scholz (2002) seem to endorse, would be something
along the lines of (26), where (26a) illustrates a construction type in which some,
but not any, are permitted; by contrast, (26b) is a construction type in which both
some and any are permitted.

(26) a. ...never+V+V+ NP+ P +some

b. ...V +never + NP + P + some/any

Of course, one is left to wonder how children know to keep records of this sort, as
opposed to others. It seems implausible, to say the least, that children are recording
everything they hear and searching for every possible pattern. But even setting
such issues aside, the proposal that c-command is the relevant structural rela-
tionship for the licensing of NPIs has much to recommend it, as opposed to the

11. We restrict attention, in this discussion, to any on its “true universal” as opposed to “free choice” uses
of any (see, e.g., Horn, 2000; Kadmon & Landman, 1993; Ladusaw, 1996).

12. While some linguists seem to use the licensing of NPIs as a diagnostic of c-command, its precise
definition and the level of representation at which it applies (d-structure, s-structure, LF, semantic
representation) is the subject of considerable debate (see, e.g., the essays in Horn & Kato, 2000).
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construction-type approach advocated by Pullum and Scholz. For the c-command
account has independent support from other linguistic constructions. We will
mention two.

A structural constraint, based on c-command, is operative in the interpretation
of disjunction. To illustrate, because the negative adverb never does not c-command
disjunction in (27a), an exclusive-or reading is available, on which the girl under
consideration may have received just one thing—a coin or a jewel. By contrast, the
conjunctive interpretation of disjunction is enforced in (27b) because the negative
adverb never c-commands disjunction—the girl did not receive a coin, and she did
not receive a jewel.

(27) a. The girl who never went to sleep received a coin or a jewel.

b. The girl who stayed awake never received a coin or a jewel.

Continuing in the same vein, the same structural notion that determines the
extent of DE contexts is also germane to the interpretation of pronouns. To take a
familiar kind of example, in (28), the pronoun cannot be referentially dependent
on the referring expression The Ninja Turtle; whereas this relationship is possible
in (29). And in (30), the reflexive pronoun himself must be referentially dependent
on the father of the Ninja Turtle (but not Grover or the Ninja Turtle)

(28) He said the Ninja Turtle has the best smile.
(29)  As he was leaving, the Ninja Turtle smiled.

(30)  Grover said the father of the Ninja Turtle fed himself.

One standard explanation for the prohibition against referential dependence in
(28) is that a pronoun cannot be referentially dependent on a referring expression
that it c-commands. In (29), the pronoun does not c-command the Ninja Turtle, so
anaphoric relations are permitted. In addition, reflexive pronouns must be refer-
entially dependent on a “local” antecedent that c-commands it, as (30) illustrates.

3.6 Summary

Evidence from experimental investigations of child language suggests that young
children grasp the distributional facts about NPI licensing, the interpretive facts
about disjunction, and the interpretive facts about pronouns, as soon as they can be
tested, that is, by age two or three. And this calls for explanation, presumably in
terms of some biologically imposed constraint on the space of alternatives children
consider in the course of acquiring a natural language. Even if children were
meticulous record-keepers, there is no reason we can think of to suppose that, on a
learning-theoretic account, children would notice that the very same linguistic
environments require the conjunctive interpretation of disjunction. On the other
hand, if these phenomena follow from syntactic and semantic principles that
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children have under their belts from the earliest stages of language development,
then there should be no stage at which children know that some linguistic ex-
pression permits any but does not also require the conjunctive interpretation of
disjunction. Similarly, they should know that c-command constrains these phe-
nomena, as well as the anaphoric relations among different kinds of noun phrases.
In the absence of an account of how children attain the specific linguistic
knowledge underlying these different phenomena, we are left to infer that innate
syntactic and semantic principles guide children as they navigate through their
linguistic experience to discover where NPIs are permitted, and where to interpret
disjunction as inclusive-or, and where to tolerate an exclusive-or reading, and
where to tolerate coreference.

As we noted earlier, logic alone does not dictate that scope is implemented by
c-command in natural language. But there may be opponents of linguistic nativism
who would not object to the hypothesis that human minds do indeed implement
structural hierarchies in terms of trees (nodes and ancestors), with the result that
c-command is a “natural” implementation of the logician’s notion of scope. One
might even speculate that this is due to the fact that the language system interfaces
(somehow) with a general system of inferencing, for which the notion of scope is
important. But even if this is correct, one wants to know why children treat the
relation of negative polarity items to their licensers as relevantly like the relation of
a variable to the quantifier that binds it. Why should children view the relation of a
negative polarity item to its licenser as an instance of scope, understood as a logical
notion, if the relevant notion of scope comes from (innate) knowledge of how var-
iables are related to quantifiers? One can speculate that the NPI/licenser relation is
relevantly like the variable-quantifier relation. But if this speculation is correct, it
just raises another poverty of stimulus challenge: how do children come to under-
stand negative polarity constructions as instances of variable-binding, given their
limited experience?™

Extending the argument, one also wants to know why children treat the re-
lation of a pronoun to its antecedent as relevantly similar to variable-quantifier and
NPI/licenser relations. This question remains, even if we assume that (because of
simplicity, or some such constraint) children would not introduce a second notion
of scope without severe experiential pressure. To repeat an earlier example, chil-
dren know that in (30) the Ninja Turtle cannot be the antecedent of himself.

(30) Grover said that the father of the Ninja Turtle fed himself.

One can describe this fact by saying that the pronoun is not in the scope of the
Ninja Turtle, with scope implemented as c-command. But how does the child
know that scope is what matters here? Many theorists have held that the pronoun/

13. And one should not discount the possibility, which we won't explore here, that the logician’s notion
of scope is a theoretical extension of c-command, a notion we implicitly grasp prior to any knowledge of
logic. If this is correct, then viewing c-command as a natural-language implementation of scope gets
things backward.
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antecedent is indeed relevantly like the variable/quantifier relation; and while the
jury is still out on the details, we have no doubt that some version of this sugges-
tion will prove correct. But we see no reason for thinking that children abstract
the relevant generalization from their experience. Rather, it seems that indepen-
dently of experience, children are disposed to treat variable/quantifier, pronoun/
antecedent, and NPI/licenser relations as instances of linguistic relations governed
by c-command. One wants to know the source of this disposition. What is it about
the human language system that leads children to group together phenomena
whose surface manifestations do not suggest an underlying unity? In our view, this
is the question to ask. (And one does not answer it by stipulating that the various
relations are all instances of “scope.”) The unity does not seem to be a by-product
of generalizing, in some language-independent way, from a typical child’s expe-
rience. It is rather a by-product of the mental system, whose contours remain
largely shrouded, that makes it possible for humans to associate signals with
meanings in the distinctive way that comes naturally to human children.

4 Children’s Emerging Linguistic Competence

This section summarizes some of the recent research relevant to this discussion of
how children attain mastery of linguistic knowledge in the absence of decisive
evidence in the input. Except where noted, the findings we report were gathered
over the past few years in interviews with three- to six-year-old children at the Center
for Young Children at the University of Maryland. (This research was conducted in
collaboration with Luisa Meroni, Amanda Gardner, and Beth Rabbin.)

4.1 Constraints on Pronominal Reference

Children’s knowledge of constraints of pronominal reference have been studied
extensively for the past 20 years. For discussion of individual principles, see
Crain and McKee (1985), and Crain and Thornton (1998) (for principle C);
Thornton and Wexler (1999) (for principle B), and Chien and Wexler (1990) (for
principle A).

4.2 The Universal Quantifier: Past Mistakes

Different investigations of sentences with the universal quantifier every have led to
qualitatively different conclusions about children’s linguistic knowledge. One line
of research has uncovered systematic nonadult responses by even school-age
children (e.g., Drozd & van Loosbroek, 1998; Philip, 1995). In certain experimental
conditions, for example, young children sometimes reject (31) as an accurate de-
scription of a picture in which every boy is riding a donkey if there is an “extra”
donkey, that is, one that is not ridden by a boy. For adults, the sentence is true
despite the “extra” donkey. When these children are asked to explain why they
reject (31), they often point to the “extra” donkey as the reason. It is as if these
children think the question is asking about the symmetry between boys and don-
keys. This response is therefore referred to as the symmetrical response.
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(31) Every boy is riding a donkey.

Research that evoked the symmetrical response from (some) children typically
used pictures, and perhaps brief verbal comments about what was depicted in
them. Using a different experimental technique, the truth-value judgment task,
Crain et al. (1996) found that children consistently produced adult-like affirmative
responses to sentences like (31). In a truth-value judgment task, one experimenter
acts out a short story in front of the child and a puppet, using props and toys. The
story constitutes the context against which the child judges the target sentences.
Following a story, the target sentence is uttered by the puppet, which is manip-
ulated by a second experimenter (Crain & Thornton, 1998).

The Crain et al. study also adopted a specific feature of research design, which
they call the condition of plausible dissent. This condition involved the intro-
duction of another animal in the context for (31), for example, an elephant—
in addition to the “extra” donkey (see Crain et al., 1996; Freeman et al., 1982). It
was made clear to children that the boys could have ridden the elephant, though in
the end they all decided to ride donkeys. There is considerable independent evi-
dence that providing a different possible outcome in the experimental context
significantly reduces children’s uncertainty about the question being asked of
them; this feature of the design satisfies the felicity conditions associated with tasks
that require a decision about whether a sentence matches the context or not (see
Guasti & Chierchia, 2000). The intuition is that it is felicitous to ask if every boy
is riding a donkey in situations in which the outcome is in doubt at some point
in the story. Since the symmetrical response failed to emerge in the truth-value
judgment task, Crain et al. suggest that children’s nonadult behavior in previous
research may have been due to the failure of researchers to satisfy the felicity
conditions associated with the target sentences, in particular the condition of plau-
sible dissent. This rescues the claim that the meaning of the determiner every is
conservative.

4.3 Downward Entailment in Child Language

Previous research has shown that children as young as four have mastered one of
the linguistic phenomena associated with downward-entailing linguistic expres-
sions, namely, the licensing of the negative polarity item any (O’Leary & Crain,
1994). In a recent study, we tried to find out, further, if children know another
property of downward-entailing linguistic expressions—that they license the con-
junctive entailments. The construction we used was negation, and the experimental
technique of choice was the truth-value judgment task. On one trial, a story was
acted out about some pirates who were looking for treasure in an Indian camp,
where a jewel and a golden necklace were hidden. At the end of the story, none of
the pirates had found the jewel, but one pirate had found the golden necklace.
Children were then asked to judge the truth or falsity of Kermit the Frog’s assertion

in (32).

(32) None of the pirates found the necklace or the jewel.
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(33) a. None of the pirates found the necklace and
none of the pirates found the jewel.
b. None of the pirates found the necklace or
none of the pirates found the jewel.

Children who know that negation gives rise to conjunctive entailments for state-
ments with disjunction should interpret (32) as (33a). Therefore, they should reject
(32) in the context under consideration. By contrast, children who lack such
knowledge could interpret (32) as equivalent to (33b), and could accept it (since it
is true that none of the pirates found the jewel). The finding was that children
consistently rejected the test sentences.

4.4 An Asymmetrical Universal Quantifier

As we indicated in section 4.1, previous researchers have reached the conclusion
that children and adults assign different semantic representations to sentences with
the universal quantifier every (Drozd & van Loosbroek, 1998; Philip, 1995). A
common assumption in these accounts is that children fail to distinguish between
the internal argument (NP) and the external argument (VP) of the determiner
every. We conducted a study to determine if children know one semantic property
that distinguishes between these arguments, the interpretation of disjunction. As
we discussed, the truth conditions associated with exclusive-or are available in the
external argument of every, but disjunction has conjunctive entailments in the in-
ternal argument. We used the truth-value judgment task to investigate children’s
interpretation of disjunction in the internal and in the external arguments of the
determiner every. In one study, two groups of three- to six-year-old children were
interviewed in the different conditions illustrated in (34)—(35). To satisfy the felicity
conditions for (34), there was a Smurf who did not choose an apple or a jewel in
the situation, but every Smurf who did choose an apple or a banana received a
jewel, making the sentence true on the conjunctive interpretation of disjunction.
There was also an “extra” jewel in the context. In the situation for (35), there was a
character in addition to the Smurfs, and there was a highly salient “extra” apple
and an “extra” banana. In the story corresponding to (35), every Smurf chose both
an apple and a banana; this makes (35) true, but infelicitous, due to the im-
plicature of exclusivity that is associated with disjunction in non-downward-
entailing linguistic contexts, such as the external argument of the determiner every.

(34) Every Smurf who chose an apple or a banana got a jewel.
(35) Every Smurf chose an apple or a banana.

The group of child subjects who heard sentences like (34) accepted them over go
percent of the time. The second group of children, who heard sentences like (35),
accepted them only half of the time; and, in rejecting them, these children pointed
out the improper use of disjunction (i.e., they indicated that “and” should have
been used). No children pointed to the extra apple or banana.
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Two previous studies assessed the truth conditions children associate with the
internal and external arguments of the universal quantifier. One assessed children’s
knowledge that the truth conditions associated with exclusive-or are available in the
external argument of every, as in (36), and a second study assessed children’s knowl-
edge that disjunction has conjunctive entailments in the internal argument of every,

as in (37).
(36) Every lady bought an egg or a banana.
(37) Every lady who bought an egg or a banana got a basket.

The first of these studies was by Boster and Crain (1994), who showed that children
correctly accept the exclusive-or interpretation of disjunction in the external
argument of the determiner every, as in (36). The second study, by Gualmini,
Meroni, and Crain (2003) found that disjunction is assigned the conjunctive en-
tailments by children in sentences like (37). Children were presented with sentences
like (37) in a context in which only the girls who had bought an egg received a basket.
The child subjects rejected the test sentences over go percent of the time, showing
mastery of the semantic property of downward entailment.

These results are unexpected under the account on which children lack
knowledge of the semantic properties of the universal quantifier every, including
the fact that it is downward entailing in its internal argument but upward entailing
in its external argument. The findings add further support for the proposal by
Crain and colleagues—that children’s nonadult linguistic behavior in earlier work
was an experimental artifact: children produce adult-like behavior when attention
is paid to the felicity of the target sentences in experimental tasks.

4.5 The Structural Property of C-Command
in Child Language

As we observed, for a downward-entailing operator to have scope over a linguistic
expression, it must c-command that expression. To determine if child language is
subject to the c-command constraint, we conducted an experiment using the
Truth-value Judgment task (Crain & Thornton, 1998). The children who partici-
pated in the experiment were divided in two groups. Group 1 children encountered
sentences in which negation c-commanded the disjunction operator, whereas
group 2 children encountered sentences in which c-command did not hold. The
experiment draws upon the observation that the disjunction operator or receives
“conjunctive” interpretation when it occurs in the scope of a downward-entailing
operator, but not if it is simply preceded by a downward-entailing operator. To
illustrate, on one trial, children were told a story about two girls who had both lost
a tooth and were waiting for the Tooth Fairy to come. One girl went to sleep, but
the second girl decided to stay awake to see what the Tooth Fairy looked like. At
this point, the puppet (Merlin the magician) made a prediction. Group 1 children
heard (38) and group 2 children heard (39).
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(38) The girl that stayed up late will not get a dime or a jewel.

(39) The girl that didn’t go to sleep will get a dime or a jewel.

Then the story resumed, and the Tooth Fairy rewarded the girl who was sleeping with
both a dime and a jewel but only gave a jewel to the girl who had not gone to sleep. For
adults, (38) is equivalent to (40) and therefore false in the context under consideration.
By contrast, (39) is equivalent to (41) and is therefore true in the context.

(40) The girl that stayed up late will not get a dime and
the girl that stayed up late will not get a jewel.

(41) The girl that didn’t go to sleep will get a dime or
the girl that didn’t go to sleep will get a jewel.

The main finding was that children in group 1 rejected sentences like (38) more
than three-quarters of the time, whereas children in group 2 accepted sentences
like (39) go percent of the time. The results lead us to conclude that children
know that c-command is a necessary condition in creating downward-entailing
contexts.
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Two Insights about Naming
in the Preschool Child

sychological models often assume that young children learn words and concepts
Pby means of associative learning mechanisms, without the need to posit any
innate predispositions. For example, Smith, Jones, and Landau (1996) propose that
children learn concepts by hearing specific linguistic frames while viewing specific
object properties. The environment provides all the information that children need;
the conjunction of sights and sounds is proposed to be sufficient to enable children
to construct word meanings. On their view, children make use of “associative
connections and direct stimulus pulls,” which Smith and colleagues dub “dumb
attentional mechanisms.”

In this chapter I suggest that this empiricist learning model is insufficient to
account for two early-emerging insights that children possess about the nature of
naming. These insights are: (1) essentialism: certain words map onto nonobvious,
underlying causal features (e.g., dogs are alike in internal and subtle respects, even
if they look quite different on the surface), and (2) genericity: certain expressions
map onto generic kinds (e.g., dogs as an abstract category) as opposed to particular
instances (e.g., one or more specific dogs). I will discuss empirical studies with
preschool children to support the contention that essentialism and genericity
emerge early in development and that neither insight is directly taught. I will also
explore the question of whether these insights can be derived wholly from a direct
reading of cues that are “out there” in the world, and I conclude that they cannot.
I then explore the implications of these findings for innateness. Specifically, both
essentialism and genericity provide cues regarding plausible candidates for innate
conceptual knowledge in children.

This research was supported by National Institute of Child Health and Human Development grant
number HD36043.
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1 Empiricist Models of Concepts

In an influential essay, Smith, Jones, and Landau (1996) suggest that “associative
connections and direct stimulus pulls. .. underlie children’s novel word interpre-
tations” (pp. 145-6). They go on to explain that language-learning children
“repeatedly experience specific linguistic contexts (e.g., “This is a " or
“This is some ”) with . .. specific object properties.. . (e.g., shape or
color plus texture).” For example, a child can learn the distinction between count
and mass nouns by noting that count nouns are uttered in the presence of con-
sistent shapes (e.g., “T'his is a book” in the presence of rectangular solids; “This is a
banana” in the presence of crescents), whereas mass nouns are uttered in the
present of consistent colors and textures (e.g., “This is some rice” in the presence of
white, sticky stuff; “This is some sand” in the presence of tan, granular stuff). By
tracking the empirical regularities of linguistic form and perceptual cues, children
learn familiar words and build up expectations about novel words.

In support of these arguments, the input that children hear seems to provide a
rich source of data regarding such linkages between object shape and count nouns.
For example, the first count nouns that children learn tend to refer to categories for
which shape is a salient dimension, suggesting that the input children hear focuses
heavily on shape-based count nouns. Furthermore, attention to shape appears to
undergo a characteristic developmental time-course in which it grows more pow-
erful as children acquire more experience with their own language—therefore
suggesting that it may be the outcome rather than the source of word learning.
Exposure to different language inputs results in somewhat different word-learning
biases, also implicating experience as an important influence on children’s early
assumptions about word meaning. Relatedly, experimental manipulation of the
input by teaching shape-based nouns results in stronger noun learning in early
childhood (Smith, 2000).

From a theoretical perspective, this empiricist position has several intuitive ap-
peals. It promises to provide a mechanistic model for how development takes place, it
would make use of well-known psychological mechanisms, and it has generality that
could account for a broad range of data. Furthermore, findings focused on other
phenomena demonstrate the power of statistical learning procedures for rapid
learning even in infancy (e.g., Saffran et al., 1996). Statistical learning procedures are
important—but are they the full story for how children learn word meanings?

One reason to suspect that statistical learning procedures cannot provide a complete
answer to the problem of word learning is that nonassociational information powerfully
influences children’s word learning at an early age. Numerous studies demonstrate the
importance of the child’s construal of the social context in determining the nature of
early word meanings (Baldwin, 1993; Diesendruck & Markson, 2001; Tomasello &
Akhtar, 2000; Woodward, 2000). For example, temporal contiguity between word and
object is less important than direction of the speaker’s gaze. Even young two-year-olds
make use of subtle pragmatic information (such as whether the speaker’s actions are
intentional or accidental) to guide their interpretation of novel words.

Booth and Waxman (2002) have also demonstrated that conceptual informa-
tion (in the form of verbal descriptions) powerfully influences children’s word



200 Language and Concepts

extensions. In two experiments, three-year-old children received a word-extension
task with simple abstract objects, in which the objects were described as having
either animal-relevant properties (e.g., “This dax has a mommy and daddy who love
it very much. .. when this dax goes to sleep at night, they give it lots of hugs and
kisses”) or artifact-relevant properties (e.g., “This dax was made by an astronaut to do
a very special job on her spaceship...”). Children sorted the objects differently,
depending on the conceptual information provided in the story. The data strongly
argue against the idea that children automatically activate purely perceptually based
associations between the presence of eyes and the dimension of shape.

Smith and colleagues have also argued that young children have difficulty
mapping words onto higher level conceptual information, such as function, but
more recent studies demonstrate that preschool children—in some studies as
young as two years old—can take function into account in early naming (Kemler
Nelson et al., 2000).

Keil, Smith, Simons, and Levin (1998) provide a cogent critique of the em-
piricist view. They point out that associative learning models require constraints on
the properties to be associated (Goodman, 1972; Murphy & Medin, 1985) and that
no one has yet articulated a plausible account of how the perceptual system would
provide such constraints. They also point out that in some cases children possess
abstract expectations before a concrete knowledge base (Simons & Keil, 1995).

This argument extends these critiques by providing two specific examples of
early capacities or expectations young children have about naming. Although
naming is a domain that has been taken as an example par excellence for the power
of empiricist models, it falls short in some crucial ways. The problems with em-
piricist accounts of acquisition in these examples raise the question of what is innate,
which I take up in the final section.

2 Two Insights about Naming

When thinking about word learning, what typically comes to mind is the simple
case of learning to label a single object with a count noun. It is this sort of context
for which the associative learning models have most success. When one examines
children’s early word learning, however, one immediately sees that the problem is
more complex. Children are learning not just nouns but also verbs (Tomasello &
Merriman, 1995). Children are learning not just to label shapes but also to take
into account speakers’” intentions (Tomasello & Akhtar, 2000; Bloom, 2000). And
the concepts to which nouns refer include more than available percepts.

There are at least two ways that words convey concepts that are not directly
observable—even for young word-learners. First, words can map onto nonobvious,
underlying features. And second, words can map onto abstract kinds (not just spe-
cific, individual instances). [ will characterize each of these insights below, referring
to the first as essentialism and referring to the second as genericity. Neither insight is
directly or explicitly provided in the input, and it would appear that neither insight is
derived from “dumb attentional mechanisms.” This will then raise the question of
how children acquire these insights. I will suggest that there are domain-general
innate distinctions or biases that give rise to these understandings.
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3 Essentialism: An Overview

Essentialism is a term that has been used broadly in different disciplines, with widely
varying meanings. Medin (198¢) draws an important distinction between meta-
physical essentialism (a claim about the structure of the world) and psychological
essentialism (a claim about human beliefs); my focus is psychological essentialism.
[ use the term “essentialism” to refer to a three-part belief: (1) that certain categories
are “natural kinds”: real (v. artificial), discovered (v. invented), and stable or un-
changing, (2) that some unobservable part, substance, or quality (the essence) causes
observable similarities," and (3) that many everyday words map onto this real-world
structure. When we learn words such as dog, oak tree, gold, or schizophrenic, we
believe that we are learning something about real kinds in the world.

Fodor (1998a) suggested that essentialism is the outgrowth of modern science.
As people gain more knowledge about the world, they understand it at a deeper,
less obvious level. They learn about modern technology and concepts that provide
access to the rich internal structure of animals: microscopes, x-rays, DNA, and
modern scientific taxonomies (e.g., whales are mammals, not fish). Perhaps all of
this information accounts for why people assume there are hidden properties
shared by members of a category.

Children provide a critical test case for studying the origins of essentialism, pre-
cisely because they lack detailed scientific knowledge. If essentialism requires
knowledge of modern science and technology, then it should emerge late in devel-
opment, only after the acquisition of detailed biological knowledge. However, if pre-
school children essentialize, then we would have to look elsewhere to explain this early
appreciation. Furthermore, if children can look beyond the obvious in their classifi-
cations, it would also pose a challenge to standard claims about children’s thinking as
concrete, perceptual, focused on the obvious, and so forth (Piaget, 1970; Siegler, 1998)
and would challenge long-held assumptions about the nature of early concepts.

What would be evidence for essentialism, in children or adults? Medin and
Ortony (1989) suggest that essentialism is a “placeholder” notion—one can believe
that categories possess an essence without knowing what the essence is. For example,
a child might believe that there exist deep, nonobvious differences between males and
females but have no idea just what those differences are. If essentialism is a place-
holder notion, then the evidence for essentialism will be indirect. Figure 12.1 illustrates
this notion. The essence placeholder would imply that categories are immutable, have
sharp boundaries, permit rich inductive inferences, capture nonobvious properties,
have some underlying causal force, and have innate potential.

Elsewhere I have detailed at length the evidence that preschool children
expect certain categories to have all of these properties (Gelman, 2003). I will not
have space to review all the evidence in this chapter. However, | summarize below

1. There is some debate as to how strongly people adhere to a single essence, whether this essence needs
to be an internal aspect of the entity as opposed to relational, and how articulated this aspect is. (See
Strevens, 2000; Wilson, 1999.) I think these are constructive debates, though irrelevant for current
purposes.
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FIGURE 12.1 Implications of essentialism.

some of the major points from two of these essentialist implications: inductive
potential and innate potential. Additional claims regarding essentialism that will
not be covered here include: (1) children treat certain categories as immutable;
(2) children treat certain categories as having relatively sharp boundaries;
(3) nonobvious properties are central to certain of children’s categories; (4) causal
properties are central to certain of children’s categories.

3.1 Inductive Potential

One of the major essentialist assumptions is that category members share more
than surface similarities; they also have important nonobvious properties in com-
mon. We see this with children’s inductive inferences. One experimental para-
digm provides children with item sets in which category membership conflicts
with outward appearances. Figure 12.2 provides an example. The blackbird and the
bat are overall more similar: both are black, with outstretched wings. However, if
told the category membership of each item (“bird,” “bat,” “bird”) and asked to
draw novel inferences about the blackbird, children rely on category membership
as conveyed by the label. Once children learn a new fact about one member of a
category, they generalize the fact to other members of that category, even if the
two category members look substantially different. This effect holds up for animals
(bird, fish, rabbit), for natural substances (gold, cotton), for gender (boy, girl), for
traits (smart, shy). (See Gelman, 2003.)

These results are not due to a simple reliance on matching labels, as children
rely on information about kind membership (not names per se). When the labels
are distinct but refer to the same kind (e.g., “puppy,” “baby dog”), children still use
kind membership as the basis of nonobvious inferences. Conversely, when the
labels are identical but fail to refer to kinds (e.g., “sleepy,” “wide awake”), then
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FIGURE 12.2 Sample item (from Gelman & Markman, 1986).

children ignore the labels in their inferences. Recent studies show that even one-
and two-year-old children draw category-based inferences (Graham et al., 2001;
Jaswal & Markman, 2001). Thus, the appreciation that words can signal non-
obvious properties seems to be in place at the very start of word learning.

3.2 Innate Potential

One of the most important kinds of evidence for essentialism is the belief that
properties are fixed at birth, and even passed down from parent to child. We can
refer to this as “innate potential.” There is now a sizeable database of studies ex-
amining children’s beliefs about innate potential. Details vary, but the basic para-
digm is the same. Children learn about a person or animal that has a set of biological
parents, and then is switched at birth to a new environment and a new set of parents.
The question is, which do children think is more important: birth parents or up-
bringing? For example, in one item set, Henry Wellman and [ told children about an
infant kangaroo that went to live with goats: would it be good at hopping or good at
climbing? Would it have a pouch or no pouch (Gelman & Wellman, 1991)?

Overall, when one poses this sort of question to children, they show a powerful
nativist bias. This is so when children reason about animal kinds, plant kinds,
racial identity, and gender-linked properties. Intriguingly, children tend to be more
nativist than adults (Taylor, 1996). For example, five-year-olds predict that a child
who is switched at birth will speak the language of the birth parents rather than that
of the adoptive parents (Hirschfeld & Gelman, 1997).

3.3 Summary

A range of studies using varied methods suggests that preschool children expect
members of a category to be alike in nonobvious ways. They treat certain categories
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as “natural kinds”: with inductive potential, an innate basis, immutable kind
membership, and sharp boundaries between contrasting categories.

4  Where Does Essentialism Come From?
Some Negative Conclusions

Where does essentialism come from? I first give four negative answers to this question,
by considering and then rejecting four accounts that fail to match the available evi-
dence. Specifically, essentialism is not simply derived from the structure of the world,
it does not reflect a particular cultural stance, it is not explicitly taught by parents, and it
cannot simply be deduced by language use. All of these negative conclusions would
seem to suggest that some form of essentialism is spontaneously emerging in children.
In the following section, I will consider the nature of this early predisposition.

4.1 Structure of the World?

Essentializing extends to social categories that are constructed and have no true
underlying essence (Gil-White, 2001; Hirschfeld, 1996). Essentializing of race, caste,
and occupation are not grounded in an accurate biological description of the world
(Mahalingam, 1998). Even when considering biological species, essentialism seems to
misstate the evidence. Biological species evolve; they are not immutable (Mayr, 1982);
they are population based rather than reflecting properties inherent in each individual
(Sober, 1994; Wilson, 1999), and rather than their being a single, real classification of
species, there may be numerous valid classifications, each of which captures some
cluster of relevant properties (Dupré, 1993). The essentialist view, therefore, seems to
be a human construction rather than a perceived reality (see also Kornblith, 1993).

4.2 Particular Cultural Input?

It is also not the case that essentialism results from the particular cultural milieu of the
typical experimental subject (middle-class, educated, U.S.). Recent work suggests
essentializing in a broad range of samples, including Favela-dwelling children in
Brazil (Diesendruck, 2001), Torguud adults in western Mongolia (Gil-White, 2001),
Vezo children in Madagascar (Astuti et al., 2003), and Itzaj Maya adults and children
in Guatemala (Atran et al., 2001). More work is neede