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PREFACE

In the past decade, Cognitive Linguistics has developed into one of the most dy-
namic and attractive frameworks within theoretical and descriptive linguistics.
With about fifty chapters written by experts in the field, the Oxford Handbook of
Cognitive Linguistics intends to provide a comprehensive overview of the entire
domain of Cognitive Linguistics, from basic concepts to practical applications.

We thank the publisher, Oxford University Press, and its responsible editor,
Peter Ohlin, for the initiative they took to commission this reference work and for
the subsequent freedom they gave us in shaping it. The overall design and orga-
nization of the book, the selection of the topics to be treated, and the identification
of the experts to treat them, were predominantly the work of the first editor of this
volume, Dirk Geeraerts. The second editor, Hubert Cuyckens, was responsible for
the inevitably long and painstaking task of guiding the authors from the initial
versions of their texts, over numerous revisions on the content-side as well as on
the formal side, to the published versions.

At various moments in the course of this huge editorial task, Hubert received
help from Koen Plevoets, Hendrik De Smet, Gert De Sutter, Jos¢ Tummers, An
Van Linden, and Sofie Van Gijsel. We thank all of them for their generous support.
A special word of thanks also goes to Daniela Kolbe (University of Hannover) for
her meticulous help in formatting the references.

In addition, we particularly thank the authors for their chapters: if the Hand-
book achieves its goal of providing a uniquely wide-ranging and authoritative
coverage of the most significant topics and viewpoints in Cognitive Linguistics, it
will be through the professional and expert nature of the authors’ contributions.
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CHAPTER 1

INTRODUCING
COGNITIVE
LINGUISTICS

DIRK GEERAERTS
AND HUBERT CUYCKENS

1. INTRODUCTION

Cognitive Linguistics as represented in this Handbook is an approach to the analy-
sis of natural language that originated in the late seventies and early eighties in the
work of George Lakoff, Ron Langacker, and Len Talmy, and that focuses on language
as an instrument for organizing, processing, and conveying information. Given this
perspective, the analysis of the conceptual and experiential basis of linguistic cate-
gories is of primary importance within Cognitive Linguistics: the formal structures
of language are studied not as if they were autonomous, but as reflections of gen-
eral conceptual organization, categorization principles, processing mechanisms, and
experiential and environmental influences.

In this introductory chapter, we will sketch the theoretical position of Cog-
nitive Linguistics together with a number of practical features of the way in which
research in Cognitive Linguistics is organized: Who are the people involved in
Cognitive Linguistics? What are the important conferences and the relevant pub-
lication channels? Are there any introductory textbooks? Throughout this theo-
retical and “sociological” introduction to Cognitive Linguistics, we will emphasize
that Cognitive Linguistics is not a single theory of language, but rather a cluster
of broadly compatible approaches. This recognition also determines the practical
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organization of the present Handbook, which will be presented in the fourth section
of the chapter. The penultimate and the final sections deal with two specific ques-
tions: can we explain the apparent appeal of Cognitive Linguistics, and what would
be important questions for the further development of the framework?

2. THE THEORETICAL POSITION
OF COGNITIVE LINGUISTICS

Because Cognitive Linguistics sees language as embedded in the overall cognitive
capacities of man, topics of special interest for Cognitive Linguistics include: the
structural characteristics of natural language categorization (such as prototypicality,
systematic polysemy, cognitive models, mental imagery, and metaphor); the func-
tional principles of linguistic organization (such as iconicity and naturalness); the
conceptual interface between syntax and semantics (as explored by Cognitive Gram-
mar and Construction Grammar); the experiential and pragmatic background of
language-in-use; and the relationship between language and thought, including
questions about relativism and conceptual universals.

Crucially, there is no single, uniform doctrine according to which these re-
search topics (all of which receive specific attention in the chapters of this Hand-
book) are pursued by Cognitive Linguistics. In this sense, Cognitive Linguistics is a
flexible framework rather than a single theory of language. In terms of category
structure (one of the standard topics for analysis in Cognitive Linguistics), we
might say that Cognitive Linguistics itself, when viewed as a category, has a family
resemblance structure (Lewandowska-Tomaszczyk, this volume, chapter 6): it con-
stitutes a cluster of many partially overlapping approaches rather than a single well-
defined theory.

Even so, the recognition that Cognitive Linguistics has not yet stabilized into a
single uniform theory should not prevent us from looking for fundamental com-
mon features and shared perspectives among the many forms of research that come
together under the label of Cognitive Linguistics. An obvious question to start from
relates to the “cognitive” aspect of Cognitive Linguistics: in what sense exactly is
Cognitive Linguistics a cognitive approach to the study of language?

Terminologically, a distinction imposes itself between Cognitive Linguistics (the
approach represented in this Handbook), and (uncapitalized) cognitive linguistics
(all approaches in which natural language is studied as a mental phenomenon). Cog-
nitive Linguistics is but one form of cognitive linguistics, to be distinguished from,
for instance, Generative Grammar and many forms of linguistic research within the
field of Artificial Intelligence. What, then, determines the specificity of Cognitive
Linguistics within cognitive science? The question may be broken down in two more
specific ones: what is the precise meaning of cognitive in Cognitive Linguistics, and
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how does this meaning differ from the way in which other forms of linguistics con-
ceive of themselves as being a cognitive discipline? (The latter question will be an-
swered specifically with regard to Generative Grammar.)

Against the background of the basic characteristics of the cognitive paradigm in
cognitive psychology, the philosophy of science, and related disciplines (see De Mey
1992), the viewpoint adopted by Cognitive Linguistics can be defined more pre-
cisely. Cognitive Linguistics is the study of language in its cognitive function, where
cognitive refers to the crucial role of intermediate informational structures in our
encounters with the world. Cognitive Linguistics is cognitive in the same way that
cognitive psychology is: by assuming that our interaction with the world is medi-
ated through informational structures in the mind. It is more specific than cog-
nitive psychology, however, by focusing on natural language as a means for orga-
nizing, processing, and conveying that information. Language, then, is seen as a
repository of world knowledge, a structured collection of meaningful categories
that help us deal with new experiences and store information about old ones.

From this overall characterization, three fundamental characteristics of Cog-
nitive Linguistics can be derived: the primacy of semantics in linguistic analysis, the
encyclopedic nature of linguistic meaning, and the perspectival nature of linguistic
meaning. The first characteristic merely states that the basic function of language
involves meaning; the other two characteristics specify the nature of the semantic
phenomena in question. The primacy of semantics in linguistic analysis follows in a
straightforward fashion from the cognitive perspective itself: if the primary func-
tion of language is categorization, then meaning must be the primary linguistic
phenomenon. The encyclopedic nature of linguistic meaning follows from the cate-
gorial function of language: if language is a system for the categorization of the
world, there is no need to postulate a systemic or structural level of linguistic
meaning that is different from the level where world knowledge is associated with
linguistic forms. The perspectival nature of linguistic meaning implies that the world
is not objectively reflected in the language: the categorization function of the lan-
guage imposes a structure on the world rather than just mirroring objective reality.
Specifically, language is a way of organizing knowledge that reflects the needs, in-
terests, and experiences of individuals and cultures. The idea that linguistic meaning
has a perspectivizing function is theoretically elaborated in the philosophical,
epistemological position taken by Cognitive Linguistics (see Johnson 1987; Lakoff
1987; Geeraerts 1993). The experientialist position of Cognitive Linguistics vis-a-vis
human knowledge emphasizes the view that human reason is determined by our
organic embodiment and by our individual and collective experiences.

Given this initial characterization of the cognitive nature of Cognitive Lin-
guistics, we can now turn to the second question: how can it be that Cognitive Lin-
guistics and Generative Grammar both proclaim themselves to be cognitive enter-
prises?

Essentially, the two approaches differ with regard to the epistemological role of
natural language. They both agree (and this is their common cognitive parentage)
that there can be no knowledge without the existence of a mental representation
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that has a constitutive, mediating role in the epistemological relationship between
subject and object. But while, according to Cognitive Linguistics, natural languages
precisely embody such categorial perspectives onto the outside world, the genera-
tive linguist takes natural language as the object of the epistemological relation-
ship, rather than as the intermediate link between subject and object. Cognitive
Linguistics is interested in our knowledge of the world and studies the question
how natural language contributes to it. The generative linguist, conversely, is in-
terested in our knowledge of the language and asks the question how such
knowledge can be acquired given a cognitive theory of learning. As cognitive en-
terprises, Cognitive Linguistics and Generative Grammar are similarly interested in
those mental structures that are constitutive of knowledge. For the Cognitive ap-
proach, natural language itself consists of such structures, and the relevant kind of
knowledge is knowledge of the world. For the generative grammarian, however, the
knowledge under consideration is knowledge of the language, and the relevant
mental structures are constituted by the genetic endowment of human beings that
enables them to learn the language. Whereas Generative Grammar is interested
in knowledge of the language, Cognitive Linguistics is so to speak interested in
knowledge through the language.

The characterization that we just gave of the “cognitive” nature of Cognitive
Linguistics in comparison with the cognitive nature of Generative Grammar sug-
gests that there are two ways in which a direct confrontation of Cognitive Lin-
guistics and Generative Grammar can be achieved.

In the first place, taking into account the formalist stance of Generative Gram-
mar, Cognitive Linguistics should try to show that an adequate description of the
allegedly formal phenomena at the core of generative theory formation involve
semantic and functional factors that are beyond the self-imposed limits of the
generative framework. In this sense, Cognitive Linguistics is characterized by a
specific working hypothesis about natural language, namely, that much more in
natural language can be explained on semantic and functional grounds than has
hitherto been assumed (a working hypothesis that it shares, to be sure, with many
other pragmatically and functionally oriented linguistic theories). Any time a par-
ticular phenomenon turns out to involve cognitive functioning rather than just
formal syntax, the need to posit genetically given formal constraints on possible
syntactic constructions diminishes. A prime example of this type of argumentation
can be found in van Hoek’s chapter 34 of this Handbook.

In the second place, Cognitive Linguistics should develop a nonautonomist
theory of language acquisition embodying the predictions, first, that language ac-
quisition often involves mechanisms and constraints that are not specific to natural
language, and second, to the extent that there do exist constraints on learning that
are restricted to natural language acquisition, that these will at least to some extent
draw on “informational substance” supplied by cognitive systems other than the
linguistic. In chapter 41 of the present Handbook, Tomasello illustrates how this
program is actually carried out.
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To summarize, what holds together the diverse forms of Cognitive Linguistics
is the belief that linguistic knowledge involves not just knowledge of the language,
but knowledge of the world as mediated by the language. Because of this shift in
the type of knowledge that the approaches focus on in contrast with Generative
Grammar, and specifically because of the experientialist nature of Cognitive Lin-
guistics, it is sometimes said that Cognitive Linguistics belongs to the “second
cognitive revolution,” whereas Generative Grammar belongs to the “first cognitive
revolution” of the 1950s; see Sinha, this volume, chapter 49, for an elaboration.

3. THE PRACTICAL ASPECTS OF
COGNITIVE LINGUISTICS

Scientific frameworks are not just sets of concepts, models, and techniques: they
also consist of people, activities, and channels of communication. Thinking in terms
of people, the key figures of Cognitive Linguistics are George Lakoff, Ronald W.
Langacker, and Leonard Talmy. Around this core of founding fathers, who orig-
inated Cognitive Linguistics in the late 1970s and the early 1980s, two chronolog-
ically widening circles of cognitive linguists may be discerned. A first wave, coming
to the fore in the second half of the 1980s, consists of the early collaborators and
colleagues of the key figures, together with a first generation of students. Names
that come to mind include those of Gilles Fauconnier, Eve Sweetser, Mark Johnson,
Mark Turner, Ray Gibbs, Bill Croft, Adele Goldberg, Dave Tuggy, Laura Janda,
Suzanne Kemmer, Sally Rice, Ricardo Maldonado, and Karen van Hoek. Simul-
taneously, a number of people in mostly Western and Central Europe took up the
ideas of Cognitive Linguistics and contributed to their international dissemination.
Names include those of René Dirven, Brygida Rudzka-Ostyn, John Taylor, Chris
Sinha, Arie Verhagen, Barbara Lewandowska-Tomaszczyk, Peter Harder, Glinter
Radden, and the editors of this Handbook. The 1990s witnessed a second wave of
expansion, directed largely toward Asia and the south of Europe.
Organizationally, the contacts between the people working in the Cognitive
Linguistics framework are facilitated by the ICLA or International Cognitive Lin-
guistics Association. The Association (see http:/www.cognitivelinguistics.org/),
which has a number of local and regional affiliates, organizes the biannual con-
ferences in Cognitive Linguistics that constitute the rallying point for people
working in the field. The first ICLC conference was organized in 1989 in Duisburg
by René Dirven (whose role in giving Cognitive Linguistics an organizational
structure can hardly be underestimated). Later venues include Santa Cruz (1991),
Leuven (1993), Albuquerque (1995), Amsterdam (1997), Stockholm (1999), Santa
Barbara (2001), Logrono (2003), Seoul (2005), Krakow (2007), and Berkeley (2009).
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Given the theoretical aspects of Cognitive Linguistics as described in the previous
paragraph, it is easy to appreciate that the demarcation of Cognitive Linguistics in
terms of people is somewhat arbitrary. Sociologically speaking, cognitive linguists
would be those people who belong to the Cognitive Linguistics community—who
interact with like-minded researchers and who attend the ICLC conferences. But if
we think in terms of common perspectives and purposes, even if only partially
shared, many more names could be mentioned. For instance, in terms of seminal
ideas and actual influence, Charles Fillmore should be considered on a par with the
three founding fathers, even though he would probably not describe himself as a
cognitive linguist.

The journal Cognitive Linguistics, which was founded by Dirk Geeraerts in
1990, is the official journal of the ICLA. In 2003, a second journal specifically de-
voted to research in Cognitive Linguistics, the Annual Review of Cognitive Lin-
guistics, was launched under the auspices of the Spanish branch of the ICLA. Book
series dedicated to Cognitive Linguistics are published by two major publishing
houses in linguistics: Mouton de Gruyter of Berlin publishes the Cognitive Lin-
guistics Research series, and John Benjamins Publishing Company of Amsterdam
publishes the Cognitive Linguistics in Practice series.

Primers in Cognitive Linguistics, in the form of introductory textbooks,
include (in chronological order of first appearance), Taylor (1989), Ungerer and
Schmid (1996), Dirven and Verspoor (1998), Lee (2001), Croft and Cruse (2004),
and Evans and Green (2006). The Dirven and Verspoor volume has been translated
in several languages. A collection of basic texts by leading representatives of Cog-
nitive Linguistics may be found in Geeraerts (2006a).

An extended bibliography of work in Cognitive Linguistics, edited by Hans-
Georg Wolf, René Dirven, Rong Chen, Ning Yu, and Birgit Smieja, has appeared
online and on CD-ROM at Mouton de Gruyter, Berlin in 2006. The Cognitive Lin-
guistics Bibliography (CogBib) consists of a database covering monographs, journal
articles, book series, dissertations, MA theses, proceedings, working papers, and
unpublished work relevant to the study of Cognitive Linguistics and adjacent dis-
ciplines. It consists of 7,000 entries and aims at an annual growth of 1,000 items.
The first release of the database is fully indexed and will be available for subscribers
to Cognitive Linguistics.

4. THE ORGANIZATION
OF THE HANDBOOK

The organization of the present Handbook reflects the prototypical structure of
Cognitive Linguistics that was described above. In terms of people, the contribu-
tions come predominantly from first-generation cognitive linguists, together with
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some members of the second generation, and a number of fellow travelers who
would perhaps not consider themselves cognitive linguists pur sang, but who are
close enough to Cognitive Linguistics to shed an illuminating light on some of its
subdomains. And, of course, the key figures are represented. We regret that George
Lakoff was not able to contribute to this Handbook (with a projected chapter on the
relationship between Cognitive Linguistics and neuroscience).

In terms of content, the absence of a single unified theoretical doctrine means
that a handbook of this type cannot simply start off with an exposé on the archi-
tecture of Cognitive Linguistics as a theory. Rather, we start, under the heading
“Basic Concepts of Cognitive Linguistics,” with a set of chapters that discuss dif-
ferent conceptual phenomena that are recognized by Cognitive Linguistics as key
concepts: prototypicality, metaphor, metonymy, embodiment, perspectivization,
mental spaces, and the like each constitute a specific principle of conceptual or-
ganization as reflected in the language. Many of these notions are far from exclusive
for Cognitive Linguistics, but even then, Cognitive Linguistics subjects them to
specific forms of analysis.

The second part of the Handbook, “Cognitive Linguistic Models of Grammar,”
deals with different frameworks that bring together a bigger or smaller number of
the basic concepts into a particular theory of grammar and a specific model for the
description of grammatical phenomena. The models discussed include Ron Lan-
gacker’s Cognitive Grammar, Construction Grammar, and Word Grammar. The
fact that theory formation in Cognitive Linguistics is not yet completely stabilized
(or, to put it more constructively, the fact that Cognitive Linguistics is a flexible
framework that allows for a number of competing frameworks to be developed in
parallel) shows up in the relationship between Cognitive Grammar and Construc-
tion Grammar. On the one hand, the chapter on Construction Grammar describes
a family of approaches and suggests that Cognitive Grammar as founded by Lan-
gacker is a member of that family. On the other hand, Cognitive Grammar was a
well-established model of grammar well before Construction Grammar emerged.
Moreover, it is without any doubt the most developed, both empirically and con-
ceptually, of all approaches that could be grouped under the heading of Con-
struction Grammar. The example shows how related theoretical models are devel-
oped in parallel within the broad framework of Cognitive Linguistics.

As we have seen, demarcation problems may exist at the edges of Cognitive
Linguistics as a whole, just as they exist with regard to the boundary between dif-
ferent approaches within Cognitive Linguistics. To get a better grip on the position
of Cognitive Linguistics within the landscape of linguistics at large, the section
“Situating Cognitive Linguistics” compares Cognitive Linguistics with other forms
of linguistic research: functional linguistics (its closest ally), autonomous linguistics
(its declared enemy), and the history of linguistics (its often forgotten ancestry).
Here again, the reader will notice that things are not always as simplistic as they
might seem at first sight. The chapter on autonomous linguistics, for instance,
suggests that the distance between Cognitive Linguistics and the contemporary
developments in Chomskyan linguistics need not be in all respects unbridgeable.
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The first three sections of the book constitute an initial introduction to Cog-
nitive Linguistics. Readers who have gone through the twenty-one chapters of the
first three sections will have acquired a fairly thorough knowledge of the funda-
mental analytic concepts and descriptive models of Cognitive Linguistics and their
background. The following three sections of the Handbook apply these basics to
various more specific domains. The section “Linguistic Structure and Language
Use” illustrates how Cognitive Linguistics deals with the traditional subdomains of
grammar, ranging from phonetics and morphology over lexicon and syntax to text
and discourse. Separate chapters are devoted to topics that have received special
attention in Cognitive Linguistics.

The chapters in the section “Linguistic Variation and Change” focus on dif-
ferent types of variation within and between languages. Next to diachronic change
and sociolinguistic variation, these include typological variation (with related
chapters on anthropological linguistics and linguistic relativity) and language
acquisition (seen as variation in the individual’s knowledge of the language). A
chapter on sign language may also be placed within this section, given that sign
language involves a change in the medium of communication.

The final section groups chapters that deal with “Applied and Interdisciplinary
Perspectives.” The interdisciplinary links with fields of research like philosophy
and psychology are very important for Cognitive Linguistics. As it is one of the
tenets of Cognitive Linguistics that linguistic knowledge is not separated from
other forms of cognition, the disciplines studying those other aspects of human
knowledge will be natural conversation partners for Cognitive Linguistics.

5. THE APPEAL OF COGNITIVE
LiINGUISTICS

Cognitive Linguistics is definitely a success in terms of academic appeal. The ICLC
conferences, to give just one example, have grown into major events with more
than 500 attendees. The openness and flexibility of theorizing in Cognitive Lin-
guistics probably contributes to its attractiveness: as we have stressed, Cognitive
Linguistics is a building with many rooms, and it may thus draw the attention of
researchers with diverse interests. We think, however, that more is at stake. We
would like to argue that Cognitive Linguistics combines a number of tendencies
that may also be found in other contemporary developments in theoretical lin-
guistics and, by combining them, taps into the undercurrent of contemporary
developments more than any other theoretical framework.

More specifically, while decontextualization appears to be a fundamental un-
derlying characteristic of the development of grammatical theory in twentieth-



INTRODUCING COGNITIVE LINGUISTICS 11

century linguistics, a number of current developments involve a recontextualization
of grammar. And Cognitive Linguistics, we contend, embodies this recontextual-
izing tendency more than any other approach.

The logic behind the decontextualization of twentieth-century grammar may
be grasped if we take our starting point in Saussure. The Saussurean dichotomy
between langue and parole creates an internally divided grammar, a conception of
language with, so to speak;, a hole in the middle. On the one hand, langue is defined
as a social system, a set of collective conventions, a common code shared by a
community (Saussure [1916] 1967: 25). On the other hand, parole is an individual,
psychological activity that consists of producing specific combinations from the
elements that are present in the code (30). When langue and parole are defined in
this way, there is a gap between both: what is the mediating factor that bridges the
distance between the social and the psychological, between the community and the
individual, between the system and the application of the system, between the code
and the actual use of the code?

The Chomskyan distinction between competence and performance formulates
the fundamental answer to this question: the missing link between social code and
individual usage is the individual’s knowledge of the code. Performance is basically
equivalent with parole, but competence interiorizes the notion of the linguistic
system: competence is the internal grammar of the language user, the knowledge
that the language user has of the linguistic system and that he or she puts to use in
actual performance.

Remarkably, however, Chomsky introduces a new gap into the system. Rather
than the trichotomy that one might expect, he restricts his conception of language
to a new dichotomy: the social aspects of language are largely ignored. In com-
parison with a ternary distinction distinguishing between langue, competence, and
parole/performance (between social system, individual knowledge of the system,
and individual use of the system), the binary distinction between competence and
performance creates a new empty slot, leaving the social aspects of language largely
out of sight.

Relegating the social nature of language to the background correlates with a
switch toward the phylogenetic universality of language. The Chomskyan emphasis
on the genetic nature of natural language links up logically with his apparent lack
of interest for language as a social semiotic. Where, in particular, does the individual
knowledge of the language come from? If the source of linguistic knowledge is not
social, what else can it be than an innate and universal endowment? If the language
is not learned through acculturation in a linguistic community (given that a lan-
guage is not primarily a social code), what other source could there be for linguistic
knowledge except genetics?

The link between the Chomskyan genetic perspective and the absence of any
fundamental interest in language as a social phenomenon engenders a stepping-
stone development, leading by an internal logic to an isolation of grammar. Let us
go through the argument in the form of the following chain of (deliberately succinct
and somewhat simplistic) propositions.
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First, if natural language is not primarily social, it has to be genetic. This is the basic
proposition that was described in the previous paragraph. The relationship could, of
course, be construed in the other direction as well. As presented above, the Chom-
skyan predilection for a genetic perspective in linguistics follows from his lack of
interest for the social side of language. But in actual historical fact, Chomsky’s pref-
erence for a genetic conception of language seems to have grown more from his
discussion with behaviorist learning theory (Skinner in particular) than from a con-
frontation with Saussure. Because the amazing ability of young children to acquire
language cannot be explained on the basis of a stimulus-response theory—so the
argument goes—an innate knowledge of language has to be assumed. But if one of
the major features of language is its genetic nature, then of course the social aspects of
language are epiphenomenal. Regardless of the direction in which the link is con-
strued, however, the effects are clear.

Second, if natural language is primarily a genetic entity, semantics or the lexicon
cannot be part of the core of linguistics. Meanings constitute the variable, contextual,
cultural aspects of language par excellence. Because social interaction, the exchange
of ideas, and changing conceptions of the world are primarily mediated through
the meaning of linguistic expressions, it is unlikely that the universal aspects of lan-
guage will be found in the realm of meaning. Further, if the lexicon is the main
repository of linguistically encoded meaning, studying the lexicon is of secondary
importance. Here as before, though, it should be pointed out that the actual his-
torical development is less straightforward than the reconstruction might suggest.
The desemanticization of the grammar did not happen at once (nor was it absolute,
for that matter). Triggered by the introduction of meaning in the standard model of
Generative Grammar (Chomsky 1965), the “Linguistic Wars” (see Harris 1993) of
the late 1960s that opposed Generative Semantics and Interpretive Semantics basi-
cally involved the demarcation of grammar with regard to semantics. The answer
that Chomsky ultimately favored implied a restrictive stance with regard to the in-
troduction of meaning into the grammar, but this position was certainly not reached
in one step; it was prepared by severe debates in the generativist community.

Third, if semantics or the lexicon cannot be part of the core of linguistics, linguistics
will focus on formal rule systems. The preference for formal syntax that characterizes
Generative Grammar follows by elimination from its genetic orientation: formality
is required to keep out meaning, and studying syntax (or more generally, the rule-
based aspects of language) correlates with the diminished interest in the lexicon. It
should be added that the focus on rules is not only determined by a negative at-
titude with regard to meanings, but also by a focus on the infinity of language:
language as an infinite set of sentences requires a rule system that can generate an
infinity of sentences.

Finally, if linguistics focuses on formal rule systems, the application of the rule
systems in actual usage is relatively uninteresting. If the rules define the grammar,
it is hard to see what added value could be derived from studying the way in which
the rules are actually put to use. The study of performance, in other words, is just as
secondary as research into the lexicon.
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This chain of consequences leads to a decontextualization of the grammar. It
embodies a restrictive strategy that separates the autonomous grammatical module
from different forms of context. Without further consideration of the interrela-
tionship between the various aspects of the decontextualizing drift, the main effects
can be summarized as follows:

a. through the basic Chomskyan shift from langue to competence, linguis-
tics is separated from the social context of language as a social code;

b. through the focus on the genetic aspects of the language, linguistics is
separated from the cognitive context that shows up in the semantic side
of the language;

c. through the focus on formal rule systems, linguistics is separated from the
situational context of actual language use.

In terms of the subdisciplines covered by linguistics, this means that the core of
linguistics in Chomskyan terms respectively excludes sociolinguistics, semantics
and the lexicon, and pragmatics. This does not mean, however, that these disci-
plines, which would be considered peripheral from the generativist point of view,
disappeared altogether. In fact, the generativist era witnessed the birth, in the 1960s
and 1970s, of approaches that autonomously developed the aspects that were re-
jected or downplayed by Generative Grammar: sociolinguistics (including the
sociology of language, the ethnography of speaking, and sociohistorical linguistics,
next to sociolinguistics in the narrow, Labovian sense), pragmatics (including dis-
course linguistics and conversational analysis), and formal semantics.

None of the approaches mentioned here, however, overcomes the autonomist
restrictions in any fundamental sense. Sociolinguistics and pragmatics exist along-
side grammatical theory rather than interacting with it intensively, and the con-
ception of meaning that lies at the basis of formal semantics is too restricted to
consider it a truly recontextualized grammar. In other words, the recuperation of
the contextual aspects rejected by Generative Grammar could go further, and this is
exactly what is happening in a number of contemporary trends in linguistics.

From roughly 1985 onwards, in fact, a number of trends in linguistics appear to
link the grammar more closely to the contextual aspects that were severed from it
by generative theorizing. The peripheral aspects that were being developed largely
separately and autonomously are now being linked up more narrowly with the
grammar itself (which can then no longer be autonomous). When we have a look
at the relevant developments, we will see that Cognitive Linguistics plays a role in
each of them.

First, the reintroduction of the lexicon into the grammar is probably the most
widespread of the tendencies to be mentioned here; it is, in fact, relatively clear
within Generative Grammar itself. This lexicalist tendency in grammatical theory is
triggered by the recognition that describing grammatical rules appears to imply
describing the lexical sets that the rules apply to. Reversing the descriptive per-
spective then leads to a description of the valence of the lexical items (i.e., the
structures that an item can appear in). The lexicalist tendency appears in various
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forms in the more formal approaches to grammar: one may think of the projec-
tions and theta-roles of Generative Grammar, of the central role of the lexicon in
Lexical-Functional Grammar, and of the lexically driven grammar developed in the
framework of Head-Driven Phrase Structure Grammar. In the context of Cognitive
Linguistics, the relexification of the grammar is most outspoken in Construction
Grammar (Goldberg 1995; Croft 2001), which starts from the recognition that there
is a continuum between syntax and lexicon: constructions are syntactic structures
that may contain lexical material.

Second, Cognitive Linguistics at large is the most outspoken current attempt to
give meaning a central position in the architecture of the grammar. In contrast with
formal semantics, however, the conception of meaning that lies at the basis of this
approach is not restricted to a referential, truth-functional type of meaning. Lin-
guistic structures are thought to express conceptualizations, that is, conceptuali-
zation is central for linguistic structure—and conceptualization goes further than
mere reference. It involves imagery in the broadest sense of the word: ways of making
sense, of imposing meaning. Also, the conceptualizations that are expressed in
the language have an experiential basis, that is, they link up with the way in which
human beings experience reality, both culturally and physiologically. In this
sense, Cognitive Linguistics embodies a fully contextualized conception of mean-
ing. Again, there are other approaches that develop a meaning-based approach to
grammar, like Hallidayan Systemic-Functional Grammar, but Cognitive Linguis-
tics is undoubtedly the most outspoken example of this tendency.

And third, the link between linguistic performance and grammar is reestablished
by those functionalist approaches that try to find (potentially universal) discourse
motivations for grammatical constructs. Discourse is then no longer the mere ap-
plication of grammatical rules, but the grammatical rules themselves are motivated
by the discourse functions that the grammar has to fulfill. The existence of passives
in a given language, for instance, is then explained as a topicalization mechanism:
grammars contain passives because topicalizing direct objects is a useful function in
discourse. Seminal publications within this approach include Givon (1979), Hopper
and Thompson (1980), and Hopper (1987). In the realm of Cognitive Linguistics,
this tendency takes the form of an insistence on the idea that Cognitive Linguistics
is a usage-based model of language (as it is aptly called by Barlow and Kemmer
2000). Importantly, the model is also applied to language acquisition. Specifically in
the work done by Tomasello and his group (see this volume, chapter 41), an alter-
native is presented for the Chomskyan genetic argument. These researchers develop
a model of language acquisition in which each successive stage is (co)determined
by the actual knowledge and use of the child at a given stage, that is, language
acquisition is described as a series of step-by-step usage-based extensions of the
child’s grammar. The grammar so to speak emerges from the child’s interactive
performance. Finally, language use is becoming an increasingly important factor in
grammatical change, witness Traugott’s (1988) studies on the role of speaker-hearer
interaction in grammaticalization; Croft’s (2000) usage-based theory of language
change (and grammatical change, in particular); and Bybee’s (2001) and Krug’s
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(2000) work on such usage-based factors as entrenchment and frequency in gram-
matical change.

To conclude, if we can agree that contemporary linguistics embodies a ten-
dency (a cluster of tendencies, to be more precise) toward the recontextualization of
linguistic enquiry, we may also agree that Cognitive Linguistics embodies this trend
to an extent that probably no other theoretical movement does. It embodies the
resemanticization of grammar by focusing on the interplay between language and
conceptualization. It embodies the recovery of the lexicon as a relevant structural
level by developing network models of grammatical structure, like Construction
Grammar. And it embodies the discursive turn of contemporary linguistics by
insisting explicitly on the usage-based nature of linguistics. Other approaches may
develop each of these tendencies separately in more detail than Cognitive Lin-
guistics does, but it is the latter movement that combines them most explicitly and
so epitomizes the characteristic underlying drift and drive of present-day linguis-
tics. We would like to suggest, in short, that it is this feature that constitutes one of
the fundamental reasons behind the success of Cognitive Linguistics.

6. THE FUTURE OF COGNITIVE
LiNGguUISsTICS

The recognition that Cognitive Linguistics is not a closed or finished doctrine im-
plies, obviously, that there is room for further developments. The contributions
brought together in this Handbook not only give an idea of the achievements of
Cognitive Linguistics, but they also point to a number of underlying issues that are
likely to shape the further elaboration of Cognitive Linguistics. Three issues that we
would like to highlight are the following.

1. Readers will have noticed that a fourth type of context mentioned in our
description of the decontextualizing tendencies of twentieth-century linguistics
was absent from our overview of recontextualizing tendencies that apply to Cog-
nitive Linguistics. In fact, Cognitive Linguistics, by its very “cognitive” nature, has
a tendency to look at language from a psychological point of view, that is, language
as (part of) the organization of knowledge in the individual mind. However, a
number of researchers (Palmer 1996; Sinha and Jensen de Lopez 2000; Harder 2003;
Itkonen 2003; Tomasello 2003, and others) emphasize that the experientialist na-
ture of Cognitive Linguistics does not only refer to material factors (taking a notion
like “embodiment” in a physical and physiological sense) but that the cultural en-
vironment and the socially interactive nature of language should be recognized as
primary elements of a cognitive approach.

This emphasis on the social aspects of language, however, will have to be turned
into a an actual research program exploring social cognition and sociovariational
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phenomena. If Cognitive Linguistics develops an interest in language as a social
phenomenon, it should pay more attention to language-internal variation. Socio-
linguistic research, however, is probably the least developed of all linguistic domains
within Cognitive Linguistics. Recently, though, we witness some developments
toward cognitive sociolinguistics.

For one thing, variational phenomena are being studied empirically in work
such as Kristiansen (2003) on phonetic variation, Berthele (2004) on differences in
syntactic construal between dialects, and Grondelaers (2000) on grammatical phe-
nomena whose distribution is determined by a combination of internal (structural
or semantic) and external (contextual or sociolinguistic) factors. More examples
may be found in Kristiansen and Dirven (2007). Usage-based and meaning-based
models of grammar in fact introduce more variation into the grammar than a rule-
based approach tends to do: the language-internal or discourse-related factors that
influence the use of a particular construction may be manifold, and the presence
or absence of a construction is not an all-or-none matter. In the analysis of this type
of variation, it often appears that the variation is codetermined by “external”
sociolinguistic factors: the variation that appears in actual usage (as attested in
corpora) may be determined simultaneously by grammatical, discursive, and
sociolinguistic factors. Disentangling those different factors, then, becomes one
methodological endeavor: in the actual practice of a usage-based enquiry, gram-
matical analysis and variationist analysis will go hand in hand.

For another, there is an interest in cultural models and the way in which they
may compete within a community: see, for instance, many of the papers collected
in Dirven, Frank, and Piitz (2003). In work such as Lakoff (1996), this approach
takes on a critical aspect that brings it close to the tradition of ideological analysis
known as Critical Discourse Analysis. Some researchers are applying the theory of
conceptual metaphors and cultural models to questions of social identity and the
role language plays in them: see the collective volumes edited by Dirven, Frank, and
Ilie (2001), Dirven, Frank, and Piitz (2003), and Dirven, Hawkins, and Sandikcioglu
(2001). It has recently been pointed out (Berthele 2001; Geeraerts 2003) that such
metaphorical models may also characterize the beliefs that language users entertain
regarding language and language varieties. In this way, Cognitive Linguistics may
link up with existing sociolinguistic research about language attitudes.

These developments show that the interest in sociovariational analysis in Cog-
nitive Linguistics is on the rise, but at the same time, it has to be recognized that the
final contextual gap that we discussed in the previous section still has to be filled
properly.

2. If we understand empirical methods to refer to forms of research (like corpus
linguistics, experimentation, and neurological modeling) that do not rely on
introspection and intuition but that try to ground linguistic analysis on the firm
basis of objective observation, then we can certainly witness a growing appeal of
such empirical methods within Cognitive Linguistics: see the argumentation of
Gibbs (2006) and Geeraerts (2006b) in favor of empirical methods, and compare
the practical introduction provided by Gonzalez-Marquez, Mittelberg, Coulson,
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and Spivey (2007). The theoretical background of this development is provided by
the growing tendency of Cognitive Linguistics to stress its essential nature as a
usage-based linguistics—a form of linguistic analysis, that is, that takes into ac-
count not just grammatical structure, but that sees this structure as arising from
and interacting with actual language use. The central notions of usage-based lin-
guistics have been programmatically outlined in different publications (Langacker
1990; Kemmer and Barlow 2000; Tomasello 2000, 2003; Bybee and Hopper 2001b;
Croft and Cruse 2004), and a number of recent volumes show how the program
can be put into practice (Barlow and Kemmer 2000; Bybee and Hopper 2001a;
Verhagen and van de Weijer 2003). The link between the self-awareness of Cog-
nitive Linguistics as a usage-based form of linguistic investigation and the de-
ployment of empirical methods is straightforward: you cannot have a usage-based
linguistics unless you study actual usage—as it appears in corpora in the form of
spontaneous, nonelicited language data or as it appears in an online and elicited
form in experimental settings.

Also, if Cognitive Linguistics belongs to cognitive science, it would be natural
to expect the use of techniques that have proved their value in the cognitive sciences
at large. Experimental psychology, for instance, has a long tradition of empirical
studies of cognition. So, one might count on the use of the same methods in Cog-
nitive Linguistics. And obviously, the growing interest in the link between Cog-
nitive Linguistics and neuroscience (headed by the Neural Theory of Language
Group of George Lakoff and Jerome Feldman) goes in the same direction.

The recent rise of interest in empirical methods does not imply, to be sure, that
empirical approaches were absent in the earlier stages of Cognitive Linguistics. The
methodology of European studies in Cognitive Linguistics in particular has tended
to be more corpus-based than the early American studies, which were predomi-
nantly introspective. The use of corpus materials (which seems to have come to the
attention of the broader community of Cognitive Linguistics only since Kemmer
and Barlow 2000) was already part of early European studies like Dirven and Tay-
lor (1988), Rudzka-Ostyn (1988), Schulze (1988), Goossens (1990), and Geeraerts,
Grondelaers, and Bakema (1994). Early experimental studies, on the other hand, are
represented by the work of Gibbs (1994, and many more) and Sandra and Rice
(1995). In this respect, what is changing is not so much the presence of empirical
research as such, but rather the extent to which the belief in such a methodology is
shared by cognitive linguists at large.

However, the empirical aspects of usage-based linguistics still often remain
programmatic: in many cases, a lot more methodological sophistication will have to
be brought in than is currently available. In the realm of corpus research, for in-
stance, the type of quantitatively well-founded investigations that may be found in
the work of Gries (2003), Stefanowitsch (2003), Gries and Stefanowitsch (2006), and
Stefanowitsch and Gries (2003) and in that of Grondelaers, Speelman, and Geeraerts
(2002), and Speelman, Grondelaers, and Geeraerts (2003) is still rather exceptional.
(For an overview of the methodological state of affairs in usage-based linguistics,
see Tummers, Heylen, and Geeraerts 200s5.)
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More generally, the rising interest in empirical methods is far from being a
dominant tendency, and overall, there is a certain reluctance with regard to the
adoption of an empirical methodology. While the reasons for this relative lack of
enthusiasm may to some extent be practical (training in experimental techniques or
corpus research is not a standard part of curricula in linguistics), one cannot exclude
the possibility of a more principled rejection. Cognitive Linguistics considers itself
to be a nonobjectivist theory of language, whereas the use of corpus materials
involves an attempt to maximalize the objective basis of linguistic descriptions. Is an
objectivist methodology compatible with a nonobjectivist theory? Isn’t any attempt
to reduce the role of introspection and intuition in linguistic research contrary
to the spirit of Cognitive Linguistics, which stresses the semantic aspects of the
language—and the meaning of linguistic expressions is the least tangible of lin-
guistic phenomena. Because meanings do not present themselves directly in the
corpus data, will introspection not always be used in any cognitive analysis of
language? (For an explicit defense of such a position, albeit in terms of “intuition”
rather than “introspection,” see Itkonen 2003.)

There seems to exist a tension, in other words, between a broad methodological
tendency in Cognitive Linguistics that considers introspection the most or perhaps
the only appropriate method for studying meaning and a marginal but increasing
tendency to apply empirical methods that are customary in the other cognitive
sciences. Resolving that tension is likely to be on the agenda of Cognitive Linguistics
in the near future.

3. As we mentioned and illustrated several times in the course of this intro-
ductory chapter, Cognitive Linguistics is far from being a unified and stabilized
body of knowledge. We have tried, in the course of compiling and editing this
Handbook, not to make the enterprise of Cognitive Linguistics look more unified
than it actually is. Nevertheless, theoretical unification may be expected high on the
future research agenda of Cognitive Linguistics. In this respect, we hope that the
survey of Cognitive Linguistics that is offered in the present volume will not only
introduce novices to the full richness and dynamism of research in Cognitive
Linguistics, but that it may also help the cognitive linguistic community at large to
define the directions for the future more clearly.
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CHAPTER 2

EMBODIMENT AND
EXPERIENTIALISM

TIM ROHRER

1. INTRODUCTION

The basic problem of language is childlike in its simplicity: How can we understand
one another? How is it that I can make some noises, you can hear them, and we can
arrive at some shared meaning? How can we ever be sure we are really thinking the
same thought as a result of our communication?

Two broad approaches to answering this question divide those who study lan-
guage and semantics. One might, as many traditions of philosophy and linguistics
do, choose to answer such questions by positing meaning as something abstract,
propositional, and symbolic. For example, Estd lloviendo and It is raining are taken
to be propositional claims which are abstractly equivalent when considered from a
symbolic standpoint. Thus, these two expressions, drawn from different languages,
have an identical meaning that can be true or false in reference to the current state
of affairs actually existing in the world. The more nuanced and complex language of
actual speech is thought to result from the logical combination of such atomic
propositions. In this model, adopted by most analytic philosophers of language and
Chomskyan linguists, semantics is believed to be purely referential and syntactic
structures ultimately resolve to logical relations, while pragmatics is seen as the
primary source of ambiguity, subjectivity, and error. In its more extreme forms,
such as that found in proposals by Frege and Plato, an independent and prior realm
of universal ideas is postulated to ensure that reference proceeds entirely objectively
and completely devoid of ambiguity. Broadly speaking, such approaches can be
lumped together as forming the Objectivist tradition.
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On the other hand, we might choose to answer such questions with an em-
pirical examination of what constitutes shared meaning. Rather than seeking some
idealized set of atomic propositions supposedly well suited to solving problems like
ambiguous reference or translation between different languages, we might look at
language as it is actually used. For instance, we might observe how language is
learned and used within the child-parent dyad and so realize that the single-word
utterances naming objects or events (e.g., Bird!, Kitty!, Rain!) are pragmatic re-
quests to establish joint attention between parent and child. These are not simple
or pure cases of ostensive reference—the sort of word-world reference relationship
Objectivist Semantics would like to take as fundamental—but instead are utter-
ances embedded within a cognitive and social situation wherein one subject wants
to direct the intentionality of another. From this standpoint, the primary purpose
of language is not the objective description of the world, but instead to commu-
nicate and share experiences.

A focus on what people find meaningful necessitates investigating the cognitive,
physical, and social embodiment that shapes and constrains meaningful expression.
Such a focus requires evaluating findings from the various cognitive sciences and
doing linguistic theory in a way that it is consonant with them. For example, we
know from cognitive psychology that people find most categories meaningful in
terms of prototypes, not in terms of necessary and sufficient conditions. In Cognitive
Linguistics, we have developed a theory of radial categorization consonant with
both the psychological evidence and wide ranges of linguistic examples. From cog-
nitive neuroscience we know that the physical brain does not process visual infor-
mation in a disembodied, nonimagistic way, but instead maintains the perceptual
topology of images presented to it, and then re-represents increasingly abstract
spatial and imagistic details of that topology. In Cognitive Linguistics, such findings
have motivated a theory of image schemas whose topologies provide links between
different clusters of prototypes in radial categories and whose topologies motivate
the cross-domain mappings of systematic conceptual metaphors. Just as in the case
of using language to establish joint attention, such factors can and have been shown
to shape and constrain what shared meaning emerges when people speak and listen.

One of the most central questions Cognitive Linguistics asks thus has a some-
what Kantian ring to it: how does the bodily apparatus itself shape our linguistic
categorization and conceptualization? The spirit of this transition from the Objec-
tivist traditions to a more inclusive Cognitive Semantics is perhaps best captured in
a thought experiment proposed by Langacker to characterize the process of lin-
guistic change known as subjectification. He writes:

Consider the glasses I normally wear. If I take them off, hold them in front of me,
and examine them, their construal is maximally objective . . . they function solely
and completely as the object of perception, and not at all as part of the percep-
tual apparatus itself. By contrast, my construal of the glasses is maximally sub-
jective when I am wearing them and examining another object, so that they fade
from my conscious awareness despite their role in determining the nature of
my perceptual experience. The glasses then function exclusively as part of the
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subject of perception—they are one component of the perceiving apparatus, but
are not themselves perceived. . . . Of course, such extreme polarization repres-
ents an ideal that may seldom be achieved in practice. To some extent, for ex-
ample, I can perceive my glasses even while wearing them while looking at some-
thing else, and to that extent their perceptual construal is slightly objective and less
than fully subjective. Subjectivity/objectivity is often variable or a matter of de-
gree, and it is precisely such cases that hold the greatest interest linguistically.
(Langacker 1990: 316)

Langacker’s point in this passage is double-edged. At one level of analysis, he
endeavors to change the scope of which utterances are to count as both legitimate
and paradigmatic for a theory of meaning—expanding the scope from the atomic
propositions of the maximally objective descriptions privileged by Objectivist
Semantics to include expressions in which degrees of both subjectivity and ob-
jectivity are expressed in how a situation is construed by a speaker (e.g., I insist that
she is innocent). Yet at a metalevel of analysis, Langacker’s example of the glasses
illustrates another central concern of Cognitive Linguistics. When we take off our
glasses and examine them as an object, and then put them back on and attend to
how our glasses, now functioning as a part of our perceptual apparatus, change
other objects of our perception, we are performing an act profoundly analogous
to what we do as cognitive linguists. In Cognitive Linguistics, we examine how our
“glasses”—that is, our physical, cognitive, and social embodiment—ground our
linguistic conceptualizations.

At this point, several of the most difficult and hotly contested theoretical
concepts in Cognitive Linguistics are already on the table. In the remainder of this
chapter, I survey the many ways in which the term “embodiment” has been cashed
out by various researchers in Cognitive Linguistics. I then retrace some of the
history of the embodiment hypothesis and show how its scope expanded to en-
compass topics as diverse as the grounding of meaning, the motivating factors of
semantic change, experientialism, experimental cognitive psychology, and cognitive
neuroscience. I close by offering a theoretical framework inspired by related work
in the philosophy of cognitive science and intended to serve as a useful organi-
zational tool for situating and making connections between these varying research
projects.

2. THE SENSES OF EMBODIMENT

In its broadest definition, the embodiment hypothesis is the claim that human
physical, cognitive, and social embodiment ground our conceptual and linguistic sys-
tems. The hypothesis is intended as an empirical one, albeit lodged at such a level of
theoretical abstraction that it is difficult to prove or disprove with a single study or
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experiment. As such, it is a very live question as to whether the embodiment
hypothesis is an empirical scientific hypothesis, a general theoretical orientation, a
metaphysics, or some combination of all of these. However, the evidence which led
to the hypothesis was empirical evidence, and new bodies of empirical evidence are
continually being added to the list of research supporting the hypothesis.

By my latest count, the term “embodiment” can be used in at least twelve dif-
ferent important senses with respect to our cognition. Because theorists often (and
sometimes appropriately, given their purposes) conflate two or more of these
senses, it is important to get a clear picture of as many of the different dimensions
of variability as possible. This list is not intended to be entirely exhaustive of the
term’s current usage, nor are the dimensions necessarily entirely independent of
each other or even entirely distinct from one another. Thus, it is important to note
that this survey is not intended to be a prescriptive definition of the term, but
instead is intended only to catalog the contemporary usages of the term in a way
that reveals the most relevant dimensions to which one must be responsive in order
to develop a general theoretical framework for the embodiment hypothesis of
Cognitive Linguistics.

a. Confusion about the use of the term “embodiment” in Cognitive Lin-
guistics begins with two often conflated senses that stem from Lakoff and
Johnson’s (1980: 112) initial formulation of the embodiment hypothesis as a
constraint on the directionality of metaphorical structuring. More accu-
rately, this sense of “embodiment” could be termed the directionality of
metaphorical mappings. In this strong directionality constraint, they claim
that we normally project image-schematic patterns of knowledge uni-
directionally from a more embodied source domain to understand a less
well understood target domain. In other words, they claim that each and
every mapping between the elements of the source and the elements of
the target is unidirectional; the logic of the image schema is projected from
the source to the target, and not from target to source.

b. Yet in its original formulation, the embodiment hypothesis also contains
a generalization about the kinds of basic conceptual domains which
ordinarily serve as the source domains for conceptual metaphors. We
might call this second sense of embodiment the directionality of explana-
tion in order to distinguish it from the previous sense. This sense is stated
more explicitly in Lakoff and Turner’s “grounding hypothesis,” in which
it is argued that meaning is grounded in terms of choosing from a fi-
nite number of semantically autonomous source domains (Lakoff and
Turner 1989: 113—20).

c. “Embodiment” is also used as a shorthand term for a counter-Cartesian
philosophical account of mind and language. Descartes took problems
within geometric and mathematical reasoning (such as the meaning of
the term triangle) as model problems for the study of mind and language



EMBODIMENT AND EXPERIENTIALISM 29

and concluded that knowledge is disembodied—that is, fundamentally
independent of any particular bodily sensation, experience, or perspective.
His thought experiments strongly influenced the traditions of analytic
philosophy and Objectivist Semantics. From this perspective, the philos-
ophy of language typically involves (i) mapping the reference relations
between idealized mental objects of knowledge and the objects or “states
of affairs” in the real world (as in Truth-conditional Semantics), and

(ii) discussing the logical internal structure of the relations which hold
between these mental objects (“syntax”). Of course, Descartes was by

no means unique or alone within Western philosophy in claiming this
position (held in varying forms by Pascal, Russell, the young Wittgens-
tein, Quine, Chomsky, and many others), but Descartes’ extraordi-

nary clarity has garnered him the laurel of becoming metonymic for

that package of assumptions (Lakoff and Johnson 1980, 1999; Geeraerts
1985; Johnson 1987; Damasio 1995; Rohrer 1998; Johnson and Rohrer,
forthcoming).

. “Embodiment” is also used to refer to the social and cultural context in
which the body, cognition, and language are perpetually situated. For
example, such context can include factors such as governmental language
policy, cross-cultural contact/aversion, or the influence of historical sci-
entific models and theories on individual language learners (Geeraerts and
Grondelaers 1995). Similarly, the context can include the cultural artifacts
that aid and manifest cognition—many of which are not only constrained
by but are also extensions of the body (Hutchins 1995, 2005; Fauconnier
and Turner 2002).

. “Embodiment” has a phenomenological sense in which it can refer to the
things we consciously notice about the role of our bodies in shaping

our self-identities and our culture through acts of conscious and deliber-
ate reflection on the lived structures of our experience (Brandt 1999, 2000).
The conscious phenomenology of cognitive semiotics can be profitably
contrasted with the cognitive unconscious of cognitive psychology (see
sense 9 below).

. “Embodiment” can also refer to the particular subjective vantage point
from which a perspective is taken, as opposed to the tradition of the all-
seeing, all-knowing, objective and panoptic vantage point. While this sense
of the term can be seen as partly philosophical (as in Nagel 1979: 196—213;
Geeraerts 1985; Johnson 1987; Rohrer 1998), the idea of considering the
embodied viewpoint of the speaker has linguistic implications which may
impact the role of perspective in subjective construal (Langacker 1990;
MacWhinney 2003).

. In yet another important sense, “embodiment” can refer to the develop-
mental changes that the organism goes through as it transforms from
zygote to fetus or from child to adult. One prominent area of such work
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would be research on “normal” language acquisition, while another would
be research on developmental disorders of language (Tomasello 1992;
MacWhinney 1999). As an example of a cognitive cross-cultural lan-
guage acquisition study, Sinha and Jensen de Lopez (2000) research
embodiment by investigating the acquisition course of spatial relation
terms in body-part locative languages in order to determine whether
such terms were first acquired as names for body parts or as spatial
relations terms or whether these two senses were acquired independently
of each other.

. An equally important temporal sense of the term “embodiment” refers to

the evolutionary changes a species of organism has undergone through-
out the course of its genetic history. For example, an account of the
gradual differentiation of perceptual information into separate multiple
maps, each representing a different frame of reference in the visual system
of mammals, could provide an evolutionarily embodied explanation of
the multiple frames for spatial reference found in human languages. Or
on an even grander scale: human beings have presumably not always
had a language capability, and so evidence from studies on the evolu-
tionary dimension of embodiment may often prove crucial to under-
standing why, for example, language processing in the brain does not
appear to be exclusively concentrated as an autonomous module but in-
stead draws on numerous subsystems from the perceptual modalities
(see for treatments Donald 1991; Edelman 1992; Deacon 1997; Mac-
Whinney 1999).

i. Additionally, “embodiment” can mean what Lakoff and Johnson (1999)

have recently called the cognitive unconscious. Here, “embodiment” refers
to the ways in which our conceptual thought is shaped by many processes
below the threshold of our active consciousness, as revealed through ex-
perimental psychology. Gibbs (1980, 1986, 1992, 1994) provides important
reviews of the interface between experimental cognitive psychology and
Cognitive Linguistics.

j. In a neurophysiological sense, the term “embodiment” can refer to mea-

suring the particular neural structures and regions which accomplish feats
like metaphorical projection, the integration of image schemas, object-
centered versus viewer-centered frames of reference in the visual system,
and so on (Rohrer 2001, 2005; Coulson and Van Petten 2002).

. “Embodiment” can also refer to neurocomputational models of language,

particularly with respect to conceptual metaphor or spatial language. Such
neural networks may be said to be embodied in several different ways. First,
they may more or less closely model the actual neurobiology of the neural
circuitry whose function they seek to emulate. Second, they may use as
their input structures the output from maps of better understood em-
bodied neural structures, typically from within the perceptual modalities
(Regier 1992, 1996; Bailey 1997; Narayanan 1997; Lakoff and Johnson 1999;
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Feldman and Narayanan 2004). Third, they can be taken to be models of
experiential activity at a conceptual or psychological level of processing
(Zlatev 1997, 2003; this volume, chapter 13).

1. Finally, the terms “embodiment” and “embodied cognition” are now also
widely used in cognitive robotics. While “embodiment” is often associated
there with humanoid robot projects, it can also refer to cases where the
work done by the robot depends on the particular morphological charac-
teristics of the robot body (morphology is used here in its biological and
not its linguistic sense). For example, Cornell University’s Passive Dynamic
Walker uses no motors and no centralized computation but instead relies
on gravity, mechanical springs, and cleverly designed limb morphology to
“walk.” By exploiting the capacities of the morphology, cognition is oft-
loaded onto the body—a design principle that is consonant with both
evolutionary theory and embodiment theory within Cognitive Linguistics
(Brooks 1997; Pfeifer and Scheier 1999; Bertram and Ruina 2001; Collins,
Wisse, and Ruina 2001).

This descriptive list illustrates that the scope of the embodiment hypothesis re-
quires thinking through evidence drawn from a multiplicity of perspectives on
embodiment and, therefore, drawn from multiple methodologies. Of course, al-
most no researcher or research project can attend to all these different senses of the
term and produce sound scientific findings; but research projects that build bridges
or perform parallel experiments across these differing dimensions are of particular
interest.

Once the descriptive work has been done, however, it can be seen that many of
these senses cluster about at least two poles of attraction. As I show in subsequent
sections, critiques of the embodiment hypothesis have given rise to two broad us-
ages of the term “embodiment.” These two could be well described as “embodi-
ment as broadly experiential” and “embodiment as the bodily substrate.” Thus, in
one cluster the term refers to dimensions that focus on the specific subjective,
cultural, and historical contextual experiences of language speakers. Senses (c)—(f)
of my enumeration of the term’s usages would typically cluster in this realm, while
senses (h)—(1) would often cluster about the pole which emphasizes the physio-
logical and neurophysiological bodily substrate. But not all the senses can be so
clearly clustered, given that the attention to temporal character which characterizes
the developmental (sense g) and evolutionary (sense h) dimensions can place them
about either pole. For example, Sinha and Jensen de Lopez (2000) show how both
culturally specific experiential child-rearing practices and physiologically universal
bodily interactions with space affect the course of language acquisition for terms
which can indicate both spatial relations and body parts (e.g., head and foot). At a
minimum, an adequate theoretical framework for Cognitive Linguistics will have to
acknowledge both the experiential and bodily substrate senses of “embodiment”
and provide a nonreductionistic manner of reconciling research which measures in
all these different dimensions.
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3. ORIGINS OF THE EMBODIMENT
HyYPOTHESIS

To understand how the differing readings of embodiment have emerged, it is helpful
to examine the genealogy of the term within a single strand of Cognitive Linguistics.
Here, I will trace it in terms of metaphor theory; elsewhere, I have discussed its
genealogy and application in terms of spatial and linguistic frames of reference
(Rohrer 2001). For some time, the conceptual metaphor and embodiment hypotheses
were nearly inextricable. Beginning in the late 1970s with a mass of empirical lin-
guistic examples of metaphor, Lakoff and Johnson (1980) discovered that much of the
ordinary language we use to characterize a wide variety of experiences is systemati-
cally shaped by a relatively small number of metaphors (see also Grady, this volume,
chapter 8). Their work called into question the traditional distinction between the
deeply conventionalized, “dead” metaphors on one hand and the more creative,
literary “live” metaphors on the other hand. In a series of electrifying examples, they
showed that linguistic expressions which were supposed to be “dead” metaphors are
in fact part of larger systematic metaphors which also have very noticeable “live”
metaphorical extensions. They argued that the “live” metaphorical expressions are
the inferential and creative extensions of an underlying metaphor, while the “dead”
metaphorical expressions comprise the core of the metaphor—so well understood
that they are hardly noticeable to us as we listen to everyday speech. They dubbed this
more systematic notion of metaphor “conceptual metaphor,” both in order to dis-
tinguish it from the prior tradition of “linguistic metaphor” (or “literary metaphor™)
and in order to emphasize that metaphors are a matter of cognition and conceptual
structure rather than a matter of mere language.

Yet the systematicity of conceptual metaphors was neither the most impor-
tant nor the most controversial discovery stemming from Lakoff and Johnson’s
groundbreaking research. What was even more intriguing was the fact that the rel-
atively small number of conceptual metaphors draw primarily on domains stem-
ming from bodily experience and that these bodily source domains do the vast
majority of the work of structuring more abstract human concepts. In its earliest
formulation, the embodiment hypothesis came from a generalization about the
directionality of metaphorical projection. Metaphors tended to characterize the
abstract in terms of the concrete:

First, we have suggested that there is directionality in metaphor, that is, we un-
derstand one concept in terms of another. Specifically, we tend to structure the
less concrete and inherently vaguer concepts (like those for emotions) in terms of
more concrete concepts, which are more clearly delineated in our experience.
(Lakoff and Johnson 1980: 112)

In the immediately subsequent section, Lakoff and Johnson (1980: 117-19) identi-
fied three sources for these more concrete concepts. They argued these more con-
crete concepts constitute the “natural kinds of experience” and are composed of



EMBODIMENT AND EXPERIENTIALISM 33

“experiential gestalts” more basic than other concepts because they are the natural
products of our bodies, our interactions with the physical environment, and our
interactions with other people in our culture. Reserving judgment for future re-
search, they also indicated that while some of these natural kinds of experience
might be universal, others might very well vary from culture to culture. They ex-
plicitly pointed out that they were using the terms “nature” and “natural” in a sense
which encompasses at least the possibility of cultural variation, and not in the sense
of the standard “nature-culture” distinction. Lakoff and Johnson concluded this
section by arguing that these more concrete concepts can be used in the “meta-
phorical definition” of more complex concepts. In short, they argued that these
three natural kinds of experience—experience of the body, of the physical envi-
ronment, and of the culture—are what constitute the basic source domains upon
which metaphors draw. All of these factors are cognitively represented, though they
may also be physiological or sociocultural in origin, and this fact led to the appel-
lation “cognitive linguistics” (Fesmire 1994). From the outset, then, the term “em-
bodiment” was intended to cover research on both the experiential and bodily
substrates of language.

4. ELABORATIONS AND EXTENSIONS
OF THE EMBODIMENT HYPOTHESIS

Over the ensuing twenty years, the notions of experientialism, embodiment, and a
directionality to conceptual metaphor received much scrutiny, generated much
controversy, and consequently received much elaboration. More systematic sur-
veys undertaken during the mid-1980s at Berkeley and elsewhere showed that
bodily source domains were prevalent not only for the semantics of English, but
also for languages as distant from it as Japanese and Mixtec. However, it is equally
important to note that the languages did vary cross-culturally as to which particular
bodily source domains were used to understand a given target domain and with
respect to how these patterns were represented linguistically.

With respect to historical semantic change, Sweetser has argued that the di-
rection of such change is motivated by the embodiment hypothesis. For instance,
she documented a directionality within Indo-European languages for metaphors
such as KNOWING IS SEEING, arguing that the terms which came to be the ordinary
ones for abstractions such as knowing were at an earlier time restricted to em-
bodied perceptual capabilities, such as seeing, grasping, hearing, smelling, tasting,
and feeling. In a now standard example, she traces the transition of the Indo-
European root *weid ‘see’ through the Greek eidon ‘to see’ and, in its perfective
form oida ‘sight, know’, to the English terms idea, wit, and witness, which retain
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none of their visual sensibility to most native English speakers (1990: 23—48). By
observing how a wide range of embodied perceptual terms systematically lose their
perceptual connotations as they acquire their intellectual meaning, she proposed
that there exists a large-scale temporal constraint on the directionality of semantic
change. In the following quote, she compares this new constraint with the well-
established constraint in linguistics on the directionality of phonological shifts
from /b/ to /p/and /g/ to /Kk/.

If we are willing to look at such large-scale, systematic historical connections
between domains of meaning, it becomes evident that not all of semantic change is
as whimsical and perverse as has often been assumed. True, prediction of any
individual change remains impossible and seems unlikely to become possible in
the future. Phonological and morphological change cannot be predicted on an
individual basis either, so surely no one expects specific-case predictions for se-
mantic or syntactic change. However, in many semantic domains it seems pos-
sible to determine what would be natural as opposed to unnatural directions of
change, just as in phonology we know that voiced stops would be likely to de-
voice in final position or to become fricatives in intervocalic position, rather than
the other way around. (Sweetser 1990: 46—47)

The direction of semantic change is for languages to utilize terms for perception as
terms for knowing, rather than from terms for knowing to terms for perception.
We understand knowing as seeing, but not seeing as knowing. Historical semantic
change may thus be said to be strongly motivated by the embodiment hypothesis,
though it may not be exactly predicted by it—much in the same way as the his-
torical phonological shifts exhibit motivated regularities.

In the preface to The Body in the Mind, Johnson (1987: xii—xiii) presented six
converging bodies of evidence for the embodiment hypothesis understood as a di-
rectional constraint on meaning. This list included not only cross-cultural research
on metaphor and historical semantic change but also work on prototypes in catego-
rization, the framing of concepts, polysemy, and inferential patterns in metaphor.
Near the same time, other research in Cognitive Linguistics (such as Langacker’s 1987,
1991 cognitive theory of grammar—a theory motivated by spatial relations) con-
tributed to an increasing focus on the role of the body in shaping linguistic and
conceptual structure generally, and not just within a thread of semantic theory.
In work that also appeared that same year, Lakoff (1987) characterized the experi-
entialism (or experiential realism) at the core of the embodiment hypothesis as
including

everything that goes to make up the actual or potential experiences of either
individual organisms or communities of organisms—not merely perception,
motor movement, etc., but especially the internal genetically acquired makeup
of the organism and the nature of its interactions in both its physical and
social environments. (Lakoff 1987: xv)

Experiential realism, as Lakoff defined it, was to be in direct contrast with the
traditional philosophical conception of meaningful thought and reason as the
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manipulation of symbols that correspond to an objective reality that is independent
of the particular kind of embodiment of the organism. By 1987, the embodiment
hypothesis had explicitly grown much more ambitious in scope than in its more
humble origins as a generalization about the directionality of metaphors. Physiol-
ogy, temporal development, and organism-environment interactions as well as
linguistic evidence were explicitly expected to play a role in an increasingly broad
theoretical hypothesis which purported to explain an ever larger amount of lin-
guistic phenomena.

The enlarging scope of the embodiment hypothesis led to criticisms that its
central tenets were underspecified. For example, the idea of embodied “experi-
ential gestalts” as natural kinds of experience needed further explanation. Building
on work done at Berkeley by Talmy (1985, 2000) on the role of force-dynamic
patterns in shaping syntactic constructions, Johnson developed a theory of image
schemas. He defined an image schema as a recurrent pattern, shape, or regularity
in, or of, our actions, perceptions, and conceptions. He argued that “these patterns
emerge primarily as meaningful structures for us chiefly at the level of our bodily
movements through space, our manipulation of objects, and our perceptual inter-
actions” (1987: 29). For example, the CONTAINMENT schema structures our regular
recurring experiences of putting objects into and taking them out of a bounded
area. We can experience this pattern in the tactile modality with physical containers,
or we can experience this pattern visually as we track the movement of some object
into or out of some bounded area or container. It is particularly important to see
that an image schema can also be experienced cross-modally; for example, we can
use the visual modality to guide our tactile and kinesthetic experience when we
reach into a container and grasp an object.

Johnson argued that these patterns can then be metaphorically extended to
structure nonphysical, nontactile, and nonvisual experiences. In a particularly strik-
ing set of examples, he traced many habitual notions of containment we might
experience during the course of a typical morning routine: we wake up out of a
deep sleep, drag ourselves up out of bed and into the bathroom, where we look into
the mirror and pull a comb out from inside the cabinet. Later that same morning we
might wander into the kitchen, sit in a chair at the breakfast table, and open up the
newspaper and become lost in an article. Some of these experiences are spatial and
physical but do not involve the prototypical coNTAINMENT image schema (as in the
example of sitting in a chair), while some of these experiences draw on purely
metaphorical extensions of CONTAINMENT (as in the example of getting lost in the
newspaper article).

Such image schemas are preconceptual embodied structures of meaning in at
least two important ways. First, image schemas are developmentally prior to con-
ceptual thinking, at least insofar as conceptual structure is accessible to us by means
of language. Johnson drew on work by the developmental psychiatrist Daniel
Stern (1985) and the developmental psychologist Andrew Meltzoff (summarized in
Meltzoff 1993). Stern argued that the activation, buildup, and release of emotional
tension is among the earliest and most foundational of our prelinguistic experiences:
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For instance, in trying to soothe the infant the parent could say, “There, there,
there...,” giving more stress and amplitude on the first part of the word and
trailing off towards the end of the word. Alternatively, the parent could si-
lently stroke the baby’s back or head with a stroke analogous to the “There,
there” sequence, applying more pressure at the onset of the stroke and light-
ening or trailing it off toward the end. .. the infant would experience similar
activation contours no matter which soothing technique was performed. (Stern
1985: 58)

As infants we experience these patterns of feeling (image schemas) before
we develop a linguistic self, and these image schemas are not unique to any one
perceptual modality but have a structure which is shared across them.

Second, Johnson argued that image schemas are preconceptual in that they can
underlay multiple different conceptual metaphors. We can extend—by means of
metaphor—these directly emergent experiences to characterize nonspatial expe-
riences, such as falling into a depression or getting lost in the newspaper. Further,
we can project the inference patterns of the CONTAINMENT schema into the met-
aphorically structured domain. For example, just as we reason that the deeper an
object is in a container the harder it will be to get it out, we reason that the deeper
someone is in a depression the harder it will be to get them out of their depression.
It is important to note that image schemas serve as the preconceptual basis for
metaphors in both a developmental and a structural sense. The embodiment hy-
pothesis is thus not only a hypothesis about how image schemas and conceptual
metaphors structure adult cognition, but about the ontogenetic acquisition of
metaphorical structure as humans develop from infants to adults.

Though calling patterns which are supposed to be cross-modal “images” may
seem to be a little misleading, Johnson fortuitously chose the term “image sche-
mas” in accordance with burgeoning research in the cognitive sciences on the role of
images in our embodied mental conceptualization. In the early 1970s, the psy-
chologists Shepard and Metzler (1971) asked experimental subjects to determine
whether a pair of two-dimensional pictures of three-dimensional objects were
identical. They discovered that subjects rotated these objects mentally at a fixed
speed of approximately 60 degrees each second, suggesting that humans manip-
ulated the images as a whole. Their discovery touched off a powder keg of con-
troversy, as the then prevalent view of the mind as a symbol manipulation system
favored a theory in which perceptual images were decomposed into image-inde-
pendent propositional representations, much as they would have been represented
in the computers of that time (Kosslyn 1980, 1994).

Shepard and Metzler’s (1971) original work on visual imagery was one of the
key factors which led to a revolution in the cognitive sciences in which the mind
and brain are now increasingly understood to be organized in terms of image-like
wholes. This revolution has been most dramatically borne out by convergent evi-
dence from cognitive neuroscience (Kosslyn 1994; Kosslyn et al. 1995). In particular,
researchers using neuroimaging and neuroanatomic techniques have been able to
isolate regions of the cortex which maintain topologically consistent images of, for
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example, the visual field as perceived, top-down visual imagery, and spatial (i.e.,
nonvisual, tactile, or kinesthetic) imagery. As the Shepard and Metzler results
suggest, humans have topologically mapped neural circuitry for both the visuali-
zation and the visual perception of spatial form. Similarly, starting in the 1930s, the
neurosurgeon Wilder Penfield and colleagues had shown that the somatosensory
and motor regions of the human cerebral cortex topologically map the body’s
tactile and kinesthetic experience. Such image-like maps are considered to be to-
pological because they preserve the contours of perceptual experience.

Similar topological maps of perceptual experience have been found for the
other sensory modalities, such as pitch maps for auditory experience. We now
know that these topological maps are refined into more selective maps which
respond to higher-order and more selective kinds of contour patterns. Though
recent work on grasping schemas in humans and monkeys is promising (Gallese
and Lakoff 2005), the current state of cognitive neuroscience stops short of speci-
fying neural maps embodying the exact sets of perceptual contour patterns Johnson
identifies as image schemas. This is especially true when image schemas are con-
sidered as perceptuolinguistic structures, though several recent experiments com-
paring linguistic and perceptual stimuli have shown promise (Hauk, Johnsrude,
and Pulvermiller 2004; Rohrer 2005). At present, the possible neurophysiological
instantiation of image schemas remains an intriguing area for future research. Yet
the embodiment hypothesis’s proposal of image schemas is still highly consistent
both with the known facts about neurophysiology, particularly the ways in which
the visual system and other perceptual modalities map perceptual experience, and
with the kinds of structures we observe in linguistic conceptualizations.

5. CONTEMPORARY FORMULATIONS
OF THE EMBODIMENT HYPOTHESIS

In their recent work, Lakoff and Johnson have turned much of their attention away
from embodiment defined broadly as experientialism and toward investigating
how the bodily substrate shapes language, although they would certainly argue for
the importance of continued research on the cultural and social dimensions. It is
crucial to see that their current neural conception of the embodiment hypothesis is
much more than the simpleminded argument that our conceptual structure must
have some neural instantiation. Introducing their most recent formulation of the
embodiment hypothesis, Lakoff and Johnson observe that while even the tradi-
tional view of the disembodied mind maintains the minimal position that concepts
must have some neural representation, the embodiment hypothesis must go much
farther: “Advocates of the disembodied mind will, of course, say that conceptual
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structure must have a neural realization in the brain, which just happens to reside in
a body. But they deny that anything about the body is essential for characterizing
what concepts are” (Lakoff and Johnson 1999: 37). To work in cognitive science,
this version of the embodiment hypothesis makes an analogy which argues that
conceptual and perceptual processes share many of the same physiological and
neurophysiological subprocesses.

To see the analogy clearly, consider some more examples drawn from the
literature on mental imagery. In an experiment done by Stephen Kosslyn and col-
leagues (Kosslyn et. al. 1995; see also Kosslyn 1994), the subjects were either asked to
form a mental image within a grid on a computer screen or presented with an
equivalent visual image on a computer screen. By comparing the two experimental
conditions in a brain-imaging PET study, these researchers were able to show that
many of the same areas of the brain were active both under the imagery and the
perceptual task conditions. The results of Kosslyn and his colleagues show that a
“top-down” volitional task such as mental imagery (visualization) utilizes the same
subprocesses as a “bottom-up” task like visual perception. Similarly, language may
well share common subprocesses with the portions of perceptual systems.

This idea of shared bodily subprocesses which underlie both cognition and
perception is at the core of the present formulation of the embodiment hypothesis.
The analogy between the form of the argument for the embodiment hypothesis and
the form of the foregoing argument about visual imagery and visual perception can
be made explicit: just as visual imagery shares and builds upon the processes the
brain and body use to perceive visual images, so conceptual structure generally
shares and builds upon perceptual processes. Of course, the argument that per-
ceptual and conceptual structure share the same subprocesses is much more am-
bitious in scope than the foregoing argument about two kinds of tasks which take
place in one modality (i.e., vision). However, Lakoff and Johnson currently for-
mulate the embodiment hypothesis in precisely this fashion:

The embodied-mind hypothesis therefore radically undercuts the perception/
conception distinction. In an embodied mind, it is conceivable that the same
neural system engaged in perception (or in bodily movement) plays a central role
in conception. That is, it is possible that the very mechanisms responsible for
perception, movements, and object manipulation could be responsible for con-
ceptualization and reasoning. (Lakoff and Johnson 1999: 37—38)

What is crucial to the argument of the embodiment hypothesis is that the same
neural mechanisms which are responsible for “lower-level” activities like percep-
tion and movement are taken to be essential to “higher-level” cognitive abilities,
namely to our reasoning and conceptualization. Thus, on their view Lakoff and
Johnson argue “that the very properties of concepts are created as a result of the
way the brain and body are structured and the way they function in interpersonal
relations and in the physical world” (1999: 37). The way these properties are created
is by means of conceptual metaphors which project cross-domain image-schematic
patterns, which in turn are drawn from the more specific structures within visual
perception, locomotion, object manipulation, and so on. At some of the “top levels”
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of investigation—studies on language and categorization in linguistics and phi-
losophy—the research which has already been done on metaphorical structuring
provides the largest bodies of evidence in favor of the embodiment hypothesis.
There is considerable evidence that we do categorize and organize our linguistic
structure in ways which are shaped by these kinds of phenomena. What remains to
be done, however, is the project of establishing how specific neural and physio-
logical mechanisms are recruited to provide that conceptual organization and how
they develop and vary in differing physical environments and cultures.

Though they admit that much of their current research paradigm is far less a
neurophysiological model and more a computational model of what such mech-
anisms might be, Lakoff and Johnson summarize recent efforts in the neurocom-
putational modeling of metaphor and semantic structure that show how low-level
image-schematic structure can be preserved by structured connectionist models
that draw on known neural structures for the types of information taken as inputs.
For example, Regier (1992, 1996) has investigated how spatial relations terms such
as up, down, and above can be learned by structured connectionist networks
that utilize low-level schematizations which have plausible neural analogues in
the neuroanatomy of visual perception. Although the other research (Bailey 1997;
Narayanan 1997) in this approach to the neurocomputational modeling of lan-
guage, resting on mathematically reducible analogues to “pure” neural network
models, is even more distant from identifying its plausible neural analogues, Lakoff
and Johnson also cite that work as support for the embodiment hypothesis. Al-
though thus far they have largely omitted the discussion of actual neurophysiol-
ogy in favor of discussing such computational models, that deficiency speaks
more about the paucity of the current research on the neurophysiology of mean-
ing. They are quite explicit in acknowledging both its importance and their in-
ability to do full justice to the neurophysiological issues at this early stage of the
research.

Over the course of this brief history of the embodiment hypothesis, I have
traced the evolution of several senses of the term. I have traced its gradual evolution
and expansion from simply a hypothesis about the grounding of conceptual meta-
phors to one which has grown increasingly large in scope throughout its dialogue
with other branches of cognitive science. This increase in scope has led to the
present confusion as to what exactly the term “embodiment” is to mean within
Cognitive Linguistics. For example, some theorists have argued for a return to a
more culturally situated theory of embodiment (Zlatev 1997; Sinha 1999), while
others press onward with attempts to ask what embodiment means in its physio-
logical and neural senses (Lakoff and Johnson 1999). What we have lacked is a
coherent framework which can tie these differing senses of the term together. While
Lakoff and Johnson (1999: 112—13) offered a three-tiered proposal with cognitive,
neurocomputational, and neurobiological levels of investigation, the usefulness of
their proposal is limited by its tight focus on their particular research program, the
Neural Theory of Language. In the following section, I argue for adopting a more
sophisticated and widely used theoretical framework from the cognitive sciences as
an aid in clarifying the full range of current research of Cognitive Linguistics.
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6. THE ‘LEVELS OF INVESTIGATION’
THEORETICAL FRAMEWORK

In developing a broader theoretical framework for use in Cognitive Linguistics (see
table 2.1), I have made use of Posner and Raichle’s (1994) schematization of the
levels of investigation in cognitive science. The most basic organizing criterion of
this theoretical framework is the scale of the relative physical sizes of the phenomena
which produce the different kinds of social, cognitive, or neural events to be studied.
Physical size (expressed in meters) is mapped vertically in the rows of the table,
providing a relative distribution of the “higher to lower” levels of cognitive pro-
cesses. The first column presents examples of what the relevant physiological
structures are at a given physical scale, while I give a general name to each level of
investigation in the next column. For instance, at the communicative, cultural, and
social level, we primarily study language as it is used between people, and hence at a
physical size scale of roughly 1m and up when we make observations as to the
emergence or frequency of a particular metaphor in a videotaped or written corpus,
and so on. Alternatively, it is possible to focus on a single individual’s performance
on linguistic tasks via measures which focus on the individual’s body, such as the
reaction time elapsed or the galvanic skin response conducted when the individual
reads an emotionally salient metaphor. Similarly, we could also conduct experi-
ments designed to measure either neuroanatomic regions or single-cell activity in
response to analogous linguistic tasks. Thus, I describe the level of investigation in
accordance with the kinds of cognitive processes measurable given the method-
ologies used at that order of physical size.

In order to preserve Posner and Raichle’s insight that it is profitable to con-
sider how the inquiries into similar questions change at various levels of investi-
gation due to the constraints of the observational apparatus and method, the
“Tasks” column of this theoretical framework specifies for Cognitive Linguistics in
particular some typical relevant experimental or explanatory tasks. The next col-
umn lists some of the relevant theoretical constructs operative at each level of
investigation, while the final column presents some of the various methods used to
study phenomena at each level.

This framework can be used to situate the wide methodological array of stud-
ies on various topics of interest to cognitive linguists, such as metaphor, mental
imagery, categorization, frames of reference, emotions, and so on. This type of
theoretical framework is now fairly common within much of cognitive science, but
Cognitive Linguistics has been slow to give explicit attention to the problem of how
we are to theoretically situate and reconcile these different levels of investigation.

I have explicitly included a level of cultural and communicative analysis. By
choosing to include a level situated at the “1 m and up” physical size scale, I mean
to highlight that human language should be considered not just in terms of the
physiological size of the central nervous system, but also in terms of the standard
scale of the interactional distance we use in speaking with one another. Language is



Table 2.1. Theoretical framework for the embodiment hypothesis in cognitive science as applied to Cognitive Linguistics

Typical Cognitive

Size Physiological Level of Linguistics Theory Sample Operative Sample Methods
(in m) Structures Investigation Explanatory Tasks Theoretical Constructs of Study
1 and up Multiple central Communicative Uses of widespread Complex conceptual Linguistic analysis,
nervous systems and cultural cultural metaphors in metaphor, conceptual cross-linguistic typology,
systems in interpersonal blends, disanalogy, discourse analysis,
anthropology, communication; subjectification cognitive anthropology
language, science, syntactic and semantic
and philosophy change
5102 Central nervous Performance Understanding Complex conceptual Verbal report, observational
systems domain: Cognitive, metaphors, extending metaphor, conceptual neurology, and psychiatry,
conceptual, metaphorical inferences blends, disanalogy, cognitive, and
gestural, to novel cases, primary metaphor, developmental studies
and linguistic facilitation of related metaphor mappings, examining reaction
systems as information; inference generalizations time (RT)

performed by
individual subjects

use of slang; testing
choice of syntactic

form given extralinguistic
semantic task

(continued)
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> Gross to

10 'to10
medium size
neural regions
(anterior
cingulate,
parietal lobe,

etc.)

102 to 10* Neural
networks, maps

and pathways

102 to10°° Neurons,

cortical columns

Less than 107° Neuro-transmitters,
ion channels,

synapses

Neural systems

Neuroanatomy:
Neural circuitry in
maps, pathways,
sheets

Neurocellular
systems: Cellular
and very small
intercellular
structures

Subcellular
systems:
Subcellular,
molecular, and
electrophysical

Activation course in
somatosensory,
auditory, and visual
processing areas when
processing conceptual
metaphor or
multimodal perceptual
experiences

Neuroanatomical
connections from
visual, auditory,
somatosensory regions
to language areas

Fine neuroanatomical
organisation of
particular structures
recruited in lang.
processing

None—beyond
theoretical scope

Conceptual metaphor
mappings, primary
metaphor, conceptual
blends, disanalogy,
image schemas,
topological maps

Image schemas,
primary metaphor,
topographic maps,
convergence zones

Orientation-tuning
cells; ocular
dominance columns

Neurotransmitter,
synapse, ion
channels

Lesion analysis,
neurological dissociations,
neuroimaging with
fMRI and PET,

ERP methods,
neurocomputational
simulations

Electrocellular recording,
anatomical dyes,
neurocomputational
simulations

Electrocellular recording,
anatomical dyes,
neurocomputational
simulations

Neuro-pharmacology,
neurochemistry,
neurophysics
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not learned in isolation nor are words uttered in a vacuum, and research in Cog-
nitive Linguistics should include this level of investigation. Investigations at the
cultural level are occasionally given short shrift by some strains of cognitive science,
but this has been and should remain a strong point of Cognitive Linguistics.

While this table representing the framework gives a good overview of the re-
lationship between body, brain, and culture, it is not as illustrative for issues
pertaining to evolutionary, historical, and developmental time scales, which may be
considered at any of these levels. For example, both diachronic semantic change
and the evolution of the larynx are important to Cognitive Linguistics. However,
this failing is more a limitation of the imagery of a two-dimensional table than of
the theoretical framework itself. If we were to add another axis for time perpen-
dicular to the surface plane of the table, we could then imagine this framework as a
rectangular solid. I have omitted representing this dimension because such an
illustration would make it difficult to label the levels, but I make it explicit here
because both the developmental and evolutionary time courses of these phenomena
are crucial components of understanding how studies at these levels interact. An
obvious example in language research is the fact that a study on second-language
acquisition at one of these levels of investigation done at one point in stage of
development would likely differ from a very similar study at the same level, but at
another developmental stage. Such temporal concerns are an important, if some-
times neglected, dimension of variability.

Elsewhere, 1 have discussed the details of the pragmatic application of this
framework to issues such as spatial frames of reference (Rohrer 2001), but for a
briefer example of its application, consider some of the research done on the em-
bodiment and conceptualization of anger. Kovecses (1986, 1995) has argued that the
conceptual metaphor ANGER IS THE HEAT OF A FLUID IN A CONTAINER has a phys-
iological basis in universal bodily experiences such as the elevated skin tempera-
tures of the anger response, as measured by Ekman (1982, 1999). However, in a more
experientialist vein, Geeraerts and Grondelaers (1995) critiqued Kovecses’s research
as ahistorical and acultural, arguing that historical lexicography shows that these
metaphors have been inherited from the humoral theory of medieval Western
science. Yet their critique seems at least partially rebutted by several cross-cultural
analyses of the metaphors for anger in non-Indo-European languages, such as
Matsuki’s (1995) study of Japanese, where somewhat similar HEATED FLUID meta-
phors have been found.

Note that this controversy, centering on the question of change across time
and culture, evokes the “universalist-relativist” philosophical debate on objectivity;
however, and as the American pragmatist philosopher John Dewey (1917) noted,
such debates are notoriously unhelpful to the continued inquiry that characterizes a
genuine objectivity. A more pragmatic response might be to see these studies as the
result of using differing methodologies at different levels of investigation to study
the embodiment of anger. Applying this theoretical framework, we could seek to
identify questions which investigate multiple dimensions. We might then expand
the scope of the inquiry from the bodily and performative level of the framework to
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the communicative and cultural level: Was the humoral theory also physiologically
motivated? Does this metaphor exist in any Indo-European linguistic evidence
which predates the appearance of humoral theory? Did the Japanese metaphor
arrive via Western contact, or did it emerge independently? And, to what extent
does the Japanese conceptualization rely on shared underlying conceptual meta-
phors such as THE BODY Is A CONTAINER? Alternatively, a cognitive psychologist
might frame a further inquiry at the performative level by measuring, via reaction
times, heart rates, and/or skin temperature, whether Japanese and Indo-European
language speakers exhibit similar physiological responses to differing variants of this
metaphor. Or one might also measure whether subjects who were recently taught
humoral theory would be quicker to use (or comprehend) passages containing this
anger metaphor than other anger metaphors.

Thus, this controversy, along with many others in Cognitive Linguistics, is not
simply a matter of “either-or,” with one position being correct to the exclusion of
the other. Instead, and from the perspective of this theoretical framework, the
controversy results from measuring different but equally important dimensions
of human embodiment. Once we recognize this fact, we can take concrete steps
to investigate how these dimensions interact on a particular question. We are
as unlikely as ever to resolve the “relativism-universalism” debate, so it is better to
situate our questions, specify the scale and scope of our investigations, and look at
how the conscious, experiential embodiment and the physiological embodiment
interact in language.

7. CONCLUSIONS

If the answer to the basic problem of language—How do we share meaning?—
could only be as simple and childlike as the question, then there might be no
controversy about defining, in precise and narrow terms, what exactly the term
“embodiment” means. The actual details of science are rarely neat and tidy, how-
ever, and even the most widely accepted scientific maxims are only incontrovertible
so long as serious attention is placed elsewhere. We have barely begun to investigate
the mechanics of how embodiment shapes and constrains meaning, of testing and
validating the claims made by Cognitive Linguistics at the psychological and
neurophysiological levels, of examining how embodiment shapes cultural artifacts
such as watches, dials, and gauges, and of how the social and cultural context alters
what embodied source is being used by a particular speaker. This project has
necessarily enlisted anthropologists, sociologists, psychologists, and neuroscientists
to work alongside linguists. The complexity of the survey that I have given will only
be deepened by the details in the chapters which follow.
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CHAPTER 3

CONSTRUAL AND
PERSPECTIVIZATION

ARIE VERHAGEN

1. INTRODUCTION

A fundamental principle in Cognitive Linguistics is that semantics is, indeed, pri-
marily cognitive and not a matter of relationships between language and the world
(or truth conditions with respect to a model). This principle becomes especially
manifest in the research into facets of meaning and grammatical organization
which crucially makes use of notions such as “perspective,” “subjectivity,” or
“point of view.” What these notions have in common is that they capture aspects
of conceptualization that cannot be sufficiently analyzed in terms of properties of
the object of conceptualization, but, in one way or another, necessarily involve a
subject of conceptualization. A strong incentive for this type of research stems
from the awareness that the more linguistic problems can be solved by making
use of these notions, the more (heuristically) successful the fundamental princi-
ple is; in addition, this research is motivated by the awareness that the best way
to make these notions relevant for linguistic analysis is not given a priori and
thus requires empirical investigation. It is therefore not surprising that there is in
fact quite a large body of research into such nonobjective facets of linguistic
meaning.

The cover term that has come to be used for different ways of viewing a par-
ticular situation is “construal.” At a very elementary level, construal is a feature of
the meaning of all linguistic expressions, if only as a consequence of the fact
that languages provide various ways for categorizing situations, their participants
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and features, and the relations between them. Speaking thus always implies a
choice:

A speaker who accurately observes the spatial distribution of certain stars can
describe them in many distinct fashions: as a constellation, as a cluster of stars, as
specks of light in the sky, etc. Such expressions are semantically distinct; they re-
flect the speaker’s alternate construals of the scene, each compatible with its
objectively given properties. (Langacker 1990a: 61)

The fact that a particular situation can be construed in alternate ways should, from
a cognitive linguistic perspective, not come as a big surprise or require extensive
justification. What is more important linguistically is that languages systematically
provide means for different kinds of construal. For instance, the distinct descrip-
tions of a single phenomenon given in the quotation from Langacker above differ
in (among other things) the frames of knowledge with respect to which the con-
ceived situation is characterized: a particular distribution of stars is only consid-
ered a constellation in a culturally shared traditional frame of knowledge about
the structure of the sky, while this framework is not required for conceptualiz-
ing it as a cluster. So one type of construal involved in these examples crucially
involves frames of knowledge (or “Idealized Cognitive Models”). Another type,
also involved here, focuses on the compositionality of the conceptualization: both
a cluster of stars and specks of light in the sky evoke their objects of conceptuali-
zation by combining several elements into a whole in some particular way, while
the lexical item constellation does not. Then again, specks of light in the sky (with
the plural noun specks as its head) focuses on the multiplicity of the phenome-
non observed, whereas constellation and a cluster of stars impose the construal of a
coherent unit (with the cluster constituting a “multiplex” one in the sense of Talmy
2000a: 59).

This simple example already shows that there are several dimensions along
which construals may vary. Cognitive linguists, most notably Langacker and Talmy,
have proposed a number of classification schemes for construal phenomena, in at-
tempts to organize them into a relatively small number of basic types. However,
these classificatory systems seem to exhibit a substantial amount of arbitrariness.
This is partly due to the fact that research into construal phenomena, while ubiqg-
uitous in ordinary language and therefore highly important, has at the same time led
to a large increase in the number of known distinct construal operations. Therefore,
it is useful to consider a few more types of construal before considering the clas-
sification proposals. It should be evident, though, that this cannot be a compre-
hensive list of construal phenomena.
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2. THE DIVERSITY OF CONSTRUAL
PHENOMENA

One of the first construal operations to have been recognized as linguistically highly
relevant is the “Figure/Ground” distinction, well known from studies in Gestalt
psychology. It was introduced into Cognitive Linguistics (even before it was known
under that name) through the work of Talmy (1978). In visual perception, one
element may be the focus of attention—the “Figure”; it is perceived as a prominent
coherent element and set off against the rest of what is in the field of vision—the
“Ground.” This psychological distinction is reflected in many linguistic distinc-
tions, lexical as well as grammatical. Consider, for instance, the expressions X is
above Y and Y is below X; while these expressions denote the same spatial config-
uration, they are semantically distinct in that they reflect different selections of the
participant that is to provide the Ground, with respect to which the other partic-
ipant, as Figure can be located. A well-known example of a grammatical alternation
in which the construal of a participant as either Figure or Ground constitutes part
of the semantic difference is the active/passive contrast.

The meanings of lexical items quite generally include a subtype of this Figure/
Ground construal. Consider the meaning of the word uncle, which presupposes a
background network of kinship relations, and foregrounds one particular node in
it. More generally, a lexical item usually designates, or “profiles” (in Langacker’s
terminology), a substructure within a larger structure (the “base”), and knowing
what larger structure is involved is part of knowing the meaning of that item. The
words finger and thumb, while profiling different substructures, share the con-
ception of a hand as their base; the same holds for ceiling and floor with respect to a
room, and so on. A general linguistic reflex of this phenomenon is found in con-
straints on expressions denoting part-whole relationships; these may not “bypass”
base-profile relations. While The hand of this animal has three fingers is felicitous,
2The arm of this animal has three fingers is definitely awkward, and This animal has
three fingers has an entirely different meaning.

Profile-base distinctions also exist in the domain of time. The flow of time
constitutes (part of) the base of the meaning of verbs. Different lexical verbs may
profile different “slices” of time, backgrounding and foregrounding different features
(thus producing different “aspectual” profiles). For example, think and read present
processes that are construed as ongoing, not involving a change in the period of time
being focused on, while arrive and promise present processes that crucially involve
a change at the time being focused on. Grammatical constructions may impose a
particular kind of profile on the temporal interpretation of a situation. For example,
the English progressive construction (be + V-ing) can be said to impose a particular
profile on the interpretation of the clause, backgrounding any boundaries (beginning
and end point) of the designated process, irrespective of the meaning of the verb (see
also Michaelis 2004; Boogaart and Janssen, this volume, chapter 31).



CONSTRUAL AND PERSPECTIVIZATION 51

Another important construal operation is based on the fact that objects and
situations can be perceived at different levels of “resolution,” or “granularity.” One
linguistic correlate of this cognitive feature is the fact that lexical categories may form
taxonomic hierarchies consisting of various levels of specificity (e.g., Palomino, horse,
mammal, animal, living thing, thing). Each of these levels corresponds to our per-
ception of things at different degrees of granularity. This in itself already allows
language users to describe events at different levels of specificity (or, conversely,
schematicity). Some of the most common verbs in a language are highly schematic
(e.g., English be, have, do, and make), allowing a speaker to characterize a situation
without paying attention to all the details of the specific state or process involved.
Thus, the same objective situation can be described as The young physicist wrote an
original book, The physicist wrote a book, The scientist produced a publication, The
woman made something, or She made something. Often, the role of verbs in a con-
struction is to provide specifics to the schematic conceptualization evoked by the
construction. For example, They made their way through the forest, although itself a
specific case of a transitive template, still evokes a rather schematic image of over-
coming resistance and movement, while They cut their way through the forest provides
more details about the means of “way-making.” The function of modifiers is to
allow for representations with a high degree of specificity on the basis of (clausal and
nominal) templates that are in themselves only rather schematic for types of events—
that is, modifiers also make specificity possible without the need for more templates.

An example of grammatical construal involving different levels of granularity
is provided by those causative constructions which code the causal and the result
components of an event separately (e.g., English to make something happen). Such a
construction construes an event with a higher degree of resolution than a causal
lexical verb would; compare, for instance, to make someone believe something with
to tell someone something. This, in turn, allows variation in explicit, highly granular
construals of causal relationships, with distinctions such as those between fo make
someone believe something and to let someone believe something.

The construal phenomena discussed so far variously impose structure on con-
ceptualizations in ways that do not immediately follow from their content, which
is why they are considered cases of construal in the first place. Another form of
construal consists in understanding one conceptualization in relation to another
one. For example, tense marking in a finite clause in English relates the situation
mentioned in the clause to the conceptualization of the communicative situation
(roughly, as overlapping or not), which is why the category of tense is considered
“deictic”—along with such elements as personal pronouns (with I and you iden-
tifying participants in the conceived situation as communicative participants and
third-person pronouns identifying situation participants as not participating in the
communicative process) and adverbs like here, now, there, and then. Other ways of
understanding one conceptualization in relation to another are by establishing
similarity or any sufficiently salient contingent connection—these two constitute
the basis (albeit not exhaustively) for metaphor and metonymy, respectively—or by
establishing contrast (e.g., negation) or scalarity (e.g., comparison).
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Not only can construals of events be different within languages, but also across
languages; that is, there exist typological distinctions in terms of construal—an
issue related to the issue of linguistic relativity. For example, languages may not
only have different means available to organize spatial relations, they may also
differ radically in the way space is conceptually structured. In such cases, individual
speakers have little or no freedom of choice to pick one construal over another, as
their language simply lacks some of the “options.” Nevertheless, what is involved is
still different construals of similar experiences or phenomena.

One type that has traditionally received much attention is the different ways
motion events are expressed linguistically in languages such as English, on the one
hand, and languages such as Spanish, on the other (see Talmy 2000b: 21-67, for a
recent comprehensive overview). In English, the verb in a sentence expressing a
motion event usually also encodes (features of) a “co-event,” such as manner (to
slide, to roll, to bounce, etc.) or cause or instrument (fo push, to blow, to chop, to
pound, etc.), while the direction of movement may be indicated by optional adjuncts
(into the water, etc.). In Spanish, on the other hand, the verb is mostly required
to mark some aspect of directionality, and factors such as manner or instrument
may be expressed by means of adjuncts (. ..entré a la casa bailando *. . . entered
the house dancing’). Spanish, encoding the path component of motion in the verb,
is called a “verb-framed language,” while English is called a “satellite-framed lan-
guage.” Since verbs are obligatory elements in clauses expressing events, the two
types of languages conventionally impose different construals on the conceptu-
alization of motion events. It is findings of this type that have given rise to a
research program, especially executed by Talmy, into the questions of what the
typological variation in construal among languages is and what kind of factors are
involved in it.

Another highly intriguing question triggered by this kind of typological results
concerns the influence of conventional construal patterns in a language on the
thought processes of its speakers (see Bowerman 1996; Levinson 2001). With respect
to the distinction between satellite-framed and verb-framed languages in the do-
main of motion events, Slobin has developed his concept of “thinking for speak-
ing”; the idea is that the grammatical patterns of a native language force its learners
to habitually pay attention to those features of events that are necessary for ex-
pression in linguistic communication (Slobin 1996)—this issue is developed further
by Pederson in chapter 38 of the present Handbook.

In view of the multitude of possible construal operations and their diverse uses
across languages—which has become apparent even from this brief overview—a
number of interrelated questions can be raised. How are construal operations
related to each other? Are there basic types of construal? Which construal rela-
tions share which properties? Can linguistic expressions be exhaustively charac-
terized as belonging to certain types and not others? One additional consideration
that gives rise to these questions is the fact that certain phenomena systematically
seem to allow for more than one classification. For example, the fact that a phe-
nomenon allows for construal at different levels of specificity is at least to some
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extent related to the fact that it can be seen as similar to other phenomena: the
higher the schematicity, the more general the category to which it is assigned, and
thus the larger the set of phenomena that are considered similar. Or consider the
English progressive above, which was characterized in terms of profiling
(backgrounding of the boundaries of a process unfolding in time); an alternative
way of characterizing the progressive might be in terms of viewpoint: the position
from which the situation is viewed is contained in the ongoing process itself (so
that any boundaries are not “in view”). Considerations like these also make the
question which types of construal operations there are, and how they are con-
nected, an urgent one. So let us now turn to the issue of classifying construal
phenomena.

3. CLASSIFICATIONS OF
CONSTRUAL OPERATIONS

Langacker (1987: 116—37) proposed the following threefold classification of con-
strual operations (then called “focal adjustments™):

a. Selection
b. Perspective
c. Abstraction

The first category concerns language users’ capacity to selectively attend to some
facets of a conceptualization and ignoring others. The second comprises linguistic
manifestations of the position from which a situation is viewed, and is divided into
four subtypes: (i) Figure/Ground alignment, (ii) Viewpoint, (iii) Deixis, and (iv)
Subjectivity/Objectivity. The third major category relates to our ability to establish
commonalities between distinct phenomena and abstracting away from differences,
and thus to organize concepts into categories. Langacker has since revised his clas-
sification, which now' looks as follows (see Langacker, this volume, chapter 17):

a. Specificity

b. Prominence
c. Perspective
d. Dynamicity

The first class (Specificity) roughly corresponds to the previous class Abstraction.
The new category of Prominence comprises especially Figure/Ground phenomena
and the phenomena formerly categorized under Selection. Perspective has remained
the same, except that of the subtype Figure/Ground has now been placed in the
Prominence category. Dynamicity is an additional category and concerns the
development of a conceptualization through processing time (rather than through
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conceived time). It is first of all connected to the inherent temporal nature of
linguistic utterances: presenting elements of a conceptualization in a different order
results in differences of meaning. But a dynamic, sequential conceptualization may
also result from the application of a dynamic concept to an object of conceptuali-
zation that is not inherently dynamic itself (as in The road winds through the valley).

Talmy (1988) originally proposed the following “imaging systems” as the major
classes of construal phenomena:

a. Schematization
b. Perspective

c. Attention

d. Force Dynamics

There is a considerable overlap between this proposal and the one by Langacker,
which in itself is indicative of the relevance of these classes. Thus, Talmy’s Sche-
matization largely corresponds to Langacker’s Specificity; both have a category
Perspective comprising similar phenomena, and Talmy’s category Attention over-
laps with Langacker’s Prominence. Force Dynamics, though, is absent from Lan-
gacker’s classification.

Talmy (2000a: 40-84) has now also revised his classification, yielding the fol-
lowing major categories:

a. Configurational Structure
b. Perspective

c. Distribution of Attention
d. Force Dynamics®

Perpendicular to these four “schematic systems,” as they are now called, there is
a “schematic category” called Domain, which includes only a very limited number
of major dimensions of construal, namely, “space” and “time.”” As such, a single
specific construal operation from the schematic system “configurational structure”
(e.g., £ boundedness) may apply to several domains. For example, in the domain of
space as well as that of time, concepts may be construed as discrete (i.e., as objects
in space and acts in time) or as continuous (as masses in space and activities in
time). This way of cross-combining construal operations is linguistically justified
by the fact that in nominalization (which converts concepts from the domain of
time to the domain of space) acts are construed as objects and activities as mass,
witness such pairs as in (1) and (2):

(1) John called me — John gave me a call.
(2) John helped me — John gave me some help.

In Langacker’s approach, Talmy’s domains of “space” and “time” correspond to
the conceptual distinction between nouns and verbs. In particular, Langacker (1987,
2005) views nouns as “things,” understood as a construal resulting from conceptual
grouping and reification, and verbs as “processes,” understood as a construal re-
sulting from sequential scanning of a temporally manifested relationship. However,
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to + cook “to cook”
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Figure 3.1. “Nominal” and “verbal” construal of the same content in different con-
structions

Langacker does not treat the noun-verb distinction as reflecting a fundamental
schematic category in itself, but rather as a special instance of Figure/Ground
organization (in particular, the profile-base organization) and of categorization.
The English noun and verb cook, for example, have a shared conceptual content, but
in one class of constructions (the cook, etc.), a different part of this content is
“profiled” than in constructions (to cook, etc.) that encode a processual construal
(schematically presented in figure 3.1).

Because of these (and other) patterns, the English word cook can be regarded as
having a schematic sense that does not impose a particular profile and thus serves
as a superordinate category for the specific nominal and verbal uses of the word
(Langacker 2005). Figure 3.2 provides a schematic representation.

It is clear from the foregoing that, while the concepts employed in Langacker’s
and Talmy’s analyses play a rather different role in their respective frameworks,
their approaches basically capture the same insights. Furthermore, they both
embrace the idea that several dimensions of construal can be involved in the
meaning of a single linguistic expression. What these two points suggest is that any
classification of construal phenomena in a particular language is likely to be at least
to some extent arbitrary, if only because linguistic units often participate in more
than a single kind of construal.

Croft and Cruse (2004: 43—46) also indicate that a classification of construal
phenomena is to some extent arbitrary or cannot be entirely motivated. For one
thing, they observe that the classifications proposed by Langacker and Talmy share a
number of features, but also that it is not obvious how the differences can be rec-
onciled. Furthermore, they point out that from both classifications, some dimensions
of construal (e.g., image schemas) are still missing and their integration into the
proposed classifications is not immediately evident. Building on an earlier com-
parison of construal classifications (Croft and Wood 2000), Croft and Cruse (2004:
45) then state that the main categories in such a classification should correspond to
psychological processes and capacities that have been established independently, by
psychologists and phenomenologists. But this requirement had, of course, already
motivated Langacker’s and Talmy’s classifications. Thus, it is no surprise that the
classification proposed by Croft and Cruse overlaps with those by Langacker and
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Figure 3.2. The word stem cook categorizing nominal and verbal construal

Talmy. Aside from some (smaller) reassignments of specific kinds of construal to
other major categories, the main difference between Croft and Cruse’s classification
and those of Langacker and Talmy is that the former is more comprehensive than the
latter ones. The main categories, according to Croft and Cruse, are:

a. Attention/Salience

b. Judgment/Comparison
c. Perspective/Situatedness
d. Constitution/Gestalt

Category (a), Attention/Salience, in general comprises the same types of con-
struals as the ones subsumed under Talmy’s Attention category (and Langacker’s
Prominence), but it also contains as subcategories certain construal phenomena
that had the status of major categories in (some version of) Langacker’s and Tal-
my’s work; specifically, it includes Langacker’s Abstraction and Talmy’s Schema-
tization (“scalar adjustments”) and Langacker’s Dynamicity. In addition, it contains
the subcategory Scope (including referent accessibility; see Ariel 1990), a category
which was not explicitly discussed by Langacker or Talmy.

The second category, Judgment/Comparison, contains the subcategories Cat-
egorization, Metaphor, and Figure/Ground. As such, we can observe that Figure/
Ground has been reassigned from the category Attention/Prominence in Talmy’s
and Langacker’s work. Furthermore, Categorization is not viewed as a Schemati-
zation phenomenon, as Talmy had it—despite the intimate connection between the
two. Then again, the inclusion of Metaphor in the classification of construal phe-
nomena makes this classification more comprehensive than previous ones.

The Perspective category is the one that is obviously most similar to that in the
other proposals. The category Constitution/Gestalt, finally, overlaps with Talmy’s
(2000a) category Configurational Structure, but also includes Force Dynamics.

What conclusions can be drawn from this survey of classifications? First of all,
although all classifications share the requirement that they should reflect general
and well-established psychological abilities, they still turn out to be considerably
different.

The proposal by Croft and Cruse, who formulate this requirement most em-
phatically, actually raises the same kind of questions as those that were raised by the
other proposals; the assignment of particular construal operations under one rubric
rather than another cannot always be clearly motivated (e.g., why, for instance,
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Fictive Motion should be subsumed under Attention/Salience and not under Con-
stitution/Gestalt?). The increase in coverage of construal operations in Croft and
Cruse’s classification in fact goes hand in hand with a further decrease of its trans-
parency. It looks as if any new construal operation being discovered requires its own
new category. Obviously, this does not mean that certain construal operations must
therefore be excluded from the theory, but rather that construal operations may vary
in so many different respects that attempts at an exhaustive classification necessarily
have a considerable degree of arbitrariness. In fact, in his contribution to the present
Handbook, Langacker states that his “classification of construal phenomena is. ..
mostly for expository convenience” (chapter 17, note 22).

An additional reason for taking up this position is the fact that these taxo-
nomies not only serve to classify the construal operations, but also the linguistic
elements that express them. Now, what has not been taken into account in any of
the classification schemes considered is the fact that the type of construal linguistic
expressions reflect may gradually change. But precisely this observation casts
considerable doubt on the feasibility of a psychologically realistic classification
scheme. We can illustrate this with the phenomenon, well known from gram-
maticalization studies, that markers of perfectivity may change into markers of past
tense. Such a change involves a transfer from the category of configurational
construal operations (imposing boundedness on the conceived event) to the cat-
egory of perspectival, deictic ones (marking the conceived event as preceding the
communicative event). However, the meaning of a linguistic unit does not shift
from one class of construal operations to another one overnight; semantic change
is gradual. The diachronic development implies that for many speakers of a lan-
guage for a long time (normally spanning several generations), these perfective
expressions reflect both types of construal, in the sense that both types remain
distinguishable for analysts. For the speakers themselves, however, it makes more
sense to assume that they operate with a complex but unitary (“Gestalt-like”)
construal operation in which the effect on the structure of the event (‘completed’)
is immediately associated with an effect on the relation of the event to the com-
municative situation (‘past’). In other words, it is part of these speakers’ knowledge
of the conventions of their language that the unit involved conveys this complex
construal. It is thus psychologically unrealistic to want to assign this particular
construal operation to one category rather than another. For the speakers, it simply
is a category in its own right, possibly sharing more or less prototypical charac-
teristics of several other types of construal, some “configurational,” some “per-
spectival.” In fact, such conclusions soon appear inevitable on the basis of research
into the details of the working of any particular kind of construal operation in
actual usage (see Cornelis 1997 on construals effected by passive constructions).

Thus, it is precisely from a cognitive point of view that one should not expect
that classifications of construal operations can be set up that are exhaustive and
complete. From this perspective, it is therefore quite appropriate that the chapters
to follow simply present the most important and well-studied types of construal
operations successively.
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The insight that a general classification scheme for construal operations is not
feasible should not obscure the fact that the set of these operations definitely ex-
hibits structure—it is not a list of totally unrelated notions. Some subsets of con-
strual operations share more features with each other than with other ones, and as
such the entire set of construal phenomena is amenable to a structure comprising
some general rubrics under which they can be subsumed on the basis of their
recurrent or shared features.

There is one such rubric that stands out as a more general dimension of
construal than other ones, namely, perspective. In view of the differences between
the different classification systems discussed above, it is striking that they show
agreement about the relevance of a class of perspectival construal operations.
Actually, this is hardly surprising since the concept of “construal” was introduced
to capture aspects of conceptualization that cannot be adequately analyzed in
terms of the object of conceptualization but require reference to a subject’s per-
ception, choice, or point of view. Accordingly, I will assume that perspective is a
central part of the entire range of possible construal relations, in fact a definitional
aspect of prototypical instances of construal.

We may think of the general rubrics under which construal operations can be
subsumed as establishing a kind of “conceptual space” for construal. A linguistic
element conventionally conveying a specific kind of construal may in principle
occupy any position in this space; elements sharing features can be thought of as
close together, forming “clusters” in this space without necessarily belonging in
preestablished, bounded regions. Starting from fundamental features of the notion
“construal” itself, the remainder of this chapter will develop a general conceptual
framework in terms of which construal operations may be characterized, as an al-
ternative to different classification schemes discussed before. On the one hand, this
framework will not provide a new exhaustive classification (nor is it intended as
one); on the other hand, it will allow us to see that still more (especially gram-
matical) phenomena may crucially involve construal (especially perspectivization)
than have already been considered so far.

4. A GENERAL FRAMEWORK
FOR CHARACTERIZING
CONSTRUAL OPERATIONS

Langacker (1987: 487-88) defines the construal relationship as follows: “The rela-
tionship between a speaker (or hearer) and a situation that he conceptualizes and
portrays, involving focal adjustments and imagery.” In this definition, the construal
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Object of conceptualization:

Subject of conceptualization:

Figure 3.3. A viewing arrangement

relation basically involves an individual (speaker or hearer), on the one hand, and a
conceived situation, on the other. Thus, it corresponds closely to Langacker’s
“viewing arrangement” (see Langacker 1987: 129; 1993: 454). Diagrammatically, this
relationship can be represented as in figure 3.3.

This configuration, being two-dimensional, already embodies one very basic
distinction between construal types. As was pointed out in section 2, some con-
struals involve the imposition of structure on the object of conceptualization, while
others consist in one conceptualization being understood in relation to another one,
in particular the communicative situation. Different sorts of structure (attentional,
force-dynamic, etc.) involve the higher, horizontal level of figure 3.3, while different
sorts of relations to the communicative situation (deixis, viewpoint, etc.) concern
the vertical relation.*

Langacker subsequently identifies the lower, horizontal level of figure 3.3 as the
“ground” (Langacker 1987: 126; 1990b: 9), which he defines as the ensemble of the
communicative event, its participants, and its immediate circumstances.” Al-
though in this definition, the ground includes participants—in plural—rather than
a singular “viewer,” no distinction is made between different speech act partici-
pants, and the graphic representations given still represent only a single “viewer”
(or “subject” of conceptualization).® Moreover, while the configuration, as depicted
in figure 3.3, is amenable to providing a wide array of cognitive abilities with respect
to various objects of conceptualization, it does not accommodate one highly hu-
man capacity, namely, to take into account other minds in relation to an object of
conceptualization. Indeed, it is a characteristically human trait to be able to identify
deeply with conspecifics. In characterizing biologically determined cognitive dif-
ferences and similarities between young humans and other primates, Tomasello

(1999: 14-15) writes:

There is just one major difference, and that is the fact that human beings ‘iden-
tify” with conspecifics more deeply than do other primates. This identification is
not something mysterious, but simply the process by which the human child
understands that other persons are beings like herself. . . and so she sometimes
tries to understand things from their point of view. . .. For purposes of exposition
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Object of conceptualization: ——

Subject of conceptualization
(Ground):

Figure 3.4. The construal configuration and its basic elements

I refer to this process generally as ‘understanding others as intentional (or mental)
agents (like the self )7

Language use, which is dependent on mutually shared knowledge of conventions,
is crucially dependent on recognizing others like oneself. So, certainly with respect
to linguistically coded conceptualizations, Langacker’s initial way of construing
the construal relationship may be treated as a special case of a somewhat more
complex configuration that incorporates the insight that language use comprises
more than one subject of conceptualization.® Consider figure 3.4.

The “ground” of any linguistic usage event consists of two conceptualizers—
the “communicator” (conceptualizer 1 in figure 3.4), who takes responsibility for
the utterance, and the “addressee” (conceptualizer 2 in figure 3.4), with whom the
communicator enters into a coordination relation—and the knowledge that they
mutually share, including models of each other and of the discourse situation. On
this view, the ground is essentially “common ground” (see Clark 1996; also Sinha
1999 for further psychological and philosophical considerations motivating this
view of “ground” and Verhagen 2005 for linguistic considerations). The point of a
linguistic utterance is, generally speaking, that the first conceptualizer invites the
second to jointly attend to an object of conceptualization in some specific way and
to update the common ground by doing so; that is, both conceptualizers are in-
volved in coordinating cognition by means of language, with one conceptualizer
taking the initiative in each specific instance. This coordination relationship be-
tween the two conceptualizers is indicated by the lower horizontal line in figure 3.4,
and the relation of joint attention between the conceptualizers and the object of
conceptualization by the vertical line.

Figure 3.4 represents a conceptual space which can be organized in different
ways and which is reflected in different linguistic expressions. Extreme cases at one
end are those in which the meaning of the expression does not in any respect
involve an element of the ground and which may thus be labeled maximally
“objective.” Schematically, the first type of situation may be represented as in
figure 3.5.
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Object of conceptualization:

Subject of conceptualization i :
(Ground): \ / \ /

Figure 3.5. Construal configuration in maximally “objective” expressions

The use of dotted lines in figure 3.5 indicates that, although the ground may be
said to figure in the interpretation of any utterance (in some “tenuous sense”;
Langacker 1990b: 9), it is not signaled by the conventional meaning of “maximally
objective” linguistic units. That is to say, these linguistic units wholly pertain to the
level of the object of conceptualization, which is indicated by the use of bold lines:
they “profile” aspects of the object of conceptualization, but none at the level of the
subjects of conceptualization or of the relation between the two levels. Such “pure”
cases are relatively rare, and artificial. One might think of “common nouns and
verbs considered in isolation (for example lamp, tree, . ..)” (Langacker 1990b: 9) or
a label like “bathroom” on a door (Theo Janssen, p.c.). Even a noun phrase such as
the horse or a simple tensed sentence (John owns a horse) are not purely objective in
this sense, as the identity of the referent or the time of the described event are
accessed via the communicative situation (which is why the article and the tense
marking are called “grounding predications”). Note also that, even though in spe-
cific utterances, a single common or proper noun may be used to attract an inter-
locutor’s attention (Wolves!) or to invite him/her to respond in a particular way
(John?), this occurrence of cognitive coordination is not due to the meaning of the
nouns, so the ground is not said to be profiled by these elements.

The construal configuration, as represented in figure 3.4, may be used to indicate
differences between linguistic units in the same language, but also between seemingly
similar elements in different languages or at different historical stages of a language
(with one element conventionally marking only certain elements of the construal
configuration, and the other some other, or more, elements). This is the way this
representation will be used in the remainder of this chapter. The extreme case at the
other end involves the mirror image of the situations depicted in figure 3.5, that is,
expressions in which only elements of the ground and/or the relationship between
them are profiled, and no aspect of an object of conceptualization is marked lin-
guistically. This is represented in figure 3.6.

Examples of such purely subjective utterances are interjections, as in greetings
(Hi),apologies (Sorry), or calls for attention (Hey). Even more simple configurations
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Object of conceptualization: ' jrrmm ey ! !

Subject of conceptualization
(Ground):

Figure 3.6. Construal configuration in highly “subjective” expressions

may be possible in which only one element is really profiled, as in noninteractional
signs of disgust or frustration (Yuck, Damn). In actual usage, however, these sub-
jective utterances also involve aspects of language users’ experience that function as
objects of conceptualization (such as what triggered the apology or the bad taste of
some piece of food), but these objective elements are not indicated by the con-
ventional meanings of these elements, which only express a subjective reaction or
organize the relationship between speaker and addressee.

The fact that maximally objective and maximally subjective expressions con-
stitute only restricted kinds of language use demonstrates, in fact, that the normal
situation is for linguistic expressions to construe some specified features of an
object of conceptualization in relation to one or more facets of the ground. Labeling
objects and producing interjections constitute the opposite extremes on a con-
tinuum from maximally objective to maximally subjective expressions, and thus the
exceptions; expressions in the “middle part” of this continuum are the rule.

It will be recalled that many of the construal operations presented in sections 2
and 3 reflect cognitive abilities relating only to the object level of conceptualization.
Still, the fact that the classifications of construal operations were in agreement on
the importance of a class of perspectival construal phenomena suggests that the
structure of the basic construal configuration cannot be complete without a subject
level of conceptualization. Indeed, expressions evoking perspectival phenomena
make explicit reference to the subject level of this configuration, and/or its relation
to the object level, while other expressions of construal do not refer to the ground
(although, of course, the decision to use, or to refrain from using, any expression,
normally involves the ground as it is made by speakers on the basis of an assess-
ment of their interlocutors and the rest of the communicative situation). I have
furthermore suggested that the basic construal configuration should be seen as
involving a relation of intersubjective coordination, reflecting the typically human
cognitive ability to identify with conspecifics and thus to conceive of things from
other points of view. I will now develop the latter point further, showing that it not
only covers traditionally recognized perspectival construals, but may also extend to
other construals in a natural way.
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5. PERSPECTIVIZATION

5.1. General Grounding

We have seen that a particular spatial configuration of two entities X and Y can be
encoded as X is below Y and as Y is above X, and therefore that the semantics of
these expressions necessarily involves an element of construal, in this case Figure/
Ground organization. Another dimension of construal is involved in similar uses
of these expressions, as exemplified in (3) and (4):

(3) The ballroom is below.
(4) Write to the address above for full details.

In each of these cases, the landmark with respect to which the trajector is located is
part of the ground of the utterance. The position of the ballroom in (3) is calcu-
lated from the common position of the speech participants or the position of the
addressee (for example, when (3) is uttered as an instruction over the telephone).
Likewise, if (4) is a sentence in a particular document currently relevant for the
speech participants (i.e., part of the common ground), then the location of the
address is calculated from the position of sentence (4) in this document. So, in each
of these cases, we have a situation, unlike the ones discussed so far, in which a
relation between the ground and the object of conceptualization actually is profiled
in the interpretation of the expressions. This is indicated in figure 3.7 by the bold
vertical line representing the construal relation.

Profiling a relationship with the ground is obviously not a necessary condition
for the use of such lexical items as below and above, but it is a necessary condition in
constructions where the landmark is not represented linguistically. In particular,
spatial expressions indicating the position of specific text portions relative to the
currently relevant one, as illustrated by (4) and similar sentences such as Fur-
ther instructions are below, may be considered a conventional pattern. Thus, it has
become a convention of English that the items below and above allow for such a
perspectivized construal, and it is this construal which distinguishes them from
other items such as beside, which does not participate in a construction of the type
X be beside to indicate a position to the side of some element of the ground. Note
also that there do not seem to be specific restrictions on the interpretation of an
entity’s location relative to the ground, as long as it is computable from the context
in which the utterance is interpreted.

Another example in English of an expression whose landmark may be construed
as an element of the ground is across, as is illustrated in (5) and (6).

(5) Vanessa is sitting across the table.
(6) Vanessa is sitting across the table from Veronica.
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Object of conceptualization:

Subject of conceptualization
(Ground):

Figure 3.7. Construal configuration in (minimally) “perspectivized” expressions

In (5), the position with respect to which Vanessa is being located is an element of the
ground (the speaker), while it is an element of the object of conceptualization in (6).
Possibly, there is a difference in degree of conventionality between examples (3) and
(4) and examples (5) and (6): the usage of below and above in (3) and (4) represents a
special subtype of their “normal” use, whereas, in (5) and (6), it is the subjective
construal of across in (5) that can be considered prototypical, and the “objectified” use
in (6) a special subtype. For relative spatial indications such as fo the left/right, con-
strual with respect to the ground is always possible, even when an explicit reference
point is mentioned. In (7), Vanessa may obviously be sitting at Veronica’s right-hand
side, but the relative order of Veronica and Vanessa may also be “left-to-right” from a
conceptualizer’s point of view (even though Vanessa might be at Veronica’s left-hand
side from Veronica’s point of view, e.g., when they are facing the conceptualizer).

(7) Vanessa is sitting to the right of Veronica.

From the foregoing examples, it appears, then, that there are differences in the
degree of conventionality with which a construal configuration such as in figure 3.7
may be associated with a specific linguistic form. There are also linguistic items
that always comprise a construal with respect to the ground as part of their semantic
characterization. The referent of yesterday, for example, can never be determined
without using knowledge about the time of the ground. With linguistic items of
this kind, we enter the realm of what is traditionally called “deictic” elements (see
Brisard 2002, for explorations of deixis from a cognitive point of view). When
viewing deixis as a type of construal, however, one no longer restricts it to some-
thing limited to and determined by a specific class of linguistic items (so-called
“deictic” morphemes). As we have seen, construal with respect to an element of the
ground is something that can be associated with different elements to different
degrees of conventionality. Of course, one may want to identify the class of elements
in a language whose meanings necessarily invoke elements of the ground as deictic,
but that should not imply that deixis does not occur elsewhere.

Other examples of elements whose meaning requires calculation with respect
to some element of the ground, that is, as deictic in a broad sense, are the verbs come
and go and the simple past tense (in English and several other languages). A particular
situation can be described both as Santa Claus came in and as Santa Claus went in;
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Object of conceptualization: p—

Subject of conceptualization i 5 )
(Ground): \ /

Figure 3.8. “First-person deixis” construal configuration

the different lexicalizations reflect different construals with respect to a “point of
view” identifiable for the conceptualizers (come involves a point of view inside the
space entered by Santa Claus; went a point of view outside that space). The choice of
this point of view is not further constrained; it may be the speaker’s or the hearer’s, but
also that of some participant whose point of view has been introduced explicitly into
the discourse (see below, at the end of section 6.2). Slightly differently, the past tense
locates an event outside the ground, thus outside the scope of the immediate expe-
riences of the conceptualizers in the ground, without differentiating between them
(see Boogaart and Janssen, this volume, chapter 31, for further discussion).

5.2. Specific Grounding

In addition to the deictic elements indicating a general type of grounding, there are
other deictic elements that indicate a different, more specific kind of construal.
Consider figure 3.8.

This configuration characterizes instances of what may be called first-person
deixis and is present in expressions such as here, now, and this/these. For example,
while the expression yesterday does invoke the ground, it does not profile a temporal
point of the ground, and it does not invoke a specific conceptualizer as distinct
from another. The expression now, on the other hand, does profile a time over-
lapping with that of the ground (i.e., the time envisaged by conceptualizer 1 as the
time of communication—not necessarily the moment at which the utterance is
physically produced).

Counterparts of first-person deixis expressions are there, then, and that/those. The
latter are usually characterized as “distal,” while the former are called “proximate.”
The terms “proximate” and “distal” suggest that these sets of expressions express
different distances between the conceptualizer and the object of conceptualization.
However, as Janssen (2002, 2004) has argued, the terms actually have more to do with
the construal relationship between conceptualizer and object of conceptualization
than with the distance between them. For instance, when a physician investigating a
sore spot on a patient utters Is this where it hurts? and the patient responds with Yes,
that is where it hurts, the difference between this and that, and especially the patient’s
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Object of conceptualization: S —

Subject of conceptualization j \
(Ground): \ /

Figure 3.9. “Second-person deixis” construal configuration

use of that, cannot be adequately characterized in terms of (non)proximity, since the
spot referred to is on the patient’s body. Rather, what the patient does is to indicate
that the spot referred to is not as much in his/her focus of attention as it is in somebody
else’s, in this case, the physician’s (Janssen 2002: 172—73). In this respect, Janssen
quotes a suggestion from C. Lyons to the effect that the difference between this and
that can be related to the category of person; indeed, in the situation described, a
proper paraphrase of the meaning of that would be ‘the spot you are focusing on’, so
that it would involve a construal configuration as indicated in figure 3.9.

However, although figure 3.9 represents the natural construal configuration for
expressions such as that, there, and then in many contexts, it is not applicable to all
of their uses. In other contexts these expressions can also profile entities, moments,
and locations which have neither the speaker’s nor the addressee’s immediate at-
tention. Thus, the general rule here is that linguistic items expressing this construal
are defined negatively with respect to the ground, specifically conceptualizer 1.

Similarly, so-called third-person personal pronouns (he, she, they, and their
oblique and possessive counterparts) are defined negatively with respect to the ground
and specifically with respect to both conceptualizers 1 and 2. Still, the identification of
their referents has to take place via the ground; they are still objects of shared attention
(as first and second persons are by participating in the communicative situation), ei-
ther established ostensively or as prominent discourse referents (see van Hoek 2003) 2

6. COORDINATION OF PERSPECTIVES

6.1. Implicit Multiple Perspectives

I have characterized the horizontal line between the conceptualizers in the basic
construal configuration of figure 3.4 as representing a process of coordinating cog-
nition. This coordination relation does not play a role in the perspectivized con-
struals discussed so far, but it is crucial in an important class of linguistic
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expressions, namely, sentential negation and related expressions. Consider, for in-
stance, (8) and (9), each of which is a possible description of a person feeling sad.

(8) Mary is not happy.
(9) Mary is unhappy.

Both expressions may be said to invoke the notion of happiness serving as the
Ground for the characterization of Mary’s actual state of mind (the Figure). In this
dimension of construal, (8) and (9) do not differ, so the difference must involve yet
another type of construal. The relevant dimension here is defined by the specific
human ability to entertain other points of view in the same way as one’s own,
which we explicitly incorporated into the construal configuration by distinguishing
two subjects of conceptualization (the bottom part of figure 3.4). In particular, it is
the coordination relation between the conceptualizers that appears to be crucially
involved in distinguishing (8) from (9). It is only sentence (8) that profiles two
distinct views with respect to the proposition Mary is happy (or two “mental
spaces” in the sense of Fauconnier 1985; see also Fauconnier, this volume, chapter
14), that is, only (8) involves two conceptualizers with an opposite epistemic stance
toward this proposition (conceptualizer 1 rejects the positive epistemic stance of
conceptualizer 2).'° This can be observed from the behavior of the phrase on the
contrary (Verhagen 2005: 31-32):

(10) Mary is not happy. On the contrary, she is feeling really depressed.
(11) #Mary is unhappy. On the contrary, she is feeling really depressed.

The use of the negation not in (10) evokes a second mental space: it profiles the
contrast between the stance toward ‘Mary being happy’ in some other mental space
and the speaker’s (the so-called “base” space of conceptualizer 1). It is this evoked
second mental space to which the discourse marker on the contrary can relate:
Mary’s being depressed is contrary to the idea of her being happy, not to her not
being happy (which is what conceptualizer 1 has just asserted). Morphological
negation with un- lacks this power to evoke a second mental space contrasting with
the base space, and this is what makes (11) incoherent. Sentential negation thus
yields a typical and quite general case of the construal configuration depicted in
figure 3.10.

What the negative morpheme not itself profiles is just the relation between the
perspectives of the two conceptualizers, namely, a relationship of opposition, such
that the view of the conceptualizer 2 should be replaced by that of conceptualizer 1.
However, it is part of the conventional use of not that an object of conceptuali-
zation has to be specified (so that it may actually more adequately be regarded as a
construction, unlike the negative element No, which precisely cannot be applied to
linguistic material profiling an object of conceptualization). This is why the con-
strual configuration for sentential negation is represented as in figure 3.10 rather
than as in figure 3.6. Furthermore, other construal phenomena may be operative
with respect to the object of conceptualization as represented in the utterance,
determining, for example, Figure/Ground-alignments, temporal deixis, and so on.
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Object of conceptualization: S

Subject of conceptualization
(Ground):

Figure 3.10. Construal configuration for coordination of perspectives

So while any linguistic usage event involves two conceptualizers as part of its
ground, sentential negation (as well as a phrase such as on the contrary in English)
actually profiles two viewpoints being brought into coordination iz the linguistic
material. In the language of adult speakers, and in particular in fairly complex
discourse, the point of view being rejected does not have to be the actual ad-
dressee’s, and not even a specific person’s, but even when it is not precisely “an-
chored” in the actual communicative situation, it remains a profiled mental space
in which a different epistemic stance toward the proposition is entertained than in
the space of conceptualizer 1. Another type of construction to which the same
general characterization applies is that of concessive connectives (see Verhagen
2000; 2005: chapter 4).

Viewing sentential negation as a case of construal—profiling the coordination
relation between two epistemically distinct conceptualizers with respect to the same
object of conceptualization—has the advantage of allowing for a natural extension
to other elements that behave conceptually and linguistically like negation, even
though they may differ from negation in terms of truth conditions. For example,
the expressions few linguists and a few linguists may refer to sets of exactly the same
size (whether absolute or relative), but only the former construes the relation-
ship between the two conceptualizers with respect to the object of conceptuali-
zation as one of opposition. It exhibits the grammatical behavior of negation
(witness contrasts in the context of polarity items, e.g., any: Few linguists have any
idea about evolutionary theory vs. *A few linguists have any idea about evolutionary
theory). The same holds for its discourse behavior, witness the naturalness of the
exchange in A-B in (12) in contrast with the exchange in (13), in which A-B is not
natural, but A-B’ is.

(12)  A: Few linguists still believe in transformations.
B: So you think they won’t be around much longer?
B': #So you think they’ll still be around for some time?
(13) A: A few linguists still believe in transformations.
B: #So you think they won’t be around much longer?
B': So you think they’ll still be around for some time?
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Object of conceptualization:

Subject of conceptualization
(Ground):

Figure 3.11. Construal configuration for epistemic interpretation

This parallelism between grammatical and discourse properties clearly demon-
strates that what is profiled by sentential negation, as well as other “negative”
elements, is a relation of epistemic opposition between two conceptualizers,
conceptualizer 1 rejecting the cognitive state of conceptualizer 2 in the process of
representing it (for further elaboration and discussion, see Verhagen 2005: chapter
2). It should be noted, though, that this brief discussion can hardly scratch the
surface of the complexities involved in negation and polarity, especially in relation
to the scalar inferences invited by many expressions in natural languages (see Israel
1998, and especially various studies by Horn, of which Horn 1996 is illustrative).

Yet another subtype of expressions that instantiate this type of construal are
modal verbs and adverbs, as exemplified in (14) and (15).

(14) Some theoreticians may deny the relevance of these results.
(15) Frankly, some theoreticians deny the relevance of these results.

In a sentence like Someone with such a track record may say things like this, the
modal auxiliary may designates a relationship of permission in the object of con-
ceptualization (‘being allowed’, the so-called deontic reading).11 But the natural in-
terpretation of may in (14) is that it designates a relationship in the ground; it evokes
the views that some theoreticians deny the relevance of the results and that some do
not, and profiles conceptualizer 1 as the ground element endorsing that the former
possibility is the one to be reckoned with. It appears, then, that epistemic construal
shares properties with sentential negation in profiling parts of the ground but differs
from sentential negation in that, besides evoking two conceptualizers with distinct
epistemic stances, it also makes a definite claim about the object of conceptualiza-
tion. Although epistemic may, as in (14), operates on an object of conceptualization,
it does not, in this sense, designate an element of the object of conceptualization, but
only of the ground,; its construal is of the type depicted in figure 3.11."?

Similarly, the adverb frankly in (15) does not designate the presence of frank-
ness in one of the participants in the conceptualized event. Rather, it profiles both
the present speaker’s frankness in saying this, as well as an attempt to acknowledge
the fact that the addressee may not like the implications.'”> The reading in which
frankly profiles an aspect of the object of conceptualization rather than the ground
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is more natural with another word order and intonation contour (Some theoreti-
cians frankly deny the relevance of these results). The fact that in front position
frankly takes elements of the ground (the utterance itself and how it may be taken
by the addressee) as its base and not the object of conceptualization implies that
the construal relation itself is in this case even less profiled than in the case of
epistemic may, so that this frankly-sentence exemplifies the highly subjective con-
strual configuration of figure 3.6 rather than that of figure 3.11. Yet, the highly
subjective nature of a construal is certainly a matter of degree, as the use of frankly
still imposes a constraint on the nature of the object of conceptualization: it must
be some piece of discourse.

Some elements in a language may allow objective as well as epistemic, and
“speech act” construals. This has been proposed, for example, for some causal
connectives (e.g., because in English) by Sweetser (1990). Consider the following
examples.

(16) John typed her thesis because he really loves her.
(17) John really loves her, because he typed her thesis.
(18) What are you doing tonight? Because there’s a good movie on.

In (16), because profiles a causal relationship as part of the object of conceptuali-
zation; in (17), it construes an element of the object of conceptualization (the fact
that John typed her thesis) as an argument for the addressee to accept the con-
clusion that John’s love for her must also be part of the object of conceptualization
(an epistemic construal of the type depicted in figure 3.11); and in (18), it justifies an
element of the ground itself, namely, the speech act of asking.

What we have seen, then, is that these are all linguistic expressions—just like the
spatial markers below and across—that as such allow both relatively objective and
relatively subjective construals. The actual type of construal varies depending on sev-
eral contextual features (for an illuminating discussion of such factors in the case of
modals, see Heine 1995). Whether there are constraints on the types of construal
allowed for specific linguistic items is a matter of (historically developed) convention.
As Sweetser noted, there are languages in which an objective or an epistemic con-
strual of a causal relationship requires distinct causal connectives; the fact that because
can be used in these different, historically developed ways, is thus a convention of
modern English. We will briefly return to this issue in section 7, on subjectification.

6.2. Explicit Multiple Perspectives

The use of modal auxiliaries and adverbs as in (14) and (15) is sometimes called
“speaker-oriented” and paraphrased by means of complement constructions with a
first-person subject in the matrix clause (e.g., I consider it possible that . . ., I frankly
say to you that . .. ). This raises the issue what aspects of the construal configuration
are profiled by such complement constructions themselves. Until fairly recently, it
was usually (explicitly or implicitly) assumed that complement clauses are subor-
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Object of conceptualization: s
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Figure 3.8'. Construal configuration with “first person” as object of conceptualization

dinate structures, occupying an argument position of the predicate in the “main”
clause and are thus subordinate (e.g., Jespersen 1933; Noonan 1985, among many
others). In cognitive linguistic work, this view has also been the starting point of a
number of analyses; for example, Langacker (1991: 436) states: “Complement clauses
are prototypical instances of subordination;. . . I know she left designates the pro-
cess of knowing, not of leaving.” As the example demonstrates, such a view suggests
that the main clause of a complement construction (also when it involves an ele-
ment of the ground) describes an event in the same way as a simple clause does, that
is, as an object of conceptualization. Recent research, however, suggests that in many
important cases this is actually a misconception. Studying child language acqui-
sition, Diessel and Tomasello (2001) have shown that, apparently, children’s first
complement constructions contain “complement-taking predicates” of the type I
think and you know, which function “as an epistemic marker, attention getter, or
marker of illocutionary force,” and that the whole complex utterance “contains
only a single proposition expressed by the apparent complement clause” (97). Thus,
the complement-taking predicates do not contribute to profiling an object of con-
ceptualization; rather, they instantiate the construal configuration of figure 3.11,
only profiling (parts of) the ground. It is only at later stages that children start
saying things like I thought and She knows, in which someone’s thinking or knowing
may be construed as an object of conceptualization (see figures 3.5 and 3.7) and the
complement-taking predications as “main clauses” to which the “complement” is
“subordinated.”'* Once this ability has developed, it also becomes possible for a
conceptualizer, in uttering I think, to construe his own thinking as an object of
conceptualization for specific purposes, as in I think he will arrive on time, but I am
not sure/but John is skeptical (especially with I or think stressed in the first conjunct).
While the use of I think as an epistemic marker constitutes an instance of figure 3.11,
its construal as an object of conceptualization is a special case of figure 3.8. It is a
case of first-person deixis (belonging to the same family as now, here, and this), but
with conceptualizer 1 as an element of the object of conceptualization in the con-
strual configuration. It may thus be called an instance of “objectification,””
whereby the primary subject of conceptualization is construed as part of its own
object of conceptualization; see figure 3.8".
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However, such a “detached” view of one’s own cognitive state cannot be
considered a very normal use for these constructions. In fact, the analysis by Diessel
and Tomasello entails that even after the development of the ability to construe the
content of a complement-taking predicate as a possible object of conceptualization,
phrases such as I think, I/You see simply continue to be used as markers of epistemic
stance, attention-getting, or illocutionary force. This is strongly corroborated, at
least for conversational interaction, in a study by Thompson (2002), showing that
participants in conversation organize important aspects of their interaction, and of
their (common) personal relationships with the things being talked about, by means
of such complement-taking predicates, and that this organizational role in fact
exhausts the function of these fragments of discourse. The analysis by Thompson
actually provides the basis for an explanation of the correlation noted by Diessel and
Tomasello (2001: 136) between the first complement-taking predicates in children’s
utterances and their frequency in the ambient language produced by their parents
and caretakers.

Such results, then, show that not only lexical items but also grammatical
constructions—including complementation constructions, which are generally con-
sidered a core part of syntax—may exhibit variation that can be captured in terms
of the general construal configuration, with a crucial role for its subjective part, the
ground. This conclusion need not really be surprising for a framework recognizing
a continuum between lexicon and grammar and adopting an essentially cognitive
view of linguistic semantics, but it still had to be demonstrated.

One specific use of these grammatical constructions is that they may assign an
object of conceptualization to a conceptualizer in a particular way. While sentential
negation and modal verbs and adverbs implicitly evoke another mental space be-
sides that of conceptualizer 1, complement constructions may to some extent put
another mental space “on stage” (but cf. note 13).'® When they do, they provide the
conceptualization of the ground entering into a construal relationship with the
content of the subordinated clause; in that case, these complement constructions
are not directly interpreted as construed by the actual producer of the discourse, but
by the represented subject of conceptualization. Consider a simple case such as (19).

(19) The president is afraid that he might not be re-elected.

The actual speaker of (19) may have a certain knowledge about the president’s re-
election (for example, when the speaker is in charge of the election process and has
just completed the count of the votes). The use of might relates to the epistemic
stance of the president. The alternative mental space evoked by might—and the
same would go for the negation not—are construed with respect to the latter stance
and not the epistemic stance of the actual producer of the utterance.

Note that different elements behave differently in such constructions. For
example, the first-person pronoun in a complement clause always designates the
person responsible for the whole utterance (The president was afraid that I might
fail), while the “proximate” demonstrative this is ambiguous. (In The president was
afraid that he might fail at this point, this either refers to the point that is in ‘his’
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focal attention or that is in ‘mine’—the former reading in effect boils down to
construing a “free indirect speech” representation.) Shifting of the deictic center
occurs not only in the context of complement constructions, although this con-
stitutes the prime grammaticalized instrument for a deictic shift. In principle, any
explicit introduction of another person’s state of mind in a discourse may produce
such a shift, as illustrated by (20).

(20) Ilooked through the window and saw that the children were very ner-
vous. In few minutes, Santa Claus would come in.

The question what constitutes the ground with respect to the elements few and
come should be directly construed, and how this relates to the ground of the pro-
ducer of the entire discourse may involve considerable complexities (see Sanders
1994). But whatever the details, the very fact that such differential construals are
generally possible is a major motivation for characterizing the construal configu-
ration in terms of the slightly abstract roles of “conceptualizers” (e.g., conceptu-
alizers 1 and 2, with the first being interpreted as taking the initiative), rather than in
terms of the concrete roles of actual speaker and hearer (see Talmy 2000b: 337). The
actual speaker of (20) does not have to be taken as expressing any personal un-
certainty or anxiety concerning Santa Claus’s arrival (imagine that I refers to the
person playing the role of Santa Claus), but few still evokes the subjective stance
and come the deictic origin of the conceptualizer responsible for the thought of
Santa’s entering, that is, the children.

7. SUBJECTIFICATION

So far we have used the different profiling patterns in the basic construal config-
uration of figure 3.4 as ways of capturing recurring features in the meaning and use
of several kinds of expressions. It has already been hinted at (in the beginning of
section 4 and in section 6.2) that relationships between different profiling patterns
can also be conceived of as the outcome of dynamic processes. In the course of
children’s language development, for example, complement-taking predicates start
out as purely epistemic markers and later acquire the potential of designating
an object of conceptualization. Such a process may appropriately be characterized
as one of objectification: initially, an expression does not profile any element of an
object of conceptualization, but in the end it does.

The reverse process is that of subjectification. In its pure form, subjectification
may involve an expression initially profiling no part of the ground or not profiling
the construal relationship and then acquiring the potential of profiling, in one or
more respects, the construal relationship and/or parts of the ground (a possible
example is the shift from marking perfectivity to marking past tense as discussed
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at the end of section 3). But it may also consist in an increase of the role of the
construal relation or the ground in the profile of an expression, or (what ultimately
may be part of the same process) a decrease of the role of the object of concep-
tualization.

The phenomenon of subjectification is a highly regular and characteristic fea-
ture of many processes of language change, as demonstrated in a considerable body
of work by Traugott (e.g., Traugott 1989, 1995, and especially the comprehen-
sive Traugott and Dasher 2002). Traugott defines subjectification as a pragmatic-
semantic process whereby “meanings become increasingly based in the speaker’s
subjective belief state/attitude toward the proposition” (Traugott 1989: 35; 1995: 31).
Notice two features of this definition: subjectification refers to a historical process
producing a change, and it is semasiological, that s, it is concerned with linguistic
symbols (or assemblies of symbols) and with what they mean. Thus, the develop-
ment of English will, from expressing a desire or intention on the part of the referent
of its grammatical subject to expressing a prediction by the speaker of the utterance,
is a clear case of subjectification under this definition.

It should be noted, in order to avoid confusion, that the term “subjectifica-
tion” is used here in a way that is different from, albeit related to, the one pro-
posed by Langacker (1990b: 17). For Langacker “subjectivity” and “subjectification”
refer not to expressions, but primarily to the way an element of a conceptualiza-
tion is perspectively construed, namely, objectively or subjectively (cf. Langacker
1999: 150). For example, the difference between Vanessa is sitting across the table
from me and Vanessa is sitting across the table according to Langacker is that
the same content (the speaker as the landmark of the across-relation) is “objectively
construed” in the former because it is put on stage by the expression me (similarly
to another nominal expression (see 5 above), whereas it is “subjectively construed”
in the latter because it remains offstage as the implicit locus of conception (see 6
above). Accordingly, Langacker uses the term “subjectification” to refer to an in-
crease in subjectivity in this sense, namely, the increased construal of some notion
as functioning implicitly in the ground rather than on stage, in the conceived
situation; subjectification is “the realignment of some relationship from the ob-
jective axis to the subjective axis” (Langacker 1990b: 17), where “subjective axis”
refers to the construal relationship.

Although Langacker’s and Traugott’s notions of subjectification are related,
each is clearly useful in its own domain, the former primarily in the area of se-
mantic analysis, the latter in that of semantic change. There has been some dis-
cussion of the precise relation between Langacker’s and Traugott’s notions (see
several contributions in Stein and Wright 1995; Langacker 1999: 149—50; Traugott
and Dasher 2002: 97-98). Still, it seems that when restricted to phenomena of
semasiological change—which Langacker evidently wants to include under his ru-
bric of subjectification—at least the extensions of the two notions coincide: when-
ever a new meaning is more based in the speaker’s belief state/attitude than the old
one, some realignment from the objective to the subjective axis has apparently
taken place. In this section, I am concerned with a certain kind of shift in the
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meanings of linguistic items, which is why my use of the term here is basically the
same as its use in studies of semantic change.

Diachronic subjectification exhibits “unidirectionality”: the meaning of a lin-
guistic expression (in a semasiological perspective) is much more likely to develop
from relatively objective to more subjective than the other way around. Thus, one
repeatedly finds a verb of desire and/or intention developing into a marker of future
(e.g., English will), but seldom a future marker developing into a verb denoting
intention. Temporal connectives regularly develop adversative meanings (e.g.,
English while, as in Mary likes oysters while Bill hates them), but adversative con-
nectives seldom, if ever, develop into temporal ones (see Bybee, this volume,
chapter 36). What is it that makes subjectification largely unidirectional? The an-
swer to that question must lie in the actual processes that produce the changes. For
several cases, Traugott has shown that the relevant cognitive and communicative
mechanisms involve inferences that are first “only” pragmatic, that is, related to
specific instances of use in a particular context, and then become associated with
the linguistic expression as such, in other words, “conventionalized.” For example,
when the actual relevance of mentioning the co-temporality of two events by means
of while lies in its unexpectedness and hearers/readers assume that it is this unex-
pectedness that the speaker/writer intended, the association between while and
unexpectedness may be reinforced to the extent that it becomes conventionalized
(i.e., the marker of co-temporality can be used to mark unexpectedness without the
hearer having to compute the answer to the question “‘Why is the speaker marking
co-temporality here?’), even to the extent that co-temporality may become unnec-
essary. The process of the conventionalization of pragmatic inferences explains
unidirectionality in that even if the original conventional meaning of an expression
at some point in time does not profile a feature of the ground, the communicative
acts in which it is used will always comprise participants making inferences—
hearers constructing interpretations of what the speakers intended and speakers
anticipating those interpretations—so that there are always (more) subjective ele-
ments in actual interpretations that may end up getting conventionalized.

The general unidirectionality of subjectification points to a fundamental asym-
metry in the construal configuration. The actual use of any linguistic utterance al-
ways entails that one conceptualizer is trying to influence another one’s cognition
in a particular way by means of that specific utterance so that some (further)
inferences from the object of conceptualization to the ground are always relevant.'”
But knowing what kind of coordination relationship is at stake in a specific com-
municative event does not as such license inferences concerning the object of con-
ceptualization. Any expression, even if it does not profile the construal relationship
or the ground, evokes the basic construal relation of figure 3.4 in a particular way
when it is actually used, and the recurrence of such features may gain prominence
and become conventional. In this essentially usage-based perspective, all linguistic
utterances display subjectivity of some sort, and subjectification may consist in the
gradual diminishing of the “weight” of objective features of conventional meaning
in favor of subjective ones. For example, consider the difference between (21) and
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(22), containing instances of the objective and of the subjectified (epistemic) use of
the speech act verb promise, respectively.

(21) John promised to be back in time.
(22) The debate promised to be interesting.

It is not the case that only (22) conveys a positive anticipation by the speaker. This
is just as much true for (21); witness the kind of inferences (21) licenses with respect
to the ground: it counts as a positive answer to the question ‘Do you think that
John will be back in time?’, and it would not be felicitous in a context in which the
person asking that question obviously does not desire John’s timely return. Fur-
thermore, there are also in-between cases such as (23) and (24).

(23) The newspaper promised to publish the results.
(24) The new strategy promised to produce interesting results.

These examples differ from each other and from (21) and (22), not so much in the
dimension “subjective, positive anticipation” (which they all share), but in the
degree to which a promise is considered to be (also) a part of the object of con-
ceptualization. It is easier for the newspaper in (23) than for the strategy in (24) to
be construed as metonymically or metaphorically related to human beings who are
conceptualized as committing themselves to something, and this is totally impos-
sible for the debate in (22). Thus, it actually seems better to characterize the cline
from (21), via (23) and (24), to (22) in terms of decreasing objectivity than in terms
of increasing subjectivity (see Langacker 1999 and Verhagen 1995 for further dis-
cussion, including syntactic correlates of the semantic differences).'® In any case,
the differences and changes can all be construed as “shifts” in the degree of pro-
filing of elements and relations in the basic construal configuration.

At the same time, this analysis once more demonstrates that it is crucial to
distinguish between the conventional forms of construal made available by the
resources of a language, and the construal conveyed in a particular instance of use.
In the domain of perspectivization discussed in this section, the phenomenon of
semantic change precisely consists in usage becoming conventionalized, which
therefore presupposes the distinction.

8. CONCLUSION

Construal operations are central to language and cognition. They involve cognitive
abilities of humans with clear linguistic reflexes, but there seems to be no way to
organize them all in terms of an exhaustive classification system. Although the
basic construal configuration presented in this chapter is not a comprehensive
classification system, it incorporates the typically human ability to identify deeply
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with conspecifics and provides a unifying conceptual framework in terms of which
many semantic phenomena involving different kinds of “perspective” and “sub-
jectivity” can be captured. The dimensions and elements of the configuration may
be considered general and universal, but the actual distinctions drawn in this con-
ceptual space differ from one language to another and are variable over time, in
individual development as well as historically (in communities). The general uni-
directionality of historical processes of subjectification can be taken as indicative of
the basic asymmetry between subject and object of conceptualization.

I wish to thank the Netherlands Institute for Advanced Study (NIAS) for providing me
with the opportunity, as a Fellow-in-residence, to write this chapter. I would also like to
thank Peter Harder, Theo Janssen, Ronald Langacker, and Mirna Pit, as well as the edi-
tors of this volume, for useful comments on the first draft of this chapter. Any remain-
ing errors and misconceptions are entirely my own responsibility.

1. In his 1993 paper, Langacker arranged (“[if] only for expository purposes,” 448)
construal into the following five general dimensions: specificity, scope, prominence,
background, and perspective.

2. It has been suggested (Croft and Cruse 2004: chapter 3) that in his recent work,
Talmy dropped Force Dynamics as a separate construal category. Still, although Force
Dynamics is not treated separately in chapter 1 of Talmy (2000a), it is clear from the
structure of the book that Talmy intended to maintain it (see also Talmy 2000a: 41).

3. While Talmy proposes Domain as a schematic category perpendicular to his four
types of “schematic systems,” Croft and Cruse (2004: chapter 3) rather suggest that Do-
main is an additional system. Talmy (2000a: 47) mentions one additional member of the
category Domain, namely, “identificational space,” to accommodate such differences as
those between you and they in their indefinite uses (the former indicating identification
with the speaker, the second nonidentification).

4. The object of conceptualization is represented as having at least some complexity
(there are two elements, connected in one way or another) precisely because of the
structural construal normally imposed on it.

5. Langacker’s term “ground” is not to be confused with the term “Ground” in
“Figure/Ground alignment.”

6. In later work in Cognitive Grammar (e.g., Langacker 1999, van Hoek 2003), one
does sometimes find representations in which the roles of S(peaker) and H(earer) are
distinguished.

7. For a more recent, and more subtle view, see Tomasello, Call, and Hare (2003a,
2003b).

8. In practice, many instances of construal configurations in the literature exhibit this
structure, as in Langacker (1990b) and van Hoek (2003).

9. Van Hoek (1997) provides a cognitive account of the way third-person pronouns
find their antecedents in sentences and in discourse, partly drawing on the inherent link
between first-person and third-person pronouns as markers of “other first persons.”
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10. A possible semantic difference is also that (8) need not entail (9), while the
reverse entailment holds, so that (9) is, strictly speaking, more informative than (8).
However, in actual usage, one seldom, if ever, uses (8) to convey that Mary’s position
on the scale of happiness is right in the middle. This actually leads to an interesting ob-
servational question: Why do language users so often choose an apparently less infor-
mative question when a more informative one is readily available? The answer is given
in the analysis in the text (a detailed discussion can be found in Verhagen 2005: 3235,
70-75).

11. With some interpretive effort, it is also possible to impose a deontic interpreta-
tion on (14), e.g., when some theoreticians is understood as referring to a group that has a
special status for one reason or another, which justifies their being allowed certain kinds
of behavior.

12. Langacker (1990b: 14) characterizes modals, also in their epistemic senses, as
profiling the object of conceptualization (schematically). He mentions in this connection
that modals may function as clausal pro-forms (She may, You must). However, this pos-
sibility is specific for English and may possibly be ascribed to the existence in the grammar
of English of the general pattern Subject 4+ Auxiliary (with the function of indicating a
clausal pro-form), so that the function of the epistemic modal itself may still be said to
involve only the construal relationship and the ground itself.

13. As such, it represents a case of what Traugott calls “intersubjectification,” i.e., the
development of a meaning which not (only) profiles a speaker’s subjective attitude toward
a proposition, but also his/her assessment of his/her relationship with the addressee in the
production of the utterance. Other instances of intersubjectification are tu/vous-type
distinctions in second-person address forms and honorifics (cf. Traugott and Dasher
2002).

14. In fact, I argue in Verhagen (2001, 2005) that it is normal for all complements, also
in written texts, to contain the information which an utterance actually contributes to a
discourse, even if the main clause may be read as independently designating an event (of
communication, cognition, or the like) distinct from the ground. For instance, these main
clauses rarely participate in the coherence relations of the discourse (unlike the comple-
ments); rather, they serve to specify in what way the information of the complement relates
to the perspective of conceptualizers 1 and/or 2 (as someone else’s, as something hoped for,
as a possibility, etc.). Further consequences, especially for the grammatical properties of the
constructions, are discussed in Verhagen (2005: chapter 3).

15. The content of this concept as I use it here is similar, if not identical, to that of
Langacker’s (1987). As I see it, the difference is that Langacker indiscriminatingly con-
siders all uses of the pronoun I as instantiating the configuration of figure 3.8'—in which
conceptualizer 1 “is also the primary object of conceptualization” (131), while I consider
many normal uses of the pronoun in such patterns as I think as well as in performative
utterances as indicating only conceptualizer 1, without turning him/her into an object
of conceptualization.

16. Another type of construction with a similar function is conditionals; see Dancygier
and Sweetser (1997) and especially Dancygier and Sweetser (2005).

17. For a discussion of the theory of communication underlying this view, see Ver-
hagen (2005: chapter 1).

18. It remains true, of course, that to the degree that objective conceptualization fades
as part of the meaning of an expression, the relative weight of subjectivity automatically
increases.
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CHAPTER 4

DAVID TUGGY

1. INTRODUCTION

One of the most intellectually fertile concepts of Cognitive Grammar has been that
of schemas." The aim of this chapter will be to characterize this concept, relate it to
some of the other concepts discussed in the surrounding chapters of this book, and
illustrate some of the many ways it is used under Cognitive Grammar. Particular
attention is given to how it allows Cognitive Grammar to explicate such traditional
concepts as polysemy, syntactic categories, rules, analogy, figurative language, head-
ship and valence, and composition, in useful and intuitively satisfying ways. These
phenomena under other models must be handled by separate mechanisms, but
recognizing them as manifestations of schematicity allows Cognitive Grammar to
handle them in an integrated manner.

The concept in itself is not a novelty attributable to Cognitive Grammar, but
some of its applications are, and especially novel is the theoretical unification it
affords. In particular, Cognitive Grammar handles, by this single cognitive mech-
anism, both phenomena which are linguistic in the strict sense (the categories and
generalizations in speakers’ minds which constitute part of languages) and meta-
linguistic phenomena (such as the categories linguists use to talk about language
and languages).
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2. THE NATURE OF SCHEMATICITY

2.1. The Basic Idea

The use of the term in Cognitive Grammar has numerous historical roots,” but the
basic idea is an ancient, commonsensical one. Briefly, a schema is a superordinate
concept, one which specifies the basic outline common to several, or many, more
specific concepts. The specific concepts, which are called elaborations or instan-
tiations or subcases of the schema, fill in that outline in varying, often contrastive
ways. Both Langacker’s and Lakoff’s usages of the term have been quite influen-
tial in Cognitive Linguistics circles; they will be examined briefly in the next two
sections.

2.2. Langacker’s Characterization

Langacker considers the ability to generalize, which he equates with the extraction
of schemas, to be one of the most central human cognitive capabilities. It involves
the recognition of core commonalities, abstracting away from less important (for
the cognitive task at hand) details which may differ from one concept or cognitive
experience to another. This ability may be operative in any domain or combination
of domains of cognition (Langacker 1987a: 132), and it in fact pervades our thought
relative to them all. The relationships of schematicity thus established are one of
the main kinds of relationships that structure the “inventory of conventional lin-
guistic units” which constitutes a language (73-75).°

The notion of schematicity pertains to level of specificity, i.e. the fineness of detail
with which something is characterized; the notion always pertains, primarily if
not solely, to precision of specification along one or more parameters, hence to
the degree of restriction imposed on possible values along these parameters. A
schema is thus abstract relative to its. . . elaborations in the sense of providing less
information and being compatible with a wider range of options. . .. The differ-
ence is akin to that between representing a structure by plotting it on a fine grid
(where even minor features show up) and on a coarse grid (where only gross
features are preserved).. .. Our cognitive ability to conceptualize situations at
varying levels of schematicity is undeniable. It is manifested, for instance, . ..
linguistically in the existence of terms for superordinate as well as subordi-

nate terms. . . . The linguistic significance of this ability is hard to overstate.
(Langacker 1987a: 132-35)

Schemas are constituted as such by virtue of their relationship to their elabo-
rations, the specific subcases that give the same information at a higher level of
detail. It does not make sense to call a concept a “schema” or say it is “schematic”
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except in the context of specific cases relative to which it is abstract or whose
information it represents at a coarser level of detail. Similarly, it makes no sense to
speak of an “elaboration” except in the context of a concept which is schematic
for it.

All human concepts are schematic in some degree, abstracting away from the
differences in the particular experiences or thoughts on which they are based.*
They “allow a range of variation rather than pinning things down to an exact value.
Without this inherent imprecision and the flexibility it affords, language could
hardly have become a viable instrument of thought and communication” (Lan-
gacker 1987a: 132—33). The “terminal nodes” or most specific concepts we can ex-
press are not different in kind, but only in degree, from the relatively abstract and
even very highly abstract concepts with which we think and which we commu-
nicate on a day-to-day basis.

Since schematicity is a relative matter and all concepts communicated lin-
guistically are schematic in some degree, it should not surprise us to find hierar-
chies of schematicity, with one concept schematic relative to others, but itself
serving as an elaboration of yet more highly schematic concepts. Thus, Langacker
gives TALL — OVER SIX FEET TALL — ABOUT SIX FEET FIVE INCHES TALL — EXACTLY
SIX FEET FIVE AND ONE-HALE INCHES TALL, OI THING — ANIMAL — MAMMAL —
RODENT — SQUIRREL — GROUND SQUIRREL, OI MOVE — LOCOMOTE — RUN —
SPRINT (1987a: 132-35).°

An arrow is used to graphically represent the schematicity relationship, with
the schema at the tail and its elaboration at the head of the arrow; thus — can be
read as ‘is schematic for’, and « as ‘is an elaboration of’. At each step, alterna-
tive elaborations are possible; for instance, instead of LocoMoTE above we might
have had CONTRACT or WAVE or FALL; instead of RUN we might have had waLk or
CRAWL or (purposely) rRoLL; instead of sPRINT we might have had joG or TrOT.
Note also that schematicity is a “transitive” concept, in the logical sense: A — B
and B — C logically necessitates that A — C; thus MOVE — SPRINT and GROUND
SQUIRREL <« THING.’

In sum, for Langacker any concept that abstracts away from differences among
similar subcases may be properly called a schema.

2.3. Lakoffian “Image Schemas”

Lakoff rarely speaks of schemas in this general sense, but often uses the related term
“image schema” (which he credits Langacker with helping to elucidate; Lakoff 1987:
68) in a more restricted sense.

Image schemas are relatively simple structures that constantly recur in our
everyday bodily experience: CONTAINERS, PATHS, LINKS, FORCES, BALANCE, and
in various orientations and relations: UP-DOWN, FRONT-BACK, PART-WHOLE,
CENTER-PERIPHERY, etc. These structures [image-schematic together with “basic-
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level”] are directly meaningful, first, because they are directly and repeatedly
experienced because of the nature of the body and its mode of functioning in
our environment. (Lakoff 1987: 267—68)

These are certainly schemas in the Langackerian sense, but perhaps the only
characteristic necessary for making them so is that they are “relatively simple.” The
characteristics that draw Lakof