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Preface

The concepts and theory of signals and systems are needed in almost all electrical engineering fields 
and in many other engineering and scientific disciplines as well. They form the foundation for further 
studies in areas such as communication, signal processing, and control systems.

This book is intended to be used as a supplement to all textbooks on signals and systems or for self-
study. It may also be used as a textbook in its own right. Each topic is introduced in a chapter with 
numerous solved problems. The solved problems constitute an integral part of the text.

Chapter 1 introduces the mathematical description and representation of both continuous-time and 
discrete-time signals and systems. Chapter 2 develops the fundamental input-output relationship for 
linear time-invariant (LTI) systems and explains the unit impulse response of the system and 
convolution operation. Chapters 3 and 4 explore the transform techniques for the analysis of LTI 
systems. The Laplace transform and its application to continuous-time LTI systems are considered in 
Chapter 3. Chapter 4 deals with the z-transform and its application to discrete-time LTI systems. The 
Fourier analysis of signals and systems is treated in Chapters 5 and 6. Chapter 5 considers the Fourier 
analysis of continuous-time signals and systems, while Chapter 6 deals with discrete-time signals and 
systems. The final chapter, Chapter 7, presents the state space or state variable concept and analysis 
for both discrete-time and continuous-time systems. In addition, background material on matrix 
analysis needed for Chapter 7 is included in Appendix A.

I am grateful to Professor Gordon Silverman of Manhattan College for his assistance, comments, and 
careful review of the manuscript. I also wish to thank the staff of the McGraw-Hill Schaum Series, 
especially John Aliano for his helpful comments and suggestions and Maureen Walker for her great 
care in preparing this book. Last, I am indebted to my wife, Daisy, whose understanding and constant 
support were necessary factors in the completion of this work.

HWEI P. HSU
MONTVILLE, NEW JERSEY
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To the Student

To understand the material in this text, the reader is assumed to have a basic knowledge of calculus, 
along with some knowledge of differential equations and the first circuit course in electrical 
engineering.

This text covers both continuous-time and discrete-time signals and systems. If the course you are 
taking covers only continuous-time signals and systems, you may study parts of Chapters 1 and 2 
covering the continuous-time case, Chapters 3 and 5, and the second part of Chapter 7. If the course 
you are taking covers only discrete-time signals and systems, you may study parts of Chapters 1 and 2 
covering the discrete-time case, Chapters 4 and 6, and the first part of Chapter 7.

To really master a subject, a continuous interplay between skills and knowledge must take place. By 
studying and reviewing many solved problems and seeing how each problem is approached and how it 
is solved, you can learn the skills of solving problems easily and increase your store of necessary 
knowledge. Then, to test and reinforce your learned skills, it is imperative that you work out the 
supplementary problems (hints and answers are provided). I would like to emphasize that there is no 
short cut to learning except by "doing."
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Contents

Chapter 1. Signals and Systems 1
1.1 Introduction 1
1.2 Signals and Classification of Signals 1
1.3 Basic Continuous-Time Signals 6
1.4 Basic Discrete-Time Signals 12
1.5 Systems and Classification of Systems 16
Solved Problems 19

Chapter 2. Linear Time-Invariant Systems 56
2.1 Introduction 56
2.2 Response of a Continuous-Time LTI System and the Convolution Integral 56
2.3 Properties of Continuous-Time LTI Systems 58
2.4 Eigenfunctions of Continuous-Time LTI Systems 59
2.5 Systems Described by Differential Equations 60
2.6 Response of a Discrete-Time LTI System and Convolution Sum 61
2.7 Properties of Discrete-Time LTI Systems 63
2.8 Eigenfunctions of Discrete-Time LTI Systems 64
2.9 Systems Described by Difference Equations 65
Solved Problems 66

Chapter 3. Laplace Transform and Continuous-Time LTI Systems 110
3.1 Introduction 110
3.2 The Laplace Transform 110
3.3 Laplace Transforms of Some Common Signals 114
3.4 Properties of the Laplace Transform 114
3.5 The Inverse Laplace Transform 119
3.6 The System Function 121
3.7 The Unilateral Laplace Transform 124
Solved Problems 127

Chapter 4. The z-Transform and Discrete-Time LTI Systems 165
4.1 Introduction 165
4.2 The z-Transform 165
4.3 z-Transforms of Some Common Sequences 169
4.4 Properties of the z-Transform 171
4.5 The Inverse z-Transform 173
4.6 The System Function of Discrete-Time LTI Systems 175
4.7 The Unilateral z-Transform 177
Solved Problems 178

Chapter 5. Fourier Analysis of Continuous-Time Signals and Systems 211
5.1 Introduction 211
5.2 Fourier Series Representation of Periodic Signals 211
5.3 The Fourier Transform 214
5.4 Properties of the Continuous-Time Fourier Transform 219

vii



5.5 The Frequency Response of Continuous-Time LTI Systems 223
5.6 Filtering 227
5.7 Bandwidth 230
Solved Problems 231

Chapter 6. Fourier Analysis of Discrete-Time Signals and Systems 288
6.1 Introduction 288
6.2 Discrete Fourier Series 288
6.3 The Fourier Transform 291
6.4 Properties of the Fourier Transform 295
6.5 The Frequency Response of Discrete-Time LTI Systems 300
6.6 System Response to Sampled Continuous-Time Sinusoids 302
6.7 Simulation 303
6.8 The Discrete Fourier Transform 305
Solved Problems 308

Chapter 7. State Space Analysis 365
7.1 Introduction 365
7.2 The Concept of State 365
7.3 State Space Representation of Discrete-Time LTI Systems 366
7.4 State Space Representation of Continuous-Time LTI Systems 368
7.5 Solutions of State Equations for Discrete-Time LTI Systems 371
7.6 Solutions of State Equations for Continuous-Time LTI Systems 374
Solved Problems 377

Appendix A. Review of Matrix Theory 428
A.1 Matrix Notation and Operations 428
A.2 Transpose and Inverse 431
A.3 Linear Independence and Rank 432
A.4 Determinants 433
A.5 Eigenvalues and Eigenvectors 435
A.6 Diagonalization and Similarity Transformation 436
A.7 Functions of a Matrix 437
A.8 Differentiation and Integration of Matrices 444

Appendix B. Properties of Linear Time-Invariant Systems and Various Transforms 445
B.1 Continuous-Time LTI Systems 445
B.2 The Laplace Transform 445
B.3 The Fourier Transform 447
B.4 Discrete-Time LTI Systems 449
B.5 The z-Transform 449
B.6 The Discrete-Time Fourier Transform 451
B.7 The Discrete Fourier Transform 452
B.8 Fourier Series 453
B.9 Discrete Fourier Series 454

Appendix C. Review of Complex Numbers 455
C.1 Representation of Complex Numbers 455
C.2 Addition, Multiplication, and Division 456
C.3 The Complex Conjugate 456
C.4 Powers and Roots of Complex Numbers 456

Appendix D. Useful Mathematical Formulas 458
D.1 Summation Formulas 458
D.2 Euler's Formulas 458

viii



D.3 Trigonometric Identities 458
D.4 Power Series Expansions 459
D.5 Exponential and Logarithmic Functions 459
D.6 Some Definite Integrals 460

Index 461

ix





Chapter 1 

Signals and Systems 

1.1 INTRODUCTION 

The concept and theory of signals and systems are needed in almost all electrical 
engineering fields and in many other engineering and scientific disciplines as well. In this 
chapter we introduce the mathematical description and representation of signals and 
systems and their classifications. We also define several important basic signals essential to 
our studies. 

1.2 SIGNALS AND CLASSIFICATION OF SIGNALS 

A signal is a function representing a physical quantity or variable, and typically it 
contains information about the behavior or nature of the phenomenon. For instance, in a 
RC circuit the signal may represent the voltage across the capacitor or the current flowing 
in the resistor. Mathematically, a signal is represented as a function of an independent 
variable t. Usually t represents time. Thus, a signal is denoted by x( t ). 

A. Continuous-Time and Discrete-Time Signals: 

A signal x( t) is a continuous-time signal if t is a continuous variable. If t is a discrete 
variable, that is, x( t) is defined at discrete times, then x( t) is a discrete-time signal. Since a 
discrete-time signal is defined at discrete times, a discrete-time signal is often identified as 
a sequence of numbers, denoted by {xn} or x[n], where n =integer. Illustrations of a 
continuous-time signal x(t) and of a discrete-time signal x[n] are shown in Fig. 1-1. 

x(I) x[n] 

~ ~ t- 2 ~ 

p ~ I ~ 

-- -- .... ~ -e--e ~~ 

0 -5 -4 -3 -2 -1 0 I 2 3 4 5 6 n 

(a) (b) 

Fig. 1-1 Graphical representation of(a) continuous-time and (b) discrete-time signals. 

A discrete-time signal x[n] may represent a phenomenon for which the independent 
variable is inherently discrete. For instance, the daily closing stock market average is by its 
nature a signal that evolves at discrete points in time (that is, at the close of each day). On 
the other hand a discrete-time signal x[n] may be obtained by sampling a continuous-time 

1 



2 SIGNALS AND SYSTEMS [CHAP. I 

signal x(t) such as 

or in a shorter form as 

x (OJ, x [ 1], ... , x [ n], ... 
or 

where we understand that 

Xn =x[n] =x(tn) 

and xn's are called samples and the time interval between them is called the sampling 
interval. When the sampling intervals are equal (uniform sampling), then 

xn =x[nJ =x(nT,) 

where the constant T, is the sampling interval. 
A discrete-time signal x[n] can be defined in two ways: 

1. We can specify a rule for calculating the nth value of the sequence. For example, 

x[n] =x = f (t( 
n \ 0 

or 

n~O 

n <0 

2. We can also explicitly list the values of the sequence. For example, the sequence 
shown in Fig. I-1{ b) can be written as 

{xn} = { ... ,0,0,l,2,2,l,O,l,0,2,0,0, ... } 

T 
or {xn}= {1,2,2,l,0,l,0,2} 

T 
We use the arrow to denote the n = 0 term. We shall use the convention that if no 
arrow is indicated, then the first term corresponds to n = 0 and all the values of the 
sequence are zero for n < 0. 

The sum and product of two sequences are defined as follows: 

{en}= {an}+ {bn}---+ Cn =an+ bn 

{en}= {an}{b,.} ---+ Cn = anbn 

a= constant 

B. Analog and Digital Signals: 

If a continuous-time signal x(t) can take on any value in the continuous interval (a, b), 
where a may be - oo and b may be + oo, then the continuous-time signal x( t) is called an 
analog signal. If a discrete-time signal x[n] can take on only a finite number of distinct 
values, then we call this signal a digital signal. 

C. Real and Complex Signals: 

A signal x(t) is a real signal if its value is a real number, and a signal x(t) is a complex 
signal if its value is a complex number. A general complex signal x(t) is a function of the 
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form 

X ( t ) = XI ( t ) + jx 2 ( t ) 

where x 1(t) and x 2( t) are real signals and j = !=T. 
Note that in Eq. (J.J) t represents either a continuous or a discrete variable. 

D. Deterministic and Random Signals: 

3 

(I.I) 

Deterministic signals are those signals whose values are completely specified for any 
given time. Thus, a deterministic signal can be modeled by a known function of time t. 
Random signals are those signals that take random values at any given time and must be 
characterized statistically. Random signals will not be discussed in this text. 

E. Even and Odd Signals: 

A signal x(t) or x[n] is referred to as an even signal if 

x(-t)=x(t) 

x[ -n] =x[n] 

A signal x( t) or x[ n] is referred to as an odd signal if 

x(-t)= -x(t) 

x[ -n] = -x[n] 

Examples of even and odd signals are shown in Fig. 1-2. 

x(r) 

---....-

~ ~ 

0 -4 -3 -2 -I 

(a) 

x(r) 

-3 -2 -I 
~ 

x[n) 

~ 

~ p 

~ -....-
0 I 2 3 4 

(b) 

x[n) 

_, 
-4 I 2 3 4 

~ ~ 

Fig. 1-2 Examples of even signals (a and b) and odd signals (c and d). 

(J.2) 

(1.3) 

...... 
~ 

n 

n 
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Any signal x(t) or x[n] can be expressed as a sum of two signals, one of which is even 
and one of which is odd. That is, 

x(t) =xe(t) +x0 (t) 
(1.4) 

x[n] =xe[n] +x0 [n] 

where xe(t) = Hx(t) +x(-t)} even part of x( t) 

xe[n] = Hx[n] +x[ -n]} even part of x[n] 
(J.5) 

x 0 (t) = Hx(t) -x(-t)} odd part of x( t) 
(1.6) 

x
0

[n] = Hx[n] -x[ -n]} odd part of x [ n] 

Note that the product of two even signals or of two odd signals is an even signal and 
that the product of an even signal and an odd signal is an odd signal (Prob. 1. 7). 

F. Periodic and Nonperiodic Signals: 

A continuous-time signal x(t) is said to be periodic with period T if there is a positive 
nonzero value of T for which 

x(t+T)=x(t) all t (1. 7) 

An example of such a signal is given in Fig. l-3(a). From Eq. (1.7) or Fig. l-3(a) it follows 
that 

x(t +mT) =x(t) (1.8) 

for all t and any integer m . The fundamental period T0 of x( t) is the smallest positive 
value of T for which Eq. (1.7) holds. Note that this definition does not work for a constant 

x(I) 

-2T -T 0 T 2T 

(a) 

x[nl 

-2N -N 0 N 2N n 

(b) 

Fig. 1-3 Examples of periodic signals. 
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signal x(t) (known as a de signal). For a constant signal x(t) the fundamental period is 
undefined since x(t) is periodic for any choice of T (and so there is no smallest positive 
value). Any continuous-time signal which is not periodic is called a nonperiodic (or 
aperiodic) signal. 

Periodic discrete-time signals are defined analogously. A sequence (discrete-time 
signal) x[n] is periodic with period N if there is a positive integer N for which 

x[n+N] =x[n] all n (1.9) 

An example of such a sequence is given in Fig. 1-3(b). From Eq. (J.9) and Fig. 1-3(b) it 
follows that 

x [ n + mN] = x [ n] (I.JO) 

for all n and any integer m. The fundamental period N0 of x[n] is the smallest positive 
integer N for which Eq. (1.9) holds. Any sequence which is not periodic is called a 
nonperiodic (or aperiodic) sequence. 

Note that a sequence obtained by uniform sampling of a periodic continuous-time 
signal may not be periodic (Probs. 1.12 and 1.13). Note also that the sum of two 
continuous-time periodic signals may not be periodic but that the sum of two periodic 
sequences is always periodic (Probs. 1.14 and 1.15). 

G. Energy and Power Signals: 

Consider v(t) to be the voltage across a resistor R producing a current i(t). The 
instantaneous power p( t) per ohm is defined as 

v(t)i(t) 
p(t)= =i 2(t) 

R 
(I.JI) 

Total energy E and average power P on a per-ohm basis are 

E = J00 

i 2
( t) dt joules 

- 00 

(1.12) 

1 JT/2 
P = lim T i2(t) dt 

T-+oo -T/2 
watts (J.JJ) 

For an arbitrary continuous-time signal x(t), the normalized energy content E of x(t) is 
defined as 

J
oo 2 

E = lx(t)I dt 
- 00 

(1.14) 

The normalized average power P of x(t) is defined as 

1 J T/2 2 
P = lim - lx(t)I dt 

T--+ 00 T - T /2 
(1.15) 

Similarly, for a discrete-time signal x[n], the normalized energy content E of x[n] is 
defined as 

00 

E= E lx[n]l
2 

(1.16) 
n = -oo 
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The normalized average power P of x[n] is defined as 

1 N 
P = lim [ Ix[ n J /

2 

N--->oo 2N+ 1 n=~N 
(1.17) 

Based on definitions U.14) to U.17), the following classes of signals are defined: 

1. x(t) (or x[n]) is said to be an energy signal (or sequence) if and only if 0 < E < oo, and 
so P= 0. 

2. x(t) (or x[n]) is said to be a power signal (or sequence) if and only if 0 < P < oo, thus 
implying that E = oo. 

3. Signals that satisfy neither property are referred to as neither energy signals nor power 
signals. 

Note that a periodic signal is a power signal if its energy content per period is finite, and 
then the average power of this signal need only be calculated over a period (Prob. 1.18). 

1.3 BASIC CONTINUOUS-TIME SIGNALS 

A. The Unit Step Function: 

The unit step function u( t ), also known as the Heal'iside unit function, is defined as 

u(t) = { 6 t > 0 
t<O 

(1.18) 

which is shown in Fig. 1-4(a). Note that it is discontinuous at t = 0 and that the value at 
t = 0 is undefined. Similarly, the shifted unit step function u( t - t 0 ) is defined as 

{ 
1 t > 10 u(t - t0 ) = 0 < t t 0 

(1.19) 

which is shown in Fig. 1-4(b). 

u(r) u(r - r0) 

0 0 10 

(a) (b) 

Fig. 1-4 (a) Unit step function; (b) shifted unit step function. 

B. The Unit Impulse Function: 

The unit impulse function o( t ), also known as the Dirac delta function, plays a central 
role in system analysis. Traditionally, o(t) is often defined as the limit of a suitably chosen 
conventional function having unity area over an infinitesimal time interval as shown in 
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1 

_!_ 

e 

-j e 1-
Fig. 1-5 

e-o 

l 

Fig. 1-5 and possesses the following properties: 

{o t * o 
S(t)= oo t=O 

f S(t) dt = 1 
-e 

7 

__. 

But an ordinary function which is everywhere 0 except at a single point must have the 
integral 0 (in the Riemann integral sense). Thus, 5( t) cannot be an ordinary function and 
mathematically it is defined by 

f 00 

<f>(t)S(t)dt=<f>(O) 
- C< 

where </>( t) is any regular function continuous at t = 0. 
An alternative definition of 5( t) is given by 

b (</>(O) f </>( t )5( I) dt = 0 
a undefined 

a<O<b 
a<b<O or O<a<b 
a=O or b=O 

(1.20) 

(1.21) 

Note that Eq. (J.20) or U.21) is a symbolic expression and should not be considered an 
ordinary Riemann integral. In this sense, 5( t) is often called a generalized function and 
</>( t) is known as a testing function. A different class of testing functions will define a 
different generalized function (Prob. 1.24). Similarly, the delayed delta function c5( t - t 0 ) is 
defined by 

{" <f>(t)5(t -t0 )dt =</>(t 0 ) 
-00 

(1.22) 

where </J( t) is any regular function continuous at t = t0 • For convenience, 5( t) and 5( t - t 0 ) 

are depicted graphically as shown in Fig. 1-6. 
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S(t) S(t - 10) 

0 0 

(a) (b) 

Fig. 1-6 (a) Unit impulse function; (b) shifted unit impulse function. 

Some additional properties of .S( t) are 

if x( t) is continuous at t = 0. 

if x( t) is continuous at t = t 0 • 

1 
.S(at) = ~.S(t) 

.S(-t)=.S(t) 

x(t).S(t) =x(O).S(t) 

x(t).S(t - t0 ) =x(t0 ).S(t - t0 ) 

[CHAP. 1 

(J.23) 

(J.24) 

(/.25) 

(1.26) 

Using Eqs. (J.22) and (1.24), any continuous-time signal x(t) can be expressed as 

x(t)= j"" x(r)S(t-r)dr 
-oo 

( /.27) 

Generalized Derivatives: 

If g(t) is a generalized function, its nth generalized derivative g<n>(t) = dng(t)/dtn is 
defined by the following relation: 

j"' c/>( t )g(n)( l) dt = ( -1 t /'' c/>(n)( l )g( t) dt 
-00 -00 

(1.28) 

where c/>( t) is a testing function which can be differentiated an arbitrary number of times 
and vanishes outside some fixed interval and c/>(n)( t) is the nth derivative of cf>( t ). Thus, by 
Eqs. (/.28) and (l.20) the derivative of .S(t) can be defined as 

/'' c/>(t).S'(t) dt = -4''(0) 
-00 

(1.29) 

where ¢(t) is a testing function which is continuous at t = 0 and vanishes outside some 
fixed interval and cf>'(O) = d¢(t)/dtl 1 ~o· Using Eq. (l.28), the derivative of u(t) can be 
shown to be .S( t) (Prob. 1.28); that is, 

du(t) 
.S(t) = u'(t) = -­

dt 
(1.30) 
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Then the unit step function u( t) can be expressed as 

u(t) = J' 8(r)dr 
-00 

(J.31) 

Note that the unit step function u( t) is discontinuous at t = O; therefore, the derivative of 
u(t) as shown in Eq. (l.30) is not the derivative of a function in the ordinary sense and 
should be considered a generalized derivative in the sense of a generalized function. From 
Eq. (l.31) we see that u(t) is undefined at t = 0 and 

u(t)={6 ~~g 
by Eq. (l.21) with <f>(t) = 1. This result is consistent with the definition (J.18) of u(t). 

C. Complex Exponential Signals: 

The complex exponential signal 

' 

" 

' ' ' 

/ 
/ 

.... 

x(t) 

.... 

(a) 

x(t) 

(b) 

.... .... 

' ' ' 

(J.32) 

Fig. 1-7 (a) Exponentially increasing sinusoidal signal; (b) exponentially decreasing sinusoidal signal. 
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is an important example of a complex signal. Using Euler's formula, this signal can be 
defined as 

x(t) = eiwot =cos w0 t + j sin w0 t (1.33) 

Thus, x(t) is a complex signal whose real part is cos w0 t and imaginary part is sin w0 t. An 
important property of the complex exponential signal x(t) in Eq. (1.32) is that it is 
periodic. The fundamental period T0 of x(t) is given by (Prob. 1.9) 

27T 
To=­

wo 

Note that x(t) is periodic for any value of w 0 • 

General Complex Exponential Signals: 

Let s = cr + jw be a complex number. We define x(t) as 

(1.34) 

x( t) = e 51 = e«r+Jw)t = eu' (cos wt + j sin wt) (1.35) 

Then signal x( t) in Eq. (1.35) is known as a general complex exponential signal whose real 
part eu' cos wt and imaginary part e,,.1 sin wt are exponentially increasing (cr > 0) or 
decreasing ( cr < 0) sinusoidal signals (Fig. 1-7). 

Real Exponential Signals: 

Note that if s = cr (a real number), then Eq. ( 1.35) reduces to a real exponential signal 

x(t) = e,,.' (1.36) 

(a) 

(b) 

Fig. 1-8 Continuous-time real exponential signals. (a) u > O; (b) u < 0. 
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As illustrated in Fig. 1-8, if u > 0, then x( t) is a growing exponential; and if u < 0, then 
x( t) is a decaying exponential. 

D. Sinusoidal Signals: 

A continuous-time sinusoidal signal can be expressed as 

x(t) =A cos(w0 t + 0) ( 1.37) 

where A is the amplitude (real), w0 is the radian frequency in radians per second, and () is 
the phase angle in radians. The sinusoidal signal x( t) is shown in Fig. 1-9, and it is periodic 
with fundamental period 

(1.38) 

The reciprocal of the fundamental period T0 is called the fundamental frequency f 0 : 

1 
fo = T hertz (Hz) 

0 

(1.39) 

From Eqs. ( 1.38) and ( 1.39) we have 

(1.40) 

which is called the fundamental angular frequency. Using Euler's formula, the sinusoidal 
signal in Eq. ( 1.37) can be expressed as 

(1.41) 

where "Re" denotes "real part of." We also use the notation "Im" to denote "imaginary 
part of." Then 

(1.42) 

X(I) 

Fig. 1-9 Continuous-time sinusoidal signal. 
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1.4 BASIC DISCRETE· TIME SIGNALS 

A. The Unit Step Sequence: 

The unit step sequence u[ n] is defined as 

u[n]={~ n;:::O 
n < 0 

[CHAP. I 

(J.43) 

which is shown in Fig. 1-IO(a). Note that the value of u[n] at n = 0 is defined [unlike the 
continuous-time step function u( t) at t = O] and equals unity. Similarly, the shifted unit step 
sequence u[n - k] is defined as 

u[n-kJ={6 
which is shown in Fig. 1-lO(b). 

11!111 

...... 
-2 -I 0 I 2 3 II 

(a) 

n~k 
n <k 

u!11 ·kl 

-2 -I 0 I k 

(b) 

Fig. 1-lO (a) Unit step sequence; (b) shifted unit step sequence. 

B. The Unit Impulse Sequence: 

The unit impulse (or unit sample) sequence o[n] is defined as 

(J.44) 

n 

(J.45) 

which is shown in Fig. 1-1 l{a). Similarly, the shifted unit impulse (or sample) sequence 
o[n - k] is defined as 

o[n-k]={~ 
which is shown in Fig. 1-1 l(b ). 

oJnJ 

-2 -I 0 I 2 3 II 

n=k 
ni=-k 

o{n. k] 

-2 -I 0 l 

(£1) (b) 

k 

Fig. 1-ll (a) Unit impulse (sample) sequence; (b) shifted unit impulse sequence. 

(1.46) 

n 
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Unlike the continuous-time unit impulse function 5(t), 5[n] is defined without mathe­
matical complication or difficulty. From definitions (1.45) and (1.46) it is readily seen that 

x[n)5[n) =x[0)5[n) 

x[n]5[n-k] =x[k]o[n-k] 

(J.47) 

(J .48) 

which are the discrete-time counterparts of Eqs. (1.25) and (1.26), respectively. From 
definitions (1.43) to (1.46), 5[n] and u[n] are related by 

5[n] =u[n) -u[n -1) 
n 

u[nJ = E o[kJ 
k= -oo 

which are the discrete-time counterparts of Eqs. (1.30) and (1.31), respectively. 
Using definition (1.46), any sequence x[n] can be expressed as 

00 

x[n) = L x[k]5[n-k) 
k= -00 

which corresponds to Eq. (1.27) in the continuous-time signal case. 

C. Complex Exponential Sequences: 

The complex exponential sequence is of the form 

x[ n] = emon 

Again, using Euler's formula, x[n] can be expressed as 

x [ n] = ejfion = cos fion + j sin non 

(1.49) 

(1.50) 

( 1.51) 

( 1.52) 

(1.53) 

Thus x[n] is a complex sequence whose real part is cos fi 0 n and imaginary part is sin fi 0 n. 

Periodicity of eillon: 

In order for ejnon to be periodic with period N ( > 0), 0 0 must satisfy the following 
condition (Prob. 1.11): 

21T N 
m = positive integer (1.54) 

Thus the sequence ejnon is not periodic for any value of n0• It is periodic only if n0/21T is 
a rational number. Note that this property is quite different from the property that the 
continuous-time signal ejwor is periodic for any value of w0 . Thus, if n0 satisfies the 
periodicity condition in Eq. (1.54), Q0 * 0, and N and m have no factors in common, then 
the fundamental period of the sequence x[n] in Eq. ( 1.52) is N0 given by 

(1.55) 

Another very important distinction between the discrete-time and continuous-time 
complex exponentials is that the signals eiwot are all distinct for distinct values of w0 but 
that this is not the case for the signals ei0 on. 
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n 

(a) 

n 

(b) 

n 

(c) 

n 

(d) 

Fig. 1-12 Real exponential sequences. (a) a> l; (b) 1 >a> O; (c) 0 >a> -1; (d) a < -1. 
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Consider the complex exponential sequence with frequency (n 0 + 2'TT'k ), where k is an 
integer: 

(1.56) 

since eihkn = 1. From Eq. (J.56) we see that the complex exponential sequence at 
frequency n 0 is the same as that at frequencies (n0 ± 2'TT' ), (n0 ± 4'TT' ), and so on. 
Therefore, in dealing with discrete-time exponentials, we need only consider an interval of 
length 2'TT' in which to choose n0• Usually, we will use the interval 0 :s; n0 < 2'TT' or the 
interval -'TT' :s; no< 'TT'. 

General Complex Exponential Sequences: 

The most general complex exponential sequence is often defined as 

x[nl =can (J.57) 

where C and a are in general complex numbers. Note that Eq. (J.52) is the special case of 
Eq. (J.57) with C = 1 and a= eifio. 

1T x[n] =cos( 6 n) 

• • • 
~ • • 

' • ' 
-6 6 

........ ........ ..... ....... ...... - ~ 

-12 -9 -3 0 3 9 12 n 

4 • • • 
• • 4 

(a) 

x[n] =cos(D 

-9 -6 

-12 .) 0 12 n 

(b) 

Fig. 1-13 Sinusoidal sequences. (a) x[n] = cos(1Tn/6); (b) x[n] = cos(n/2). 
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Real Exponential Sequences: 

If C and a in Eq. ( 1.57) are both real, then x[n] is a real exponential sequence. Four 
distinct cases can be identified: a> 1, 0 <a < 1, -1 <a < 0, and a < - 1. These four real 
exponential sequences are shown in Fig. 1-12. Note that if a= 1, x[n] is a constant 
sequence, whereas if a= -1, x[n] alternates in value between +C and -C. 

D. Sinusoidal Sequences: 

A sinusoidal sequence can be expressed as 

x[n] =Acos(fl 0 n +O) ( 1.58) 

If n is dimensionless, then both 0 0 and (} have units of radians. Two examples of 
sinusoidal sequences are shown in Fig. 1-13. As before, the sinusoidal sequence in Eq. 
( 1.58) can be expressed as 

(1.59) 

As we observed in the case of the complex exponential sequence in Eq. ( 1.52), the same 
observations [Eqs. (1.54) and (1.56)) also hold for sinusoidal sequences. For instance, the 
sequence in Fig. 1-13(a) is periodic with fundamental period 12, but the sequence in Fig. 
1-13( b) is not periodic. 

1.5 SYSTEMS AND CLASSIFICATION OF SYSTEMS 

A. System Representation: 

A system is a mathematical model of a physical process that relates the input (or 
excitation) signal to the output (or response) signal. 

Let x and y be the input and output signals, respectively, of a system. Then the system 
is viewed as a transformation (or mapping) of x into y. This transformation is represented 
by the mathematical notation 

y=Tx (1.60) 

where T is the operator representing some well-defined rule by which x is transformed 
into y. Relationship (1.60) is depicted as shown in Fig. 1-14(a). Multiple input and/or 
output signals are possible as shown in Fig. 1-14(b). We will restrict our attention for the 
most part in this text to the single-input, single-output case. 

·I 
x, 

:1 
y, 

x System y : T .. System 

xn Y'" 

(a) (b) 

Fig. 1-14 System with single or multiple input and output signals. 
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B. Continuous~Time and Discrete-Time Systems: 

If the input and output signals x and y are continuous-time signals, then the system is 
called a continuous-time system [Fig. 1- I S(a)]. If the input and output signals are discrete-time 
signals or sequences, then the system is called a discrete-time system [Fig. I- l 5(h)J. 

x(I) ·I System 
y(I) x(11) 

System 
vlnl .. ..... 

T T 
-... 

(a) (b) 

Fig. 1-15 (a) Continuous-time system; (b) discrete-time system. 

C. Systems with Memory and without Memory 

A system is said to be memoryless if the output at any time depends on only the input 
at that same time. Otherwise, the system is said to have memory. An example of a 
memoryless system is a resistor R with the input x( t) taken as the current and the voltage 
taken as the output y(t). The input-output relationship (Ohm's law) of a resistor is 

y(t)=Rx(t) (l.61) 

An example of a system with memory is a capacitor C with the current as the input x( t) 
and the voltage as the output y( t ); then 

I Jc y(t)=- X(T)dT c -oc 

( /.62) 

A second example of a system with memory is a discrete-time system whose input and 
output sequences are related by 

n 

y[n] = L x[k] (I.63) 
k = -oc 

D. Causal and Noncausal Systems: 

A system is called causal if its output y(t) at an arbitrary time t = t 0 depends on only 
the input x( t) for t ~ t 0 . That is, the output of a causal system at the present time depends 
on only the present and/or past values of the input, not on its future values. Thus, in a 
causal system, it is not possible to obtain an output before an input is applied to the 
system. A system is called noncausal if it is not causal. Examples of noncausal systems are 

y(t)=x(t+l) 

y[n] =x[-n] 

Note that all memoryless systems are causal, but not vice versa. 

(I.64) 

(I.65) 
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E. Linear Systems and Nonlinear Systems: 

If the operator T in Eq. (1.60) satisfies the following two conditions, then T is called a 
linear operator and the system represented by a linear operator T is called a linear system: 

1. Additivity: 

Given that Tx 1 =y 1 and Tx 2 =y 2 , then 

for any signals x 1 and x 2 • 

2. Homogeneity (or Scaling): 

for any signals x and any scalar a. 

T{x, +x 2} =Yi+ Y2 

T{ax} = ay 

(1.66) 

(J.67) 

Any system that does not satisfy Eq. ( 1.66) and/or Eq. (1.67) is classified as a 
nonlinear system. Equations (1.66) and (J.67) can be combined into a single condition as 

T{a 1x 1 +a 2 x 2 } =a 1y 1 +a 2 y 2 (1.68) 

where a 1 and a 2 are arbitrary scalars. Equation (1.68) is known as the superposllwn 
property. Examples of linear systems are the resistor [Eq. (1.61)] and the capacitor [Eq. 
(J.62)). Examples of nonlinear systems are 

Y =x2 

y =cos x 

(1.69) 

(1. 70) 

Note that a consequence of the homogeneity (or scaling) property [Eq. (J.67)] of linear 
systems is that a zero input yields a zero output. This follows readily by setting a = 0 in Eq. 
(J.67). This is another important property of linear systems. 

F. Time-Invariant and Time-Varying Systems: 

A system is called time-invariant if a time shift (delay or advance) in the input signal 
causes the same time shift in the output signal. Thus, for a continuous-time system, the 
system is time-invariant if 

T{x(t - r)} = y(t - r) (1. 71) 

for any real value of r. For a discrete-time system, the system 1s time-invariant (or 
shift-invariant) if 

T{x[n-k]} =y[n-k] (J. 72) 

for any integer k. A system which does not satisfy Eq. (1. 71) (continuous-time system) or 
Eq. ( /. 72) (discrete-time system) is called a time-varying system. To check a system for 
time-invariance, we can compare the shifted output with the output produced by the 
shifted input (Probs. 1.33 to 1.39). 

G. Linear Time-Invariant Systems 

If the system is linear and also time-invariant, then it is called a linear time-invariant 
(L Tl) system. 
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H. Stable Systems: 

A system is bounded-input/bounded-output (BIBO) stable if for any bounded input x 
defined by 

lxl~k 1 
the corresponding output y is also bounded defined by 

IYI ~ k2 

(1. 73) 

(1. 74) 

where k 1 and k 2 are finite real constants. Note that there are many other definitions of 
stability. (See Chap. 7.) 

I. Feedback Systems: 

A special class of systems of great importance consists of systems having feedback. In a 
feedback system, the output signal is fed back and added to the input to the system as 
shown in Fig. 1-16. 

x(I) y(I) 
System 

Fig. 1-16 Feedback system. 

Solved Problems 

SIGNALS AND CLASSIFICATION OF SIGNALS 

1.1. A continuous-time signal x(t) is shown in Fig. 1-17. Sketch and label each of the 
following signals. 

(a) x(t - 2); (b) x(2t); (c) x(t/2); (d) x( -t) 

x(_t) 

3 

-2-1 0 I 2 3 4 5 

Fig. 1-17 
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(a) x(t - 2) is sketched in Fig. l-18(a). 
(b) x(2t) is sketched in Fig. l-18(b). 
(c) x(t / 2) is sketched in Fig. 1-18(c). 
(d) x( - t) is sketched in Fig. 1-18(d). 

X(I- 2) 

3 

-1 0 l 2 3 4 s 6 7 

(a) 

x(t/2) 

- l 0 l 2 3 4 5 6 7 8 9 

(c) 

Fig. 1-18 

x(2t) 

3 

-2 - l 0 l 2 3 

(b) 

x(-/) 

3 

-5 -4 -3 -2 - I 0 I 2 

(d) 

[CHAP. l 

1.2. A discrete-time signal x[n] is shown in Fig. 1-19. Sketch and label each of the 
following signals. 

(a) x[n - 2]; (b) x[2n]; (c) x[ -nJ; (d) x[ -n + 2) 

x(n] 

3 

-1 0 l 2 3 4 5 n 

Fig. 1-19 
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(a) x[n - 2) is sketched in Fig. 1-20(a). 

(b) x[2n] is sketched in Fig. 1-20(b). 

(c) x[ -n] is sketched in Fig. 1-20(c). 

(d) x[ -n + 2) is sketched in Fig. 1-20(d). 

x[n-2) 

3 

01234567 n 

(a) 

x(-n] 

3 

-5 -4 -3 -2 - I 0 I n 

(c) 

Fig. 1-20 

1.3. Given the continuous-time signal specified by 

x(t)={~-ltl 

x(2n) 

3 

-I 0 I 2 3 

(b) 

x(-n+2] 

3 

-3 -2 -I 0 I 2 

-l.:5t.:51 
otherwise 

(d) 

21 

n 

n 

determine the resultant discrete-time sequence obtained by uniform sampling of x( t) 
with a sampling interval of (a) 0.25 s, (b) 0.5 s, and (c) 1.0 s. 

It is easier to take the graphical approach for this problem. The signal x( t) is plotted in 
Fig. l-21(a). Figures 1-21(b) to (d) give plots of the resultant sampled sequences obtained for 
the three specified sampling intervals. 

(a) T, = 0.25 s. From Fig. 1-21(b) we obtain 

x[ n] = ( ... , 0, 0.25, 0.5, 0.75, 1, 0.75, 0.5, 0.25, 0, ... } 

T 
(b) T, = 0.5 s. From Fig. 1-2Hc) we obtain 

x[n] = { ... , 0,0.5, 1, 0.5, 0,. .. } 

T 
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X(I) x[n] = x(n/4) 

- I 0 -4 -3 -2 - I 0 I 2 3 4 n 

(a) (b) 

x[nl = x(n/2) x[n] = x(n) 

-2 -1 0 2 n -I 0 n 

(c ) (tf) 

Fig. 1-21 

(c) Ts = 1 s. From Fig. 1-21(d) we obtain 

x [ n ] = { .. . , 0, I , 0 ... . } = 8( n] 

i 

1.4. Using the discrete-time signals x 1[n] and x 2[n] shown in Fig. 1-22, represent each of 
the following signals by a graph and by a sequence of numbers. 

(a) yi(n] =x 1[n] +x 2[n]; (b) y2[n] = 2x 1[n]; (c) y_,[n] =x 1[n]x 2(n] 

x2[n] 

3 3 

3 

-2 - I 0 l 2 3 4 5 6 7 n -3 4 n 

Fig. 1-22 
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(a) y 1[n] is sketched in Fig. l-23(a). From Fig. l-23(a) we obtain 

y 1[n] = { ... ,o, -2, -2,3,4,3, -2,0,2,2,0, ... } 

i 
(b) y 2[n] is sketched in Fig. 1-23(b). From Fig. 1-23(b) we obtain 

Y2[n] = { ... ,0,2,4,6,0,0,4,4,0, ... } 

i 
(c) y 3[n) is sketched in Fig. l-23(c). From Fig. 1-23(c) we obtain 

4 

2 

-2 -I 

Y3[n] = { ... ,0,2,4,0, ... } 

i 

y,(n] = x,[n) + x2[n) y2[n) = 2x,[n] 

3 

I 2 4 5 6 7 

-2 

(a) 

n 

4 

2 

6 I- , 

~ 

4 I- ~ 

1-
2 t 

-2 -I 0 I 2 3 4 5 6 7 

(b) 

-2 -1 0 I 2 3 4 5 6 7 n 

(c) 

Fig. 1-23 

1.5. Sketch and label the even and odd components of the signals shown in Fig. 1-24. 

23 

·~ 

n 

Using Eqs. (1.5) and (1.6), the even and odd components of the signals shown in Fig. 1-24 
are sketched in Fig. 1-25. 
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X(I) x(I) 

4 4 

012345 0 

(a) (b) 

x[nl x[n] 

4 4 

2 

- -.......... 
0123456 n -1 0 I 2 3 4 5 n 

(c) (d) 

Fig. 1-24 

1.6. Find the even and odd components of x(t) = ei1
• 

Let xe(t) and x)t) be the even and odd components of e11 , respectively. 

From Eqs. (J.5) and (1.6) and using Euler's formula, we obtain 

1.7. Show that the product of two even signals or of two odd signals is an even signal and 
that the product of an even and an odd signal is an odd signal. 

Let x(t) =x 1(t)x 2(t). If x 1(t) and x 2(t) are both even, then 

and x( t) is even. If x 1(t) and x 2( t) are both odd, then 

and x( t) is even. If x 1( t) is even and x 2(t) is odd, then 

and x(t) is odd. Note that in the above proof, variable t represents either a continuous or a 
discrete variable. 
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x,(t) x,,(1) 

4 4 

-5 0 5 

(a) 

x,(t) xjt) 

4 4 

2 

0 

(b) 

x,[n] x
0
[n] 

4 4 

2 2 

-5 -4 -3 -2 -I 

-5 -4 -3 -2 -I 0 I 2 3 4 5 n I 2 3 4 5 n 

-2 

(c) 

x,[n] xJnl 

4 4 

2 2 

-4 -3 -2 -I 

-4 -3 -2 -I 0 I 2 3 4 n I 2 3 4 n 

-2 

(d) 

Fig. 1-25 
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1.8. Show that 

(a) If x(t) and x[n] are even, then 

j a x( t) dt = 2 j ax( I) dt 
-a 0 

k k 

L x[n] =x[O] + 2 L x[n] 
n= -k 

(b) If x(t) and x[n] are odd, then 

x(O) = 0 and 

n=I 

x[O] = 0 

k 

j 0 

x(t) dt = 0 and L x[n] =0 
-a n= -k 

(a) We can write 

r x(t) dt = f° x(t) dt + fx(t) dt 
-a -a 0 

Letting t = -A in the first integral on the right-hand side, we get 

j 0 
x(t) dt = J0

x(-A)(-dA) = {x(-A) dA 
-a a 0 

Since x( t) is even, that is, x( -A) = x(A ), we have 

fx(-A)dA= [x(A)dA= [x(t)dt 
0 0 0 

Hence, 

r x(t) dt = fx(t) dt + {x(t) dt = 2{x(t) dt 
-a 0 0 0 

Similarly, 

k -I k 

L x[n]= L x[n]+x[O]+ L:x[n] 
n= -k n= -k n=I 

Letting n = -m in the first term on the right-hand side, we get 

-1 k 

L x(n]= E x(-m] 
n=-k m=I 

Since x[ n] is even, that is, x[ - m] = x[ m ], we have 

k k k 

L x[-m]= L x[m]= L:x[n] 
m=l m=l n=I 

Hence, 

k k k k 

E x[n] = E x(n] +x[O] + E x[n] =x[O] + 2 E x[n] 
n= -k n= l n=I n=I 

[CHAP. l 

(l.75a) 

(1.75b) 

(1. 76) 

(1.77) 

(b) Since x(t) and x[n] are odd, that is, x(-t) = -x(t) and x[ -n] = -x[n], we have 

x(-0) = -x(O) and x[ -0] = -x[O] 
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Hence, 

SIGNALS AND SYSTEMS 

x( -0) =x(O) = -x(O) =x(O) = 0 

x[ -0] =x[O] = -x[O] =x[O] = 0 

Similarly, 

r x(t)dt= f° x(t)dt+ [x(t)dt= [x(->.)d>. + [x(t)dt 
-a -a 0 0 0 

a a la la =-lx(A)d>.+jx(r)dt=- x(t)dt+ x(t)dt=O 
0 0 0 0 

and 
k -1 k k k 

L x[n]= L x[n]+x[O]+ l:x[n]= L x[-m]+x[O]+ l:x[n] 
n= -k n= -k n=l m=l n=I 

k k k k 

= - L x[m] +x[O] + L x[n) = - L x[n] +x[O) + L x[n] 
m=l n=l n=1 n=I 

=x[O] = 0 

in view of Eq. U. 76). 

1.9. Show that the complex exponential signal 

is periodic and that its fundamental period is 27T /w 0 • 

By Eq. (1. 7), x(t) will be periodic if 

Since 

we must have 

27 

(1.78) 

If w 0 = 0, then x(t) = 1, which is periodic for any value of T. If w 0 * 0, Eq. ( 1. 78) holds if 

or 
27T 

T=m­
wo 

m = positive integer 

Thus, the fundamental period T0 , the smallest positive T, of x(t) is given by 27T/w0 . 

1.10. Show that the sinusoidal signal 

x(t) = cos(w0 t + 0) 

is periodic and that its fundamental period is 2rr /w0 • 

The sinusoidal signal x(t) will be periodic if 

cos[ w 0 ( t + T) + 8] =cos( w0 t + 8) 

We note that 

cos[ w 0 ( t + T) + 8] =cos[ w0 t + 8 + w0T] =cos( w0 t + 8) 
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or 
271' 

T=m­
wo 

m = positive integer 

Thus, the fundamental period T0 of x(t) is given by 271' / w 0 . 

[CHAP. l 

1.11. Show that the complex exponential sequence 

x [ n l = ej!lun 

is periodic only if fl 0/27T is a rational number. 

By Eq. (1.9), x[n] will be periodic if 

or 

Equation ( 1. 79) holds only if 

0 0 N = m27r m = positive integer 

or 

0 0 m 
- = - = rational number 
271' N 

Thus, x[n] is periodic only if fl 0/27r is a rational number. 

1.12. Let x( t) be the complex exponential signal 

x(t) =ejwul 

(1. 79) 

( 1.80) 

with radian frequency w0 and fundamental period T0 = 27T / w0 . Consider the 
discrete-time sequence x[n] obtained by uniform sampling of x(t) with sampling 
interval T,. That is, 

x[n] =x(nTs) =eiwollT, 

Find the condition on the value of T
5 

so that x[n] is periodic. 

If x[n] is periodic with fundamental period N0 , then 

Thus, we must have 

271' 
eiwoNuT, = 1 = w N T = -N T = m27r 

00.> T Os 
0 

m = positive integer 

or 

T5 m 
- = - = rational number 
To No 

( 1.81) 

Thus x[n] is periodic if the ratio T.JT0 of the sampling interval and the fundamental period of 
x(t) is a rational number. 

Note that the above condition is also true for sinusoidal signals x(t) = cos(w0 t + fJ). 
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1.13. Consider the sinusoidal signal 

x(t) =cos 15t 

(a) Find the value of sampling interval Ts such that x[n] = x(nT) is a periodic 
sequence. 

(b) Find the fundamental period of x[n] =x(nT) if T, = 0.17r seconds. 

(a) The fundamental period of x(t) is T0 =2-rr/w0 =2-rr/15. By Eq. (1.81), x[n]=x(nTs) is 
periodic if 

Ts Ts m 
-=--=-
To 2-rr /15 N0 

where m and N0 are positive integers. Thus, the required value of Ts is given by 

m m 2-rr 
T=-T =-­

s N ° N 15 0 0 

(b) Substituting Ts= 0.1-rr = -rr/10 in Eq. (1.82), we have 

Ts -rr /10 15 3 
-=--=-=-
To 2-rr /15 20 4 

Thus, x[n] = x(nTs) is periodic. By Eq. (1.82) 

T0 4 
N0 =m- =m-

Ts 3 

( 1.82) 

(1.83) 

The smallest positive integer N0 is obtained with m = 3. Thus, the fundamental period of 
x[n] =x(0.1-rrn) is N 0 = 4. 

1.14. Let x 1(t) and x 2(t) be periodic signals with fundamental periods T1 and T2 , respec­
tively. Under what conditions is the sum x(t) =x 1(t) +x2(t) periodic, and what is the 
fundamental period of x( t) if it is periodic? 

Since x 1(t) and xi(t) are periodic with fundamental periods T1 and T2 , respectively, we 
have 

Thus, 

x 1(t) =x 1(t +Ti) =x 1(t + mTi) 

x 2(t) =x 2(t + T2 ) =x 2(t +kT2 ) 

m = positive integer 

k = positive integer 

x(t) =x 1(t +mT1) +x 2(t + kT2 ) 

In order for x(t) to be periodic with period T, one needs 

x( l + T) = x 1(t + T) +xi t + T) =x 1(l + mT1) + x 2( t + kT2 ) 

Thus, we must have 

or 

T1 k 
- = - = rational number 
T2 m 

( 1.84) 

(1.85) 

In other words, the sum of two periodic signals is periodic only if the ratio of their respective 
periods can be expressed as a rational number. Then the fundamental period is the least 
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common multiple of T1 and T2, and it is given by Eq. U.84) if the integers m and k are relative 
prime. If the ratio T1/T2 is an irrational number, then the signals x 1(t) and x 2(t) do not have a 
common period and x(t) cannot be periodic. 

1.15. Let x 1[n] and x 2[n] be periodic sequences with fundamental periods N1 and N2, 

respectively. Under what conditions is the sum x[n] = x 1[n] + x 2[n] periodic, and what 
is the fundamental period of x[n] if it is periodic? 

Since x 1[n] and x 2(n] are periodic with fundamental periods N1 and N2, respectively, we 
have 

Thus, 

x 1[n] =x 1[n + N1) =x 1[n + mN1] 

x 2 [n] =x 2 [n + N2 ] =x2 [n + kN2 ] 

m = positive integer 

k =positive integer 

In order for x[n] to be periodic with period N, one needs 

x[n +N] =x 1[n +N] +x 2[n +N] =x 1[n +mN1] +x2 [n +kN2 ] 

Thus, we must have 

( J.86) 

Since we can always find integers m and k to satisfy Eq. (1.86), it follows that the sum of two 
periodic sequences is also periodic and its fundamental period is the least common multiple of 
N1 and N2 • 

1.16. Determine whether or not each of the following signals is periodic. If a signal is 
periodic, determine its fundamental period. 

x( t) = cos { t + : ) 
27T 

(a) (b) x(t) =sin 
3

r 

1T 7T 
x( t ) = cos t + sin fit (c) x(t) =cos -t +sin -t (d) 

3 4 
(e) x(t)=sin2 t (/) x(t) = ei!<1T/Z)i- 11 

(g) x[n] = ei(1T/4ln (h) x[n] =cos in 
1T 1T 7T 

(i) x[n] =cos 3n +sin 4n (j) x[n] = cos 2 Sn 

(a) x(t) =cos ( t + ~ ) =cos ( w 0 t + ~ ) --+ w 0 = 1 

x(t) is periodic with fundamental period T0 = 27T/w0 = 27T. 
27T 27T 

(b) x(t) =sin -t --+w 0 = -
3 3 

x(t) is periodic with fundamental period T0 = 27T/w0 = 3. 
7T 7T 

(c) x(t) =cos 3t +sin 4t =x 1(t) +xz(t) 

where x 1(t) = cos(7T/3)t =cos w 1t is periodic with T1 = 27T/w 1 = 6 and xz(t) = 
sin(7T/4)t =sin w2 t is periodic with T2 = 27T/w2 = 8. Since T1/T2 = ~ = ~ is a rational 
number, x(t) is periodic with fundamental period T0 = 4T1 = 3T2 = 24. 
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(d) x(t) =cost+ sin fit =x 1(t) +xz(t) 

where x 1(t)=cost=cosw 1t is periodic with T1 =27r/w 1 =27r and xz(t)=sinfit= 
sin w 2 t is periodic with T2 = 21T' /w2 = fi 'TT'. Since T1/T2 = fi is an irrational number, 
x(t) is nonperiodic. 

(e) Using the trigonometric identity sin2 (J = ~(l - cos 28), we can write 

x ( t) = sin 2 t = k - k cos 2 t = x 1 ( t) + x 2 ( t) 

where x 1(t) =!is a de signal with an arbitrary period and xz(t) = - ! cos2t = - 4 cos w 2t 
is periodic with T 2 = 21T'/w 2 ='TT'. Thus, x(t) is periodic with fundamental period T0 ='TT' . 

1T' 
(/) x(t) = ei!<1T / 2J1-11 = e-iei<1T / 2)1 = e-ieiw0r--+ wo = _ 

2 

(g) 

(h) 

x(t) is periodic with fundamental period T0 = 21T' /w 0 = 4. 
1T' 

x[n] = ef(1T / 4)n = eiflon--+ no= -
4 

Since !l0/27r = i is a rational number, x[n] is periodic, and by Eq. (1.55) the fundamen­
tal period is N0 = 8. 

x[n] =cos in= cos D 0 n--+ n 0 = i 
Since !l0/27r = l/87r is not a rational number, x[n] is nonperiodic. 

1T' 1T' 
(i) x[n] =cos 3n +sin 4n =x1[n] +x2[n] 

where 

1T' 1T' 
XI [ n] = COS 3 n = COS fl In --+ fl I = J 

1T' 1T' 
X2[n] =sin 4n =cos D2n--+ n2 = 4 

Since D 1/27r = i (=rational number), x 1[n] is periodic with fundamental period N 1 =6, 
and since D 2/27r = i (=rational number), x 2[n] is periodic with fundamental period 
N 2 = 8. Thus, from the result of Prob. 1.15, x[n] is periodic and its fundamental period is 
given by the least common multiple of 6 and 8, that is, N0 = 24. 

(j) Using the trigonometric identity cos2 (} = ~(1 +cos 28), we can write 

1T' I 1 1T' 
x [ n] = cos 2 8 n = 2 + 2 cos 4 n = x 1 [ n] + x 2 [ n] 

where x 1[n] = ! = !COn is periodic with fundamental period N1 = 1 and x 2[n] = 
4cos(7r/4)n=!cos!l 2n--+D2=7r/4. Since !liJ27r=k (=rational number), x 2[n] is 
periodic with fundamental period N2 = 8. Thus, x[n] is periodic with fundamental period 
N0 = 8 (the least common multiple of N 1 and N2 ). 

1.17. Show that if x(t + T) =x(t), then 

f
{J f{J+T 
x( t) dt = x( t) dt 

a a+T 
(1 .87) 

{T fa+T 
lnx(t)dt= x(t)dt 

0 a 
(1.88) 

for any real a, {3, and a. 
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1.18. 

l.19. 
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If x(t + T) = x(t ), then letting t = 7' - T, we have 

x( 7' - T+ T) =x( 1') =x( 7' - T) 

and 

f {3 f {3 + T f/3 + T f/3 + T x(t)dt= x(T-T)dT= .. x(T)dT= __ x(t)dt 
a a+l a+/ a+l 

Next, the right-hand side of Eq. U.88) can be written as 

f a+T JD ~+T 
x(t) dt = x(t) dt + lr x(t) dt 

a a 0 

By Eq. (1.87) we have 

JO !T x(t)dt= .x(t)dt 
a a+l 

Thus, 

fa+T !T fu+T 
X ( t ) dt = . X ( I ) dt + X ( I) dt 

a a+ r 0 

(a+T !T (T 
= lr x(t) dt + x(t) dt = lr x(t) dt 

0 u+ T 0 

Show that if x(t) is periodic with fundamental period T0 , then the normalized average 
power P of x(t) defined by Eq. (1.15) is the same as the average power of x(t) over 
any interval of length T0 , that is, 

l !To 2 P = - Ix( t) I dt 
To o 

(J.89) 

By Eq. U.15) 

. 1 f T/2 2 
P = hm - Ix( t) I dt 

T--+oc T -T/2 

Allowing the limit to be taken in a manner such that T is an integral multiple of the 
fundamental period, T = kT0 , the total normalized energy content of x(t) over an interval of 
length T is k times the normalized energy content over one period. Then 

1. [ I f T"I 12 ] I f T"I 12 P = 1m - k x ( t ) dt = - x ( t) dt 
k --+oc kT0 o T0 o 

The following equalities are used on many occasions in this text. Prove their validity. 

N-l {l-aN 
(a) I: a"= 1 - a 

n=O N 

a=F-l (J.90) 

a=l 
x 1 

(b) L:a"=--
n=O 1 - a 

lal < 1 (1.91) 

"' ak 
(c) I: a"= -- lal < 1 (1.92) 

n =k 1 - a 
"' a 

(d) I: na" = 2 lal < 1 (1.93) 
n=O ( 1 - a) 
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(a) Let 

Then 

N-1 

S= l:a"=l+a+a 2 +···+aN-I 
n=O 

N-1 

aS =a L a"= a+ a 2 + a 3 + · · · +aN 
n=O 

Subtracting Eq. (1.95) from Eq. (1.94), we obtain 

(1-a)S=l-aN 

Hence if a -:1' 1, we have 

N-1 1-aN 
S= La"=--

n=O 1-a 

If a = 1, then by Eq. ( 1.94) 

N-1 

L an = 1 + 1 + 1 + · · · + 1 = N 
n=O 

(b) For lal < 1, Jim aN = 0. Then by Eq. (1.96) we obtain 
N-->oo 

oo N-1 ]-aN ] 
L a" = Jim L a" = lim -- = --

n =O N-->oo n=O N-->oc 1 -a ] -a 

(c) Using Eq. (J.91), we obtain 

L an=ak+ak+I +ak+2+ ... 
n=k 

., ak 
= ak ( 1 +a + a 2 + · · · ) = ak L a" = --

n = O 1 - a 

(d) Taking the derivative of both sides of Eq. (1.9/) with respect to a, we have 

d ( 
00 

) d ( 1 ) 1 
da n~O an = da 1 - a = ( 1 - a ) 2 

and 

- L a" = L - a"= L nan - 1 = - L nan d("") "'d 00 

1
00 

da n=O n=O da n=O a n=O 

Hence, 

1 00 1 
- L nan= 2 
a n=O (J -a) 

or 
a 

L nan= 2 
n=O (1-a) 
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( 1. 94) 

( 1.95) 

(1.96) 

1.20. Determine whether the following signals are energy signals, power signals, or neither. 

(a) x(t) = e- 01 u(t), a> 0 

(c) x(t) = tu(t) 

(e) x[n] = u[n] 

(b) x(t) =A cos(w 0 t + 8) 

(d) x[n] = (-0.5)nu[n] 

(f) x[n] = 2ei3n 
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00 00 1 
(a) E= J /x(t)/ 2dt= [ e- 20'dt= -<oo 

-oo o 2a 

Thus, x( t) is an energy signal. 

(b) The sinusoidal signal x(t) is periodic with T0 = 21T / w0 . Then by the result from 
Prob. 1.18, the average power of x(t) is 

1 1~ 2 Wo 1211'/wo P= - 0 [x(t)] dt= -
2 

A 2 cos 2(w 0 t+8)dt 
To o 1T o 

A2wo [ 211'/wo 1 A2 
= -- -[l + cos(2w0 t + 28)] dt = - < oo 

21T 0 2 2 

Thus, x( t) is a power signal. Note that periodic signals are, in general, power signals. 

. f T/2 2 lT/2 ( T/2)
3 

(c) £= hm /x(t)/ dt= lim t 2 dt= lim =oo 
T-->x -T/2 T-oc O T-->oo 3 

3 
1 T/2 2 I lT/2 1 (T/2) 

P = lim - J I x ( t) I dt = Jim - t 2 dt = Jim -
3 

= oo 
T-->oo T -T/2 T-->oo T O T-->oo T 

Thus, x(t) is neither an energy signal nor a power signal. 

(d) By definition (J.16) and using Eq. (1.91), we obtain 

00 00 4 
I: /x(n]/

2 
= I: 0.25" = -- = - < oo £= 

n= -::io 

Thus, x[n] is an energy signal . 

(e) By definition (J.J7) 

n=O 

N 

P= lim I: /x[n]/
2 

N--.oo 2N+ I n=-N 

I - 0.25 3 

N I 1 
= lim I: 12 = lim ( N + I ) = - < oo 

N--.oc2N+l,,= 0 N--.oo2N+l 2 

Thus, x[n] is a power signal. 

(/) Since fx(n]I = l2e13"f = 2lei3"1 = 2, 

1 N I N 

P= lim I: /x[n]/
2

= lim I: 2 2 

N-->oo 2N + 1 n= -N N-->oo 2N +In= -N 

I 
= lim 4 ( 2 N + 1 ) = 4 < oo 

N-->oo 2N + 1 

Thus, x[n] is a power signal. 

BASIC SIGNALS 

1.21. Show that 

u(-t)={~ t>O 
t<O 

(1.97) 
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Let r = -t. Then by definition (J.18) 

u(-t) =u(r) = {6 7" > 0 
7" < 0 

Since r > 0 and r < 0 imply, respectively, that t < 0 and t > 0, we obtain 

u( - t) = { ~ 

which is shown in Fig. 1-26. 

u(-t) 

0 

Fig. 1-26 

t > 0 
t<O 
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1.22. A continuous-time signal x( t) is shown in Fig. 1-27. Sketch and label each of the 
following signals. 

(a) x(t)u(l - t); (b) x(t)[u(t) - u(t -1)]; (c) x(t)S(t - ~) 

(a) By definition (1.19) 

x(t) 

-1 0 l 2 

Fig. 1-27 

u(l - t) = {6 
and x(t)u(l - t) is sketched in Fig. l-28(a). 

(b) By definitions (1.18) and (1.19) 

u(t) -u(t- l) = {6 
and x(t)[u(t)- u(t - I)] is sketched in Fig. 1-28(b). 

t < I 
t > I 

0 < t.::;; 1 
otherwise 
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(c) By Eq. U.26) 

x(t)8(t - D =x0)8(t - ~) = 28(t- i) 
which is sketched in Fig. 1-28{c). 

x(1)u(l-1) x(I) [u(l)-u(l-1)] 

-1 0 0 

(a) (b) 

x(1)1i(1-3/2) 

2 

0 2 

(c) 

Fig. 1-28 

[CHAP. 1 

1.23. A discrete-time signal x[n] is shown in Fig. 1-29. Sketch and label each of the 
following signals. 

(a) x[n]u[l - n]; (b) x[n]{u[n + 2] - u[n]}; (c) x[n]S[n - l] 

x[n] 

3 

-4 -3 -2 -1 0 l 2 3 4 5 n 

Fig. 1-29 

(a) By definition (J.44) 

u[l-n]={b 
and x[n]u[l - n] is sketched in Fig. 1-30(a). 

n :5, 1 
n>1 
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(b) By definitions (J.43) and (J.44) 

u[ n + 2] - u[ n] = { ~ 
and x[n]{u[n + 2] - u[n]} is sketched in Fig. 1-30(b). 

(c) By definition (1.48) 

-2~n<O 
otherwise 

x[n]c5[n -1] =x[l]c5[n -1] =c5[n -1] = {~ 
which is sketched in Fig. l-30(c). 

x[n)u[l-n] 

3 3 

n=I 
n * 1 

x [n]{ u[n+2]-u[n)) 

-4 -3 -2 -1 0 1 2 3 n -3 -2 -1 0 I 2 3 

(a) (b) 

x[n)f>[n-1] 

3 

-2 -I 0 I 2 3 4 n 

(c) 

Fig. 1-30 
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n 

1.24. The unit step function u( t) can be defined as a generalized function by the following 
relation: 

/" </>(t)u(t)dt= {
0

<1>(t)dt 
-oo 0 

(1.98) 

where </>( t) is a testing function which is integrable over 0 < t < oo. Using this 
definition, show that 

u(t) = { ~ 

Rewriting Eq. U.98) as 

t > 0 
t<O 

( ' tf>(t)u(t) dt = J° tf>(t)u(t) dt + { 'tf>(t)u(t) dt = [ " tf>(t) dt 
- oo -"' 0 0 
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we obtain 

J
o oo 

c/>(t)u(t)dt= J cf>(t)[1-u(t)] dt 
-oo 0 

This can be true only if 

j° cf>(t)u(t)dt=O 
-00 

and 

These conditions imply that 

cf>(t)u(t) =0, t <0 and 

Since c/J(t) is arbitrary, we have 

u(t) = 0, I< 0 and 

that is, 

u(t)={b 

{

0 

c/J(t)[l - u(t)] dt = 0 
0 

c/>(t)[l - u(t)] = 0, t > 0 

1 - u( t) = 0, I> 0 

t>O 
t<O 

[CHAP. 1 

1.25. Verify Eqs. (1.23) and (1.24), that is, 

1 
(a) o(at) = ft;Jo(t); (b) 5(-t) = O(r) 

The proof will be based on the following equivalence property: 
Let g 1( t) and g i(t) be generalized functions. Then the equivalence property states that 

g 1(t) =git) if and only if 

/"" c/J(t)g 1(t) dt = {' c/>(t)g 2(t) dt 
-oo - QC. 

( 1.99) 

for all suitably defined testing functions c/J( t ). 

(a) With a change of variable, at= r, and hence t = r/a, dt = 0/a)dr, we obtain the 
following equations: 

If a> 0, 

00 1 00 ( T) 1 ( T )I 1 J c/>(t)o(at)dt=-J <P-o(r)dr=-ct>- =-
11

ct>(O) 
-oo a -co a a a T=O a 

If a< 0, 

oo } -oo ( T ) } oc ( T ) 
J_

00

c/>(t)o(at)dt= -;;{ cP-;; i>(r)dr= --;;J_
00

c/>-;; i>(r)dr 

=-~"'(~)j =~ct>(o) 
a a T=O lal 

Thus, for any a 

oo I 
J_ "'cP( t) l>( at) dt = i;i<P( 0) 
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Now, using Eq. (1.20) for q,(O), we obtain 

00 1 1 00 

/_

00 

ef>( t )<'>(at) dt = i;i<P(O) = M /_
00 

cP( t )<'>( t) dt 

for any ef>(I). Then, by the equivalence property (1.99), we obtain 

1 
<'>(at)= i;i<'>(1) 

( b) Setting a = - 1 in the above equation, we obtain 

1 
<5(-t) = i=ll<'>(t) = <'>(t) 

which shows that o(t) is an even function. 

1.26. (a) Verify Eq. (1.26): 

x(1)0(1 - 10 ) =x(1 0 )0(1 - 10 ) 

if x(l) is continuous at t = t0 • 

(b) Verify Eq. (J.25): 

x(t)o(1) =x(O)o(t) 

if x( t) is continuous at l = 0. 

(a) If x(t) is continuous at t = t 0 , then by definition U.22) we have 

{'' <P(t)[x(t)8(t-t0 )]dl= /
00 

[ef>(1)x(1)jo(1-t 0 )dl=</>(t0 )x(t0 ) 
-oo -oo 

=x(10 )j
00 

cb(t)D(l-t0 )dt 
- 00 

= /
00 

</>(t)(x(t0 )8(t-t0 )]dl 
-oo 

39 

for all </>(t) which are continuous at I= 10 • Hence, by the equivalence property (1.99) we 
conclude that 

x(1)8(1 - 10 ) =x(t0 )8(t - 10 ) 

(b) Setting 10 = 0 in the above expression, we obtain 

x(t)8(t) =x(0)8(t) 

1.27. Show that 

(a) 10(1) = o 
( b) sin lo( l) = 0 

(c) cos ro(1 - 1T) = -o(r -1T) 
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Using Eqs. (1.25) and (1.26), we obtain 
(a) t8(t)=(0}8(t)=O 

(b) sin t8(t) = (sin0}8(t) = (0)8(t) = 0 

(c) cos t8(t - 7r) =(cos 7rM(t - 7r) = (-1)8(t - 7r) = -8(t -17") 

[CHAP. 1 

1.28. Verify Eq. ( 1.30): 

From Eq. (1.28) we have 

du(t) 
o(t) = u'(t) = -­

dt 

/"' cb(t)u'(t) dt = - (' cb'(t)u(t) dt 
-oo -~ 

(I.JOO) 

where cb(t) is a testing function which is continuous at t = 0 and vanishes outside some fixed 
interval. Thus, c/J'(t) exists and is integrable over 0 < t < oo and c/J(oo} = 0. Then using Eq. (1. 98) 
or definition (1. J 8), we have 

{" <J>(t)u'(t) dt = - {'<t>'(t) dt = -<J>(t)l

00 

= - [<J>(oo) - </>(O)] 
-oo 0 0 

= </>(O) = j"' </>(t) 8(t) dt 
-00 

Since c/J( t) is arbitrary and by equivalence property (1. 99 ), we conclude that 

du(t) 
8(t) =u'(t) = -­

dt 

1.29. Show that the following properties hold for the derivative of o(t ): 

00 d</J(t)I 
(a) J_

00

</J(t)o'(t)dt= -</J'(O) where</J'(O)= ---;ft r=o 

(b) 10'(1) = -o(r) 

(a) Using Eqs. (1.28) and (1.20), we have 

j 00 

</>(t)8'(t) dt = - j 00 

</>'(t)8(t) dt = -cb'(O) 
-oo -oo 

(b) Using Eqs. (1.JOJ) and (1.20), we have 

J:
00 

cb( t) [ t8'( t)] dt = J:
00 

[ tcb( t)]8'( t) dt = - :t [ tcb( t )J j
1

_
0 

=-[</>(t) +tcb'(t)]j,= 0 = -cb(O) 

= - f00 

c/J(t)8(!) d! = f00 

c/J(t)[ -D(t)] di 
-oo -oo 

Thus, by the equivalence property (/. 99) we conclude that 

t 8' ( t) = -8( t) 

(I.JOI) 

(J.102) 
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1.30. Evaluate the following integrals: 

(a) J1 (3t 2 + 1)5(t) dt 
-1 

(b) f 2
(3t 2 + 1)5(t)dt 

I 

< c) /" < t 2 + cos 17" t) o( t - 1) dt 
-x 

(d) /"' e- 10(2t - 2) dt 
-co 

(e) J00 

e- 15'(t)dt 
- co 

(a) By Eq. (1.21), with a= -1 and b = 1, we have 

J1 (3t 2 + l)o(t) dt =(3r 2 + l)j, =0 = 1 
-I 

(b) By Eq. (1.21), with a= 1 and b = 2, we have 

(c) By Eq. U.22) 

j 2
(3t 2 + l)o(t)dt=O 

I 

f' ( t 2 + cos 1T t) 0 ( t - 1) dt = ( t 2 + cos 1T t) I,~ I 
-co 

=l+COS7T=l-1=0 

(d) Using Eqs. (1 .22) and (i.23), we have 

Jco e- 10(21 - 2) dt = Jco e- 10[2(1 - t)J dt 
-oo -oo 

co 1 1 I 1 =Je- 1 -o(t-l)dt=-e-1 =-
-co 121 2 t=I 2e 

(e) By Eq. (1.29) 

1.31. Find and sketch the first derivatives of the following signals: 

(a) x(t) = u(t) - u(t - a), a> 0 

(b) x(t) = t[u(t) - u(t - a)], a> 0 

( c) x( t) = sgn t = { ~ 1 ~ ~ ~ 
(a) Using Eq. U.30), we have 

u'(t)=o(t) and u'(t-a) =o(t-a) 

41 
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Then 

x' ( t) = u' ( t) - u' ( t - a) = 8( t) - 8( t - a) 

Signals x(t) and x'(t) are sketched in Fig. 1-3l(a). 

[CHAP. l 

(b) Using the rule for differentiation of the product of two functions and the result from part 
(a), we have 

x'(t) = [u(t) - u(t -a))+ t[l>(t) - l>(t -a)) 

But by Eqs. (1.25) and (1.26) 

tl>(t) = (0)8(t) = 0 and t8(t-a)=a8(t-a) 

Thus, 

x' ( t) = u( t) - u( t - a) - al>( t - a) 

Signals x(t) and x'(t) are sketched in Fig. l-3l(b). 
(c) x( t) = sgn t can be rewritten as 

x(t) = sgnt =u(t)-u(-t) 

Then using Eq. (1.30), we obtain 

x' ( t) = u' ( t) - u' ( - t) = 8( t) - [ - o( t)] = 2c5( t) 

Signals x(t) and x'(t) are sketched in Fig. 1-31(c). 

X(I) x(r) x(I) 

a 

0 a 0 a 0 

------1-l 

x'(I) x'(I) x'(I) 

28(1) 

ll(r) 

a 

0 0 a 0 

-ll(r-a) 

-all(t-a) 

(a) (b) (c) 

Fig. 1-31 
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SYSTEMS AND CLASSIFICATION OF SYSTEMS 

1.32. Consider the RC circuit shown in Fig. 1-32. Find the relationship between the input 
x(t) and the output y(t) 

(a) If x(t) = u,(t) and y(t) = vc(t). 

(b) If x(t) = V
5
(t) and y(t) = i(t). 

(a) Applying Kirchhoff's voltage law to the RC circuit in Fig. 1-32, we obtain 

V5 ( t) = Ri { t) + vc( t) 

The current i( t) and voltage v c< t) are related by 

du ( t) '( ) - c c l t - --
dt 

( 1.103) 

( 1.104) 

Letting v/t) = x(t) and uc(t) = y(t) and substituting Eq. ( 1.04) into Eq. ( 1. 103), we obtain 

or 

dy( t) 
RC--+ y(t) =x(t) 

dt 

dy(t) 1 1 
-- + -y(t) = -x(t) 

dt RC RC 
( 1.105) 

Thus, the input-output relationship of the RC circuit is described by a first-order linear 
differential equation with constant coefficients. 

(b) Integrating Eq. (1.104), we have 

} JI Vc(t) = C _
00

i(T) dT ( 1.106) 

Substituting Eq. U.106) into Eq. (1.103) and letting v,(t) =x(t) and i(t) = y(t), we obtain 

1 JI Ry(t)+- y(T)dT=x(t) c -oo 

or 

} JI } 
y(t)+-c y(T)dT=-x(t) 

R -oo R 

R 

v,(1) 

Fig. 1-32 RC circuit. 
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Differentiating both sides of the above equation with respect to t, we obtain 

dy ( t ) l 1 d.x ( t ) 
---;;/ + RC Y( 1) = R ---;;/ 

[CHAP. 1 

(1.107) 

Thus. the input-output relationship is described by another first-order linear differential 
equation with constant coefficients. 

1.33. Consider the capacitor shown in Fig. 1-33. Let input x(t) = i(t) and output y(t) = cc(t). 

(a) Find the input-output relationship. 

( b) Determine whether the system is (i) memoryless, (ii) causal, (iii) linear, (iv) time­
invariant, or ( v) stable. 

(a) Assume the capacitance C is constant. The output voltage y( t) across the capacitor and 
the input current x(t) are related by [Eq. (1. /06)] 

1 f I y(t)=T{x(t)}=- x(T)dT c -x 
(1.108) 

(b) (i) From Eq. (1.108) it is seen that the output y(t) depends on the past and the 
present values of the input. Thus, the system is not memoryless. 

(ii) Since the output y(t) does not depend on the future values of the input, the system 
is causal. 

(iii) Let x(t) = a 1x 1(t) + a 2 x 2(t). Then 

l f' y(t)=T{x(t)} =- [a1X1(T)+a2Xz(T)]dT c -00 

= a1[ ~ f~ 00X1( r) dT] + az[ ~ f }z< T) dT] 
=a 1y 1(t) +a 2 yi(t) 

Thus. the superposition property ( 1.68) is satisfied and the system is linear. 

(ii') Let y 1( t) be the output produced by the shifted input current x 1( t) = x( t - t 11 ). 

Then 

1 f ( y1(t)=T{x(t-t 0 )}=- x(T-t0 )dT c _,, 
l fl-111 

=---:;- x(A)d>..=y(t-t 0 ) 
(, - 00 

Hence, the system is time-invariant. 

i(I) c_ v,.(1) 

Fig. 1-33 
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rl.t) = tu(t) 

0 

Fig. 1-34 Unit ramp function. 

(z:) Let x(t) = k 1u(t), with k 1 i=0. Then 

1 JI k I 11 k I k I 
y(t) = - k1U(T) dT= - dT= -tu(t) = -r(t) c -oc c 0 c c ( 1.109) 

where r(t) = tu(t) is known as the unit ramp function (Fig. 1-34). Since y(t) grows 
linearly in time without bound, the system is not BIBO stable. 

1.34. Consider the system shown in Fig. 1-35. Determine whether it is (a) memoryless, (b) 
causal, (c) linear, (d) time-invariant, or (e) stable. 

(a) From Fig. 1-35 we have 

y ( t) = T { x ( t ) } = x ( t) cos wet 

Since the value of the output y(t) depends on only the present values of the input x(t ), 
the system is memoryless. 

(b) Since the output y(t) does not depend on the future values of the input x(t ), the system 
is causal. 

(c) Let x(t) = a 1x(t) + a 2x(t). Then 

Y( I) = T{ x( t)} = [a 1x 1( t) + a 2 X 2 ( t)] cos wet 

= a 1x 1(t) cos wet+ a 2 xi(t) cos wet 

= a 1y 1(t) + a 2 y 2(t) 

Thus, the superposition property (1.68) is satisfied and the system is linear. 

1------------
I 

I 
I 

x(t) I 

Multiplier 

1 

I 

: y(I) = X(I) cos WCI 

I 
I I ·- - - - --- - - - - -' 

Fig. 1-35 
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(d) Let y 1(t) be the output produced by the shifted input x 1(t) =x(t - 10 ). Then 

y I ( t) = T { x ( t - t 0)} = x ( t - t 0) cos w c1 

But 

Hence, the system is not time-invariant. 

(e) Since !cos wctl ~ 1, we have 

I y ( t) I = Ix ( t) cos w ct I ~ Ix (I) I 

[CHAP. 1 

Thus, if the input x(t) is bounded, then the output y(t) is also bounded and the system is 
BIBO stable. 

1.35. A system has the input-output relation given by 

y = T{x} =x 2 

Show that this system is nonlinear. 

T{x 1 +x 2} = (x 1 +x 2 )
2 =xf +xi+ 2x 1x 2 

*T{x 1} +T{x 2} =xf+xi 

Thus, the system is nonlinear. 

(1.110) 

1.36. The discrete-time system shown in Fig. 1-36 is known as the unit delay element. 
Determine whether the system is (a) memoryless, (b) causal, (c) linear, (d) time­
invariant, or (e) stable. 

(a) The system input-output relation is given by 

y[n] = T{x[n]} =x[n - 1) (1.111) 

Since the output value at n depends on the input values at n - 1, the system is not 
memoryless. 

(b) Since the output does not depend on the future input values, the system is causal. 

(c) Let x[n] =a1x 1[n] + a 2 x 2 [n). Then 

y[n] = T{a 1x 1[n) + a 2 x 2 [n]} = a 1x 1[n - 1) + a 2 x 2[n - 1) 

=a 1y 1[n] +a 2 y2[n] 

Thus, the superposition property U.68) is satisfied and the system is linear. 

(d) Let y 1[n] be the response to x 1[n]=x[n -n 0 ]. Then 

y 1[n) =T{x 1[n]} =x 1[n -1) =x[n - l -n 0 ) 

and y[n -n0 ] =x[n - n0 - 1) =x[n - 1 - n0 ) = Y1[n) 

Hence, the system is time-invariant. 

xln l • ... 1 _~n_'~-ty __,t--y-[n-] =-x-ln .. ~~] 

Fig. 1-36 Unit delay element 
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(e) Since 

ly[n]l=lx[n - l]l~k if lx(n]l~k for all n 

the system is BIBO stable. 

1.37. Find the input-output relation of the feedback system shown in Fig. 1-37. 

x(n] 
+ 

Unit 
delay 

I 

-----------------• 
Fig. 1-37 

y[n] 

47 

From Fig. 1-37 the input to the unit delay element is x[n] - y[n]. Thus, the output y[n] of 
the unit delay element is [Eq. (J.111)] 

y[n] =x[n - I] -y(n - 1] 

Rearranging, we obtain 

y[n] +y[n -1] =x(n -1] ( 1.112) 

Thus the input-output relation of the system is described by a first-order difference equation 
with constant coefficients. 

1.38. A system has the input-output relation given by 

y[n] =T{x[n]} =nx[n] (1.113) 

Determine whether the system is (a) memoryless, (b) causal, (c) linear, (d) time-in­
variant, or (e) stable. 

(a) Since the output value at n depends on only the input value at n, the system is 
memoryless. 

(b) Since the output does not depend on the future input values, the system is causal. 

(c) Let x[n]=a 1x 1[n]+a 2 x 2[n]. Then 

Thus, the superposition property (J.68) is satisfied and the system is linear. 
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x[nl = u[n] _v[n) = nu[nl 

4 

2 

-2 -I 0 I 2 3 4 n -2 -I 0 I 2 3 4 n 

Fig. 1-38 

(d) Let y 1[n] be the response to x 1[n] = x[n - n0 ]. Then 

y 1[n] = T{x[n - n0 ]} = nx[n - n0 ) 

But 

Hence, the system is not time-invariant. 

(e) Let x[n] = u[n]. Then y[n] = nu[n]. Thus, the bounded unit step sequence produces an 
output sequence that grows without bound (Fig. 1-38) and the system is not BIBO stable. 

1.39. A system has the input-output relation given by 

y[n] = T{x[n]} =x[k 0 n] (1 .114) 

where k 0 is a positive integer. Is the system time-invariant? 

Let y 1(n] be the response to x 1[n] =x[n - n0 J. Then 

y 1[n] = T{x 1[n]} =x 1[k 0n] =x[k 0 n - n0 ] 

But y[n -n 0 ] =x[k 0(n -n 0 )] *Y 1[n] 

Hence, the system is not time-invariant unless k 0 = 1. Note that the system described by Eq. 
U.114) is called a compressor. It creates the output sequence by selecting every k 0th sample of 
the input sequence. Thus, it is obvious that this system is time-varying. 

1.40. Consider the system whose input-output relation is given by the linear equation 

y=ax+b (1.115) 

where x and y are the input and output of the system, respectively, and a and b are 
constants. Is this system linear? 

If b * 0, then the system is not linear because x = 0 implies y = b * 0. If b = 0, then the 
system is linear. 

1.41. The system represented by T in Fig. 1-39 is known to be time-invariant. When the 
inputs to the system are x 1[n], x 2[n], and x 3[n], the outputs of the system are y 1[n], 
y 2[n], and y 3[n) as shown. Determine whether the system is linear. 

From Fig. 1-39 it is seen that 
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X1[n) .rilnl 

2 2 

-2 -I 0 I 2 3 4 n -2 - I 0 I 2 3 4 

x,[n] Y21nl 

2 

-2 - I 0 I 2 3 4 n -2 - I 0 I 2 3 4 

X.i [nj y,ln] 

3 

2 

-2 -I 0 I 2 3 4 n -2 - I 0 I 2 3 4 

Fig. 1-39 

Thus, if T is linear, then 

T{x 3[n]} = T{x 1[n]} + T{x 2[n - 2]} = y 1[n) + y 2[n - 2) 

which is shown in Fig. 1-40. From Figs. 1-39 and 1-40 we see that 

Hence, the system is not linear. 

Y1ln] 

2 

+ 
-2 -1 0 I 2 3 4 n 

Y3[n] * Y1[n] + y 2 [n - 2] 

2 

-2 -1 0 I 2 3 4 

Fig. 1-40 

n 

2 

= 
-2 -I 0 I 2 3 4 

49 

n 

n 

II 

fl 

1.42. Give an example of a system that satisfies the condition of additivity (l.66) but not the 

condition of homogeneity ( 1.67). 
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Consider a discrete-time system represented by an operator T such that 

y[n] =T{x[n]} =x*[n] 

where x*[n] is the complex conjugate of x[n]. Then 

T{x 1[n) +x 2[n]} = {x 1[n) +x 2[n]}* =xi[n] +xi[n] =y 1[n] + y 2[n] 

Next, if a is any arbitrary complex-valued constant, then 

T{ax[n]} = {ax[n]}* = a*x*[n] = a*y[n] * ay[n] 

Thus, the system is additive but not homogeneous. 

(CHAP. l 

(1.116) 

1.43. (a) Show that the causality for a continuous-time linear system is equivalent to the 
following statement: For any time t 0 and any input x( t) with x( t) = 0 for t ::;; t 0 , 

the output y(t) is zero for t 5 t 0 . 

( b) Find a nonlinear system that is causal but does not satisfy this condition. 

(c) Find a nonlinear system that satisfies this condition but is not causal. 

(a) Since the system is linear, if x(l) = 0 for all l, then y(t) = 0 for all l. Thus, if the system is 
causal, then x(l) = 0 for l s l 0 implies that y(t) = 0 for l s l 0 • This is the necessary 
condition. That this condition is also sufficient is shown as follows: let x 1(t) and x 2(1) be 
two inputs of the system and let y 1(t) and y 2(t) be the corresponding outputs. If 
x 1(1)=xl1) for l st0 , or x(t)=x 1(t)-xi(t)=O for l sl0 , then y 1(t)=y 2(t) for l sl0 , 

or y(l) = y 1(1) - yi(t) = 0 for l s 10 • 

(b) Consider the system with the input-output relation 

y(t)=x(1)+1 

This system is nonlinear (Prob. 1.40) and causal since the value of y(t) depends on only 
the present value of x(l). But with x(l) = 0forls;10 , y(l) = 1 forts 10 . 

(c) Consider the system with the input-output relation 

y(l) =x(l)x(l + 1) 

It is obvious that this system is nonlinear (see Prob. 1.35) and noncausal since the value of 
y(l) at time l depends on the value of x(l + 1) of the input at time t + 1. Yet x(l) = 0 for 
l s; t 0 implies that y(l) = 0 for l :::; 10 . 

1.44. Let T represent a continuous-time L TI system. Then show that 

T{est} = Af?st 

where s is a complex variable and A is a complex constant. 

Let y(t) be the output of the system with input x(l) = e51
• Then 

T{e 51
) =y(t) 

Since the system is time-invariant, we have 

T{e'fr+tul) =y(l+t0 ) 

for arbitrary real l 0 . Since the system is linear, we have 

T{es<1+1 11 )} =T{estes'u} =eS1uT{e'1} =estuy(l) 

Hence, y(l + 10 ) = e51"y(t) 

(1.117) 
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Setting t = 0, we obtain 

y( lo) = y(O)estu 

Since t0 is arbitrary, by changing /0 to 1; we can rewrite Eq. (J.118) as 

y( t) = y(O)e 51 = Ae 51 

or T{ e"} = Ae51 

where A = y(O). 

1.45. Let T represent a discrete-time LTI system. Then show that 

T{zn} = Azn 

where z is a complex variable and .A is a complex constant. 

Let y[n] be the output of the system with input x[n] = zn. Then 

T{zn} =y[n] 

Since the system is time-invariant, we have 

T{ Zn +no} = y[n +no] 

for arbitrary integer n 0 • Since the system is linear, we have 

T{zn+no} =T{znzno} =zn°T{z"} =zn°y[n] 

Hence, y[n +n0 ] =zn°y[n) 

Setting n = 0, we obtain 

y[no] = y[O]znu 

Since n0 is arbitrary, by changing n0 to n, we can rewrite Eq. (1.120) as 

y[n] = y[O]zn = Azn 

or 

where A = y[O]. 
In mathematical language, a function x( ·) satisfying the equation 

T{x(-)} =Ax{-) 

51 

( 1.118) 

(1.119) 

(1.120) 

( 1.121) 

is called an eigenfunction (or characteristic function) of the operator T, and the constant ,.\. is 
called the eigenvalue (or characteristic value) corresponding to the eigenfunction x( · ). Thus 
Eqs. (1.117) and (1.119) indicate that the complex exponential functions are eigenfunctions of 
any L TI system. 

Supplementary Problems 

l.46. Express the signals shown in Fig. 1-41 in terms of unit step functions . 

I 
Ans. (a) x(t)= 2[u(t)-u(t-2)] 

(b) x(t) = u(t + 1) + 2u(t)- u(t - 1)- u(t - 2)- u(t - 3) 
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x(t) 

x(I) 3 

2 

- I 0 2 3 - I 0 2 

(a) (b) 

Fig. 1-41 

1.47. Express the sequences shown in Fig. 1-42 in terms of unit step functions. 

Ans. (a) x[n] = u[n] - u[n - (N + 1)] 

(b) x[n] = -u[ -n - 1] 

(c) x[n] = u[n + 2] - u[n - 4] 

xlnl 

-2 -I 0 I 2 N n 

-4 -3 -2 -I 

[CHAP. 1 

3 4 

xlnl 

t- I 

~ 

I 2 3 n 

j t- - I 

(a) 

x[n) 

-4 -3 ·2 - I 0 I 2 3 4 5 n 

(c) 

Fig. 1-42 

(b) 
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1.48. Determine the even and odd components of the following signals: 

(a) x(t)=u(t) 

(b) x(t)=sin(w0t+ :) 

(c) x(n] = ei<Oon+'TT/2) 

(d) x(n] = l>[n] 

Ans. (a) x.(t) = i, x 0 (t) = i sgn t 
1 1 

(b) xe(t) = l2 cos w0 t, x 0 (t) = l2 sin w0 t 

(c) xef n] = j cos non, xo[n) = - sin non 

(d) xe[n] = l>[n], x
0
[n] = 0 

53 

1.49. Let x(t) be an arbitrary signal with even and odd parts denoted by xe(t) and x
0
(t), 

respectively. Show that 

{'° x 2 (t)dt= {~' x;(t)dt+ {'° x~(t)dt 
-00 -oo -oo 

Hint: Use the results from Prob. 1.7 and Eq. (J. 77). 

1.50. Let x[n] be an arbitrary sequence with even and odd parts denoted by xe[n] and x
0
[n], 

respectively. Show that 

L x2[n] = L x;[n] + L x~[n] 
n= -oo n= -oo n = -oo 

Hint: Use the results from Prob. 1.7 and Eq. (J.77). 

1.51. Determine whether or not each of the following signals is periodic. If a signal is periodic, 
determine its fundamental period. 

(a) x(t)=cos{2t+~) 
(b) x(t) = cos2 t 

(c) x(t) = (cos2rrt)u(t) 

(d) x(t)=e''!I"' 
(e) x[n] = eil<n/4)-11"] 

(f) x[n] =cos { 7T;
2 

) 

(g) x[n] =cos (~)cos ( :n ) 

(h) x[n] =cos ( rr
4
n ) +sin { 7TBn ) - 2cos ( 7T

2
n ) 

Ans. (a) Periodic, period = 7T (b) Periodic, period = 7T 
(c) Nonperiodic (d) Periodic, period= 2 

(e) Nonperiodic (f) Periodic, period = 8 

(g) Nonperiodic (h) Periodic, period = 16 
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1.52. Show that if x[n] is periodic with period N, then 

n r1+N N "o+N 

(a) [x[k]= E x[k]; (b) [x[k]= [x[k] 
k = r1 11 

Hint: See Prob. 1.17. 

1.53. (a) What is 8(2 t )? 

(b) What is 8[2n]? 

Ans. (a) 8(2t) = ~o(t) 

(b) 8[2n] = o(n] 

1.54. Show that 

Hint: Use Eqs. (1. JO I) and (1. 99 ). 

1.55. Evaluate the following integrals: 

(a) r (cos 'T )u( 'T) d'T 
-x 

(c) /"' (cost )u(t - l) o(t) dt 
- x 

Ans. (a) sin t 

k=O k =n 0 

o'(-1) = -0'(1) 

(b) r (cos T)O(T)d'T 
-oo 

f
21T t 

(d) tsin-8(rr-t)dt 
0 2 

(b) l for t > 0 and 0 for t < O; not defined fort= 0 

(c) 0 
(d) 1T' 

1.56. Consider a continuous-time system with the input-output relation 

1 ft+T/2 
y(t)=T{x(t)}=- x(T)d'T 

T r-T/2 

Determine whether this system is (a) linear, (b) time-invariant, (c) causal. 

Ans. (a) Linear; (b) Time-invariant; (c) Noncausal 

1.57. Consider a continuous-time system with the input-output relation 

y(t)=T{x(t)}= L: x(t)o(t-kT5 ) 

k = _ ,,,_ 

Determine whether this system is (a) linear, ( b) time-invariant. 

Ans. (a) Linear; (b) Time-varying 

1.58. Consider a discrete-time system with the input-output relation 

y[n] =T{x[n]} =x 2[n] 

Determine whether this system is (a) linear, ( b) time-invariant. 

Ans. (a) Nonlinear; (b) Time-invariant 

[CHAP. 1 
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1.59. Give an example of a system that satisfies the condition of homogeneity (1.67) but not the 
condition of additivity (1.66). 

Ans. Consider the system described by 

[ 
b ]'12 

y(t) =T{x(t)} = l [x(T)]2dT 

1.60. Give an example of a linear time-varying system such that with a periodic input the correspond­
ing output is not periodic. 

Ans. y[n] = T{x[n]} = nx[n] 

1.61. A system is called invertible if we can determine its input signal x uniquely by observing its 
output signal y. This is illustrated in Fig. 1-43. Determine if each of the following systems is 
invertible. If the system is invertible, give the inverse system. 

----x--~•..il Sy.,om 

(a) y(t) = 2x(t) 

(b) y(t) =x 2(t) 

(c) y(t) = f' X(T)dT 
-oc 

n 

(d) y[n] = E x[k] 

(e) y[n] = nx[n] 

Ans. (a) Invertible; x( t) = j-y( t) 

(b) Not invertible 

dy( t) 
(c) Invertible; x(t) = -­

dt 

i----y--~•~1 .... ~•n-ve-rs_e__.i----x--~•~ _ system 

Fig. 1-43 

(d) Invertible; x[n] = y[n] - y[n - 1) 

(e) Not invertible 



Chapter 2 

Linear Time-Invariant Systems 

2.1 INTRODUCTION 

Two most important attributes of systems are linearity and time-invariance. In this 
chapter we develop the fundamental input-output relationship for systems having these 
attributes. It will be shown that the input-output relationship for L TI systems is described 
in terms of a convolution operation. The importance of the convolution operation in LTI 
systems stems from the fact that knowledge of the response of an L TI system to the unit 
impulse input allows us to find its output to any input signals. Specifying the input-output 
relationships for L TI systems by differential and difference equations will also be dis­
cussed. 

2.2 RESPONSE OF A CONTINUOUS-TIME LTI SYSTEM AND 
THE CONVOLUTION INTEGRAL 

A. Impulse Response: 

The impulse response h( t) of a continuous-time L TI system (represented by T) is 
defined to be the response of the system when the input is o(t ), that is, 

h(t)=T{o(t)} (2.1) 

B. Response to an Arbitrary Input: 

From Eq. (1.27) the input x( t) can be expressed as 

x 

x(t)=j x(T)o(t-T)dT 
-oo 

(2 .2) 

Since the system is linear, the response y( t) of the system to an arbitrary input x( t) can be 
expressed as 

y(t) = T{x(t)} = T{f:oox(T) o(t - 7) dT} 

= !"' x(T)T{o(t - T)} dT 
-00 

Since the system is time-invariant, we have 

h(t-7)=T{8(t-T)} 

Substituting Eq. ( 2.4) into Eq. (2.J), we obtain 

y(t)= !"" X(T)h(t-T)dT 
-cc 

56 

(2 .3) 

(2.4) 

(2.5) 
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Equation (2.5) indicates that a continuous-time L TI system is completely characterized by 
its impulse response h( t). 

C. Convolution Integral: 

Equation (2.5) defines the convolution of two continuous-time signals x(t) and h(t) 
denoted by 

y(t)=x(t)*h(t)= /
00 

x(T)h(t-T)dT 
-oo 

(2.6) 

Equation ( 2.6) is commonly called the convolution integral. Thus, we have the fundamental 
result that the output of any continuous-time LT! system is the convolution of the input x(t) 
with the impulse response h(t) of the system. Figure 2-1 illustrates the definition of the 
impulse response h(t) and the relationship of Eq. (2.6). 

ll(t) 

x(t) 

LTJ 
system 

h(t) 

y(t) = x(t) * h(t) 

Fig. 2-1 Continuous-time L TI system. 

D. Properties of the Convolution Integral: 

The convolution integral has the following properties. 

J. Commutative: 

x(t)*h(t) =h(t)* x(t) 

2. Associative: 

3. Distributive: 

E. Convolution Integral Operation: 

(2.7) 

(2.8) 

(2.9) 

Applying the commutative property (2.7) of convolution to Eq. (2.6), we obtain 

y(t)=h(t)*x(t)= /" h(T)x(t-T)dT 
- 00 

( 2.10) 

which may at times be easier to evaluate than Eq. (2.6). From Eq. (2.6) we observe that 
the convolution integral operation involves the following four steps: 

1. The impulse response h( T) is time-reversed (that is, reflected about the origin) to 
obtain h( -T) and then shifted by t to form h( t - T) = h[ -( T - t )] which is a function 
of T with parameter t. 

2. The signal x( T) and h(t - T) are multiplied together for all values of T with t fixed at 
some value. 
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3. The product x( T )h( t - T) is integrated over all T to produce a single output value 
y(t ). 

4. Steps 1 to 3 are repeated as t varies over - oo to oo to produce the entire output y( t ). 

Examples of the above convolution integral operation are given in Probs. 2.4 to 2.6. 

F. Step Response: 

The step response s( t) of a continuous-time L TI system (represented by T) is defined to 
be the response of the system when the input is u( t ); that is, 

s(t) =T{u(t)} (2.11) 

In many applications, the step response s( t) is also a useful characterization of the system. 
The step response s( t) can be easily determined by Eq. ( 2. JO); that is, 

s( t) = h( t) * u( t) = !"' h( T )u( t - T) dT = J' h( T) dT 
-Xi -cc 

(2.12) 

Thus, the step response s( t) can be obtained by integrating the impulse response h( t). 
Differentiating Eq. ( 2.12) with respect to t, we get 

ds(t) 
h(t) =s'(t) = -

dt 
(2.13) 

Thus, the impulse response h( t) can be determined by differentiating the step response 
s(t ). 

2.3 PROPERTIES OF CONTINUOUS-TIME LTI SYSTEMS 

A. Systems with or without Memory: 

Since the output y( t) of a memoryless system depends on only the present input x( t ), 
then, if the system is also linear and time-invariant, this relationship can only be of the 
form 

y( t) = Kx( t) (2.14) 

where K is a (gain) constant. Thus, the corresponding impulse response h( t) is simply 

h(t)=KS(t) (2.15) 

Therefore, if h( t 0 ) =I- 0 for t 0 =I- 0, the continuous-time L TI system has memory. 

B. Causality: 

As discussed in Sec. l.5D, a causal system does not respond to an input event until that 
event actually occurs. Therefore, for a causal continuous-time L TI system, we have 

h( t) = 0 t < 0 (2.16) 

Applying the causality condition (2.16) to Eq. (2.10), the output of a causal continuous-time 
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L TI system is expressed as 
00 

y(t)= j h(r)x(t-r)dr 
0 

Alternatively, applying the causality condition (2.16) to Eq. (2.6), we have 

y(t)= J' x(r)h(t-r)dr 
-00 
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( 2.17) 

(2.18) 

Equation (2.18) shows that the only values of the input x(t) used to evaluate the output 
y(t) are those for r ~ t. 

Based on the causality condition (2.16), any signal x(t) is called causal if 

x( t) = 0 t < 0 ( 2.19a) 

and is called anticausal if 

x(t)=O t > 0 (2.19b) 

Then, from Eqs. (2.17), (2.18), and (2.19a), when the input x(t) is causal, the output y(t) 
of a causal continuous-time L TI system is given by 

(2.20) 

C. Stability: 

The BIBO (bounded-input/bounded-output) stability of an LTI system (Sec. l.SH) is 
readily ascertained from its impulse response. It can be shown (Prob. 2.13) that a 
continuous-time LTI system is BIBO stable if its impulse response is absolutely integrable, 
that is, 

(2.21) 

2.4 EIGENFUNCTIONS OF CONTINUOUS-TIME LTI SYSTEMS 

In Chap. 1 (Prob. 1.44) we saw that the eigenfunctions of continuous-time LTI systems 
represented by T are the complex exponentials e", with s a complex variable. That is, 

T(es'} =,\est (2.22) 

where ,\ is the eigenvalue of T associated with es'. Setting x(t) =es' in Eq. (2. JO), we have 

y(t) = T{es'} = J:
00

h(T) es(t-T)dT = [J_00

00

h(r) e-sT dr) est 

= H(s) est= ,\est 

where ,\ =H(s) = {" h(r)e-STdr 
-oo 

(2.23) 

(2.24) 

Thus, the eigenvalue of a continuous-time L TI system associated with the eigenfunction esr 
is given by H(s) which is a complex constant whose value is determined by the value of s 
via Eq. (2.24). Note from Eq. (2.23) that y(O) = H(s) (see Prob. 1.44). 

The above results underlie the definitions of the Laplace transform and Fourier 
transform which will be discussed in Chaps. 3 and 5. 
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2.5 SYSTEMS DESCRIBED BY DIFFERENTIAL EQUATIONS 

A. Linear Constant-Coefficient Differential Equations: 

(CHAP. 2 

A general Nth-order linear constant-coefficient differential equation is given by 

( 2.25) 

where coefficients ak and bk are real constants. The order N refers to the highest 
derivative of y( t) in Eq. ( 2.25). Such differential equations play a central role in describing 
the input-output relationships of a wide variety of electrical, mechanical, chemical, and 
biological systems. For instance, in the RC circuit considered in Prob. 1.32, the input 
x( t) = i·

5
( t) and the output y( t) = i) t) are related by a first-order constant-coefficient 

differential equation [Eq. ( 1.105)] 

dy ( t) l l 
-- + -y(t) = -x(t) 

dt RC RC 

The general solution of Eq. ( 2. 25) for a particular input x( t) is given by 

y(t) = Yp(t) + y,,(t) ( 2.26) 

where y P( t) is a particular solution satisfying Eq. ( 2.25) and y ,,( t) is a homogeneous 
solution (or complementary solution) satisfying the homogeneous differential equation 

( 2.27) 

The exact form of y,,(t) is determined by N auxiliary conditions. Note that Eq. (2.25) does 
not completely specify the output y(t) in terms of the input x(t) unless auxiliary 
conditions are specified. In general, a set of auxiliary conditions are the values of 

at some point in time. 

B. Linearity: 

The system specified by Eq. (2.25) will be linear only if all of the auxiliary conditions 
are zero (see Prob. 2.21). If the auxiliary conditions are not zero, then the response y( t) of 
a system can be expressed as 

(2.28) 

where y zi( t ), called the zero-input response, is the response to the auxiliary conditions, and 
y zs( t ), called the zero-state response, is the response of a linear system with zero auxiliary 
conditions. This is illustrated in Fig. 2-2. 

Note that Y,;(t) * y,,(t) and y"(t) * yP(t) and that in general y,;(t) contains y,,(t) and 
yjt) contains both y,,(t) and yP(t) (see Prob. 2.20). 
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+ ·~,___.,._ 

t + 

Yv(t) 

Fig. 2-2 Zero-state and zero-input responses. 
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In order for the linear system described by Eq. ( 2.25) to be causal we must assume the 
condition of initial rest (or an initially relaxed condition). That is, if x(t) = 0 forts 10 , then 
assume y( t) = 0 for t s t 0 (see Prob. 1.43). Thus, the response for t > t 0 can be calculated 
from Eq. ( 2. 25) with the initial conditions 

dy (IO) d N - I Y (I 0 ) 

y ( / 0) = ~ - . . . = dt N - I = Q 

where 
dky(to) = dky(t) I 

dtk dtk 1~111. 

Clearly, at initial rest yz;(t) = 0. 

D. Time-Invariance: 

For a linear causal system, initial rest also implies time-invariance (Prob. 2.22). 

E. Impulse Response: 

The impulse response h(t) of the continuous-time LTI system described by Eq. (2.25) 
satisfies the differential equation 

(2.29) 

with the initial rest condition. Examples of finding impulse responses are given in Probs. 
2.23 to 2.25. In later chapters, we will find the impulse response by using transform 
techniques. 

2.6 RESPONSE OF A DISCRETE-TIME LTI SYSTEM AND CONVOLUTION SUM 

A. Impulse Response: 

The impulse response (or unit sample response) h[n] of a discrete-time LTI system 
(represented by T) is defined to be the response of the system when the input is D[n], that 
is, 

h[n] =T{l>[n]} ( 2.30) 
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B. Response to an Arbitrary Input: 

From Eq. (1 .51) the input x[n] can be expressed as 

x[n] = E x[k]o[n-k] ( 2.31) 
k = - 00 

Since the system is linear, the response y[n] of the system to an arbitrary input x[n] can be 
expressed as 

00 

= E x[k]T{o(n -k]} 
k = - oc 

Since the system is time-invariant, we have 

h[n-k] =T{o[n-k]} 

Substituting Eq. (2.33) into Eq. (2.32), we obtain 

y(n] = E x[k]h[n -k] 
k = - oo 

(2.32) 

( 2.33) 

(2.34) 

Equation ( 2.34) indicates that a discrete-time L TI system is completely characterized by its 
impulse response h[ n]. 

C. Convolution Sum: 

Equation (2.34) defines the convolution of two sequences x[n] and h[n] denoted by 

y[n] =x[n] *h[n] = E x[k]h[n -k] ( 2.35) 
k = - oo 

Equation (2.35) is commonly called the convolution sum. Thus, again, we have the 
fundamental result that the output of any discrete-time L Tl system is the convolution of the 
input x[n] with the impulse response h[n] of the system. 

Figure 2-3 illustrates the definition of the impulse response h[n] and the relationship 
of Eq. ( 2.35 ). 

l\[n] 

x[n] 

LTI 
system 

h[nl 

yin]= x[n] • hJn] 

Fig. 2-3 Discrete-time L Tl system. 

D. Properties of the Convolution Sum: 

The following properties of the convolution sum are analogous to the convolution 
integral properties shown in Sec. 2.3. 
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I. Commutative: 

x[n] * h[n] = h[n] * x[n] ( 2.36) 

2. Associative: 

(2.37) 

3. Distributive: 

(2.38) 

E. Convolution Sum Operation: 

Again, applying the commutative property (2.36) of the convolution sum to Eq. (2.35), 
we obtain 

y[n] =h[n]*x[n] = L h[k]x[n-k] (2.39) 
k = -oo 

which may at times be easier to evaluate than Eq. (2.35). Similar to the continuous-time 
case, the convolution sum [Eq. (2.35)] operation involves the following four steps: 

1. The impulse response h[ k] is time-reversed (that is, reflected about the origin) to 
obtain h[ -k] and then shifted by n to form h[n - k] = h[ -( k - n )] which is a 
function of k with parameter n. 

2. Two sequences x[ k] and h[ n - k] are multiplied together for all values of k with n 
fixed at some value. 

3. The product x[k ]h[n - k] is summed over all k to produce a single output sample 
y[n]. 

4. Steps 1 to 3 are repeated as n varies over -oo to oo to produce the entire output y[n]. 

Examples of the above convolution sum operation are given in Probs. 2.28 and 2.30. 

F. Step Response: 

The step response s[n] of a discrete-time L TI system with the impulse response h[n] is 
readily obtained from Eq. (2.39) as 

oo n 

s[n] =h[n] *U[n] = L h[k]u[n-k] = L h[k] ( 2.40) 
k= -00 k= -oo 

From Eq. (2.40) we have 

h[n] =s[n] -s[n - 1] (2.41) 

Equations (2.40) and (2.41) are the discrete-time counterparts of Eqs. (2.12) and (2.13), 
respectively. 

2.7 PROPERTIES OF DISCRETE-TIME LTI SYSTEMS 

A. Systems with or without Memory: 

Since the output y[n] of a memoryless system depends on only the present input x[n], 
then, if the system is also linear and time-invariant, this relationship can only be of the 
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form 

y(n] = Kx(n] 

where K is a (gain) constant. Thus, the corresponding impulse response is simply 

h[nJ =Ko(n] 

Therefore, if h[n 0 ] * 0 for n 0 * 0, the discrete-time LTI system has memory. 

B. Causality: 

(2.42) 

(2.43) 

Similar to the continuous-time case, the causality condition for a discrete-time LTI 
system is 

h(n] =0 n<O ( 2.44) 

Applying the causality condition ( 2.44) to Eq. ( 2.39), the output of a causal discrete-time 
L TI system is expressed as 

y(n] = L h(k]x(n -k] (2.45) 
k=O 

Alternatively, applying the causality condition (2.44) to Eq. (2.35), we have 
n 

y[n] = L x[k]h[n -k] ( 2.46) 
k = -oc 

Equation (2.46) shows that the only values of the input x[n] used to evaluate the output 
y[n] are those for ks n. 

As in the continuous-time case, we say that any sequence x[n] is called causal if 

x[n] = 0 n < 0 (2.47a) 

and is called anticausal if 

x[n]=O n;:::O (2.47b) 

Then, when the input x[n] is causal, the output y[n] of a causal discrete-time L TI system 
is given by 

n n 

y[n]= [h[k]x[n-k]= [x(k]h[n-k] ( 2.48) 
k=O k=O 

C. Stability: 

It can be shown (Prob. 2.37) that a discrete-time LTI system is BIBO stable if its 
impulse response is absolutely summable, that is, 

oc 

I: lh[kJl<oo ( 2.49) 
k = -x 

2.8 EIGENFUNCTIONS OF DISCRETE-TIME LTI SYSTEMS 

In Chap. 1 (Prob. 1.45) we saw that the eigenfunctions of discrete-time L TI systems 
represented by T are the complex exponentials zn, with z a complex variable. That is, 

( 2.50) 
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where A is the eigenvalue of T associated with zn. Setting x[n] = zn in Eq. ( 2.39), we have 

y[nJ = T{zn} = k~oo h[kJzn-k = [k~,, h[kJz-k ]zn 

=H(z)zn=Azn 

where A=H(z)= L h[k]z-k 
k= _,, 

(2.51) 

(2.52) 

Thus, the eigenvalue of a discrete-time L TI system associated with the eigenfunction z n is 
given by H( z) which is a complex constant whose value is determined by the value of z via 
Eq. ( 2.52). Note from Eq. ( 2.51) that y[O] = H( z) (see Prob. 1.45). 

The above results underlie the definitions of the z-transform and discrete-time Fourier 
transform which will be discussed in Chaps. 4 and 6. 

2.9 SYSTEMS DESCRIBED BY DIFFERENCE EQUATIONS 

The role of differential equations in describing continuous-time systems is played by 
difference equations for discrete-time systems. 

A. Linear Constant-Coefficient Difference Equations: 

The discrete-time counterpart of the general differential equation (2.25) is the Nth­
order linear constant-coefficient difference equation given by 

N M 

L:aky[n-k]= Lbkx[n-k] (2.53) 
k=O k=O 

where coefficients ak and bk are real constants. The order N refers to the largest delay of 
y[n] in Eq. (2.53). An example of the class of linear constant-coefficient difference 
equations is given in Chap. 1 (Prob. 1.37). Analogous to the continuous-time case, the 
solution of Eq. (2.53) and all properties of systems, such as linearity, causality, and 
time-invariance, can be developed following an approach that directly parallels the 
discussion for differential equations. Again we emphasize that the system described by Eq. 
(2.53) will be causal and L TI if the system is initially at rest. 

B. Recursive Formulation: 

An alternate and simpler approach is available for the solution of Eq. (2.53). Rear­
ranging Eq. (2.53) in the form 

y[n] = :
0 
L~0bkx[n-k]- k~1 aky[n-k]) (2.54) 

we obtain a formula to compute the output at time n in terms of the present input and the 
previous values of the input and output. From Eq. (2.54) we see that the need for auxiliary 
conditions is obvious and that to calculate y[ n] starting at n = n 0 , we must be given the 
values of y[n 0 - 1], y[n 0 - 2], ... , y[n 0 - N] as well as the input x[n] for n 2. n 0 - M. The 
general form of Eq. ( 2.54) is called a recursive equation since it specifies a recursive 
procedure for determining the output in terms of the input and previous outputs. In the 
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special case when N = 0, from Eq. (2.53) we have 

y[n) = _!__( E bkx[n -kJ} 
0 o k=O 

(2.55) 

which is a nonrecursive equation since previous output values are not required to compute 
the present output. Thus, in this case, auxiliary conditions are not needed to determine 
y[n]. 

C. Impulse Response: 

Unlike the continuous-time case, the impulse response h[n] of a discrete-time LTI 
system described by Eq. (2.53) or, equivalently, by Eq. (2.54) can be determined easily as 

h[n] = 
0

1

0 
L~0bko[n-k]- kttakh[n-k]) 

For the system described by Eq. (2.55) the impulse response h[n] is given by 

O~n ~M 

otherwise 

(2.56) 

(2.57) 

Note that the impulse response for this system has finite terms; that is, it is nonzero for 
only a finite time duration. Because of this property, the system specified by Eq. (2.55) is 
known as a finite impulse response (FIR) system. On the other hand, a system whose 
impulse response is nonzero for an infinite time duration is said to be an infinite impulse 
response (IIR) system. Examples of finding impulse responses are given in Probs. 2.44 and 
2.45. In Chap. 4, we will find the impulse response by using transform techniques. 

Solved Problems 

RESPONSES OF A CONTINUOUS-TIME LTI SYSTEM AND CONVOLUTION 

2.1. Verify Eqs. (2.7) and ( 2.8), that is, 

(a) x(t) * h(t) = h(t) * x(t) 

(b) {x(t)* h 1(t)}* hz(t) =x(t)*{h 1(t)* h 2(t)} 

(a) By definition ( 2 .6) 

By changing the variable t - r =A, we have 

x(t)*h(t)= Jex; x(t-A)h(A)dA= (" h(A)x(t-A)dA=h(t)*x(t) 
-~ -oo 
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(b) Let x(t)*h,(t)=f/t) and h 1(t)*hz(t)=fz(t). Then 

f1(t)= J"° X(T)h1(t-T)dT 
-00 

and {x(t)*h 1(t)}*hz(t)=f1(t)*hz(t)= J
00 

f 1(<T)h 2(t-<T)d<T 
-00 

= J_"' J J_
00 

00 

X ( T) h l ( <T - T) d T] h 2 (t - <T) d <T 

Substituting A = <T - T and interchanging the order of integration, we have 

{x(t)*h 1(t)}*h 2(t)= J:
00

x(T)[J_
00

} 1(A)h 2(t-T-A)dA]dT 

Now, since 

f 2(t)= J
00 

h 1(A)hi(t-A)dA 
- oc 

we have 

f2(t-T)= J
00 

h 1(A)h 2(t-T-A)dA 
-oc 

Thus, {x(t) * h 1(t)}* hi( t) = {" x( T)f2(t - T) dT 
-co 

=x(t)*f2(t) =x(l)*{h 1(t)*h 2(t)} 

2.2. Show that 

(a) x(t)* o(t) =x(t) 

(b) x(t) * o(t - lo)= x(t - to) 

(c) x(t)* u(t) = J' x(T)dT 
-oo 

(d) X(t)*u(t-1 0 )= r-t0
X(T)dT 

-oo 

(a) By definition (2.6) and Eq. (1.22) we have 

X (I) * 0 (I) = J_
00

} ( T )8 (I - T) d T = X ( T) IT= r = X ( I ) 

(b) By Eqs. (2.7) and (1.22) we have 

x(t)*D(t-t0 )=8(t-t0 )*x(t)= J:
00

8(T-t0 )x(t-T)dT 

=x(t-T)l,=1
0
=x(t-t0 ) 

(c) By Eqs. (2.6) and (1.19) we have 

X(l)*u(t)= J
00 

X(T)U(t-T)dT= r X(T)dT 
-~ -oo 

since u( t - T) = { ~ T<t 
T>I 
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(2.58) 
(2.59) 

(2.60) 

(2.61) 
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(d) In a similar manner, we have 

Joo f/-/ 0 
x(t)*u(t-t0 )= x(r)u(t-r-t0 )dr= x(r)dr 

-~ -x 

{

I r<t-t0 since u(t-r-t0 )= 
0 r>t-t 0 

2.3. Let y( t) = x( t) * h( t ). Then show that 

x(t-ti)*h(t-t 2 ) =y(t-t 1 -t2 ) (2.62) 

By Eq. (2.6) we have 

y(t) =x(t)*h(t) = J:"'x(r)h(t-r)dr ( 2.63a) 

and x(t-t 1)*h(t-t2 ) = {' x(r-t 1)h(t-r-t2 )dr 
- 00 

( 2.63b) 

Let T - t 1 =A. Then r =A+ t 1 and Eq. (2.63b) becomes 

x(t - t 1) * h(t - t2 ) = j"" x(A)h(t - t 1 - t2 -A) dA _,., ( 2.63c) 

Comparing Eqs. (2.63a) and (2.63c), we see that replacing I in Eq. (2.63a) by t - 11 - t 2 , we 
obtain Eq. (2.63c). Thus, we conclude that 

x(t -t 1 ) * h(t - t2 ) =y(t - t 1 - t2 ) 

2.4. The input x( t) and the impulse response h( t) of a continuous time L TI system are 
given by 

x(t)=u(t) h(t)=e- 01u(t),a>O 

(a) Compute the output y(t) by Eq. (2.6). 

(b) Compute the output y(t) by Eq. (2.10). 

(a) By Eq. (2.6) 

y(t) =x(t)*h(t) = {' x(r)h(t-r)dr 
- 00 

Functions x( r) and h(t - T) are shown in Fig. 2-4(a) for t < 0 and t > 0. From Fig. 2-4(a) 
we see that for t < 0, x( T) and h( t - r) do not overlap, while for t > 0, they overlap from 
r = 0 to T = t. Hence, for t < 0, y(t) = 0. For t > 0, we have 

Thus, we can write the output y(t) as 

1 
y(t) = -(1-e-"')u(t) ( 2.64) 

a 
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(b) By Eq. (2.10) 

y(t)=h(t)*X(t)= ( ' h(T)X(t-T)dT 
- oc 

Functions h( T) and x(t - T) are shown in Fig. 2-4(b) for t < 0 and t > 0. Again from Fig. 
2-4(b) we see that for t < 0, h( T) and x(t - T) do not overlap, while for t > 0, they overlap 
from T = 0 to T = t . Hence, fort< 0, y(t) = 0. Fort> 0, we have 

Thus, we can write the output y(t) as 

1 
y(t) = -(l -e-a')u(t) ( 2.65) 

a 

which is the same as Eq. (2.64). 

X(T) h(T) 

0 T 0 T 

h(t - T) X(t- T) 

t<O r<O 

-------- I 

0 T 0 T 

h(t - T) X(I - T) 

I> 0 t>O 

0 T 0 T 

(a) (b) 

Fig. 2-4 
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2.5. Compute the output y(t) for a continuous-time L TI system whose impulse response 
h(t) and the input x(t) are given by 

x(t)=eetlu(-t) a>O 
By Eq. (2.6) 

y(t)=x(t)*h(t)= j'"' x(T)h(t-T)d'T 
- oo 

Functions x(T) and h(t - 'T) are shown in Fig. 2-5(a) fort< 0 and t > 0. From Fig. 2-5(a) we 
see that for t < 0, x( 'T) and h(t - 'T) overlap from 'T = - oo to 'T = t, while for t > 0, they overlap 
from 'T = - oo to 'T = 0. Hence, for t < 0, we have 

( 2.66a) 

For t > 0, we have 

( 2.66b) 

x(T) 

0 T 

h(t · T) 

y(t) 

t<O 

0 T 0 

h(l -T) (b) 

t>O 

0 T 

(a) 

Fig. 2-5 
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Combining Eqs. (2.66a) and (2.66b), we can write y(r) as 

1 
y(t) = -e-altl 

2a 
a>O (2.67) 

which is shown in Fig. 2-S(b ). 

2.6. Evaluate y(t) =x(t)* h(t), where x(t) and h(t) are shown m Fig. 2-6, (a) by an 
analytical technique, and (b) by a graphical method. 

x(I) '1(1) 

0 2 3 0 2 

Fig. 2-6 

(a) We first express x( t) and h( t) in functional form: 

x ( t) = u( t) - u( t - 3) h(r) = u(r) -u(r - 2) 

Then, by Eq. (2.6) we have 

y(t)=x(t)*h(t)= /
00 

x(T)h(t-T)dT 
-:x; 

= !"" [u(T)-u(T-3)][u(t-T)-u(t-T-2)]dT 
-x 

= !"' u(T)u(t-T)dT-f" u(T)ll(t-2-T)dT 
-oc -:x; 

-(' u(T-3)u(t-T)dT+ (' u(T-3)u(t-2-T)dT 
-00 -x 

Since u(T)u(t-T)={~ O<T<t,t>O 
otherwise 

u( T )u( t - 2 - T) = { b 0 < T < ( - 2, ( > 2 
otherwise 

u(T-3)u(t-T) = {b 3<T<t,t>3 
otherwise 

u(T-3)u(t-2-T) = {6 3 < T < ( - 2, t > 5 
otherwise 
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we can express y(t) as 

y(t) = ((dr)u(t)-(fo
1

-

2
dr)u(t-2) 

-(~'dr)u(t-3) + (~1 - 2dr)u(t-5) 

= tu(t) - (t - 2)u(t- 2) - (t- 3)u(t- 3) + (t - 5)u(t- 5) 

which is plotted in Fig. 2-7. 

y(r) " ," 1 , 
" " tu(t) " " ," 1 2 

, " (t - 5)u(t - 5) 

" " " " " 
0 2' 

' 
3' 

' 
4 5 6 

' ' -I ' ' (t- 3)u(t · 3) 
' ' ) 

( ', ' ' (t- 2)u(t - 2) ' ' ' ' 
Fig. 2-7 

[CHAP. 2 

(b) Functions h( r ), x( r) and h(t - r ), x( r )h(t - r) for different values of t are sketched in 
Fig. 2-8. From Fig. 2-8 we see that x( r) and h(t - r) do not overlap for t < 0 and t > 5, 
and hence y(t) = 0 for t < 0 and t > 5. For the other intervals, x( r) and h(t - T) overlap. 
Thus, computing the area under the rectangular pulses for these intervals, we obtain 

y(t) = r~ 
5 - t 

0 

which is plotted in Fig. 2-9. 

t<O 
0 < t ~ 2 
2 < t ~ 3 
3 <t ~ 5 
5 < t 

2.7. Let h(t) be the triangular pulse shown in Fig. 2-lO(a) and let x(t) be the unit impulse 
train [Fig. 2-lO(b)] expressed as 

00 

x(t) = 5r(t) = L 5(t -nT) (2.68) 
n= -oo 

Determine and sketch y(t) =h(t)* x(t) for the following values of T: (a) T= 3, (b) 
T = 2, ( c) T = 1.5. 
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f'' 
.. f' .. 

-I 0 2 3 4 T -I 0 2 3 4 T 

r,, x(T)h(I - T) 

t<O t<O 

I .. 
-2 -I I 0 2 3 4 T -I 0 2 3 4 T 

I - 2 

I '." ,, 
X(T)h(I - T) 

0<1<2 0< I< 2 

.. 
-2 -I 0 I 2 3 4 T -I 0 I 2 3 4 T 

I - 2 r,, X(T)h(I- T) 

2< I< 3 2< I <3 

I I 
.. 

-2 -I 0 t 2 I 3 4 5 T -I 0 t 2 I 3 4 T 

I - 2 I· 2 l ~,_,, X(T)h(I - T) 

3 <t<5 3 <I< 5 

I .. 
-2 -I 0 t 2 3 I 4 5 6 T -I 0 I t 2 3 4 T 

I - 2 I - 2 

l"' ,, X(T)h(t - T) 

5 <I 5 <I 

I .. 
-2 -I 0 2 3 t 4 5 r 6 T -I 0 2 3 4 T 

r - 2 

Fig. 2-8 
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y(r) 

2 

-I 0 2 3 4 5 6 

Fig. 2-9 

h(r) 

-1 0 -2T -T 0 

(a) (b) 

Fig. 2-10 

Using Eqs. (2.59) and (2.9), we obtain 

y(t) = h(t) * 8r(t) = h(t) * L~ ,., 8(t - nT)] 

oe 

= L h( t) * 8( t - nT) = L h( t - nT) 
n = -r.x:; 

(a) For T = 3, Eq. (2.69) becomes 

y( t) = 

which is sketched in Fig. 2-11( a). 

(b) For T = 2, Eq. (2.69) becomes 

y(t) = 

which is sketched in Fig. 2-1 l(b). 

(c) For T = 1.5, Eq. (2.69) becomes 

n = - ex. 

oe 

I: h(t - 3n) 
n = - :.io 

oe 

I: h(t-2n) 
n = - oo 

y(t)= L h(t-1.Sn) 
n = -oo 

[CHAP. 2 

T 2T 

(2.69) 

which is sketched in Fig. 2-1 Hc ). Note that when T < 2, the triangular pulses are no 
longer separated and they overlap. 
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2.8. 

-7 -6 -5 -4 -3 -2 -I 

-7 -6 -5 -4 -3 -2 -I 

-7 -6 -5 -4 -3 -2 -I 

y(I) 

0 

(a) 

y(I) 

0 

(b) 

y(I) 

0 

(c) 

Fig. 2-11 

2 3 

2 3 

2 3 

T= 3 

4 5 6 7 

T=2 

4 5 6 7 

T= 1.5 

4 5 6 7 

If xi t) and xi t) are both periodic signals with a common period T0 , the convolution 
of x 1( t) and x l t) does not converge. In this case, we define the periodic conuolution 
of x 1(t) and xit) as 

!
To 

J(t)=x1(t)®x2(t)= X1(T)x2(t-T)dT 
0 

(a) Show that f(t) is periodic with period T0 . 

( b) Show that 

for any a. 

(2. 70) 

(2. 71) 

( c) Compute and sketch the periodic convolution of the square-wave signal x( t) 
shown in Fig. 2-12 with itself. 
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x(r) 

A 

To 0 fo To 

' 

Fig. 2-12 

X(T) X(T) 

A A 

-To 0 To To T To () T 

' 

x(I - T) 
0<t<1E 

' 

x(r - T) ·ni 
2 <l<To 

A 

-Tn () I ro To T !ii (} To I fo I T 

I 2 ' 2 

X(T)X(t- T) 
I 

I 
0< I< '.Si X(T)X(I - T) I To 

I I ! < t < Jj, 
2 I I 

I I I I I I 
I 

~ A' ~ ~ ..... A' ....-! ·-· 
_I_ J_ - J_ 

Ii; 0 To 71> T '!)1 0 l(J li1 T 
2 ' 2 

(a) 

/(I) 

-2fo -ru !!i () ll1 To 2TrJ 

' ' 

(b) 

Fig. 2-13 
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(a) Since xit) is periodic with period T0 , we have 

x 2(t + T0 - 'T) =x 2(t - 'T) 

Then from Eq. (2. 70) we have 

Thus, f(t) is periodic with period T0 . 

(b) Since both x 1(T) and xi'T) are periodic with the same period T0,x1(T)x 2(t-T) is also 
periodic with period T0 • Then using property (1.88) (Prob. 1.17), we obtain 

for an arbitrary a. 
(c) We evaluate the periodic convolution graphically. Signals x( 'T ), x(t - 'T ), and x( 'T )x(t - 'T) 

are sketched in Fig. 2-13(a), from which we obtain 

f(t) ~ ( ~~'(1 - T,) 

which is plotted in Fig. 2-13(b). 

0 < t ~ T0/2 

T0/2 < t ~ T0 

PROPERTIES OF CONTINUOUS-TIME LTI SYSTEMS 

and f(t+T0 )=f(t) 

2.9. The signals in Figs. 2-14(a) and (b) are the input x(t) and the output y(t), respec­
tively, of a certain continuous-time L TI system. Sketch the output to the following 
inputs: (a) x(t - 2); (b) ~x(t). 

(a) Since the system is time-invariant, the output will be y(t - 2) which is sketched in Fig. 
2-14(c). 

(b) Since the system is linear, the output will be ty(t) which is sketched in Fig. 2-14(d). 

2.10. Consider a continuous-time LTI system whose step response is given by 

s(t)=e-'u(t) 

Determine and sketch the output of this system to the input x(t) shown in Fig. 
2-15(a). 

From Fig. 2-15(a) the input x(t) can be expressed as 

x( t) = u( t - 1) - u( t - 3) 

Since the system is linear and time-invariant, the output y(t) is given by 

y( t) = s( t - 1) - s( t - 3) 

=e-<1-llu(t- l)-e-<1
-

3>u(t-3) 

which is sketched in Fig. 2-15(b). 



78 LINEAR TIME-INVARIANT SYSTEMS 

x(I) y(r) 

-I 0 -I 0 2 

(a) (b) 

y(r - 2) !.y(r) 
2 

2 

-I 0 2 3 4 5 - I 0 2 

(c) (d) 

Fig. 2-14 

~ ~·) 
y(l) 

I I I .. 
0 2 3 4 0 

-1 --------J (a) 

(b) 

Fig. 2-15 

2.11. Consider a continuous-time LTI system described by (see Prob. 1.56) 

1 fr+T/2 
y(t)=T{x(t)}=- x(r)dr 

T t-T/ 2 

(a) Find and sketch the impulse response h(t) of the system. 

( b) Is this system causal? 

(a) Equation (2.72) can be rewritten as 

1 ft+T/ 2 1 ft-T/2 y(t) = - x( -r) d-r - - x( -r) d-r 
T -~ T -~ 

[CHAP. 2 

3 

3 

, 

(2. 72) 

( 2.73) 
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Using Eqs. (2.61) and (2.9), Eq. (2.73) can be expressed as 

y(t) = ~x(t)*u(t+ f)- ~x(t)*u(r- ~) 

=x(t)*~[u(r+ ~)-u(r- ~)] =x(t)*h(t) 

Thus, we obtain 

which is sketched in Fig. 2-16. 

-T /2 < t:::; T /2 
otherwise 

79 

( 2. 74) 

( 2. 75) 

(b) From Fig. 2-16 or Eq. (2.75) we see that h(t)=foO for t<O. Hence, the system is not 
causal. 

-Trz 0 

h(t) 

I 

T 

Fig. 2-16 

m 

2.12. Let y(t) be the output of a continuous-time LTI system with input x(t). Find the 
output of the system if the input is x'(t), where x'(t) is the first derivative of x(t). 

From Eq. (2.10) 

y(t)=h(l)*X(t)= {' h(T)x(t-T)dT 
-oo 

Differentiating both sides of the above convolution integral with respect to t, we obtain 

d[oo J ood 
y'(t)= dt f_}(T)x(t-T)dT = f_ocdt(h(T)x(t-T)d-r] 

= {'' h(T)x'(t-T)dT=h(t)*x'(t) 
-oo 

( 2.76) 

which indicates that y'(t) is the output of the system when the input is x'(t). 

2.13. Verify the BIBO stability condition [Eq. (2.21)) for continuous-time LTI systems. 

Assume that the input x(t) of a continuous-time LTI system is bounded, that is, 

all I (2.77) 
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Then, using Eq. (2.10), we have 

ly(t)l=IJ:
00

h(T)x(t-T)dTI s J:
00

lh(T)x(t-T)idT 

= J
00 

lh(T)llx(t-T)idTsk,J
00 

lh(T)idT 
-oo -~ 

since lx(t - T)j s k 1 from Eq. (2. 77). Therefore, if the impulse response is absolutely inte­
grable, that is, 

J00 

lh( T)j dT = K < 00 
-00 

then I y( t )j s k 1 K = k 2 and the system is BIBO stable. 

2.14. The system shown in Fig. 2-17( a) is formed by connecting two systems in cascade. The 
impulse responses of the systems are given by h 1( t) and h 2( t ), respectively, and 

h 1(t) =e- 21u(t) h2(t) = 2e- 1u(t) 

(a) Find the impulse response h(t) of the overall system shown in Fig. 2-17(b). 

(b) Determine if the overall system is BIBO stable. 

w(t) 11 I 11,.(1) 

(a) 

x(I) 11 I h(I) 

(b) 

Fig. 2-17 

y(I) 

y(t) 

(a) Let w(t) be the output of the first system. By Eq. (2.6) 

w(t) =x(t)*h,(t) 

Then we have 

.. 

(2.78) 

( 2. 79) 

But by the associativity property of convolution (2.8), Eq. (2. 79) can be rewritten as 

y(t) =x(t)*[h 1(t)*h 2(t)] =x(t)*h(t) 

Therefore, the impulse response of the overall system is given by 

h(t) =h1(l)*h2(t) 

Thus, with the given h 1(t) and h 2(t), we have 

h(t)= J
00 

h1(T)h2(t-T)dT= {' e-2TU(T)2e-<'-T)u(t-T)dT 
-oo -oo 

= 2 e - ' J: 
00 

e - Tu ( T ) u ( t - T) d T = 2 e - ' [ fu' e - T d T] u ( t ) 

=2(e-'-e- 2')u(t) 

(2.80) 

( 2.81) 
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( b) Using the above h( t ), we have 

(' lh( i)I di= 2(' (e-r -e- 27
) di= 2[J'"e-• di - {"e- 2

r di] 
-oo 0 () () 

=2(1-t)=l<oc 

Thus, the system is BIBO stable. 

EIGENFUNCTIONS OF CONTINUOUS-TIME LTI SYSTEMS 

2.15. Consider a continuous-time LTI system with the input-output relation given by 

y(t) = { e-<r-rlx('r) dT 
- 00 

(2.82) 

(a) Find the impulse response h( t) of this system. 

(b) Show that the complex exponential function e11 is an eigenfunction of the system. 

( c) Find the eigenvalue of the system corresponding to es 1 by using the impulse 
response h( t) obtained in part (a). 

(a) From Eq. (2.82), definition (2.1), and Eq. (J.21) we get 

h(t)= r e-U-r><'i(i)di=e-< 1 -·i1.~o=e- 1 t>O 
- oc 

Thus, 

(b) Let x(t) = e51
• Then 

y(t) = J1 
e-U-rie""dT=e- 1J1 

e<s+llrdi 
-oc -x 

1 
=--est= Ae 51 

s + 1 
if Res> - I 

( 2.83) 

( 2.84) 

Thus, by definition (2.22) e'1 is the eigenfunction of the system and the associated 
eigenvalue is 

1 
A=-­

s + 1 

(c) Using Eqs. ( 2.24) and ( 2.83), the eigenvalue associated with est is given by 

A =H(s) = (' h(i)e-57 d;= Jx e-'U(i)e-"di 
-~ -~ 

if Res> -1 

which is the same as Eq. (2.85). 

2.16. Consider the continuous-time L TI system described by 

1 ft+T/2 
y(t)=- X(T)dT 

T 1-T/2 

( 2.85) 

( 2.86) 
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(a) Find the eigenvalue of the system corresponding to the eigenfunction esi. 

(b) Repeat part (a) by using the impulse function h(t) of the system. 

(a) Substituting x(-r) = e'T in Eq. (2.86 ), we obtain 

1 ft+ T/2 y(t) = - e5T dT 
T r-T/2 

1 
= -(esT/2_e - sT/2)e"'=Ae'c 

sT 

Thus, the eigenvalue of the system corresponding to e" is 

1 
A= -( e'T 12 _ e-sT/2) 

sT 

(b) From Eq. (2. 75) in Prob. 2.11 we have 

- T /2 < t :s; T /2 
otheiwise 

Using Eq. ( 2.24), the eigenvalue H(s) corresponding to e'1 is given by 

! "" _ 1 T/2 . 1 
H(s) = h(T)e srdT= - J e-'TdT= -:(esT/2_e-sT/2) 

-oc T -'1/2 s1 

which is the same as Eq. (2.87). 

( 2.87) 

2.17. Consider a stable continuous-time LTI system with impulse response h(t) that is real 
and even. Show that cos wt and sin wt are eigenfunctions of this system with the same 
real eigenvalue. 

By setting s = jw in Eqs. (2.23) and (2.24), we see that efwc is an eigenfunction of a 
continuous-time L TI system and the corresponding eigenvalue is 

,\ =H(Jw) = {" h(T)e-fwTdT 
-:x; 

Since the system is stable, that is, 

then {" lh(T)e - JWTldT= {" lh(T)ile -fwTldT= /" lh(T)ldT<oo 
-oc -00 -oo 

since le-fwTI = 1. Thus, H(jw) converges for any w. Using Euler's formula, we have 

H(jw) = {" h(T)e-JwTdT= {' h(T)(coswT-jsinwT)dT 
-00 -00 

= {" h(T)COSwTdT-j{" h(T)sinwTdT 
-~ -00 

( 2.88) 

(2.89) 

Since cos wT is an even function of T and sin wT is an odd function of T, and if h(t) is real and 
even, then h( T) cos wT is even and h( T) sin wT is odd. Then by Eqs. (1. 75a) and (1. 77 ), Eq. 
(2.89) becomes 

(2.90) 
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Since cos wT is an even function of w, changing w to -w in Eq. (2. 90) and changing j to - j in 
Eq. (2.89), we have 

H ( - j w) = H (j w) * = 2f00 h ( T) cos( - w T) d T 
0 

= 2 (' h( T) cos wT dT = H(jw) 
0 

( 2.91) 

Thus, we see that the eigenvalue H(jw) corresponding to the eigenfunction eiwr is real. Let the 
system be represented by T. Then by Eqs. (2.23), (2.24), and (2. 91) we have 

T(eiwr} =H(jw)eiwr 

T{e-Jwr} =H(-jw)e-iw1 =H(jw)e-iwr 

Now, since T is linear, we get 

T{coswt} = TH(eiwt +e-iw1
)} = :iT{eiwr} + :iT{e-Jwr} 

= H(jw )H( eiwr + e-Jwr)} = H(jw) cos wt 

and T{sin wt}= T{ ;j (eiwr -e-Jwr)} = LT{eiwt} -
2

1
j T(e-Jwr} 

(2.92a) 

( 2.92b) 

(2.93a) 

( 2.93b) 

Thus, from Eqs. (2.93a) and (2.93b) we see that cos wt and sin wt are the eigenfunctions of the 
system with the same real eigenvalue H(jw) given by Eq. (2.88) or (2.90). 

SYSTEMS DESCRIBED BY DIFFERENTIAL EQUATIONS 

2.18. The continuous-time system shown in Fig. 2-18 consists of one integrator and one 
scalar multiplier. Write a differential equation that relates the output y( t) and the 
input x(t). 

x(t) e(t) 

+ f 
y(I) 

--~I)---... ~ 

._ __ -c,a~----

Fig. 2-18 

Let the input of the integrator shown in Fig. 2-18 be denoted by e(t ). Then the 
input-output relation of the integrator is given by 

y(t) = J' e(T)d'T 
-oo 

Differentiating both sides of Eq. (2. 94) with respect to t, we obtain 

dy( t) 
dt = e(t) 

( 2.94) 

(2.95) 
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Next, from Fig. 2-18 the input e(t) to the integrator is given by 

e(t) =x(t) -ay(t) ( 2.96) 

Substituting Eq. (2. 96) into Eq. (2. 95), we get 

dy( t) 
-;J{ = x (I) - ay ( t) 

dy( t) 
-;ft + ay ( t) = x ( t) or ( 2.97) 

which is the required first-order linear differential equation. 

2.19. The continuous-time system shown in Fig. 2-19 consists of two integrators and two 
scalar multipliers. Write a differential equation that relates the output y( t) and the 
input x(t). 

+ 

x(/) 

w(t) f 
y(t) 

f 

Fig. 2-19 

Let e( t) and w(t) be the input and the output of the first integrator in Fig. 2-19, 
respectively. Using Eq. (2. 95), the input to the first integrator is given by 

dw( t) 
e(t) = ~ = -a,w(t) - a2 y(t) +x(t) 

Since w(t) is the input to the second integrator in Fig. 2-19, we have 

dy(t) 
w(t) = -­

dt 

Substituting Eq. (2.99) into Eq. (2.98), we get 

d 2 y(t) dy(t) 
dt 2 = -a 1-;Jt-a 2 y(t) +x(t) 

d 2 y ( t ) dy ( t ) 
dt 2 + a 1 -;ft + a 2 y ( t) = x (I) or 

which is the required second-order linear differential equation. 

(2.98) 

(2.99) 

(2.100) 

Note that, in general, the order of a continuous-time L TI system consist mg of the 
interconnection of integrators and scalar multipliers is equal to the number of integrators in 
the system. 
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2.20. Consider a continuous-time system whose input x( t) and output y( t) are related by 

dy(t) 
-;ft+ ay(t) =x(t) 

where a is a constant. 

(a) Find y(t) with the auxiliary condition y(O) =Yo and 

x(t) =Ke-b1u(t) 

( b) Express y( t) in terms of the zero-input and zero-state responses. 

(a) Let 

y(t) =yp(t) +yh(t) 

(2.101) 

(2.102) 

where y/t) is the particular solution satisfying Eq. (2.101) and yh(t) is the homogeneous 
solution which satisfies 

Assume that 

t>O 

Substituting Eq. (2.104) into Eq. (2.101), we obtain 

-bA e-bt + aA e-bt = Ke-b 1 

from which we obtain A= K/(a - b), and 

K 
Y (t) = --e-b' 

P a-b t > 0 

To obtain yh(t), we assume 

Substituting this into Eq. (2.103) gives 

sBt!' + aBt!' = ( s + a) Bt!' = 0 

from which we have s = -a and 

Combining y/t) and yh(t), we get 

K 
y(t)=Be- 01 +--e-b1 t>O 

a-b 

From Eq. (2.106) and the auxiliary condition y(O) = y 0 , we obtain 

K 
B =Yo - a -b 

Thus, Eq. (2.106) becomes 

y(t) =(Yo _ _!_)e-a' + _!_e-b' 
a-b a-b 

t > 0 

( 2.103) 

(2.104) 

(2.105) 

(2.106) 

( 2.107) 
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Fort< 0, we have x(t) = 0, and Eq. (2.101) becomes Eq. (2.103). Hence, 

y(t) =Be-a' I <0 

From the auxiliary condition y(O) = y0 we obtain 

y(t)=y 0e - " 1 t<O (2.108) 

(b) Combining Eqs. (2. /07) and (2./08), y(t) can be expressed in terms of Y,;(I) (zero-input 
response) and yzs< t) (zero-state response) as 

where 

K 
y(t) =y0e-"'+ --b (e-" 1 -e-0 ')u(t) 

a-

Y,;( t) =Yoe - ar 

K 
y .(t) = --(e-1>1 -e- 111 )u(t) 

ZS a - b 

(2.109) 

( 2.1 /Oa) 

( 2.1/0b) 

2.21. Consider the system in Prob. 2.20. 

(a) Show that the system is not linear if y(O) =Yo* 0. 

( b) Show that the system is linear if y(O) = 0. 

(a) Recall that a linear system has the property that zero input produces zero output (Sec. 
I.SE). However, if we let K = 0 in Eq. (2./02), we have x(t) = 0, but from Eq. (2./09) we 
see that 

Yo* 0 

Thus, this system is nonlinear if y(O) = y 0 * 0. 

(b) If y(Q) = 0, the system is linear. This is shown as follows. Let x 1(t) and x 2(t) be two input 
signals and let y 1( t) and y 2(t) be the corresponding outputs. That is, 

with the auxiliary conditions 

Consider 

dy 1 (I ) 
-- +ay 1(t) =x 1(t) 

dt 

x(t) =a 1x 1(t) +a 2 x 2(t) 

(2.///) 

( 2.//2) 

( 2.113) 

where a 1 and a 2 are any complex numbers. Multiplying Eq. <2.1 //)by a 1 and Eq. (2.112) 
by a 2 and adding, we see that 

y(t) =a 1y 1(t) +a 2 Y2(t) 

satisfies the differential equation 

and also, from Eq. (2.113) 

dy( I) 
-- +ay(t) =x(t) 

dt 

y(O) = a 1 y 1(0) + a 2 y 2(0) = 0 

Therefore, y(t) is the output corresponding to x(t ), and thus the system is linear. 
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2.22. Consider the system in Prob. 2.20. Show that the initial rest condition y(O) = 0 also 
implies that the system is time-invariant. 

Let y 1(t) be the response to an input x 1(t) and 

Then 

and 

tsO 

dyi(t) 
-- + ay 1(t) =x 1(t) 

dt 

Y1(0) = 0 

( 2.114) 

( 2.115) 

( 2.116) 

Now, let yit) be the response to the shifted input x 2(t) =x 1(t - T). From Eq. (2.114) we have 

t ST 

Then yit) must satisfy 

dy2(t) 
~ +ay 2(t) =x 2(t) 

and y 2(T)=0 

Now, from Eq. (2.115) we have 

If we let yit) = y 1(t - T), then by Eq. (2.116) we have 

yi(-r) = Y1( T - T) = y 1(0) = 0 

( 2.117) 

( 2.118) 

( 2.119) 

Thus, Eqs. (2.118) and (2.119) are satisfied and we conclude that the system is time-invariant. 

2.23. Consider the system in Prob. 2.20. Find the impulse response h( t) of the system. 

The impulse response h(t) should satisfy the differential equation 

dh( t) 
-;Jt +ah(t) =5(t) 

The homogeneous solution hh(t) to Eq. (2.120) satisfies 

dhh( t) 
~+ahh(t)=O 

To obtain hh(t) we assume 

Substituting this into Eq. ( 2.121) gives 

see''+ ace''= ( s + a)ce'' = 0 

from which we have s = - a and 

( 2.120) 

(2.121) 

( 2.122) 

We predict that the particular solution h/t) is zero since hP(t) cannot contain Mt). Otherwise, 
h(t) would have a derivative of 8(t) that is not part of the right-hand side of Eq. (2.120). Thus, 

h(t) =ce-01u(t) ( 2.123) 
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To find the constant c, substituting Eq. (2.123) into Eq. (2.120), we obtain 

d 
-[ce - a'u(t)] +ace - a'u(t) =8(t) 
dt 

or 
du( t) 

-ace- 0 'u(t) +ce- 0
'-- +ace - 0 'u(t) =8(t) 

dt 

Using Eqs. (1.25) and (1.30), the above equation becomes 

du(t) 
ce - a'--;Jt =ce- 01 8(1) =c8(t) =o(t) 

so that c = 1. Thus, the impulse response is given by 

h(t) =e- 0 'u(t) 

[CHAP. 2 

( 2.124) 

2.24. Consider the system in Prob. 2.20 with y(O) = 0. 

(a) Find the step response s(t) of the system without using the impulse response 
h(t). 

( b) Find the step response s( t) with the impulse response h( t) obtained in Prob. 
2.23. 

(c) Find the impulse response h(t) from s(t). 

(a) In Prob. 2.20 

x(t) =Ke - b'u(t) 

Setting K = l, b = 0, we obtain x(t) = u(t) and then y(t) = s(t ). Thus, setting K = 1, 
b = 0, and y(O) =Yo= 0 in Eq. (2.109), we obtain the step response 

1 
s(t) = -(1-e - a')u(t) (2.125) 

a 

(b) Using Eqs. (2. /2) and (2.124) in Prob. 2.23, the step response s(t) is given by 

s(t) = f' h(T)dT= f' e - aTU(T)dT 
-- oc -oc 

= [fu'e-"rdT]u(t) = ~(1-e - 0')u(t) 
which is the same as Eq. (2.125). 

(c) Using Eqs. (2.JJ) and (2.125), the impulse response h(t) is given by 

h(t) =s'(t) = !_[2-(1-e- 01 )u(t)] 
dt a 

Using Eqs. (J.25) and (J.30), we have 

l I 1 
-( 1 - e - at )u'( t) = -( 1 - e - ar) 8( t) = -( 1 - 1) 8( t) = 0 
a a a 

Thus, 

which is the same as Eq. (J .124 ). 
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2.25. Consider the system described by 

y'(t) + 2y(t) =x(t) +x'(t) 

Find the impulse response h( t) of the system. 

The impulse response h(t) should satisfy the differential equation 

h'(t) + 2h(t) = 8(t) + o'(t) 

The homogeneous solution hh(t) to Eq. (2.127) is [see Prob. 2.23 and Eq. (2.122)] 

hh( t) = c 1e- 2'u( t) 

Assuming the particular solution h P(t) of the form 

hp(t)=c 2o(t) 

the general solution is 

89 

(2.126) 

( 2.127) 

( 2.128) 

The delta function o(t) must be present so that h'(t) contributes o'(t) to the left-hand side of 
Eq. U.127). Substituting Eq. (2.128) into Eq. (2.127), we obtain 

-2c 1e- 21 u( t) + c 1e- 21 u'(t) + c2 o'( t) + 2c 1e- 21 u( t) + 2c2 o( t) 

= o(t) + o'(t) 

Again, using Eqs. U.25) and (J.30), we have 

(c 1 +2c2 )o(t) +c2 o'(t) =8(t) +o'(t) 

Equating coefficients of o(t) and o'(t ), we obtain 

c1 +2c2 =} c2 =1 

from which we have c 1 = -1 and c2 = 1. Substituting these values in Eq. (2.128), we obtain 

h(t) = -e- 21u(t) +o(t) (2.129) 

RESPONSES OF A DISCRETE-TIME LTI SYSTEM AND CONVOLUTION 

2.26. Verify Eqs. (2.36) and (2.37), that is, 

(a) x[n]* h[n] = h[n]* x[n] 

(b) {x[n]* h 1[n]} * h 2[n] =x[n]*{h 1[n]* h 2[n]} 

(a) By definition (2.35) 

x[n]*h[n]= E x[k]h[n-k] 
k = - 00 

By changing the variable n - k = m, we have 
00 00 

x[n]*h[n]= E x[n-m]h[m]= L h[m]x[n-m]=h[n]*x[n] 
m = -oo m= - oo 

00 

f 1[n]= L x[k]h 1[n-k] 
k = -oo 
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00 

and {x[n]*h 1[n]}*h 2[n]=f1[n]*h 2[n]= L f 1[m]h 2[n-m] 
m= -oo 

Substituting r = m - k and interchanging the order of summation, we have 

Now, since 
00 

f 2[n]= L h1[r]h 2[n-r] 
r= -oo 

we have 
00 

f 2[n-k]= L h1[r]h 2[n-k-r] 
r= -oc 

00 

k = -oo 

2.27. Show that 

(a) x[n]*C>[n]=x[n] 

(b) x[n]* C>[n - n0 ] =x[n - n0 ] 
n 

(c) x[n]*u[n]= L x[k] 
k = -00 

n-n0 

(d) x[n] * u[n - n 0 ] = L x[k] 
k = -oo 

(a) By Eq. (2.35) and property (/.46) of 8[n - k) we have 

x[n] * 8[n] = L x[k]8[n -k] =x[n] 
k = -oo 

(b) Similarly, we have 

00 

x[n]*8[n-n 0 ]= L x[k]8[n-k-n 0 ]=x[n-n 0 ] 

k = - 00 

(c) By Eq. (2.35) and definition (J.44) of u[n - k] we have 

oo n 

x[n]*u[n]= L x[k]u[n-k]= L x[k] 
k = -oo k= -oo 

(d) In a similar manner, we have 
n-n0 

x[n]*u[n-n 0 ]= L x[k]u[n-k-n 0 ]= L x[k] 
k = -oo k = - oc 

[CHAP. 2 

(2.130) 

(2.131) 

(2.132) 

(2.133) 



CHAP. 2) LINEAR TIME-INVARIANT SYSTEMS 91 

2.28. The input x[n] and the impulse response h[n] of a discrete-time LTI system are given 
by 

' 

x[n] =u[n] h[n] =a"u[n] O<a<l 

(a) Compute the output y[n] by Eq. (2.35). 

(b) Compute the output y[n] by Eq. (2.39). 

(a) By Eq. (2.35) we have 

' ' 

y[n]=x[n]*h[n]= L x[k]h[n-k] 
k= -oo 

Sequences x[k] and h[n - k] are shown in Fig. 2-20(a) for n < 0 and n > 0. From Fig. 
2-20(a) we see that for n < 0, x[k] and h[n - k] do not overlap, while for n ~ 0, they 
overlap from k = 0 to k = n. Hence, for n < 0, y[n] = 0. For n ~ 0, we have 

n 

y[n] = L an-k 

k=O 

Changing the variable of summation k to m = n - k and using Eq. (1.90), we have 

x[k] 

-2 -I 0 I 2 3 k 
y[n) 

I 

r·-·1 I -a --------

r r I 
n<O 

.. • • 
n 0 k -2 -1 0 I 2 3 4 

(b) rd] 
n>O 

! r I I I • • .. 
0 n k 

(a) 

Fig. 2-20 

n 
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Thus, we can write the output y[n] as 

(
1 a"+') y[n] = u[n] 
1-a 

which is sketched in Fig. 2-20(b). 

(b) By Eq. (2.39) 

y[n]=h[n]*x[n]= L h[k]x[n-k] 
k= -x 

[CHAP. 2 

(2.134) 

Sequences h[k] and x[n - k] are shown in Fig. 2-21 for n < 0 and n > 0. Again from Fig. 
2-21 we see that for n < 0, h[k] and x[n - k] do not overlap, while for n ~ 0, they overlap 
from k = 0 to k = n. Hence, for n < 0, y[n] = 0. For n ~ 0, we have 

n 1 - a'i+ I 

y[n]= L:a*=---
1-a k=O 

Thus, we obtain the same result as shown in Eq. (2.134). 

f" . . I T t ' ' .. 
0 I 2 3 k 

II II I. r._., 11 <0 

.. 
11 0 k 

d,i-i'r 11>0 

... 
-1 0 11 k 

Fig. 2-21 

2.29. Compute y[n] =x[n]* h[n], where 

(a) x[n] = a 11 u[n], h[n] = Wu[n] 

(b) x[n] = a 11 u[n], h[n] = a- 11 u[ -n], 0 <a< 1 
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(a) From Eq. (2.35) we have 

(b) 

00 

k = - oo k = -oo 

00 

k= -oo 

Since u[k]u[n-k]={6 

we have 

Using Eq. (1.90), we obtain 

or 

( 

1- (a//3(+ 1 

y[n]= pn 1-(a//3) u[n] 

/3n(n + l)u[n] 

Osksn 
otherwise 

n~O 

a= /3 

(

_I_(pn+l _an+l)u[n] 
y[n]= {3-a 

W(n + 1 )u[n] a = f3 

00 00 

y[n]= L x[k]h[n-k]= L a*u[k]a-<n-k>u[-(n-k)] 
k = -oo k = -oc 

00 

= L a-na 2*u[k]u[k-n] 
k = -00 

For n s 0, we have 

u[k]u[k-n]={6 Osk 
otherwise 

Thus, using Eq. (1.91), we have 

oo oo -n 
k a 

y[n] =a-n L a2*=a-n L (a2) = --2 
k=O k=O 1-a 

For n ~ 0, we have 

u[k]u[k -n] = { 6 
Thus, using Eq. (1.92), we have 

nsk 
otherwise 

00 k a2n an 
y[n] =a-n L (a2) =a-n __ = --

k=n 1 - a 2 ] - a 2 n~O 

93 

(2.135a) 

(2.135b) 

( 2.136a) 

( 2.136b) 
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Combining Eqs. (2.136a) and (2.136b), we obtain 

which is sketched in Fig. 2-22. 

al"I 
y[n) = --

1 - a 2 

y[n] 

-2 -I 0 I 2 3 

Fig. 2-22 

all n 

[CHAP. 2 

(2.137) 

n 

2.30. Evaluate y[n] =x[n]* h[n], where x[n] and h[n] are shown in Fig. 2-23, (a) by an 
analytical technique, and (b) by a graphical method. 

• • .. 
t ''"' 

.. · I I 
-I 0 I 2 3 n -I 0 I 2 

Fig. 2-23 

(a) Note that x[n] and h[n] can be expressed as 

x[ n] = 8[ n] + 8[ n - 1] + 8[ n - 2] + 8[ n - 3] 

lz[ n] = 8[ n] + 8[ n - l] + 8[ n - 2] 

Now, using Eqs . (2.38), (2.130), and (2.131), we have 

x[n]•h[n) =x[n)•{8[n) +8[n - I) +8(n -2)} 

• • 

= x( n] * 8[ n] + x( n] * 8[ n - I] + x( n] * 8( n - 2]} 

=x[n)+x[n- l]+x[n-2) 

Thus, y[n] =8[n] +o[n -1) +o[n -2) +8[n -3] 

+ 8[ n - 1] + 8[ n - 2) + 8[ n - 3] + 8[ n - 4] 

+ 8[ n - 2] + 8[ n - 3] + 8[ n - 4] + 8[ n - 5] 

or y[ n] = 8[ n] + 28[ n - 1] + 38[ n - 2] + 38[ n - 3] + 28[ n - 4] + o[ n - 5] 

or y(n]={l,2,3,3,2,1} 

.. 
n 
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.fi"r. .... .. 
-I 0 I 2 3 4 k 

1 
h(n -kl 

• I I I . _ . . . . • • • .. 
-4 -3 -2 -I 0 I 2 3 4 k 

t 
h[n -kl 

. I I _ . . . . • • • -3 -2 - I 0 I 2 3 4 k 

t 
h[n -kl 

. I _ I .. • • • • .. 
-2 -I 0 I 2 3 4 k 

. iii ..... .. 
-I 0 I 2 3 4 k 

.1 ih .. • • .. 
-I 0 I 2 3 4 5 k 

.[h I. .. .. 
-I 0 I 2 3 4 5 6 k 

.. 
-I 0 I 2 3 4 5 6 k 

.. 
-I 0 I 2 3 4 5 6 7 k 

n<O 

n=O 

n=I 

n=2 

n=3 

n=4 

n=5 

n>5 

Fig. 2-24 

t 
x[k] 

•

1 

I I I . 
-I 0 I 2 3 4 

1 
x[k]h[n - k] 

. - . . . . 
-I 0 I 2 3 4 

-I 0 I 2 3 4 

t 
x[k]h[n - kl 

. -I ... 
-I 0 I 2 3 4 

t 
x[k)h[n - kl 

. _ I I . . 
-I 0 I 2 3 4 

• • 

• • 

• • 

• • 

• • 

. ffii ... 
-I 0 I 2 3 4 5 

1 
x[k]h[n - kl 

. _ . I I . . . 
-I 0 I 2 3 4 5 

1 
x[k)h[n - k] 

. -. . I . 
-1 0 I 2 3 4 • • 5 

-I 0 I 2 3 4 5 
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.. 
k 

.. 
k 

.. 
k 

.. 
k 

.. 
k 

.. 
k 

.. 
k 

.. 
k 

.. 
k 
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( b) Sequences h[ k ], x[k] and h[ n - k ], x[ k ]h[ n - k] for different values of n are sketched in 
Fig. 2-24. From Fig. 2-24 we see that x[k] and h[n - k] do not overlap for n < 0 and 
n > 5, and hence y[n] = 0 for n < 0 and n > 5. For 0 s n s 5, x[k] and h[n - k] overlap. 
Thus, summing x[ k ]h[n - k] for 0 s n s 5, we obtain 

y[O) = 1 y[ 1) = 2 y[2] = 3 y[3) = 3 

or 

y[n) = {l,2,3,3,2,1} 

which is plotted in Fig. 2-25. 

y[n] 

3 ~ ' 

2 I- ~ ' 

-I 0 I 2 3 4 5 6 

Fig. 2-25 

y[4) = 2 y[5) = 1 

n 

2.31. If x 1[n] and x 2[n] are both periodic sequences with common period N, the convolu­
tion of x 1[n] and x 2[n] does not converge. In this case, we define the periodic 
convolution of x 1[ n] and x 2[ n] as 

N-1 

J[n] =x 1[n] ®x 2[n] = L x1[k]x 2[n-k] 
k=O 

Show that f[n] is periodic with period N. 

Since x 2[n] is periodic with period N, we have 

x2[(n -k) +NJ =x 2[n -k] 

Then from Eq. (2.138) we have 

N-l N-1 

f[n+N]= I: x 1[k]x 2[n+N-k]= I: x 1[k)x 2 [(n-k)+N] 
k=O k=O 

N-1 

= L x 1[k]x 2[(n -k)] =f[n] 
k=O 

Thus, f[ n] is periodic with period N. 

2.32. The step response s[n] of a discrete-time LTI system is given by 

s[n] =a"u[n] 

Find the impulse response h[ n] of the system. 

O<a<l 

(2.138) 
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From Eq. (2.41) the impulse response h[n] is given by 

h(n] =s(n]-s[n -1] =anu[n] -an- 1u(n - l] 

= { o( n] + anu( n - l ]} - an - I u( n - I] 

=o(n]-(l -a)an- 1u(n -1] 

PROPERTIES OF DISCRETE-TIME LTI SYSTEMS 
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2.33. Show that if the input x[n] to a discrete-time LTI system is periodic with period N, 
then the output y[n] is also periodic with period N. 

Let h[n] be the impulse response of the system. Then by Eq. (2.39) we have 

y(n)= E h(k)x(n-k] 
k= -oo 

Let n = m + N. Then 

y(m+N]= E h[k]x(m+N-k]= E h(k)x[(m-k)+N] 
k = - 00 k = -oo 

Since x[n] is periodic with period N, we have 

x[(m -k) +N] =x(m -k] 

Thus, y(m+N]= E h(k]x(m-k)=y(m] 
k = -oo 

which indicates that the output y[n] is periodic with period N. 

2.34. The impulse response h[n] of a discrete-time LTI system is shown in Fig. 2-26(a). 
Determine and sketch the output y[n] of this system to the input x[n] shown in Fig. 
2-26( b) without using the convolution technique. 

From Fig. 2-26(b) we can express x[n] as 

x[ n] = <5( n - 2] - o( n - 4] 

h[n] x[n) 

4 5 3 4 

- --0 l 2 3 6 n 0 I 2 5 n 

- l I- -I 

(a) (b) 

Fig. 2-26 
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Since the system is linear and time-invariant and by the definition of the impulse response, we 
see that the output y[n] is given by 

y[ n] = h[ n - 2] - h[ n - 4] 

which is sketched in Fig. 2-27. 

h(11 - 2] 

l t- ~ ~ ~ ~ 

y(n] = h[n - 2] - h[n - 4] 
6 7 .... .. ...... 

0 I 2 3 4 5 8 n 

-l • p ~ ~ p 

6 7 .... -- .... --- --- -- --.-
0 I 2 3 4 5 8 9 n 

h[ll - 4] 
-I 

-2 
l I- J ~ 

8 9 -- -- -- -- .... - - - -0 l 2 3 4 5 6 7 n 

-I I- ~ 

Fig. 2-27 

2.35. A discrete-time system is causal if for every choice of n0 the value of the output 
sequence y[n] at n = n0 depends on only the values of the input sequence x[n] for 
n ::;; n0 (see Sec. 1.5D). From this definition derive the causality condition (2.44) for a 
discrete-time LTI system, that is, 

h(n]=O n<O 

From Eq. (2.39) we have 

y[n]= I: h[k]x[n-k] 
k= -x 

-I 

= I: h[k]x[n-k]+ L:h[k]x[n-k] ( 2.139) 
k = -00 k=O 

Note that the first summation represents a weighted sum of future values of x[n]. Thus, if the 
system is causal, then 

-1 

L h[k]x[n-k]=O 
k = - 00 
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This can be true only if 

h[n]=O n<O 

Now if h[n] = 0 for n < 0, then Eq. (2.139) becomes 

y[n]= L:h[k]x[n-k] 
k=O 

which indicates that the value of the output y[n] depends on only the past and the present 
input values. 

2.36. Consider a discrete-time LTI system whose input x[n] and output y[n] are related by 
n 

y[n] = L 2k-nx[k + l] 
k= -oo 

Is the system causal? 

By definition (2.30) and Eq. (i.48) the impulse response h[n] of the system is given by 
n n n 

h[n]= L 2k-no[k+l]= L 2-(n+l>o[k+l]=z-(n+I) L o[k+l) 
k= -oo k = - 00 k = -00 

By changing the variable k + 1 = m and by Eq. (1.50) we obtain 

n+\ 

h[n] = 2-(n+ I) L o[m) = 2-(n+ llu[n + 1] ( 2.140) 
m= -oo 

From Eq. (2.140) we have h[ - l] = u[O] = 1 * 0. Thus, the system is not causal. 

2.37. Verify the BIBO stability condition [Eq. (2.49)) for discrete-time LTI systems. 

Assume that the input x[ n] of a discrete-time L Tl system is bounded, that is, 

all n (2.141) 

Then, using Eq. (2.35), we have 

ly[n]l=lk~oo h[k]x[n -k]' :$; k~ 00 lh[k]IJx[n -k]J:$;k 1 k~ 00 Jh[k]J 
Since lx[n - k)I :$; k 1 from Eq. (2.141). Therefore, if the impulse response is absolutely 
summable, that is, 

oc 

L Jh[k]l=K<oo 
k= -00 

we have 

and the system is BIBO stable. 

2.38. Consider a discrete-time LTI system with impulse response h[n] given by 

h[n] =anu[n] 

(a) Is this system causal? 

(b) Is this system BIBO stable? 
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(a) Since h[n] = 0 for n < 0, the system is causal. 

(b) Using Eq. (1.91) (Prob. 1.19), we have 

00 oc 1 
L lh[k]I = L laku[n]I = L lalk = --

k= -00 k = -oo k=O 1-lal 
lal < 1 

Therefore, the system is BIBO stable if lal < 1 and unstable if lal ~ 1. 

[CHAP. 2 

SYSTEMS DESCRIBED BY DIFFERENCE EQUATIONS 

2.39. The discrete-time system shown in Fig. 2-28 consists of one unit delay element and one 
scalar multiplier. Write a difference equation that relates the output y[n] and the 
input x[n]. 

x[n] y[nl 

+ 

Unit 

y[n _ l] delay 

Fig. 2-28 

In Fig. 2-28 the output of the unit delay element is y(n - 1]. Thus, from Fig. 2-28 we see 
that 

or 

y[n]=ay[n-l]+x[n] 

y [ n ] - ay [ n - 1 ] = x [ n ] 

which is the required first-order linear difference equation. 

( 2.142) 

( 2.143) 

2.40. The discrete-time system shown in Fig. 2-29 consists of two unit delay elements and 
two scalar multipliers. Write a difference equation that relates the output y[n] and the 
input x[n]. 

x[nl 

+ 

Unit 

y[n _ Zl delay 

+ 

y[n - l] 

Fig. 2-29 

Unit 
delay 

y[n] 
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In Fig. 2-29 the output of the first (from the right) unit delay element is y[n - 1] and the 
output of the second (from the right) unit delay element is y[n - 2]. Thus, from Fig. 2-29 we 
see that 

or 

y[n] = a1y[n - 1] + a2 y[n - 2) +x[n] 

y[n] -a 1y[n - 1] - a2 y[n - 2) =x[n] 

which is the required second-order linear difference equation. 

( 2.144) 

(2.145) 

Note that, in general, the order of a discrete-time LTI system consisting of the interconnec­
tion of unit delay elements and scalar multipliers is equal to the number of unit delay elements 
in the system. 

2.41. Consider the discrete-time system in Fig. 2-30. Write a difference equation that relates 
the output y[n] and the input x[n]. 

x[nJ 

+ 

q(nl 

q[n- l] 

Fig. 2-30 

y(n] 

+ 

Let the input to the unit delay element be q[n]. Then from Fig. 2-30 we see that 

q[n] = 2q[n - I] +x[n] 

y[n] = q[n] + 3q[n - I] 

( 2.146a) 

(2.146b) 

Solving Eqs. (2.146a) and (2.146b) for q[n] and q[n - 1] in terms of x[n] and y[n], we obtain 

q[n] = ~y[n] + ~x[n] (2.147a) 

q[n -1] = ty[n]- ix[n] (2.147b) 

Changing n to (n - 1) in Eq. (2.147a), we have 

q[n - 1] = fr[n -1) + ~x[n - I] 

Thus, equating Eq. (2.147b) and (Eq. (2.147c), we have 

ty[n]- tx[n] = ty[n - I]+ ~x[n - 1] 

Multiplying both sides of the above equation by 5 and rearranging terms, we obtain 

y[n]-2y[n-1]=x[n]+3x[n-I] 

which is the required difference equation. 

( 2.147c) 

(2.148) 

2.42. Consider a discrete-time system whose input x[n] and output y[n] are related by 

y [ n] - ay [ n - I] = x [ n J (2.149) 
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where a is a constant. Find y[n] with the auxiliary condition y[ -1] = y _ 1 and 

x[nJ = Kbnu[n] (2.150) 

Let 

where yP[n] is the particular solution satisfying Eq. (2.149) and yh[n] is the homogeneous 
solution which satisfies 

y[n]-ay[n -1] =0 

Assume that 

Yp[n]=Abn 

Substituting Eq. (2.152) into Eq. (2.149), we obtain 

n~O 

Abn - aAbn- l = Kbn 

from which we obtain A = Kb/(b - a), and 

K 
y[n]=--bn+I n~O 

P b-a 

To obtain yh[n], we assume 

Substituting this into Eq. (2.151) gives 

Bzn - aBzn-l = ( z - a) Bzn- l = 0 

from which we have z = a and 

Combining Yp[n] and yh[n], we get 

K 

( 2.151) 

(2.152) 

( 2.153) 

( 2.154) 

y[n] =Ba"+ --bn+ 1 n ~ 0 ( 2.155) 
b-a 

In order to determine B in Eq. (2.155) we need the value of y[O]. Setting n = 0 in Eqs. (2.149) 
and (2.150), we have 

or 

y [ 0] - ay [ - 1] = y [ 0] - ay _ 1 = x [ 0] = K 

y[O]=K+ay_, 

Setting n = 0 in Eq. (2.155), we obtain 

b 
y[O] =B +K-­

b-a 

Therefore, equating Eqs. (2.156) and (2.157), we have 

from which we obtain 

b 
K+ay_, =B+K-b­

-a 

a 
B=ay -K--_, b -a 

Hence, Eq. (2.155) becomes 

bn+l_an+l 
y[n] =y_,an+l +K---­

b-a 
n~O 

( 2.156) 

(2.157) 

( 2.158) 
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For n < 0, we have x[n] = 0, and Eq. (2.149) becomes Eq. (2.151). Hence, 

y[n] =Ban 

From the auxiliary condition y[ - 1] = y _ 1, we have 

y[ - 1] = y _ 1 =Ba - 1 

from which we obtain B = y _ 1a. Thus, 

y[n]=y_,a,,+• n <0 

Combining Eqs. (2.158) and (2.160), y[n] can be expressed as 

bn+l _an+I 
y[n]=y_ 1an+l+K u[n] 

b-a 
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(2./59) 

( 2.160) 

(2.161) 

Note that as in the continuous-time case (Probs. 2.21 and 2.22), the system described by 
Eq. (2.149) is not linear if y[ -1] * 0. The system is causal and time-invariant if it is initially at 
rest, that is, y[ -1] = 0. Note also that Eq. (2.149) can be solved recursively (see Prob. 2.43). 

2.43. Consider the discrete-time system in Prob. 2.42. Find the output y(n] when x(n] = 
K5[n] and y[-l]=y _1 =a. 

We can solve Eq. (2.149) for successive values of y[n] for n:?. 0 as follows: rearrange Eq. 
(2.149) as 

Then 

y[n] =ay[n - 1) +x[n) 

y[O) =ay[-1] +x[O] =aa +K 

y[l] =ay[O] +x[l] =a(aa +K) 

y [ 2] = ay [ I ] + x [ 2) = a 2 
( a a + K ) 

y[n] =ay[n-1] +x[n] =an(aa+K) =an+ la +a"K 

Similarly, we can also determine y[n] for n < 0 by rearranging Eq. (2.149) as 

I 

Then 

y[n -1] = -{y[n]-x[n]} 
a 

y[ - 1) =a 

I 1 
y[ -2) = - { y[ -1) -x[ -1 ]} =-a= a- •a 

a a 

l 
y[-3] = -{y[-2]-x[-2]} =a - 2a 

a 

1 
y[-n] = -{y[-n + 1]-x[-n + 1]} =a - n+•a 

a 

Combining Eqs. (2.163) and (2.165), we obtain 

y[n] =an+ 1a + Ka"u[n] 

( 2.162) 

( 2. 163) 

( 2.164) 

( 2.165) 

( 2. /66) 
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2.44. Consider the discrete-time system in Prob. 2.43 for an initially at rest condition. 

(a) Find in impulse response h[n] of the system. 

( b) Find the step response s[ n] of the system. 

(c) Find the impulse response h[n] from the result of part (b). 

(a) Setting K = 1 and y(-1) =a= 0 in Eq. (2.166), we obtain 

(b) Setting K = 1, b = 1, and y[ -1) = y _ 1 = 0 in Eq. (2.161), we obtain 

(
1 an+I) 

s[n] = u[n) 
l-a 

(c) From Eqs. (2.41) and (2.168) the impulse response h[n) is given by 

( 
1 an+ I ) ( 1 an ) 

h[n)=s[n]-s[n-1)= u[n]- -- u[n-1) 
l-a l-a 

When n = 0, 

When n ~ 1, 

Thus, 

( 
1 - a ) h[O) = - u[O) = 1 
1 - a 

h[n) = a"u[n) 

which is the same as Eq. ( 2.167 ). 

(2.167) 

( 2.168) 

2.45. Find the impulse response h[ n] for each of the causal L TI discrete-time systems 
satisfying the following difference equations and indicate whether each system is a FIR 
or an IIR system. 

(a) y[n] = x[n] - 2x[n - 2] + x[n - 3] 

(b) y[n] + 2y[n - l] = x[n] + x[n - l] 

(c) y[n] - ty[n - 2] = 2x[n] - x[n - 2] 

(a) By definition (2.56) 

h[n) =<'>[n)- 2<5[n - 2) +5[n -3) 

or 

h[ n] = { 1, 0, - 2, 1} 

Since h[n) has only four terms, the system is a FIR system. 
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2.46. 

(b) h[n] = -2h[n - 1] + c5[n] + c5[n - l] 
Since the system is causal, h[ -1] = 0. Then 

Hence, 

h[O) = -2h[ -1) + c5(0) + c5[ -1) = c5(0) =I 

h(J) = -2h(O) + c5(1) + c5(0) = -2 +I= -1 

h[2) = -2h[l] + c5[2) + c5[1) = -2( -1) = 2 

h[3)= -2h[2]+c5[3)+c5[2]= -2(2)= -22 

h[ n] = - 2h[ n - 1] + D[ n] + D[ n - 1] = ( - l) n 2n- I 

h[n) = c5[n) + ( -1 (2n- 1u[n - 1] 

Since h[n] has infinite terms, the system is an UR system. 

(c) h[n] = !h[n - 2] + 2c5[n]- c5[n - 2] 
Since the system is causal, h[ - 2] = h[ -1] = 0. Then 

h[O) = !h[ - 2) + 2c5[0) - c5[ -2] = 2c5[0) = 2 

h[l] = !h[ -1) + 2c5[1] -c5[ -1) = 0 

h[2) = !h[O) + 2c5[2) - c5(0) = ! (2) - 1 = 0 

h[3) = th[l] + 2c5[3] - c5[1] = 0 

Hence, h(n)=2c5[n) 

Since h[n] has only one term, the system is a FIR system. 

Supplementary Problems 

Compute the convolution y(t) = x(t) * h(t) of the following pair of signals: 

(a) x(t)={ol -a<t.s:.a,h(t)={1 -a<t5.a 
otherwise 0 otherwise 

(b) {t O<t<T {l 0<ts;.2T 
x(t) = O othe~ise' h(t) = 0 otherwise 

(c) x(t) = u(t - 1), h(t) = e- 3'u(t) 

Ans. (a) y(t) = {~a - ltl 

0 
!12 

ltl < 2a 
ltl ~ 2a 

(b) y(t) = !T2 

-!t 2 +2T-%T 2 

0 
(c) to - e- 3ci- 1>)u(t - 1) 

t<O 
O<ts:.T 

T<ts;.2T 

2T <ts;, 3T 

3T < t 

105 
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2.47. Compute the convolution sum y(n] =x[n]* h(n] of the following pairs of sequences: 

(a) x[n] = u[n], h(n] = 2nu[ -n] 

(b) x[n] = u[n] - u[n - N], h[n] = anu[n], 0 <a< 1 

(c) x[n] = <t>nu[n],h(n] = B[n]- tB[n - 1] 

{ 

21-n 
Ans. (a) y(n] = 

2 

0 

(b) y(n]= 1-a 

nsO 
n>O 

an-N+l(~) 
1-a 

(c) y(n]=B[n] 

2.48. Show that if y(t) = x(t) * h(t ), then 

n<O 

OsnsN-1 

N-1 <n 

y'(t) =x'(t)*h(t) =x(t)*h'(t) 

Hint: Differentiate Eqs. (2.6) and (2.10) with respect to t. 

2.49. Show that 

x(t)*B'(t) =x'(t) 

Hint: Use the result from Prob. 2.48 and Eq. (2.58). 

2.50. Let y(n] =x(n]* h(n]. Then show that 

x[n -ni]*h[n -n 2 ] =y[n -n 1 -n 2 ] 

Hint: See Prob. 2.3. 

2.51. Show that 

n 11 +N-I 
x1[n] ©x 2[n] = L x1[k]x 2[n -k] 

for an arbitrary starting point n 0 . 

Hint: See Probs. 2.31 and 2.8. 

k=n0 

2.52. The step response s(t) of a continuous-time L TI system is given by 

s(t) = [cosw0 t]u(t) 

Find the impulse response h(t) of the system. 

Ans. h( I) = B(t) - w 0[sin w 0t ]u(t) 
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2.53. The system shown in Fig. 2-31 is formed by connection two systems in parallel. The impulse 
responses of the systems are given by 

and 

(a) Find the impulse response h(t) of the overall system. 

(b) Is the overall system stable? 

Ans. (a) h(t) = (e- 21 + 2e- 1)u(t) 

(b) Yes 

h,(t) 

+ 
x(t) 

h,(t) 

Fig. 2-31 

y(t) 

2.54. Consider an integrator whose input x(t) and output y(t) are related by 

y(t)=j' x(r)dT 
-oc 

(a) Find the impulse response h(t) of the integrator. 

(b) Is the integrator stable? 

Ans. (a) h(t)=u(t) 

(b) No 

2.55. Consider a discrete-time L TI system with impulse response h[ n] given by 

h[n]=il[n-1] 

Is this system memoryless? 

Ans. No, the system has memory. 

2.56. The impulse response of a discrete-time L TI system is given by 

h[n] = (t)"u[n] 

Let y[n] be the output of the system with the input 

x[n] = 2il[n] + il[n - 3] 

Find y[l] and y[4]. 

Ans. y[l] = 1 and y[4] = ~· 
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2.57. Consider a discrete-time LTI system with impulse response h[nJ given by 

(a) Is the system causal? 

( b) Is the system stable? 

Ans. (a) Yes; (b) Yes 

( I )" h[n]= -1 u[n-1] 

[CHAP. 2 

2.58. Consider the RLC circuit shown in Fig. 2-32. Find the differential equation relating the output 
current y(t) and the input voltage x(t ). 

Ans. 
d 2 y ( t ) R dy ( t ) I I d.x ( t ) 

' + L -d- + -Cy(t)= L -d-d1- I L t 

R l 

+ 

X(I) c 

Fig. 2-32 

2.59. Consider the RL circuit shown in Fig. 2-33. 

(a) Find the differential equation relating the output voltage y(t) across R and the input 
voltage x( t ). 

(b) Find the impulse response h( t) of the circuit. 

(c) Find the step response s(t) of the circuit. 

Ans. (a) 
dy( t) R R 
-- + -y(t) = -x(t) 

dt L L 

(b) 
R 

h(t) = -e-<R!Lltu(t) 
L 

(c) s(t) =[I - e-<R!'-l']u(t) 

L 

+ 

+ 

X(I) R v(I) 

Fig. 2-33 

x(1) • I h(1) 
y(I) .. 
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2.60. Consider the system in Prob. 2.20. Find the output y(t) if x(t) = e- 01u(t) and y(O) = 0. 

Ans. te- 01u(t) 

2.61. Is the system described by the differential equation 

dy(t) 
-;ft+ Sy(t) + 2 =x(t) 

linear? 

Ans. No, it is nonlinear. 

2.62. Write the input-output equation for the system shown in Fig. 2-34. 

Ans. 2y[nJ - y[n - 1) = 4x[nJ + 2x[n - 1) 

x[n] y[n] 
>------..i2 ~--... ~ 2 Jo-__ ,._ 

+ + 

Fig. 2-34 

2.63. Consider a discrete-time L TI system with impulse response 

h[n] = {~ 
Find the input-output relationship of the system. 

Ans. y[nJ = x[nJ + x[n - 1) 

n = 0, 1 
otherwise 

+ 

2.64. Consider a discrete-time system whose input x[nJ and output y[n] are related by 

y[n]- tY[n - 1] =x[n] 

with y[ -1) = 0. Find the output y[nJ for the following inputs: 

(a) x[nJ = ( t )nu[nJ; 

(b) x[nJ = (i)nu[nJ 

Ans. (a) y[n]=6[(~)n+ 1 -cpn+ 1 Ju[nJ 

(b) y[nJ = (n + lX~)nu[nJ 
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2.65. Consider the system in Prob. 2.42. Find the eigenfunction and the corresponding eigenvalue of 
the system. 

z 
Ans. Zn, A= -­

z - a 



Chapter 3 

Laplace Transform and Continuous-Time 
LTI Systems 

3.1 INTRODUCTION 

A basic result from Chapter 2 is that the response of an L TI system is given by 
convolution of the input and the impulse response of the system. In this chapter and the 
following one we present an alternative representation for signals and L TI systems. In this 
chapter, the Laplace transform is introduced to represent continuous-time signals in the 
s-domain (s is a complex variable), and the concept of the system function for a 
continuous-time L TI system is described. Many useful insights into the properties of 
continuous-time L TI systems, as well as the study of many problems involving L TI systems, 
can be provided by application of the Laplace transform technique. 

3.2 THE LAPLACE TRANSFORM 

In Sec. 2.4 we saw that for a continuous-time L TI system with impulse response h( t ), 
the output y( t) of the system to the complex exponential input of the form es' is 

where 

A. Definition: 

y(t) = T{es'} = H(s)e·" 

H(s)= j"' h(t)e-s'dt 
-oo 

(3.1) 

( 3.2) 

The function H( s) in Eq. ( 3.2) is referred to as the Laplace transform of h( t ). For a 
general continuous-time signal x( t ), the Laplace transform X( s) is defined as 

X(s) = j:xi x(t)e-sr dt 
-x 

(3.3) 

The variable s is generally complex-valued and is expressed as 

s =a-+ jw (3.4) 

The Laplace transform defined in Eq. ( 3.3) is often called the bilateral (or two-sided) 
Laplace transform in contrast to the unilateral (or one-sided) Laplace transform, which is 
defined as 

X 1(s) = j°" x(t)e-sr dt 
o-

110 

(3.5) 
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where o-= limE ... o<o- c). Clearly the bilateral and unilateral transforms are equivalent 
only if x(t) = 0 for t < 0. The unilateral Laplace transform is discussed in Sec. 3.8. We will 
omit the word "bilateral" except where it is needed to avoid ambiguity. 

Equation (3.3) is sometimes considered an operator that transforms a signal x(t) into a 
function X(s) symbolically represented by 

X(s) =../{x(t)} ( 3.6) 

and the signal x(t) and its Laplace transform X(s) are said to form a Laplace transform 
pair denoted as 

x(t)~X(s) ( 3. 7) 

B. The Region of Convergence: 

The range of values of the complex variables s for which the Laplace transform 
converges is called the region of convergence (ROC). To illustrate the Laplace transform 
and the associated ROC let us consider some examples. 

EXAMPLE 3.1. Consider the signal 

x(t) =e- 0 'u(t) 

Then by Eq. (J.J) the Laplace transform of x(t) is 

a real 

X(s) =foe: e- 01u(t)e-s1 dt =Joe: e-cs+a>t dt 
-oc o+ 

1 loc: 1 __ --e-<s+a)t __ _ 
s +a o+ s +a 

Re(s) > -a 

because lim, ~ 00 e-<s+a)t = 0 only if Re(s +a)> 0 or Re(s) > -a. 

( 3.8) 

(3.9) 

Thus, the ROC for this example is specified in Eq. (3.9) as Re(s) > -a and is displayed 
in the complex plane as shown in Fig. 3-1 by the shaded area to the right of the line 
Re(s) = -a. In Laplace transform applications, the complex plane is commonly referred to 
as the s-plane. The horizontal and vertical axes are sometimes referred to as the <T-axis and 
the jw-axis, respectively. 

EXAMPLE 3.2. Consider the signal 

x(t) = -e- 0 'u(-t) 

Its Laplace transform X(s) is given by (Prob. 3.1) 

1 
X(s) = -

s+a 

a real (3.10) 

Re( s) < -a (3.11) 

Thus, the ROC for this example is specified in Eq. (3.11) as Re(s) < -a and is displayed 
in the complex plane as shown in Fig. 3-2 by the shaded area to the left of the line 
Re(s) = -a. Comparing Eqs. (3.9) and (3.JI), we see that the algebraic expressions for X(s) 
for these two different signals are identical except for the ROCs. Therefore, in order for the 
Laplace transform to be unique for each signal x( t ), the ROC must be specified as part of the 
transform. 
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jw jw 

a<O 

-a -a 

(a) (b) 

Fig. 3-l ROC for Example 3.1. 

C. Poles and Zeros of X(s): 

Usually, X(s) will be a rational function in s, that is, 

a sm +a Sm - 1 + · · · +a a ( s - z ) · · · ( s - z ) 
X( S) = 0 I m = ~ I m 

b0 s"+b 1s"- 1 + ··· +bn b0 (s-pi)··· (s-pn) 
(3.12) 

The coefficients ak and bk are real constants, and m and n are positive integers. The X(s) 
is called a proper rational function if n > m, and an improper rational function if n ~ m. 
The roots of the numerator polynomial, zk, are called the zeros of X(s) because X(s) = 0 
for those values of s. Similarly, the roots of the denominator polynomial, pk, are called the 
poles of X(s) because X(s) is infinite for those values of s. Therefore, the poles of X(s) 
lie outside the ROC since X(s) does not converge at the poles, by definition. The zeros, on 
the other hand, may lie inside or outside the ROC. Except for a scale factor a0 /b 0 , X(s) 
can be completely specified by its zeros and poles. Thus, a very compact representation of 
X(s) in the s-plane is to show the locations of poles and zeros in addition to the ROC. 

Traditionally, an "x" is used to indicate each pole location and an " 0 " is used to 
indicate each zero. This is illustrated in Fig. 3-3 for X(s) given by 

2s + 4 s + 2 
X(s)= s2+4s+3 =2(s+l)(s+3) Re(s)> -1 

Note that X(s) has one zero at s = - 2 and two poles at s = - 1 and s = - 3 with scale 
factor 2. 

D. Properties of the ROC: 

As we saw in Examples 3.1 and 3.2, the ROC of X(s) depends on the nature of x(t). 
The properties of the ROC are summarized below. We assume that X(s) is a rational 
function of s. 
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jw jw 

a>O a<O 

-a CT -a CT 

(a) (b) 

Fig. 3-2 ROC for Example 3.2. 

jw 

-3 -2 

Fig. 3·3 s-plane representation of X(s) = (2s + 4)/(s 2 + 4s + 3). 

Property 1: The ROC does not contain any poles. 

Property 2: If x( t) is a finite-duration signal, that is, x( t) = 0 except in a finite interval t 1 :s; I ::; t ~ 

( - oo < t 1 and t 2 < oo ), then the ROC is the entire s-plane except possibly s = 0 or s = oc. 

Property 3: If x(t) is a right-sided signal, that is, x(t) = 0 for t < t 1 < oo, then the ROC is of the form 

Re( S) > <Tmax 
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where CT max equals the maximum real part of any of the poles of X(s ). Thus, the ROC is 
a half-plane to the right of the vertical line Re(s) = CTmax in the s-plane and thus to the 
right of all of the poles of X(s). 

Property 4: If x(t) is a left-sided signal, that is, x(t) = 0 for t > t 2 > - oo, then the ROC is of the 
form 

Re( S} <CT min 

where CTmin equals the minimum real part of any of the poles of X(s). Thus, the ROC is 
a half-plane to the left of the vertical line Re(s) = umin in the s-plane and thus to the left 
of all of the poles of X( s ). 

Property S: If x(t) is a two-sided signal, that is, x(t) is an infinite-duration signal that is neither 
right-sided nor left-sided, then the ROC is of the form 

CT1 < Re( s) < CT2 

where ut and u 2 are the real parts of the two poles of X(s ). Thus, the ROC is a vertical 
strip in the s-plane between the vertical lines Re(s) = CT 1 and Re(s) = CT2 . 

Note that Property 1 follows immediately from the definition of poles; that is, X( s) is 
infinite at a pole. For verification of the other properties see Probs. 3.2 to 3.7. 

3.3 LAPLACE TRANSFORMS OF SOME COMMON SIGNALS 

A. Unit Impulse Function &(t): 

Using Eqs. (3.3) and U.20), we obtain 

../[o(t)] = j''' o(t)e - sl dt = l 
- 00 

all s 

B. Unit Step Function u( t): 

../[u(t)] = J:
00

u(t)e-s1 dt = fu:e - 51 dt 

= - ~e - srl"' = ~ 
s o+ s 

Re(s) > 0 

C. Laplace Transform Pairs for Common Signals: 

(3.13) 

(3.14) 

The Laplace transforms of some common signals are tabulated in Table 3-1. Instead of 
having to reevaluate the transform of a given signal, we can simply refer to such a table 
and read out the desired transform. 

3.4 PROPERTIES OF THE LAPLACE TRANSFORM 

Basic properties of the Laplace transform are presented in the following. Verification 
of these properties is given in Probs. 3.8 to 3.16. 
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A. 

Table 3-1 Some Laplace Transforms Pairs 

x(t) X(s) ROC 

o(t) Alls 

u(t) Re(s) > 0 
s 

-u( -t) Re(s) < 0 
s 

tu(t) ? 
Re(s) > 0 

t k u( t) 
k! 

Re(s) > 0 
Sk+I 

1 
Re(s) > - Re(a) e-aru(t) 

s+a 
1 

Re(s)< -Re(a) -e-a'u(-t) 
s+a 

1 
te -ar u(t) 2 Re(s) > - Re(a) 

(s +a) 

1 
- te - ar u( - t) 2 Re(s) < - Re(a) 

( s +a) 
s 

cos w0 tu(t) 
s2 + w6 

Re(s) > 0 

sin w0 tu(t) 
Wo 

Re(s) > 0 
s2 + wii 
s+a 

e-ar cos w
0
tu(t) 

(s+a)
2

+w6 
Re(s)> -Re(a) 

e -ar sin w0 tu(t) 
Wo 

Re(s)> -Re(a) 
(s + a)

2 + w6 

Linearity: 

If 

ROC=R 2 

Then (3.15) 

The set notation A ::) B means that set A contains set B, while A n B denotes the 
intersection of sets A and B, that is, the set containing all elements in both A and B. 
Thus, Eq. (3.15) indicates that the ROC of the resultant Laplace transform is at least as 
large as the region in common between R 1 and R 2• Usually we have simply R' = R 1 n R 2 • 

This is illustrated in Fig. 3-4. 
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jw 

B. Time Shifting: 

If 

x(t) ~x(s) ROC=R 

then R'=R (3.16) 

Equation (3. 16) indicates that the ROCs before and after the time-shift operation are the 
same. 

C. Shifting in the s-Domain: 

If 

x(t) ~x(s) ROC=R 

then e"11x(t) ~x(s - s0 ) R' = R + Re(s0 ) (3.17) 

Equation U.17) indicates that the ROC associated with X(s - s0 ) is that of X(s) shifted 
by Re(s0 ). This is illustrated in Fig. 3-5. 

D. Time Scaling: 

If 

x(t) ~x(s) ROC=R 

then x(at)~ 1~ 1 x(~) R'=aR (3.18) 
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jw jw 

Cl C1 / C1 

a+Re(s0) 

(a) (b) 

Fig. 3-5 Effect on the ROC of shifting in the s-domain. (a) ROC of X(s); (b) ROC of X(s - s0 ) . 

Equation (3.18) indicates that scaling the time variable t by the factor a causes an inverse 
scaling of the variable s by 1/a as well as an amplitude scaling of X(s/a) by 1/ lal. The 
corresponding effect on the ROC is illustrated in Fig. 3-6. 

E. Time Reversal: 

If 

x(t)-.X(s) ROC=R 

jw jw 

C1 acx C1 

Fig. 3-6 Effect on the ROC of time scaling. (a) ROC of X(s); (b) ROC of X(s/a). 
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then x(-t)_.X(-s) R'= -R (3.19) 

Thus, time reversal of x( t) produces a reversal of both the (T- and jw-axes in the s-plane. 
Equation (3.19) is readily obtained by setting a = - 1 in Eq. (3.18). 

F. Differentiation in the Time Domain: 

If 

then 

x(t) _.X(s) 

dx(t) 
~ _.sX(s) 

ROC=R 

R' ::JR (3.20) 

Equation (3.20) shows that the effect of differentiation in the time domain is multiplication 
of the corresponding Laplace transform by s. The associated ROC is unchanged unless 
there is a pole-zero cancellation at s = 0. 

G. Differentiation in the s-Domain: 

If 

then 

x(t) _.x(s) 

dX(s) 
- tx(t) _. J;-

H. Integration in the Time Domain: 

If 

x(t) _.X(s) 

then f
r 1 

x(r)dr_. -X(s) 
- 00 s 

ROC=R 

R'=R ( 3.21) 

ROC=R 

R' =Rn {Re(s) > O} (3.22) 

Equation (3.22) shows that the Laplace transform operation corresponding to time-domain 
integration is multiplication by l/s, and this is expected since integration is the inverse 
operation of differentiation. The form of R' follows from the possible introduction of an 
additional pole at s = 0 by the multiplication by 1/s. 

I. Convolution: 

If 

x 1(t) _.X,(s) 

x 2(t) _.X2(s) 

ROC=R 1 

ROC =R 2 
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Table 3-2 Properties of the Laplace Transform 

Property Signal Transform ROC 

x(t) X(s) R 

x 1<t) X 1(s) R1 
xi(t) X2(s) Ri 

Linearity a 1x 1(t) + a2 xi(t) a 1X1(s) + a 2 X 2(s) R' JR1 nR2 
Time shifting x(t - t0 ) e-stnX(s) R'=R 

Shifting in s eso'x(t) X(s - s0 ) R' = R + Re(s0 ) 

1 
Time scaling x(at) ~X(s) R'=aR 

Time reversal x(-t) X(-s) R'= -R 

Differentiation in t 
dx(t) 

sX(s) R'JR 
dt 

Differentiation in s - tx(t) 
dX(s) 

ds 
R'=R 

f' X(T)dT 
1 

Integration -X(s) R' JR n {Re(s) > O} 
-00 s 

Convolution X1(t)* Xz(t) X1(s)Xi(s) R' JR1 nR2 

then (3.23) 

This convolution property plays a central role in the analysis and design of continuous-time 
L TI systems. 

Table 3-2 summarizes the properties of the Laplace transform presented in this 
section. 

3.5 THE INVERSE LAPLACE TRANSFORM 

Inversion of the Laplace transform to find the signal x(t) from its Laplace transform 
X( s) is called the inverse Laplace transform, symbolically denoted as 

X (I) = J- I { X ( S)} (3.24) 

A. Inversion Formula: 

There is a procedure that is applicable to all classes of transform functions that 
involves the evaluation of a line integral in complex s-plane; that is, 

1 fc+joo 
x(t) = -. X(s)e 51 ds 

27T) c-joo 
(3.25) 

In this integral, the real c is to be selected such that if the ROC of X(s) is CT1 < Re(s) < CT2 , 

then CT1 < c < CT2• The evaluation of this inverse Laplace transform integral requires an 
understanding of complex variable theory. 
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B. Use of Tables of Laplace Transform Pairs: 

In the second method for the inversion of X( s ), we attempt to express X( s) as a sum 

(3.26) 

where X 1(s), ... , Xn(s) are functions with known inverse transforms x 1(t), ... , xn(t). From 
the linearity property (3.15) it follows that 

( 3.27) 

C. Partial-Fraction Expansion: 

If X( s) is a rational function, that is, of the form 

N(s) (s-z 1)···(s-zm) 
X(s)=-=k------

D(s) (s-p 1)···(s-pn) 
(3.28) 

a simple technique based on partial-fraction expansion can be used for the inversion of 
X(s). 

(a) When X(s) is a proper rational function, that is, when m < n: 

1. Simple Pole Case: 

If all poles of X(s), that is, all zeros of D(s), are simple (or distinct), then X(s) can be 
written as 

C1 Cn 
X(s)=--+ ··· +--

s-p1 s-pn 
( 3.29) 

where coefficients ck are given by 

(3.30) 

2. Multiple Pole Case: 

If D(s) has multiple roots, that is, if it contains factors of the form (s - P;Y, we say that 
P; is the multiple pole of X( s) with multiplicity r. Then the expansion of X( s) will consist of 
terms of the form 

A1 A2 A, 
--+ +···+---
S-P; (s-p;) 2 (s-p;)' 

(3.31) 

where 
1 dk 

A,_k = k! dsk [(s - P;( X(s)] ls=p, (3.32) 

( b) When X( s) is an improper rational function, that is, when m ~ n: 

If m ~ n, by long division we can write X(s) in the form 

N(s) R(s) 
X(s) = D(s) = Q(s) + D(s) (3.33) 

where N(s) and D(s) are the numerator and denominator polynomials in s, respectively, 
of X(s), the quotient Q(s) is a polynomial in s with degree m - n, and the remainder R(s) 
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is a polynomial in s with degree strictly less than n. The inverse Laplace transform of X(s) 
can then be computed by determining the inverse Laplace transform of Q(s) and the 
inverse Laplace transform of R(s)/D(s). Since R(s)/D(s) is proper, the inverse Laplace 
transform of R(s)/D(s) can be computed by first expanding into partial fractions as given 
above. The inverse Laplace transform of Q(s) can be computed by using the transform 
pair 

dko(t) 
---~sk 

dtk 

3.6 THE SYSTEM FUNCTION 

A. The System Function: 

k=l,2,3, ... (3.34) 

In Sec. 2.2 we showed that the output y(t) of a continuous-time LTI system equals the 
convolution of the input x(t) with the impulse response h(t ); that is, 

y(t)=x(t)*h(t) 

Applying the convolution property (3.23), we obtain 

Y(s) =X(s)H(s) 

( 3.35) 

( 3.36) 

where Y(s), X(s), and H(s) are the Laplace transforms of y(t), x(t), and h(t), respec­
tively. Equation (3.36) can be expressed as 

Y(s) 
H(s)=­

X(s) 
( 3.37) 

The Laplace transform H( s) of h( t) is referred to as the system function (or the transfer 
function) of the system. By Eq. (3.37), the system function H(s) can also be defined as the 
ratio of the Laplace transforms of the output y(t) and the input x(t). The system function 
H(s) completely characterizes the system because the impulse response h( t) completely 
characterizes the system. Figure 3-7 illustrates the relationship of Eqs. (3.35) and (3.36). 

B. Characterization of L TI Systems: 

Many properties of continuous-time L TI systems can be closely associated with the 
characteristics of H(s) in the s-plane and in particular with the pole locations and the 
ROC. 

• I h(I) I y(l)=x(I) * h(t~ x(t) 

t t t 
X(s) • I I Y(s)=X(s)H(s) • 

H(s) 

Fig. 3-7 Impulse response and system function. 
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I. Causality: 

For a causal continuous-time L TI system, we have 

h(t)=O t<O 

Since h(t) is a right-sided signal, the corresponding requirement on H(s) is that the ROC 
of H(s) must be of the form 

Re( S) > <Tmax 

That is, the ROC is the region in the s-plane to the right of all of the system poles. 
Similarly, if the system is anticausal, then 

h(t)=O t>O 

and h( t) is left-sided. Thus, the ROC of H( s) must be of the form 

Re( S) < <Tmin 

That is, the ROC is the region in the s-plane to the left of all of the system poles. 

2. Stability: 

In Sec. 2.3 we stated that a continuous-time L TI system is BIBO stable if and only if 
[Eq. (2.21)] 

/'' I h( 1) I dt < oo 
- °" 

The corresponding requirement on H(s) is that the ROC of H(s) contains the jw-axis 
(that is, s = jw) (Prob. 3.26). 

3. Causal and Stable Systems: 

If the system is both causal and stable, then all the poles of H( s) must lie in the left 
half of the s-plane; that is, they all have negative real parts because the ROC is of the 
form Re(s) > <Tmax• and since the Jw axis is included in the ROC, we must have <Tmax < 0. 

C. System Function for LTI Systems Described by Linear Constant-Coefficient Differential 
Equations: 

[n Sec. 2.5 we considered a continuous-time L TI system for which input x( t) and 
output y(t) satisfy the general linear constant-coefficient differential equation of the form 

'3.38) 

Applying the Laplace transform and using the differentiation property (3.20) of the 
Laplace transform, we obtain 

N M 

[akskY(s)= [bkskX(s) 
k=O k=O 
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N M 
or Y(s) L aksk =X(s) L bksk (3.39) 

k=O k=O 

Thus, 

(3.40) 

Hence, H(s) is always rational. Note that the ROC of H(s) is not specified by Eq. (3.40) 
but must be inferred with additional requirements on the system such as the causality or 
the stability. 

D. Systems Interconnection: 

For two LTI systems [with h1(t) and h2(t), respectively] in cascade [Fig. 3-8(a)], the 
overall impulse response h( t) is given by [Eq. (2.81), Prob. 2.14) 

h(t) =h1(t)* h2(t) 

Thus, the corresponding system functions are related by the product 

( 3.41) 

This relationship is illustrated in Fig. 3-8(b ). 
Similarly, the impulse response of a parallel combination of two L TI systems 

[Fig. 3-9(a)] is given by (Prob. 2.53) 

h(t) =h1(t) +h2(t) 

Thus, 

H(s) = H 1(s) + H2(s) 

This relationship is illustrated in Fig. 3-9(b ). 

x(I) . I • I y(I) 
"1(1) lii(I) • 

(a) 

·I X(s) • I Y(s) 

==> H,(s) Hi(s) • 

(b) 

(3.42) 

x(I) ·I _v(I) 
h(I) • 

h(l)=h,(1) * h2(1) 

X(s) ·I Y(s) 
H(s) • 

H(s)=H,(s)H2(s) 

Fig. 3-8 Two systems in cascade. (a) Time-domain representation; (b) s-domain representation. 
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h,(t) 

x(r) y(r) 

~(I) 

H1(s) 

X(s) Y(s) 

(a) 

(b) 

x(r) •I h(t) 

h(r)=h 1(r)+h,(r) 

X(s) It I ffls) 

H(s)=H1(s)+H2(s) 

y(t) 

Y(s) 

Fig. 3-9 Two systems in parallel. (a) Time-domain representation; (b) s-domain representation. 

3.7 THE UNILATERAL LAPLACE TRANSFORM 

A. Definitions: 

The unilateral (or one-sided) Laplace transform X 1(s) of a signal x(t) is defined as 
[Eq. (3.5)] 

(3.43) 

The lower limit of integration is chosen to be o- (rather than 0 or o+) to permit x(t) to 
include o( t) or its derivatives. Thus, we note immediately that the integration from o- to 
0 + is zero except when there is an impulse function or its derivative at the origin. The 
unilateral Laplace transform ignores x(t) fort< 0. Since x(t) in Eq. (3.43) is a right-sided 
signal, the ROC of X 1(s) is always of the form Re(s) > CTmax• that is, a right half-plane in 
the s-plane. 

B. Basic Properties: 

Most of the properties of the unilateral Laplace transform are the same as for the 
bilateral transform. The unilateral Laplace transform is useful for calculating the response 
of a causal system to a causal input when the system is described by a linear constant­
coefficient differential equation with nonzero initial conditions. The basic properties of the 
unilateral Laplace transform that are useful in this application are the time-differentiation 
and time-integration properties which are different from those of the bilateral transform. 
They are presented in the following. 
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I. Differentiation in the Time Domain: 

dx(t) 
-;ft ~sX,(s)-x(o - ) ( 3.44) 

provided that Jim, -.ao x(t)e- 51 = 0. Repeated application of this property yields 

d 2 x( t) 
dt 2 ~s2X,(s) -sx(o-)-x '(O - ) (3.45) 

dnx(t) 
dtn ~snX,(s)-s"- 1x(O-)-s"- 2x'(O-)- · · · -x<n-t)(O- ) ( 3.46) 

where 
drx(t) I 

x(r)(O-)= r 
dt t=O -

2. Integration in the Time Domain: 

(3.47) 

f r 1 1 fo -
x ( 1') d 1' ~ - x, ( s) + - x ( 1') d 1' 

- 00 s s - 00 

(3.48) 

C. System Function: 

Note that with the unilateral Laplace transform, the system function H(s) = Y(s)/X(s) 
is defined under the condition that the LTI system is relaxed, that is, all initial conditions 
are zero. 

D. Transform Circuits: 

The solution for signals in an electric circuit can be found without writing integrodif­
ferential equations if the circuit operations and signals are represented with their Laplace 
transform equivalents. [In this subsection the Laplace transform means the unilateral 
Laplace transform and we drop the subscript I in X,(s).] We refer to a circuit produced 
from these equivalents as a transform circuit. In order to use this technique, we require the 
Laplace transform models for individual circuit elements. These models are developed in 
the following discussion and are shown in Fig. 3-10. Applications of this transform model 
technique to electric circuits problems are illustrated in Probs. 3.40 to 3.42. 

I. Signal Sources: 

u(t) ~ V(s) i(t)~/(s) 

where v( t) and i( t) are the voltage and current source signals, respectively. 

2. Resistance R: 

u(t) = Ri(t) ~ V(s) = RI(s) (3.49) 
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Circuit element 

Voltage source 

Current source 

Resistance 

Inductance 

Capacitance 
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I-Domain 

v(t) 

o---0-o 
i(I) 

i(t) R 
~ 

+ 

v(I) 

i(I) L 

~ 
+ 

i(I) 

0 .. 
+ 

v(t) 

c 
1-1-~o 

v(I) 

Representation 

s-Domain 

V(s) 

l(s) 

l(s) R 

~ 
+ 

V(s) 

Li!O-) 

~ 
~uuvu~ 

V(s) 

sl 

l(s) i(O•) 
- s 

+ 

V(s) 

sC 

l(s) 

+ 

V(s) 

I v(O·) 

/(s) 5~ 
o+ .. I~ 

V(s) 

Fig. 3-10 Representation of Laplace transform circuit-element models. 
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3. Inductance L: 

di( t) 
v(t) =L-- - V(s) =sLI(s)-Li(O-) 

dt 
(3.50) 

The second model of the inductance L in Fig. 3-10 is obtained by rewriting Eq. (3.50) as 

4. Capacitance C: 

1 1 
i(t) -I(s) = -V(s) + -i(O-) 

sL s 

dv(t) 
i(t) = C-- -I(s) = sCV(s) - Cv(o-) 

dt 

(3.51) 

(3.52) 

The second model of the capacitance C in Fig. 3-10 is obtained by rewriting Eq. (3.52) as 

1 1 
v(t)-V(s) = -C/(s) + -v(o-) 

s s 

Solved Problems 

LAPLACE TRANSFORM 

3.1. Find the Laplace transform of 

(a) x(t) = -e- 01u(-t) 

(b) x(t) = e0 'u(-t) 

(a) From Eq. (3.3) 

00 o-
X( s) = - f e- 0'u(-t)e-' 1 dt=-j e-<s+a)'dt 

-oo -00 

1 ,o- 1 
= --e-<•+a)t = __ 

s +a -oo s +a 
Re(s) < -a 

Thus, we obtain 

1 
-at ( ) -e u -t .---

s+a 
Re(s) <-a 

(b) Similarly, 

00 o-
X( s) = j e0 'u( -t)e-•1 dt = j e-<•-a)t dt 

-00 -oo 

1 ,o- 1 - s-a I = - --e < l = - --
s - a -oo s - a 

Re(s) <a 

( 3.53) 

( 3.54) 
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Thus, we obtain 

I 
e01 u( -t) +---+ - -­

s - a 
Re(s) <a 

[CHAP. 3 

( 3.55) 

3.2. A finite-duration signal x( t) is defined as 

x(t){:~ f1$f$t2 

otherwise 

where t 1 and t 2 are finite values. Show that if X(s) converges for at least one value of 
s, then the ROC of X(s) is the entire s-plane. 

Assume that X(s) converges at s = u 0 ; then by Eq. (3.3) 

IX(s)l~f' lx(t)e-''ldt= { 2
1x(t)le-"0'dt<oo 

-x 11 

Let Re(s) = u 1 > u 0 • Then 

j"' lx(t)e-<cr,+jw)'ldt = J' 2 lx(t)Je-"11 dt 
--xi '1 

= J'2lx(t)ie-""'e-<"1-rro)1 dt 
r, 

Since (u1 - u 0 ) > 0, e-<cr, -"11 l1 is a decaying exponential. Then over the interval where x(t) =fa 0, 
the maximum value of this exponential is e-<a, -uol' 1, and we can write 

f 21X(t)1e-<Til dt < e -(u, -ao)l if 21 X( f) \e-uol df < 00 

,, '1 
Thus, X(s) converges for Re(s) = u 1 > u 0 • By a similar argument, if u 1 < u 0 , then 

J'2I x( t) \e-"' 1 dt < e -<u, -crol12 { 2
1 x( t) \e-"0 ' dt < oo 

r, '' 

( 3.56) 

(3.57) 

and again X(s) converges for Re(s) = u 1 < u0 . Thus, the ROC of X(s) includes the entire 
s-plane. 

3.3. Let 

x(t)={~-ar O::;;,t::; T 
otherwise 

Find the Laplace transform of x(t). 

By Eq. (3.3) 

T T 
X(s) = j e-ate- 51 dt = j e-<s+a)r dt 

0 0 

_ _ I -1.<+a)tlr _ I [I -ls+a)T] - --e --- -e 
s+a 0 s+a 

( 3.58) 

Since x(t) is a finite-duration signal, the ROC of X(s) is the entire s-plane. Note that from Eq. 
(3.58) it appears that X(s) does not converge at s = -a. But this is not the case. Setting 
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s = -a in the integral in Eq. (3.58), we have 

X( -a)= JTe_<a+a)t dt = JT dt = T 
0 0 

The same result can be obtained by applying L'Hospital's rule to Eq. (3.58). 

3.4. Show that if x(t) is a right-sided signal and X(s) converges for some value of s, then 
the ROC of X(s) is of the form 

Re( S) > CT max 

where crmax equals the maximum real part of any of the poles of X(s). 

Consider a right-sided signal x( t) so that 

x(t)=O t<t 1 

and X(s) converges for Re(s) = u 0 . Then 

IX(s) I~/"' lx(t)e-s'jdt = /" lx(t) le-u"t dt 
-00 -::io 

={"I x(t) Je-uui dt < oo 
'1 

Let Re(s) = u 1 > u 0 • Then 

{

0

lx(t) 1e-uil dt = {
0

Jx(t) 1e-u01e-<"1 -uul1 dt 
1 1 11 

< e-<u1-uul'1f""1 x( I) Je-uut dt < oo 
'1 

Thus, X(s) converges for Re(s) = u 1 and the ROC of X(s) is of the form Re(s) > u 0 • Since the 
ROC of X(s) cannot include any poles of X(s), we conclude that it is of the form 

Re( S) > (]'max 

where umax equals the maximum real part of any of the poles of X(s). 

3.5. Find the Laplace transform X(s) and sketch the pole-zero plot with the ROC for the 
following signals x(t): 

(a) x(t) = e- 21 u(t) + e- 31 u(t) 

(b) x(t) = e- 3'u(t) + e2'u( -t) 

(c) x(t) = e2 'u(t) + e- 3'u( -t) 

(a) From Table 3-1 

1 
e- 21u(t) ~ -­

s + 2 

1 
e- 3'u(t) ~ -­

s + 3 

Re(s) > -2 ( 3.59) 

Re(s) > -3 ( 3.60) 
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-3 

jw jw 

-3 2 cr 

(a) (b) 

Fig. 3-11 

We see that the ROCs in Eqs. (3.59) and (3.60) overlap, and thus, 

I I 2( s + t) 
X(s) = s+2 + s+3 = (s+2)(s+3) Re(s) > - 2 ( 3.61) 

From Eq. (3.61) we see that X(s) has one zero at s = - i and two poles at s = - 2 and 
s = - 3 and that the ROC is Re(s) > - 2, as sketched in Fig. 3-1 l(a). 

(b) From Table 3-1 

Re(s) > -3 ( 3.62) 

I 
e 2'u( -t) <---> - -- Re(s) < 2 

s-2 
( 3.63) 

We see that the ROCs in Eqs. (3.62) and (3.63) overlap, and thus, 

I I - 5 
X ( 5 ) = -s -+-3 - -s -_ -2 = -( s---2-)(_s_+_3_) -3<Re(s)<2 ( 3.64) 

From Eq. (3.64) we see that X(s) has no zeros and two poles at s = 2 and s = - 3 and 
that the ROC is - 3 < Re(s) < 2, as sketched in Fig. 3-1 l{b ). 

(c) FromTable3-l 

1 
e 21 u(t) <---> -­

s - 2 

I 

Re(s) > 2 ( 3.65) 

e- 31 u( -t) <---> - -- Re(s) < -3 (3.66) 
s+3 

We see that the ROCs in Eqs. (3.65) and (3.66) do not overlap and that there is no 
common ROC; thus, x(t) has no transform X(s). 
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3.6. Let 

x(t) =e-altl 

Find X(s) and sketch the zero-pole plot and the ROC for a> 0 and a< 0. 

The signal x(t) is sketched in Figs. 3-12(a) and (b) for both a> 0 and a< 0. Since x(t) is 
a two-sided signal, we can express it as 

x(t) =e- 01 u(t) +e"'u(-t) 

Note that x(t) is continuous at t = 0 and x(O - ) = x(O) = x(O +) = I. From Table 3-1 

0 

(a) 

I 
e0 'u( -t) ~ - -­

s - a 

a>O 

-a 

jw 

(c) 

Fig. 3-12 

Re(s) > -a 

Re(s) <a 

x(l)=e·al~ 

0 

(b) 

( J.67) 

( 3.68) 

(J.69) 
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If a > 0, we see that the ROCs in Eqs. (3.68) and (3.69) overlap, and thus, 

l l - 2a 
X(5)= 5+a - s-a = 52-a2 -a<Re(5)<a ( 3. 70) 

From Eq. (3. 70) we see that X(5) has no zeros and two poles at 5 =a and 5 = -a and that the 
ROC is -a< Re(s) <a, as sketched in Fig. 3-l2(c). If a< 0, we see that the ROCs in Eqs. 
(3.68) and (3.69) do not overlap and that there is no common ROC; thus, x(t) has no 
transform X(s ). 

PROPERTIES OF THE LAPLACE TRANSFORM 

3.7. Verify the time-shifting property (3.16), that is, 

x(t - t 0 ) ~e - s111 X(s) 

By definition (3.3) 

R'=R 

J'{x(t-t0 )}= J°" x(t-t0 )e-s1dt 
- OG 

By the change of variables r = t - t 0 we obtain 

../'{x( t - t
0

)} = J"" x( T )e-s(r+toJ dr 
- 00 

= e- 110
/

00 

x(T)e -" dT = e - 110X(5) _,., 

with the same ROC as for X(s) itself. Hence, 

x(t - t 0 ) <--+e- 5111 X(5) R'=R 

where R and R' are the ROCs before and after the time-shift operation. 

3.8. Verify the time-scaling property ( 3. 18), that is, 

x(at)~-1 x(:_) 
lal a 

By definition (3.3) 

R'=aR 

....t:"'{x(at)} = {' x(at)e-s1 dt 
- 00 

By the change of variables r =at with a > 0, we have 

l 00 l (5) ....t:"'{x(at)} = -J x(r)e-<s/a>rdr= -X -
a -oo a a 

R'=aR 

Note that because of the scaling 5/a in the transform, the ROC of X(5/a) is aR. With a < 0, 
we have 

1 - "' 
J"{ x( at)} = - j x( T )e-<s/a)r dr 

a "" 

l "" I (5) =--J x(r)e-(s/a)'dr=--X -
a -oo a a 

R'=aR 
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Thus, combining the two results for a > 0 and a < 0, we can write these relationships as 

x(at)--
1 x(!.-) 

lal a 
R'=aR 

3.9. Find the Laplace transform and the associated ROC for each of the following signals: 

(a) x(t) = o(t - to> 

(b) x(t)=u(t-t0 ) 

(c) x(t) = e- 21 [u(t) - u(t - 5)) 
oc 

(d) x(t) = "[. o(t - kT) 
k=O 

(e) x(t) = o(at + b), a, b real constants 

(a) Using Eqs. (3.13) and (3.16), we obtain 

(b) Using Eqs. (3.14) and (3.16), we obtain 

e - slo 

u(t-t )- --o s 

(c) Rewriting x(t) as 

all s 

Re(s) >0 

x(t) =e - 21 [u(t)-u(t-5)] =e - 21u(t)-e- 21u(t-5) 

= e - 21 u( t) - e - 10e - 2<1 - 5lu( t - 5) 

Then, from Table 3-1 and using Eq. (3.16), we obtain 

1 1 1 
X(s) = __ -e-1oe-5s __ = --(l -e - 5(s+2)) 

s+2 s+2 s+2 
Re(s)>-2 

(d) Using Eqs. (3.71) and U.99), we obtain 

co 00 k 1 
X(s)=L:e -skT=L:(e - sT) = - ff 

k=O k=O ]-e 

(e) Let 

f ( t) = o( at) 

Then from Eqs. (3.13) and (3.18) we have 

I 
f(t) = o(at) -F(s) = ~ 

Re(s)>O 

all s 

Now x(t)=o(at+b)=o[a(r+~ )]=t(r+~) 
Using Eqs. (3.16) and (3. 74), we obtain 

1 
X(s) =esb/ aF(s) = -esh / a 

lal 
all s 

(3.71) 

( 3. 72) 

( 3. 73) 

( 3. 74) 

(3.75) 
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3.10. Verify the time differentiation property (3.20), that is, 

dx(t) 
-- ~sX(s) 

dt 

From Eq. (3.24) the inverse Laplace transform is given by 

1 Jc+fao x(t) = -. X(s)e" ds 
21T'J c-fao 

Differentiating both sides of the above expression with respect to t, we obtain 

dx(t) 1 JC+F 
-- = -. sX(s)e51 ds 

dt 21T'J c-fao 

( 3. 76) 

( J.77) 

Comparing Eq. (3. 77) with Eq. (3. 76 ), we conclude that dx(t) / dt ts the inverse Laplace 
transform of sX(s ). Thus, 

dx( t) 
-- +---+ sX( s) 

dt 

Note that the associated ROC is unchanged unless a pole-zero cancellation exists at s = 0. 

3.11. Verify the differentiation in s property (3.21), that is, 

dX(s) 
-tx(t) ~ -­

ds 
R'=R 

From definition (3.J) 

X(s) = j"' x(t)e-s'dt 
- 00 

Differentiating both sides of the above expression with respect to s, we have 

dX(s) oo oc 

-- = J (-t)x(t)e-s'dt= J [-tx(t)Je-s'dt 
ds -oc -x 

Thus, we conclude that 

dX(s) 
-tx(t)~ -­

ds 
R'=R 

3.12. Verify the integration property (3.22), that is, 

Let 

Then 

J
I 1 
x(r)dr~ -X(s) 

- 00 s 
R' =Rn {Re( s} > O} 

f( t) = f 
00 

x( T) dr ~ F( s) 

df( t) 
x(t) = --

dt 
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Applying the differentiation property (3.20), we obtain 

X( s) = sF( s) 

Thus, 

1 
F(s) = -X(s) 

s 
R' =Rn {Re( s) > O} 

The form of the ROC R' follows from the possible introduction of an additional pole at s = 0 
by the multiplying by l/s. 

3.13. Using the various Laplace transform properties, derive the Laplace transforms of the 
following signals from the Laplace transform of u( t ). 

(a) 
(c) 

(e) 

(g) 

(a) 

o(t) 

tu( t) 

te-a' u( t) 

e-ai cos w 0 tu(t) 

From Eq. 0.14) we have 

From Eq. U.30) we have 

(b) o'(t) 

(d) e-a'u(t) 

(f) cos w 0 tu(t) 

1 
u(t) +-+ - for Re( s) > 0 

s 

du( t) 
o(t) = ~ 

Thus, using the time-differentiation property (3.20), we obtain 

1 
8(t)+-+s-=1 alls 

s 

(b) Again applying the time-differentiation property (3.20) to the result from part (a), we 
obtain 

o'(t)+-+s all s 

(c) Using the differentiation in s property (3.2/), we obtain 

d ( 1 ) 1 tu(t)+-+ - - - = -
ds s s 2 Re(s) > 0 

(d) Using the shifting in the s-domain property (3. /7), we have 

1 
e- 01 u(t) +-+ -­

s +a 
Re(s) > -a 

( 3. 78) 

( 3. 79) 

(e) From the result from part (c) and using the differentiation ins property (3.2/), we obtain 

te- 01 u(t) +---+ - !!_(-1-) = ---
ds s+a (s+a) 2 Re(s) >-a ( 3.80) 

( f) From Euler's formula we can write 
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Using the linearity property (3.15) and the shifting in the s-domain property (3.17), we 
obtain 

l l 1 l s 
COSWotu(t) ~ -2 . + - . 

s - ;w0 2 s + JWo s2 + w~ 
Re(s) > 0 (3.81) 

(g) Applying the shifting in the s-domain property (3.17) to the result from part (/), we 
obtain 

s+a 
e-a'cosw0 tu(t) ~ 

2 
(s +a) + w~ 

Re(s) >-a 

3.14. Verify the convolution property (3.23), that is, 

xi(t)* x 2(t) -.X1(s)X2(s) 

Let 

Then, by definition (3.3) 

y(t)=x 1(t)*x 2(t)= {" x 1('r)x 2(t-T)dT 
-oo 

Y(s)= 1:J1:
00

x 1(T)x 2(t-r)dT]e-s'dt 

= J:
00

x 1(1")[!:
00

x 2(t-T)e-s1 dt]d1" 

( 3.82) 

Noting that the bracketed term in the last expression is the Laplace transform of the shifted 
signal x 2(t - T), by Eq. (3.16) we have 

Y(s) = {' x(T)e-s7 X 2(s)dT 
- 00 

= [J:oox(T)e-STdT]X2(s) =X,(s)X2(s) 

with an ROC that contains the intersection of the ROC of X 1(s) and X2(s). If a zero of one 
transform cancels a pole of the otherJ the ROC of Y(s) may be larger. Thus, we conclude that 

3.15. Using the convolution property (3.23), verify Eq. (3.22), that is, 

J
I 1 

x(T)dT-. -X(s) 
-oo s 

R' =Rn {Re(s) > O} 

We can write [Eq. (2.60), Prob. 2.2) 

J1 x(T)dT=x(t)*u(t) 
-oo 

From Eq. (3.14) 

l 
u(t) ~ -

s 
Re(s) > 0 

( 3.83) 
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and thus, from the convolution property (3.23) we obtain 

1 
x(t)*u(t)_. -X(s) 

s 

with the ROC that includes the intersection of the ROC of X(s) and the ROC of the Laplace 
transform of u(t). Thus, 

J
I 1 
x(T)dT~ -X(s) 

- oc s 
R' =Rn {Re(s) > O} 

INVERSE LAPLACE TRANSFORM 

3.16. Find the inverse Laplace transform of the following X(s ): 

l 
(a) X(s) = --, Re(s) > -1 

s + 1 
1 

(b) X(s) = --, Re(s) < -1 
s + 1 

s 
(c) X(s) = 

52 
+ 

4
, Re(s) > 0 

s + 1 
(d) X(s) = 2 , Re(s) > -1 

(s+l) +4 

(a) From Table 3-1 we obtain 

x(t) = e · 1u(t) 

( b) From Table 3-1 we obtain 

x(t) = -e-'u(-t) 

(c) From Table 3-1 we obtain 

x(t) = cos2tu(t) 

(d) From Table 3-1 we obtain 

s(t) =e-'cos2tu(t) 

3.17. Find the inverse Laplace transform of the following X(s): 

2s + 4 
(a) X(s) = 

2 4 3
, Re(s) > -1 

s + s + 
2s + 4 

(b) X(s) = 2 4 
, Re(s) < -3 

s + s + 3 
2s + 4 

( c) X( s) = 2 4 3 
, - 3 < Re( s) < - 1 

s + s + 
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Expanding by partial fractions, we have 

2s+4 s+2 c 1 c2 

X(s)= s 2 +4s+3 = 2 (s+l)(s+3) = s+l + s+3 

Using Eq. (3.30), we obtain 

s + 21 c 1 =(s+l)X(s)ls=-l=2-- =l 
s+3 s=-1 

s + 21 c2 =(s+3)X(s)ls=- 3 =2-- =1 
s+ls=-3 

Hence, 

l l 
X(s)= s+l + s+3 

(a) The ROC of X(s) is Re(s) > -1. Thus, x(t) is a right-sided signal and from Table 3-l we 
obtain 

x(t) =e- 1u(t) +e- 31 u(t) = (e- 1 +e- 31 )u(t) 

(b) The ROC of X(s) is Re(s) < -3. Thus, x(t) is a left-sided signal and from Table 3-1 we 
obtain 

x(t) = -e-'u( -t) - e- 31 u( -t) = -( e- 1 + e- 31 )u( -t) 

(c) The ROC of X(s) is -3 < Re(s) < -1. Thus, x(t) is a double-sided signal and from 
Table 3- l we obtain 

3.18. Find the inverse Laplace transform of 

Ss + 13 
X(s)----­

- s(s 2 +4s+13) 
Re(s)>O 

We can write 

s 2 + 4s + 13 = ( s + 2) 2 + 9 = ( s + 2 - j3)( s + 2 + j3) 

Then 

5s + 13 5s + 13 
X ( s) = -s (-s-2 _+_4_s_+_l 3-) 

s( s + 2 - j3)( s + 2 + j3) 

c 1 c2 c3 
= - + ----- + -----

s s-(-2+}3) s-(-2-j3) 

where 

Ss + 13 I c 1 = sX ( s) Is= O = 2 = 1 
s + 4s + 13 s=O 

5s + 13 I l 
c 2 =(s+2-j3)X(s)ls=-2+J3= ( +

2
+.

3
) .=-2(l+j) 

s s J ,. = -2 +13 

5s + 13 I 1 
c3 = (s + 2 + j3)X(s)ls= -2-/3 = ( 

2 
_ '3) = - -

2 
(1 - J) 

s s + J s = - 2 - }3 



CHAP. 3) LAPLACE TRANSFORM AND CONTINUOUS-TIME LTI SYSTEMS 139 

Thus, 

I I .) I I l . I X(s) = --- (I+ J - -( - J)----
s 2 s-(-2+)3) 2 s-(-2-)3) 

The ROC of X(s) is Re(s) > 0. Thus, x(t) is a right-sided signal and from Table 3-1 we obtain 

x(t) = u(t) - ~(I + j)e<- 2 +J 3>1u(t) - ~(I - j)e<- 2-m 1u(t) 

Inserting the identity 

e< - 2 ± i 3l1 = e - 21 e ± 131 = e - 2' (cos 3 t ± j sin 3 t ) 

into the above expression, after simple computations we obtain 

x(t) = u(t) -e- 2'(cos3t - sin3t)u(t) 

= [1-e- 21 (cos3t-sin3t)]u(t) 

Alternate Solution: 

We can write X(s) as 

5s+13 C 1 C2S+C3 

X(s) = s(s 2 +4s+ 13) =-;- + s 2 +4s+ 13 

As before, by Eq. (3.30) we obtain 

Then we have 

Thus, 

Ss + 13 I 
c,=sX(s)ls~o = 2 4 13 

=1 
S + S + s~O 

c2s + c3 Ss + 13 -s + 1 

s2 + 4s + 13 s( s2 + 4s + 13) s s2 + 4s + 13 

l s - 1 l 
X(s) = ~ - s2 + 4s + 13 = ~ -

s+2 

s+2-3 

(s+2) 2 +9 

3 
----- + -----
( s + 2 )2 + 32 

( s + 2 )
2 + 32 s 

Then from Table 3-1 we obtain 

x(t) = u(t) -e- 21 cos3tu(t) + e- 21 sin3tu(t) 

= [1-e- 21 (cos3t-sin3t)]u(t) 

3.19. Find the inverse Laplace transform of 

s 2 + 2s + 5 
X(s)=---­

(s + 3)(s +5)2 Re(s) > -3 

We see that X(s) has one simple pole at s = - 3 and one multiple pole at s = - 5 with 
multiplicity 2. Then by Eqs. (3.29) and (3.31) we have 

C1 A1 A2 
X(s) = -- + -- + ---

s + 3 s+S (s+5) 2 ( 3.84) 
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By Eqs. (3.30) and (3.32) we have 

s
2 
+ 2s + 51 

c 1 =(s+3)X(s)lp-J= 2 . =2 
(s+5) s~-J 

2 s
2 
+ 2s + 51 

A 2 = ( s + 5 ) x ( s) I,.= -5 = = - 10 
s+3 s~-5 

d [ 0 
] I d [ s

2 

+ 2s + 5 l I A.
1 

= d- (s + 5)-X(s) _ -s = -
s <- · ds s + 3 

'= ·-5 

s
2 
+ 6s + 1 I 

= 2 = - I 
(s+3) .•=-s 

Hence, 

2 I IO 
X(s)= - - - - --

s+3 s+5 (s+5) 2 

The ROC of X(s) is Re(s) > - 3. Thus, x(t) is a right-sided signal and from Table 3-1 we 
obtain 

x(t) = 2e- 3'u(t) -e- 5'u(t) -10te- 5'u(t) 

= [2e- 1
' -e- 5' - IOte- 5')u(t) 

Note that there is a simpler way of finding A 1 without resorting to differentiation. This is 
shown as follows: First find c 1 and A 2 according to the regular procedure. Then substituting the 
values of c 1 and A2 into Eq. (3.84), we obtain 

s 2 + 2s + 5 2 A 1 IO 
------=--+------
(s+3)(s+5)2 s+3 s+5 (s+5) 2 

Setting s = 0 on both sides of the above expression, we have 

5 2 A1 IO 
-=-+---
75 3 5 25 

from which we obtain A 1 = - I. 

3.20. Find the inverse Laplace transform of the following X( s ): 

2s + l 
(a) X(s) = , Re(s) > -2 

s+2 
s 2 + 6s + 7 

( b) X( s) = s 2 + 
35 

+ 
2 

, Re( s) > - 1 

s3 + 2s 2 + 6 
(c) X(s) = , Re(s) > 0 

s2 + 3s 
2s + I 2( s + 2) - 3 3 

(a) X(d= -- = = 2- --
. s+2 s+2 s+2 

Since the ROC of X(s) is Re(s) > - 2, x(t) is a right-sided signal and from Table 3-1 we 
obtain 

x(t) = 2o(t) - 3e- 2'u(t) 
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(b) Performing long division, we have 

s2 + 6s + 7 3s + 5 3s + 5 
X(s) = = l + = l + -----

s2 + 3s + 2 s2 + 3s + 2 (s + I) (s + 2) 

Let 

3s+5 C1 C2 
X(s)- =--+--

1 - ( s + 1 )( s + 2) s + 1 s + 2 

where 

3s + 51 c 1 = (s + l)X1(s)J,= _ 1 = -- = 2 
s+2 s=-l 

3s + 51 c2 =(s+2)X1(s)J,=_ 2=-- =l 
s+ 1 s=-2 

Hence, 

2 l 
X(s)=l+ s+l + s+2 

The ROC of X(s) is Re(s) > -1. Thus, x(t) is a right-sided signal and from Table 3-1 
we obtain 

x(t) = 5(t) + (2e- 1 + e- 2 ')u(t) 

(c) Proceeding similarly, we obtain 

s 3 + 2s 2 + 6 3s + 6 
X(s)- =s-1 + ---

- s 2 + 3s s( s + 3) 

Let 

3s + 6 c 1 c2 
X 1(s) = ( ) = - + -

ss+3 s s+3 

where 

3s + 61 
c2 =(s+3)X1(s)i.=-J=-- =1 

S s= -3 

Hence, 

2 1 
X(s)=s-1+-+--

s s + 3 

The ROC of X(s) is Re(s) > 0. Thus, x(t) is a right-sided signal and from Table 3-1 and 
Eq. (3. 78) we obtain 

x(t) =5'(t) -5(1) + (2+e- 3')u(t) 

Note that all X(s) in this problem are improper fractions and that x(t) contains 5(t) or 
its derivatives. 
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3.21. Find the inverse Laplace transform of 

2 + 2se-Zs + 4e- 4s 
X( 5 ) = --s-2 _+_4_s_+_3 __ Re(s) > -1 

We see that X(s) is a sum 

where 

If 

2 
Xi(s) = -s2-+-4s_+_3 

2s 
X(s)----

2 - s2 + 4s + 3 

4 
X3(s) = -si-+-4s_+_3 

then by the linearity property (3.15) and the time-shifting property (3.16) we obtain 

x(t) =xi(t) +x 2(t - 2) +x 3(t- 4) 

Next, using partial-fraction expansions and from Table 3-1, we obtain 

l 1 
Xi( s) = -- - -- <-->Xi( t) = ( e- 1 

- e- 31 )u(t) 
s+l s+3 

Thus, by Eq. (3.85) we have 

x( t) = ( e-' - e- 3')u(t) + [ -e-u- 2) + 3e- 3U- 2))u( t - 2) 

+ 2[e-U- 4l -e- 3ci- 4l]u(t - 4) 

( 3.85) 

3.22. Using the differentiation in s property ( 3.21), find the inverse Laplace transform of 

We have 

and from Eq. (3. 9) we have 

1 
X(s) = 2 (s +a) 

Re(s) > -a 

d ( 1 ) 1 
- ds s+a = (s+a) 2 

1 
e- 01 u( t) <----> -­

s +a 
Re(s) >-a 

Thus, using the differentiation in s property (3.21), we obtain 

x(t) =te- 01 u(t) 
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SYSTEM FUNCTION 

3.23. Find the system function H(s) and the impulse response h(t) of the RC circuit in Fig. 
1-32 (Prob. 1.32). 

(a) Let 

x(t)=v.(t) y(t)=vc(t) 

In this case, the RC circuit is described by [Eq. (1.105)] 

dy(t) I I 
-- + -y(t) = -x(t) 

dt RC RC 

Taking the Laplace transform of the above equation, we obtain 

I I 
sY(s) + RC Y(s) = RCX(s) 

or ( s + ;C )Y(s) = R~X(s) 
Hence, by Eq. 0.37) the system function H(s) is 

Y(s) I/RC 
H(s)- - ---

X(s) s +I/RC RC s +I/RC 

Since the system is causal, taking the inverse Laplace transform of H(s), the impulse 
response h(t) is 

(b) Let 

I 
h(t) =../- 1{H(s)} = -e-r;Rcu(t) 

RC 

x(t)=v.(t) y(t) =i(t) 

In this case, the RC circuit is described by [Eq. (1.107)] 

dy ( t ) I 1 dx ( t ) 
--+-y(t)=---

dt RC R dt 

Taking the Laplace transform of the above equation, we have 

I I 
sY(s) +RC Y(s) = RsX(s) 

or ( s + ;c ) Y ( s) = ~ sX ( s) 

Hence, the system function H(s) is 

Y(s) s/R 
H(s) = X(s) = s +I/RC 

I s 

Rs+ I/RC 



144 LAPLACE TRANSFORM AND CONTINUOUS-TIME L TI SYSTEMS [CHAP. 3 

In this case, the system function H(s) is an improper fraction and can be rewritten as 

1 s+l/RC-1/RC 1 1 1 

H(s) = R s + 1/RC = R - R 2C s + 1/RC 

Since the system is causal, taking the inverse Laplace transform of H(s), the impulse 
response h(t) is 

Note that we obtained different system functions depending on the different sets of input 
and output. 

3.24. Using the Laplace transform, redo Prob. 2.5. 

From Prob. 2.5 we have 

Using Table 3-1, we have 

Thus, 

1 
H(s) = -

s+a 

1 
X(s) = --

s-a 

1 
Y(s) =X(s)H(s) = - ( )( ) s+a s-a 

and from Table 3-1 (or Prob. 3.6) the output is 

Re(s) >-a 

Re(s)<a 

s2 - ai 

1 
y( t) = -e-altl 

2a 

which is the same as Eq. (2.67). 

a>O 

-a< Re(s) <a 

3.25. The output y(t) of a continuous-time LTI system is found to be 2e- 3'u(t) when the 
input x( t) is u( t ). 

(a) Find the impulse response h(t) of the system. 

(b) Find the output y(t) when the input x(t) is e-'u(t). 

(a) x(t) = u(t), y(t) = 2e- 3'u(t) 

Taking the Laplace transforms of x( t) and y( t ), we obtain 

1 
X(s) = - Re(s) > 0 

s 
2 

Y(s) = -
s+3 

Re(s) > -3 
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Hence, the system function H(s) is 

Y( s) 2s 
H(s)= X(s) = s+3 Re(s) > -3 

Rewriting H(s) as 

2s 2( s + 3) - 6 6 
H(s)= s+3 = s+3 = 2 - s+3 Re(s)>-3 

and taking the inverse Laplace transform of H(s), we have 

h(t) = 20(1) - 6e- 31 u(t) 

Note that h( t) is equal to the derivative of 2e- ·11 u(t) which is the step response s( t) of 
the system [see Eq. (2.13)]. 

I 
x(t) = e-'u(t) <--+ -­

s + 1 
Re(s) > - 1 

Thus, 

2s 
Y( s) = X( s)H( s) = -(s_+_l_)_( s_+_

3
_) 

Using partial-fraction expansions, we get 

l 3 
Y(s) = --- + -­

s+ 1 s+3 

Taking the inverse Laplace transform of Y(s), we obtain 

y( t) = ( -e- 1 + 3e - 31 )u( t) 

Re( s) > - I 

3.26. If a continuous-time LTI system is BIBO stable, then show that the ROC of its system 
function H(s) must contain the imaginary axis, that is, s = jw. 

A continuous-time L TI system is BIBO stable if and only if its impulse response h( t) is 
absolutely integrable, that is [Eq. (2.21)], 

!"' lh(t)ldt < 00 
-co 

By Eq. (3.3) 

H(s) = /,,, h(t)e-s1 dt 
-oo 

Let s = jw. Then 

Therefore, we see that if the system is stable, then H(s) converges for s = jw. That is, for a 
stable continuous-time L TI system, the ROC of H(s) must contain the imaginary axis s = jw. 
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3.27. Using the Laplace transfer, redo Prob. 2.14. 

(a) Using Eqs. (3.36) and (3.41), we have 

Y(s) =X(s)H1(s)H2(s) =X(s)H(s) 

where H(s) = H 1(s)H/s) is the system function of the overall system. Now from Table 
3-1 we have 

Hence, 

1 
h 1(t) =e- 21 u(t) +--+H 1(s) = -­

s + 2 

2 
hi(t) = 2e- 1u(t) +--+H2(s) = -­

s + 1 

Re( s) > -2 

Re(s) > -1 

2 2 2 
H(s)=H1(s)H2(s)= (s+l)(s+2) = s+l - s+2 Re(s) > -1 

Taking the inverse Laplace transfer of H(s ), we get 

h(t) = 2(e-' - e- 2')u(t) 

(b) Since the ROC of H(s), Re(s) > -1, contains the jw-axis, the overall system is stable. 

3.28. Using the Laplace transform, redo Prob. 2.23. 

The system is described by 

dy( t) 
-- + ay ( t ) = x ( t) 

dt 

Taking the Laplace transform of the above equation, we obtain 

sY(s) +aY(s) =X(s) 

Hence, the system function H(s) is 

or (s + a)Y(s) =X(s) 

Y(s) 1 
H(s)=--=-

X(s) s+a 

Assuming the system is causal and taking the inverse Laplace transform of H(s ), the impulse 
response h(t) is 

h(t) =e-a'u(t) 

which is the same as Eq. (2.124). 

3.29. Using the Laplace transform, redo Prob. 2.25. 

The system is described by 

y'(t) + 2y(t) =x(t) +x'(t) 

Taking the Laplace transform of the above equation, we get 

or 

sY(s) + 2Y(s) =X(s) +sX(s) 

( s + 2) Y( s) = ( s + 1) X( s) 
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Hence, the system function H(s) is 

Y(s) s+l s+2-1 1 
H(s)=X(s)=s+2= s+2 =l-s+2 

Assuming the system is causal and taking the inverse Laplace transform of H(s), the impulse 
response h( t) is 

h(t) =8(t)-e- 21u(t) 

3.30. Consider a continuous-time L TI system for which the input x( t) and output y( t) are 
related by 

y"(t) + y'(t)- 2y(t) =x(t) (3.86) 

(a) Find the system function H(s). 

(b) Determine the impulse response h(t) for each of the following three cases: (i) 
the system is causal, (ii) the system is stable, (iii) the system is neither causal nor 
stable. 

(a) Taking the Laplace transform of Eq. (3.86), we have 

s2Y(s) +sY(s) - 2Y(s) =X(s) 

or (s 2 +s-2)Y(s) =X(s) 

Hence, the system function H(s) is 

Y(s) 1 
H(s) = -- = ---

X(s) s 2 +s-2 

1 

(s+2)(s- I) 

(b) Using partial-fraction expansions, we get 

1 1 1 1 1 
H(s)= =---+--

(s+2)(s-l) 3s+2 3s-1 

(i) If the system is causal, then h(t) is causal (that is, a right-sided signal) and the 
ROC of H(s) is Re(s) > 1. Then from Table 3-1 we get 

h(t) = -t(e- 21 -e1)u(t) 

(ii) If the system is stable, then the ROC of H(s) must contain the jw-axis. Conse­
quently the ROC of H(s) is -2 < Re(s) < 1. Thus, h(t) is two-sided and from 
Table 3-1 we get 

h(t) = -te- 21u(t) - te'u(-t) 

(iii) If the system is neither causal nor stable, then the ROC of H(s) is Re(s) < - 2. 
Then h(t) is noncausal (that is, a left-sided signal) and from Table 3-1 we get 

h(t) = te- 21u(-t) - te'u(-t) 

3.31. The feedback interconnection of two causal subsystems with system functions F(s) 
and G(s) is depicted in Fig. 3-13. Find the overall system function H(s) for this 
feedback system. 
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Let 

Then, 

Since 

we have 

x(I) 

x(t) -.X(s) 

y(I) 
F(s) 

+ 

ri.t) 

G(s) 

Fig. 3-13 Feedback system. 

y(t)-.Y(s) r(t) -.R(s) 

Y(s) = E(s)F(s) 

R(s) = Y(s)G(s) 

e(t) =x(t) +r(t) 

E(s) =X(s) +R(s) 

e(t) -.E(s) 

( 3.87) 

( 3.88) 

( 3.89) 

Substituting Eq. (3.88) into Eq. (3.89) and then substituting the result into Eq. (3.87), we 
obtain 

or 

Y(s) = [X(s) + Y(s)G(s)]F(s) 

[1-F(s)G(s)]Y(s) =F(s)X(s) 

Thus, the overall system function is 

Y(s) F(s) 
H(s) = X(s) = l -F(s)G(s) 

UNILATERAL LAPLACE TRANSFORM 

3.32. Verify Eqs. (3.44) and (3.45), that is, 

dx(t) 
(a) -- ~sX/s) -x(O-) 

dt 
d 2x(t) 

(b) 
2 
~s 2X1(s)-sx(O-)-x'(O-) dt 

(a) Using Eq. (3.43) and integrating by parts, we obtain 

Thus, we have 

{ 
d.x ( t) } i"' d.x (I) -st 

~ -- = --e dt 
dt o- dt 

00 i"' =x(t)e-s'lo- +s x(t)e-srdt 
u-

= -x(O-) + sX1(s) Re(s) > 0 

(3.90) 
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3.33. 

(b) Applying the above property to signal x'(t) = dx(t)/dt, we obtain 

d 2x(t) d dx(t) 
dt 2 = dt ~ -.+s[sX1(s) -x(O-)] -x'(O-) 

=s 2X1(s) -.u(o-) -x'(O-) 

Note that Eq. (3.46) can be obtained by continued application of the above proce­
dure. 

Verify Eqs. (3.47) and (3.48), that is, 

(a) 

(b) 

(a) 

(b) 

J' 1 x(T)dT-.+ -Xl(s) 
o- s 

t 1 1 Jo-J x(T)dT-.+ -X1(s) + - x(T)dT 
-oo s s -oo 

Let g(t) = J;_x(T)dT 

Then 
dg( t) 

and g(O-) = 0 -- =x(t) 
dt 

Now if 

g(t)-.+ G1(s) 

then by Eq. (3.44) 

X1(s) =sG1(s) -g(O-) =sG1(s) 

Thus, 

1 
G1(s) = -X1(s) 

s 

t 1 or X(T)dT-.+ -X1(s) 
o- s 

We can write 

f t Jo- j' x(T)dT= x(T)dT+ _x(T)dT 
-oo -oo 0 

Note that the first term on the right-hand side is a constant. Thus, taking the unilateral 
Laplace transform of the above equation and using Eq. (J.47), we get 

f t 1 1 Jo-
x( T) d'T-.+ -X1(s) + - x(T)d-r 

- 00 s s -00 

3.34. (a) Show that the bilateral Laplace transform of x(t) can be computed from two 
unilateral Laplace transforms. 

(b) Using the result obtained in part (a), find the bilateral Laplace transform of 
e-2111. 
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(a) The bilateral Laplace transform of x(t) defined in Eq. (3.3) can be expressed as 

(b) 

00 o- O< 

X(s)= J x(t)e-s'dt= J x(t)e- 51 dt+ J _x(t)e - 51 dt 
-0< -00 0 

= j"" x( -t )e 51 dt + j"" x( t )e-" dt 
o- o-

Now Re(s)>u+ 

Next, let 

-0{x(-t)} =X/(s) = j 00

x(-t)e-" dt Re(s)>u-
o-

Then Joo X(-t)e 51 d/ = !"" X(-t)e-(-s)I d/ = x/-(-s) 
0 o-

Re(s) <u-

Thus, substituting Eqs. (3.92) and (3.94) into Eq. (3.91), we obtain 

x(t) = e-2111 

(I) x(t) = e - 21 fort> 0, which gives 

1 
-0{x(t)} =X1(s) = -

s+2 
Re(s) > -2 

(2) x(t) = e2
' fort< 0. Then x(-t) = e- 21 fort> 0, which gives 

Thus, 

X/(-s)= -s+2=--s---2 

(3) According to Eq. (3.95), we have 

Re(s) > -2 

Re(s) < 2 

1 1 
X(s) =X1(s) +X/( -s) = -- - -­

s + 2 s-2 

4 
= - s 2 - 4 -2 < Re(s) < 2 

which is equal to Eq. (3. 70), with a= 2, in Prob. 3.6. 

3.35. Show that 

(a) x(O+) = Jim sX/s) 

(3.91) 

(3.92) 

( 3.93) 

( 3.94) 

( 3.95) 

( 3.96) 

(3.97) 

(b) lim x(t) = Jim sX/s) (3.98) 
t--+oo s--+O 

Equation (3.97) is called the initial value theorem, while Eq. (3.98) is called the final 
calue theorem for the unilateral Laplace transform. 



CHAP. 3] LAPLACE TRANSFORM AND CONTINUOUS-TIME LTI SYSTEMS 151 

(a) Using Eq. (3.44), we have 

Thus, 

and 

oodx(t) 
sX1(s)-x(O-)=J -d-e-"dt 

o- t 

=Jo+ dx(t) e-st dt +Joe dx(t) e-st dt 
o- dt o- dt 

O+ J"'dx(t) =x( t)lo- + --e-s' dt 
o+ dt 

00 dx(t) 
=x(O+) -x(O-) + J -d-e-s' dt 

o+ t 

ocdx(t) 
sX1(s) =x(O+) + J --e-'1 dt 

o- dt 

00 dx(t) 
Jim sXr(s) =x(O+) + lim J --e- 51 dt 
s-+oo J-+00 Q+ df 

oodx(t)( ) =x(O+) + J -- lim e-si dt = x(O+) 
o+ dt s-+oo 

since lims--+oc e-st = 0. 

(b) Again using Eq. (3.44), we have 

Since 

we conclude that 

ocdx(t) 
lim [sX1(s) -x(o-)] = lim J --e- s' dt 

s--+O s-+0 o- dt 

= J
00

dx(
1

) ( lim e-si) dt 
o- dt s-+O 

=J"'dx(t) dt=x(t)l~­
o- dt 

= lim x(t) -x(O-) 
I-+"" 

lim [sX1(s) -x(O-)] = lim (sX1(s)] -x(O-) 
s--+O s-+0 

lim x ( t) = lim sX 1 ( s) 
[-HJO s-+0 

3.36. The unilateral Laplace transform is sometimes defined as 

--t'+{x(t)}=X((s)= r'xix(t)e- 51 dt 
lo+ 

(3.99) 

with o+ as the lower limit. (This definition is sometimes referred to as the o+ 
definition.) 

(a) Show that 

Re(s) > 0 (3.100) 
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( b) Show that 

1 
--t"'+ {u( t)} = -

s 

-': {i>(t)} = 0 

(3.101) 

(3.102) 

(a) Let x(t) have unilateral Laplace transform x;(s ). Using Eq. (3.99) and integrating by 
parts, we obtain 

~{dx(t)} =Joodx(t) e->tdt 
dt o• dt 

=x( t )e-s'I~· + sjoc x( t )e- 51 dt 
o• 

= -x(O+) +sX;(s) Re(s) > 0 

Thus, we have 

(b) By definition (3.99) 

~ { u( t)} = Joe u( t) e-st dt = J00 

e-st dt 
o· o· 

From Eq. (J.30) we have 

= - ~e- s 'l:c = ~ 
s o• s 

du( t) 
0(1) = -­

dr 

Re(s) > 0 

( 3.103) 

Taking the o+ unilateral Laplace transform of Eq. (3.103) and using Eq. (3.100), we 
obtain 

1 
./+{o(t)} =s- -u(O+) = 1-1 =0 

s 

This is consistent with Eq. (1.21); that is, 

./+{o(t)} = J00 

o(t) e - st dt = 0 
o• 

Note that taking the 0 unilateral Laplace transform of Eq. (3.103) and using Eq. (3.44), 
we obtain 

1 
./_{o(t)} =s- -u(O-) = 1-0= 1 

s 

APPLICATION OF UNILATERAL LAPLACE TRANSFORM 

3.37. Using the unilateral Laplace transform, redo Prob. 2.20. 

The system is described by 

y'(t) +ay(t) =x(t) (3.104) 

with y(O) =Yo and x(t) = Ke - b'u(t). 
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Assume that y(O) = y(O- ). Let 

Then from Eq. (3.44) 

From Table 3-1 we have 

K 
x(t) +-+X1(s) = -­

s + b 
Re( s) > -b 

Taking the unilateral Laplace transform of Eq. (3.104), we obtain 

K 
[sY1(s)-y 0 ] +aY1(s) = --b 

s+ 

K 
(s + a)Y1(s) =Yo+ --b 

s+ 
or 

Thus, 

Yo K 
~(s) = -- + -----

s +a (s+a)(s+b) 

Using partial-fraction expansions, we obtain 

Taking the inverse Laplace transform of ~(s), we obtain 

y(t) = [y 0 e- 01 + _!__(e-b1 -e- 01 )]u(t) 
a-b 

which is the same as Eq. (2.107). Noting that y(O+) = y(O) = y(O-) = y0 , we write y(t) as 

K 
y(t)=y0 e- 01 +--(e-b1 -e- 01

) t~O 
a-b 

3.38. Solve the second-order linear differential equation 

y"(t) + 5y'(t) + 6y(t) =x(t) 

with the initial conditions y(O) = 2, y'(O) = 1, and x(t) =e- 1u(t). 

Assume that y(O) = y(O-) and y'(O) = y'(O-). Let 

y(t) +---+ Y1(s) 

Then from Eqs. (3.44) and (3.45) 

y'(t) +-+s~(s) -y(O-) =s~(s) - 2 

y"(t) +-+s 20(s) -sy(O-) -y'(o-) =s20(s) - 2s-1 

From Table 3-1 we have 

1 
x(t) +-+X1(s) = -­

s + 1 

(3.105) 



154 LAPLACE TRANSFORM AND CONTINUOUS-TIME LTI SYSTEMS [CHAP. 3 

Taking the unilateral Laplace transform of Eq. (3.105), we obtain 

or 

Thus, 

1 
[ s2 Y1 ( s) - 2s - 1] + 5 [ sY1 ( s) - 2] + 6Y1 ( s) = -­

s + 1 

1 2s 2 + 13s + 12 
( s2 + 5s + 6) Y1 ( s) = -- + 2s + 11 = -----

s + 1 s+l 

2s 2 + 13s + 12 
Y1( s) = ------­

( s + 1 ) ( s2 + 5s + 6) 

2s 2 + 13s + 12 

(s+ l)(s+2)(s+3) 

Using partial-fraction expansions, we obtain 

1 I 1 9 1 
Yi( s) = 2 s + 1 + 6 s + 2 - Zs+ 3 

Taking the inverse Laplace transform of Y1(s), we have 

y(t) =ck-'+ 6e- 21 -1e- 3')u(t) 

Notice that y(O+) = 2 = y(O) and y'(O+) = 1 = y'(O); and we can write y(t) as 

y(t) = ie-' + 6e- 2
' - ~e - 3' t ~ 0 

3.39. Consider the RC circuit shown in Fig. 3-14(a). The switch is closed at t = 0. Assume 
that there is an initial voltage on the capacitor and uc(O-) = u0 • 

v 

(a) Find the current i(t). 

(b) Find the voltage across the capacitor u/t). 

r-0 R i(I) R i(I) 

W./' .. lT + +T 

l 
c 

JI' ==> V5 (I) c Ve(/) 

-1 
vc(O-)=v0 

(a) (b) 

Fig. 3-14 RC circuit. 

(a) With the switching action, the circuit shown in Fig. 3-14(a) can be represented by the 
circuit shown in Fig. 3-14(b) with v,(t) = Vu(t). When the current i(t) is the output and 
the input is v,(t ), the differential equation governing the circuit is 

1

1
, 

Ri(t) + C _
00

i(r)dr=vs(t) (3.106) 

Taking the unilateral Laplace transform of Eq. (3.106) and using Eq. (3.48), we obtain 

1 [ 1 1 Jo- ] V Rl(s)+- -l(s)+- i(r)dr =-
C s s -oc s 

( 3.107) 
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where 

Now 

and 

Hence, Eq. (3.107) reduces to 

Solving for J(s), we obtain 

J(s) =~{i(t)} 

1 f' vc(t) = C _
00

i( r) dr 

( 
1 ) Vo V 

R + - I(s) + - = -
Cs s s 

V- v0 1 V- v0 1 
I(s) = -s- R + l/Cs = -R- s + 1/RC 

Taking the inverse Laplace transform of l(s ), we get 

V-v 
i(t) = --

0 e-t/RCu(t) 
R 
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(b) When vc(t) is the output and the input is v,(t), the differential equation governing the 
circuit is 

dvc(t) 1 1 
-- + -v (t) = -v (t) 

dt RC c RC s 
( 3.108) 

Taking the unilateral Laplace transform of Eq. (3.108) and using Eq. (3.44), we obtain 

1 1 v 
sV,,(s)-vc(O-)+ RCVc(s)= RC--; 

or 

Solving for V,,(s ), we have 

V 1 V 0 

V,,(s) = RC s(s + 1/RC) + s + l/RC 

( 
1 1 ) Vo 

= V ; - s + l/RC + s + 1/RC 

Taking the inverse Laplace transform of V,,( s ), we obtain 

vc(t) = V[l -e-t/RC]u(t) + Voe-t/RCu(t) 

Note that vc(o+) =Vo= vc(o-). Thus, we write vc(t) as 

vc(t)=V(l-e-t/RC)+v
0
e-t/RC t~O 

3.40. Using the transform network technique, redo Prob. 3.39. 

(a) Using Fig. 3-10, the transform network corresponding to Fig. 3-14 is constructed as shown 
in Fig. 3-15. 
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R /(s) 

I T + 
-
Cs 

v 
Vc(s) -

Vo 

1 -

Fig. 3-15 Transform circuit. 

Writing the voltage law for the loop, we get 

Solving for /(s ), we have 

( 
1 ) L' V 

R+- I(s)+~=­
Cs s s 

V-v 0 1 
/(s) = -s- R + l/Cs 

V- Vo 
----

R s+l/RC 

Taking the inverse Laplace transform of /(s), we obtain 

V-v 
i(t) = --

0e-t/RCu(t) 
R 

(b) From Fig. 3.15 we have 

1 V 0 
Vc(s) = c/(s) +--; 

Substituting /(s) obtained in part (a) into the above equation, we get 

V-v 0 I v0 
V( ) + -
cs =RC s(s+ ljRC) s 

( 
1 1 ) Vo =(V-u0 ) -- +-
s s +I/RC s 

= v( ~ - s + t
1
/RC) + s +~·~RC 

Taking the inverse Laplace transform of Vc(s), we have 

vc(t) = V(l -e-t!RC)u(t) + v0 e-t/RCu(t) 

[CHAP. 3 

3.41. In the circuit in Fig. 3-16(a) the switch is in the closed position for a long time before 
it is opened at t = 0. Find the inductor current i( t) for t ~ 0. 

When the switch is in the closed position for a long time, the capacitor voltage is charged 
to 10 V and there is no current flowing in the capacitor. The inductor behaves as a short circuit, 
and the inductor current is lf- = 2 A. 

Thus, when the switch is open, we have i(O-) = 2 and uc(O-) = 10; the input voltage is 10 
V, and therefore it can be represented as lOu(t). Next, using Fig. 3-10, we construct the 
transform circuit as shown in Fig. 3-16(b ). 
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I 

i(I) l(s) 
is 

+ 5!1 + 

IOV 2fl 10 -
s 

(a) (b) 

Fig. 3-16 

From Fig. 3-16(b) the loop equation can be written as 

or 

Hence, 

1 20 10 10 
- sf ( s) - 1 + 21 ( s) + - I ( s) + - = -
2 s s s 

( 
1 20 ) 
2s+2+-_;- /(s)=l 

2s 
I ( s) = -,------is+ 2 + 20/s s 2 + 4s + 40 

2(s+2)-4 (s+2) 
----- = 2-----
(s + 2)2+62 (s+2)2+62 

Taking the inverse Laplace transform of /(s), we obtain 

i(t) =e- 21 (2cos6t-tsin6t)u(t) 

20 ID 
-

' 

+ 

157 

2 

Note that i(O+) = 2 = i(O-); that is, there is no discontinuity in the inductor current before and 
after the switch is opened. Thus, we have 

i(t)=e- 21 (2cos6t-jsin6t) t~O 

3.42. Consider the circuit shown in Fig. 3-17(a). The two switches are closed simultaneously 
at t = 0. The voltages on capacitors C 1 and C2 before the switches are closed are l 
and 2 V, respectively. 

(a) Find the currents i 1(t) and i 2(t). 

( b) Find the voltages across the capacitors at t = 0 +. 

(a) From the given initial conditions, we have 

and 

Thus, using Fig. 3-10, we construct a transform circuit as shown in Fig. 3-17(b). From 
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+ 

C,= IF 

(a) 

20 

Fig. 3-17 

+ 

-'- -'-
L 'Ve (s): _I r:- I --:;:1 

Fig. 3-1 ?(b) the loop equations can be written directly as 

(2 + ~ )11(s) - 212(s) = ~ 

- 2l1(s) + (2 + ~ )12(s) = -} 

Solving for / 1(s) and lis) yields 

s+l s+i+~ 3 l 
11(s) = -- = = 1 + - --

s + ± s+± 4s+± 

s-t s+±-~ 3 1 
/ 2(s) = -- = = l - - --s + ± s+± 4s+i 

Taking the inverse Laplace transforms of / 1(s) and lis), we get 

i1(t) =8(t) + ~e-'14u(t) 

i 2(t) =8(t)- ~e - 114u(t) 

(b) From Fig. 3-l?(b) we have 

1 1 
Vc(s) = -/1(s) + -

J s s 

1 2 
Ve (s) = -12(s) + -

l s s 

2 

(b) 

[CHAP. 3 

Substituting l/s) and lis) obtained in part (a) into the above expressions, we get 

1 s + l l 
V (s) = --- + -c, s s + _!_ s 

4 

1 s - t 2 
v .(s) = --- + -

<-i s s + _!_ s 
4 
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Then, using the initial value theorem (3.97), we have 

s + 1 
vc

1
(0+) = lim sVei(s) = lim --1 + l = 1+1 = 2 V 

s__,oo s__,oo S + 4 

s - _I_ 

vc(O+) = lim sVc(s) = lim --~ + 2 = 1+2 = 3 V 
2 s__,oo 2 s__,oo S + 4 
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Note that vdO+) * uei<o-) and vc
2
(0+) * vc

2
(0-). This is due to the existence of a 

capacitor loop in the circuit resulting in a sudden change in voltage across the capacitors. 
This step change in voltages will result in impulses in i 1(t) and i it). Circuits having a 
capacitor loop or an inductor star connection are known as degenerative circuits. 

Supplementary Problems 

3.43. Find the Laplace transform of the following x(t ): 

(a) x(t) =sin w 0 tu(t) 

(b) x(t) = cos(w0 t + </J)u(t) 

(c) x(t) = e- 01u(t)- e0 'u(-t) 

(d) x(t)=l 

(e) x(t) = sgn t 

Ans. 

Wo 
(a) X(s) = 2 2 , Re(s) > 0 

s +w0 

s cos <P - w 0 sin <P 
(b) X(s)= 2 2 ,Re(s)>O 

S + Wo 

2s 
(c) If a> 0, X(s) = - 2--2 , -a< Re(s) <a. If a< 0, X(s) does not exist since X(s) does 

s -a 
not have an ROC. 

(d) Hint: x(t)=u(t)+u(-t) 

X(s) does not exist since X(s) does not have an ROC. 
(e) Hint: x(t) = u(t) - u(-t) 

X(s) does not exist since X(s) does not have an ROC. 

3.44. Find the Laplace transform of x(t) given by 

x(t) = {~ 

1 
Ans. X(s) = -[e-'11 - e-'12 ), all s 

s 

t 1 stst 2 

othetwise 
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3.45. Show that if x(t) is a left-sided signal and X(s) converges for some value of s, then the ROC 
of X( s) is of the form 

Re(s) <O'min 

where umin equals the minimum real part of any of the poles of X(s). 

Hint: Proceed in a manner similar to Prob. 3.4. 

3.46. Verify Eq. (3.21), that is, 

dX(s) 
-tx(t) .......... -­

ds 
R'=R 

Hint: Differentiate both sides of Eq. (J.J) with respect to s. 

3.47. Show the following properties for the Laplace transform: 

(a) If x(t) is even, then X( -s) = X(s); that is, X(s) is also even. 

(b) If x(t) is odd, then X(-s) = -X(s); that is, X(s) is also odd. 

(c) If x(t) is odd, then there is a zero in X(s) at s = 0. 

Hint: 

(a) Use Eqs. (1.2) and (3.17). 

(b) Use Eqs. (J.J) and (3.17). 

(c) Use the result from part (b) and Eq. (l.83a). 

3.48. Find the Laplace transform of 

x(t) = (e- 1 cos2t - se- 21 )u(t) + te 21u( -t) 

s+l 5 1 1 
Ans. X(s) = - -- - - -- -1<Re(s)<2 

(s+ 1) 2 +4 s+2 2 s-2' 

3.49. Find the inverse Laplace transform of the following X( s ); 

(a) X(s) = ,Re(s)>-1 
s(s + I )2 

(b) 
I 

X(s) = , -I <Re(s) <0 
s(s + I )2 

(c) X(s) = 
l 

s(s + 1)2, Re(s) <-I 

(d) 
s + I 

, Re(s) > -2 X(s) = 
s2 + 4s + 13 

s 
(e) X(s) = , ,.Re(s)>O 

(s- + 4)" 

(j) 
s 

X(s) = 
1 1 

, Re(s) >-2 
s· + 2r + 9s + 18 
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Ans. 

(a) x(t) = (1 - e- 1 
- te-')u(t) 

(b) x(t) = -u(-t) - (1 + t)e-'u(t) 

(c) x(t) = (-1 + e- 1 + te-')u(-t) 

(d) x(t) = e- 21 (cos3t - f sin3t)u(t) 

(e) x(t) = {-t sin 2tu(t) 

(/) x(t) = (- -tJe- 21 + fJ cos3t + -fJ sin3t)u(t) 

3.50. Using the Laplace transform, redo Prob. 2.46. 

Hint: Use Eq. (3.21) and Table 3-1. 

3.51. Using the Laplace transform, show that 

(a) x(t)* o(t) = x(t) 

(b) x(t)*o'(t)=x'(t) 

Hint: 

(a) Use Eq. (3.21) and Table 3-1. 

(b) Use Eqs. (3.18) and (3.21) and Table 3-1. 

3.52. Using the Laplace transform, redo Prob. 2.54. 

Hint: 

(a) Find the system function H(s) by Eq. (3.32) and take the inverse Laplace transform of 
H(s). 

(b) Find the ROC of H(s) and show that it does not contain the jw-axis. 

3.53. Find the output y(t) of the continuous-time LTI system with 

for the each of the following inputs: 

(a) x(t) = e-'u(t) 

(b) x(t) = e-'u(-t) 

Ans. 

(a) y(t) = (e-r -e- 2')u(t) 

(b) y(t) = e-'u(-t) + e- 2'u(t) 

h(t) =e- 21u(t) 

3.54. The step response of an continuous-time L TI system is given by (1 - e - 1 )u( t ). For a certain 
unknown input x(t), the output y(t) is observed to be (2-3e-'+e- 31 )u(t). Find the input 
x(t ). 

Ans. x(t) = 2(1 - e- 31 )u(t) 
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X(I) 

I 
+ 

+ 

I -
s+I 

I 
s 

I y(t) 
I 

s+2 + 
+ 

I 
s 

Fig. 3-18 

3.55. Determine the overall system function H(s) for the system shown in Fig. 3-18. 

Hint: 

Ans. 

Use the result from Prob. 3.31 to simplify the block diagram. 
s 

H(s) = s 3 + 3s2 + s - 2 

[CHAP. 3 

3.56. If x( t) is a periodic function with fundamental period T, find the unilateral Laplace transform 
of x(t ). 

1 JT Ans. X(s)= -sT x(t)e-s1 dt, Re(s)>O 
l - e o-

3.57. Find the unilateral Laplace transforms of the periodic signals shown in Fig. 3-19. 

1 1 - e-s 
Ans. (a) ) , Re(s) > O; (b) ( ) , Re(s) > 0 

s(l+e-s s1+e-s 

3.58. Using the unilateral Laplace transform, find the solution of 

y"(t) -y'(t) - 6y(t) = e1 

with the initial conditions y(O) = 1 and y'(O) = 0 for t ;::: 0. 

Ans. y(t) = - ie 1 + }e- 21 +te 31,t;:::0 

3.59. Using the unilateral Laplace transform, solve the following simultaneous differential equations: 

y'(t) +y(t) +x'(t) +x(t) = 1 

y'(t)-y(t)-2x(t) =0 

with x(O) = 0 and y(O) = 1 for t 2 0. 

Ans. x(t) = e- 1 
- 1, y(t) = 2 - e- 1

, t;::: 0 

3.60. Using the unilateral Laplace transform, solve the following integral equations: 

(a) y(t) = 1+aj'y(T)dT,t;:::0 
0 

(b) y(t)=e 1[1 + ~'e-'y(T)dT], tzO 

Ans. (a) y(t)=ea1
, t20; (b) y(t)=e 21

, tzO 



CHAP. 3) LAPLACE TRANSFORM AND CONTINUOUS-TIME LTI SYSTEMS 

x(I) 

-1 0 

x(I) 

t ·I 0 

___ ..,. _! 

I I 

I 

(a) 

I 2 
I 

(b) 

Fig. 3-19 

I 3 

I 

I 4 
I 

I 

I~ 

I 
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3.61. Consider the RC circuit in Fig. 3-20. The switch is closed at t = 0. The capacitor voltage before 
the switch closing is v0 . Find the capacitor voltage for t ~ 0. 

Ans. vc(t) = Voe-t / RC, t 2: 0 

3.62. Consider the RC circuit in Fig. 3-21. The switch is closed at t = 0. Before the switch closing, 
the capacitor C 1 is charged to v0 V and the capacitor C2 is not charged. 

(a) Assuming c 1 = c2 = c, find the current i(t) fort 2: 0. 

(b) Find the total energy E dissipated by the resistor R and show that E is independent of R 
and is equal to half of the initial energy stored in C1• 

R 

Fig. 3-20 RC circuit. 
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cp~c 
'l_ ·:; r -

Fig. 3-21 RC circuit. 

(c) Assume that R = 0 and C 1 = C2 = C. Find the current i(t) fort~ 0 and voltages vc,<o+) 
and vc

2
(0+). 

Ans. 

(a) i(t) = <vo/R)e-21;Rc, t:?:. 0 

(b) E = ~v~C 

(c) i(t)= ~v 0CB(t), Vc,<o+)=v 0 /2-l=vc,<o-)=v 0 , Vc
1
(0+)=v 0 /2*vc

2
(0-)=0 



Chapter 4 

The z-Transform and Discrete-Time 
LTI Systems 

4.1 INTRODUCTION 

In Chap. 3 we introduced the Laplace transform. In this chapter we present the 
z-transform, which is the discrete-time counterpart of the Laplace transform. The z-trans­
form is introduced to represent discrete-time signals (or sequences) in the z-domain ( z is a 
complex variable), and the concept of the system function for a discrete-time LTI system 
will be described. The Laplace transform converts integrodifferential equations into 
algebraic equations. In a similar manner, the z-transform converts difference equations 
into algebraic equations, thereby simplifying the analysis of discrete-time systems. 

The properties of the z-transform closely parallel those of the Laplace transform. 
However, we will see some important distinctions between the z-transform and the 
Laplace transform. 

4.2 THE z-TRANSFORM 

In Sec. 2.8 we saw that for a discrete-time LTI system with impulse response h[n], the 
output y[n] of the system to the complex exponential input of the form z" is 

(4.1) 

where 
00 

H(z) = L h[n]z-n ( 4.2) 
n= -oo 

A. Definition: 

The function H( z) in Eq. ( 4.2) is referred to as the z-transform of h[n]. For a general 
discrete-time signal x[n ], the z-transform X( z) is defined as 

00 

X(z) = L x[n]z-n ( 4.3) 
n= -oo 

The variable z is generally complex-valued and is expressed in polar form as 

z = rei0 ( 4.4) 

where r is the magnitude of z and n is the angle of z. The z-transform defined in Eq. 
( 4.3) is often called the bilateral (or two-sided) z-transform in contrast to the unilateral (or 

165 
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one-sided) z-transform, which is defined as 
00 

X 1(z) = L x[n]z-n ( 4.5) 
n=O 

Clearly the bilateral and unilateral z-transforms are equivalent only if x[n] = 0 for n < 0. 
The unilateral z-transform is discussed in Sec. 4.8. We will omit the word "bilateral" 
except where it is needed to avoid ambiguity. 

As in the case of the Laplace transform, Eq. ( 4.3) is sometimes considered an operator 
that transforms a sequence x[n] into a function X( z ), symbolically represented by 

X(z) =B{x[n]} 

The x[n] and X(z) are said to form a z-transform pair denoted as 

x[n] -.X(z) 

8. The Region of Convergence: 

( 4.6) 

( 4.7) 

As in the case of the Laplace transform, the range of values of the complex variable z 
for which the z-transform converges is called the region of convergence. To illustrate the 
z-transform and the associated ROC let us consider some examples. 

EXAMPLE 4.1. Consider the sequence 

x[n] =a"u[n] 

Then by Eq. (4.3) the z-transform of x[n] is 

a real 

00 oc 

X(z) = L anu[n]z - n = L (az- 1( 

n = -'Xl n=O 

For the convergence of X( z) we require that 
00 

( 4.8) 

Thus, the ROC is the range of values of z for which laz - 11 < I or, equivalently, I z I > !al. Then 

"' n 1 
X ( z) = L ( az - 1

) = _ 1 
n =O 1 - az 

lzl >la/ ( 4.9) 

Alternatively, by multiplying the numerator and denominator of Eq. (4 .9) by z, we may write X(z) as 

z 
X(z) = -- lzl >la! ( 4.10) 

z-a 

Both forms of X(z) in Eqs. (4.9) and (4.10) are useful depending upon the application. 
From Eq. ( 4. JO) we see that X( z) is a rational function of z. Consequently, just as with 
rational Laplace transforms, it can be characterized by its zeros (the roots of the numerator 
polynomial) and its poles (the roots of the denominator polynomial). From Eq. ( 4.10) we see 
that there is one zero at z = 0 and one pole at z =a. The ROC and the pole-zero plot for 
this example are shown in Fig. 4-1. In z-transform applications, the complex plane is 
commonly referred to as the z-plane. 
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Re(z) Re(<:) 

Unit circle 

z-plane 

lm(z) Im(<:) 

O<a<O a>I 

Re(z) Re(<:) 

Jm(z) Jm(:I 

-I <a <O a <-I 

Fig. 4-1 ROC of the form lzl > lal. 

EXAMPLE 4.2. Consider the sequence 

x[n] = -anu[-n -1] (4.JJ) 

Its z-transform X( z) is given by (Prob. 4.1) 

1 
X(z)= _ 1 lzl<lal (4.12) 

1 -az 
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Again, as before, X( z) may be written as 

z 
X(z)=-

z-a 
lzl <!al 

[CHAP. 4 

( 4.13) 

Thus, the ROC and the pole-zero plot for this example are shown in Fig. 4-2. Comparing 
Eqs. (4.9) and (4.12) [or Eqs. (4.10) and (4.13)], we see that the algebraic expressions of 
X( z) for two different sequences are identical except for the ROCs. Thus, as in the Laplace 

lm(z) lm(z) 

Re(z) a Re(z) 

D<a<I a> I 

lm(z) lm(z) 

-I Re(z) Re(z) 

-I <a <0 a <-I 

Fig. 4-2 ROC of the form lzl <!al. 
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transform, specification of the z-transform requires both the algebraic expression and the 
ROC. 

C. Properties of the ROC: 

As we saw in Examples 4.1 and 4.2, the ROC of X( z) depends on the nature of x[ n]. 
The properties of the ROC are summarized below. We assume that X( z) is a rational 
function of z. 

Property 1: The ROC does not contain any poles. 

Property 2: If x[n] is a finite sequence {that is, x[n] = 0 except in a finite interval N 1 ~ n ~ N2 , 

where N 1 and N2 are finite) and X{ z) converges for some value of z, then the ROC is 
the entire z-plane except possibly z = 0 or z = oo. 

Property 3: If x[n] is a right-sided sequence {that is, x[n] = 0 for n < N1 < oo) and X(z) converges 
for some value of z, then the ROC is of the form 

/z/ >'max or oo > /z/ >'max 

where r max equals the largest magnitude of any of the poles of X(z ). Thus, the ROC is 
the exterior of the circle lzl = r max in the z-plane with the possible exception of z = oo. 

Property 4: If x[n] is a left-sided sequence (that is, x[n] = 0 for n > N 2 > -oo) and X(z) converges 
for some value of z, then the ROC is of the form 

lzl<rmin or 0 < /z/ < rmin 

where r min is the smallest magnitude of any of the poles of X(z ). Thus, the ROC is the 
interior of the circle I z I = r min in the z-plane with the possible exception of z = 0. 

Property 5: If x[n] is a two-sided sequence {that is, x[n] is an infinite-duration sequence that is 
neither right-sided nor left-sided) and X(z) converges for some value of z, then the 
ROC is of the form 

where r 1 and r2 are the magnitudes of the two poles of X(z). Thus, the ROC is an 
annular ring in the z-plane between the circles lzl = r 1 and lzl = r2 not containing any 
poles. 

Note that Property 1 follows immediately from the definition of poles; that is, X( z) 
is infinite at a pole. For verification of the other properties, see Probs. 4.2 and 4.5. 

4.3 z. TRANSFORMS OF SOME COMMON SEQUENCES 

A. Unit Impulse Sequence Mn]: 

From definition ( 1.45) and ( 4.3) 

00 

n= -oo 

all z (4.14) 
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Thus, 

o[n]~l allz 

B. Unit Step Sequence u[n]: 

Setting a = 1 in Eqs. ( 4.8) to ( 4.10), we obtain 

1 z 
u(n]~ 1 _ 2 _ 1 = 2 _ 1 lzl>l 

C. z-Transform Pairs: 

The z-transforms of some common sequences are tabulated in Table 4-1. 

x[n] 

c5[n] 

u[n] 

Table 4-1. Some Common z-Transrorm Pairs 

X(z) 

z 

l-z- 1 'z-l 
1 z 

ROC 

All z 

lzl > 1 

lzl < 1 

[CHAP. 4 

( 4.15) 

( 4.16) 

-u[-n - I] 

c5[n - ml 
1-z- 1 'z-1 

z-m All z except 0 if (m > 0) or oo if (m < 0) 

a"u[n] 

-a"u[ -n - 1] 

na"u[n] 

-na"u[ -n - I] 

(n + l)a"u[n] 

(cos fl 0 n)u[nl 

(sin fl 0 n)u[n] 

(r" cos fl 0 n )u[n) 

O:;;n.sN-1 
otherwise 

1 z 

1 - az- 1 'z - a 

z 

1 - az- 1 'z - a 
az- 1 az 

( 1 - az - 1 ) 
2 

' ( z - a) 2 

az- 1 az 
2, 2 

( 1 - az - 1 ) ( z - a) 

1 z 2 

( 1 - az - I) 2 , [ z - a ] 

z 2 -(cosfl0 )z 

z 2 
- (2cos fl 0 )z + 1 

(sin fl 0 )z 

z 2 
- (2cos fl 0 )z + 1 

z 2 -(rcosfl0 )z 

z 2 
- (2rcos fl 0 )z + r 2 

(rsinfl0 )z 

z 2 
- (2r cos fl 0 )z + r 2 

1 - aNz-N 

1 - az- 1 

lzl > lal 

lz < lal 

lzl > lal 

lzl < lal 

lzl > lal 

lzl > l 

lzl > 1 

lzl> r 

lzl > r 

lzl> 0 
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4.4 PROPERTIES OF THE Z-TRANSFORM 

Basic properties of the z-transform are presented in the following discussion. Verifica­
tion of these properties is given in Probs. 4.8 to 4.14. 

A. Linearity: 

If 

then 

x1[n) ~x1(z) 

x 2 [nJ ~x2(z) 

a1xi[nJ +a 2 x 2 [nJ ~a1X1(z) +a 2 X 2(z) 

where a 1 and a2 are arbitrary constants. 

B. Time Shifting: 

If 

then 

Special Cases: 

x[nJ ~x(z) 

x[n - 1) ~z- 1X(z) 

x[n + 1) ~zX(z) 

ROC=R 

R' =Rn {O < lzl < oo} 

R'=Rn{O<lzl} 

R'=Rn{lzl<oo} 

( 4.17) 

( 4.18) 

(4.19) 

( 4.20) 

Because of these relationships [Eqs. (4.19) and (4.20)], z- 1 is often called the unit-delay 
operator and z is called the unit-advance operator. Note that in the Laplace transform the 
operators s- 1 = 1 / s and s correspond to time-domain integration and differentiation, 
respectively [Eqs. (3.22) and (3.20)]. 

C. Multiplication by z~: 

If 

x[n) ~x(z) ROC=R 

then 

zgx[nJ-.x(:J R' = lz0 IR ( 4 .21) 

In particular, a pole (or zero) at z = zk in X(z) moves to z = z0zk after multiplication by 
zg and the ROC expands or contracts by the factor lz0 1. 

Special Case: 

R'=R ( 4.22) 
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In this special case, all poles and zeros are simply rotated by the angle 0 0 and the ROC is 
unchanged. 

D. Time Reversal: 

If 

x[n] -..X(z) ROC=R 

then 

x[ -n] -..x( ~) 1 
R'=-

R 
( 4.23) 

Therefore, a pole (or zero) in X(z) at z =zk moves to l/zk after time reversal. The 
relationship R' = 1 / R indicates the inversion of R, reflecting the fact that a right-sided 
sequence becomes left-sided if time-reversed, and vice versa. 

E. Multiplication by n (or Differentiation in z): 

If 

then 

F. Accumulation: 

If 

then 

x[n]-..X(z) 

dX(z) 
nx[n]-.. -z-d-z-

x[n)-..X(z) 

n 1 Z 

ROC=R 

R'=R 

ROC=R 

L x[k]-.. _1 X(z)=-X(z) 
1-z z-1 

R' =iR n {lzl > l} 
k = - oc 

( 4 .24) 

( 4.25) 

Note that [Z ~ _
00
x[k] is the discrete-time counterpart to integration in the time domain 

and is called the accumulation. The comparable Laplace transform operator for integra­
tion is 1/s. 

G. Convolution: 

If 

then 

xi[n] -..X1(z) 

x2 [n] -..X2(z) 

( 4.26) 

This relationship plays a central role in the analysis and design of discrete-time L TI 
systems, in analogy with the continuous-time case. 
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Table 4-2. Some Properties of the z. Transform 

Property Sequence Transform ROC 

x[n] X(z) R 
x 1[n] X 1(z) R, 

X2[n] X2(z) R2 
Linearity a 1x 1 [ n] + a 2 x 2[ n) a 1X 1(z) + a2Xz(z) R' :::>RI() R2 

Time shifting x[n - n0] z-" 0 X(z) R'::::>Rn{O<lz!<oo} 

Multiplication by z0 z0x[n] x(:J R' = /z 0 IR 

Multiplication by ej!lo" ej00"x[n] X(e-j00 z) R'=R 

x(~) 
1 

Time reversal x[ -n] R'= -
R 

Multiplication by n nx[n] 
dX(z) 

R'=R -z--
dz 

" 1 
Accumulation E x[n] 1 

X(z) R' ::::>Rn {lzl > 1} 
k = -oo 

1 - z-

Convolution x 1[n]* x2[n] X1(z)X2(z) R'::::>R,nR 2 

H. Summary of Some z-transform Properties 

For convenient reference, the properties of the z-transform presented above are 
summarized in Table 4-2. 

4.5 THE INVERSE z-TRANSFORM 

Inversion of the z-transform to find the sequence x[n] from its z-transform X( z) is 
called the inverse z-transform, symbolically denoted as 

x[n] =B- 1{X(z)} ( 4.27) 

A. Inversion Formula: 

As in the case of the Laplace transform, there is a formal expression for the inverse 
z-transform in terms of an integration in the z-plane; that is, 

1 
x[n) = -. thX(z)z"- 1 dz 

211' 1 'Ye ( 4.28) 

where C is a counterclockwise contour of integration enclosing the ongm. Formal 
evaluation of Eq. ( 4.28) requires an understanding of complex variable theory. 

B. Use of Tables of z-Transform Pairs: 

In the second method for the inversion of X( z ), we attempt to express X( z) as a sum 

( 4.29) 
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where X 1(z), ... ,Xn(z) are functions with known inverse transforms x 1[n], ... ,x"[n]. 
From the linearity property ( 4.17) it follows that 

( 4.30) 

C. Power Series Expansion: 

The defining expression for the z-transform [Eq. ( 4.3)] is a power series where the 
sequence values x[n] are the coefficients of z-". Thus, if X(z) is given as a power series in 
the form 

00 

X[z] = E x[n]z-n 
n = - oo 

= ··· +x[-2]z 2 +x(-l]z+x[O] +x[l]z- 1 +x[2]z- 2 + ··· (4.31) 

we can determine any particular value of the sequence by finding the coefficient of the 
appropriate power of z - 1

• This approach may not provide a closed-form solution but is 
very useful for a finite-length sequence where X( z) may have no simpler form than a 
polynomial in z - 1 (see Prob. 4.15). For rational z-transforms, a power series expansion 
can be obtained by long division as illustrated in Probs. 4.16 and 4.17. 

D. Partial-Fraction Expansion: 

As in the case of the inverse Laplace transform, the partial-fraction expansion method 
provides the most generally useful inverse z-transform, especially when X( z) is a rational 
function of z. Let 

( 4.32) 

Assuming n ;;:: m and all poles pk are simple, then 

X(z) = c0 + _c_1 _ + ~ + ... + ~ = C 0 + t ck 
z z z-p 1 z-p2 z-pn z k= 1 z-pk 

( 4.33) 

where 

c0 =X(z)lz=O 
X(z) I 

ck= (z -pd--
z z=pk 

(4.34) 

Hence, we obtain 

Z Z n Z 
X(z)-c +c -- + · · · +c -- =c + "c --- o l n 0 i.Jk 

z-pl z-pn k=I z-pk 
( 4.35) 

Inferring the ROC for each term in Eq. (4.35) from the overall ROC of X(z) and using 
Table 4-1, we can then invert each term, producing thereby the overall inverse z-transform 
(see Probs. 4.19 to 4.23). 

If m > n in Eq. ( 4.32), then a polynomial of z must be added to the right-hand side of 
Eq. ( 4.35), the order of which is ( m - n ). Thus for m > n, the complete partial-fraction 
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expansion would have the form 

( 4.36) 

If X( z) has multiple-order poles, say P; is the multiple pole with multiplicity r, then 
the expansion of X( z) / z will consist of terms of the form 

A1 A2 A, 
--+ +·· · +---
z-pi (z-p;)2 (z-p;( 

( 4.37) 

where 

1 dk [ ,X(z)l 
Ar-k = k! dzk (z -p;) -Z- z=p, ( 4.38) 

4.6 THE SYSTEM FUNCTION OF DISCRETE-TIME LTI SYSTEMS 

A. The System Function: 

In Sec. 2.6 we showed that the output y[n] of a discrete-time LTI system equals the 
convolution of the input x[n] with the impulse response h[n]; that is [Eq. (2.35)), 

y(n] =x(n] *h(n] ( 4.39) 

Applying the convolution property ( 4.26) of the z-transform, we obtain 

Y(z) =X(z)H(z) ( 4.40) 

where Y(z), X(z), and H(z) are the z-transforms of y[n], x[n], and h[n], respectively. 
Equation ( 4.40) can be expressed as 

Y(z) 
H(z) = -­

X(z) 
(4.41) 

The z-transform H(z) of h[n] is referred to as the system function (or the transfer 
function) of the system. By Eq. (4.41) the system function H(z) can also be defined as the 
ratio of the z-transforms of the output y[n] and the input x[n.]. The system function H( z) 
completely characterizes the system. Figure 4-3 illustrates the relationship of Eqs. ( 4.39) 
and (4.40). 

~1 h[n) .. 
x[n) y[n)=x[n) • h[n) 

t t t 
X(z) 

·I 
Y(z)=X(z)H(z) 

H(z) • 
Fig. 4-3 Impulse response and system function. 
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B. Characterization of Discrete-Time L TI Systems: 

Many properties of discrete-time L TI systems can be closely associated with the 
characteristics of H( z) in the z-plane and in particular with the pole locations and the 
ROC. 

1. Causality: 

For a causal discrete-time LTI system, we have [Eq. (2.44)) 

h[n]=O n<O 

since h[ n] is a right-sided signal, the corresponding requirement on H( z) is that the ROC 
of H( z) must be of the form 

lzl >'max 

That is, the ROC is the exterior of a circle containing all of the poles of H( z) in the 
z-plane. Similarly, if the system is anticausal, that is, 

h[n] =0 n~O 

then h[n] is left-sided and the ROC of H( z) must be of the form 

lzl < rmin 

That is, the ROC is the interior of a circle containing no poles of H( z) in the z-plane. 

2. Stability: 

In Sec. 2.7 we stated that a discrete-time LTI system is BIBO stable if and only if [Eq. 
( 2.49)) 

00 

L !h[n]l<oo 
n = -oo 

The corresponding requirement on H( z) is that the ROC of H( z) contains the unit circle 
(that is, lzl = 1). (See Prob. 4.30.) 

3. Causal and Stable Systems: 

If the system is both causal and stable, then all of the poles of H( z) must lie inside the 
unit circle of the z-plane because the ROC is of the form lzl > r max• and since the unit 
circle is included in the ROC, we must have r max < l. 

C. System Function for LTI Systems Described by Linear Constant-Coefficient Difference 
Equations: 

In Sec. 2.9 we considered a discrete-time L TI system for which input x[n] and output 
y[ n] satisfy the general linear constant-coefficient difference equation of the form 

N M 

Eaky[n-k]= Lbkx[n-k] ( 4.42) 
k=O k=O 
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Applying the z-transform and using the time-shift property ( 4 .18) and the linearity 
property (4.17) of the z-transform, we obtain 

or 

Thus, 

N M 

L akz-kY(z) = L bkz - kX(z) 
k=O k = O 

N M 

Y(z) L akz-k =X(z) L bkz - k 
k=O k =O 

M 

.L: bk z-k 
Y( z) k =O 

H(z) = -X-(z-) = ~N--
L akz - k 

k=O 

( 4 .43) 

( 4.44) 

Hence, H( z) is always rational. Note that the ROC of H( z) is not specified by Eq. ( 4.44) 
but must be inferred with additional requirements on the system such as the causality or 
the stability. 

D. Systems Interconnection: 

For two LTI systems (with h 1[n] and h 2[n], respectively) m cascade, the overall 
impulse response h[n] is given by 

h[nJ =h 1[n] *h 2 [n] ( 4.45) 

Thus, the corresponding system functions are related by the product 

H(z)=H1(z)H2(z) R~R,nR2 ( 4.46) 

Similarly, the impulse response of a parallel combination of two L TI systems is given 
by 

( 4.47) 

and 

( 4.48) 

4.7 THE UNILATERAL z-TRANSFORM 

A. Definition: 

The unilateral (or one-sided) z-transform X 1(z) of a sequence x[n] is defined as [Eq. 
( 4.5)] 

"' 
X,(z) = L x[n]z-n ( 4.49) 

n=O 

and differs from the bilateral transform in that the summation is carried over only n ~ 0. 
Thus, the unilateral z-transform of x[n] can be thought of as the bilateral transform of 
x[n]u[n]. Since x[n]u[n] is a right-sided sequence, the ROC of X 1( z) is always outside a 
circle in the z-plane. 
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B. Basic Properties: 

Most of the properties of the unilateral z-transform are the same as for the bilateral 
z-transform. The unilateral z-transform is useful for calculating the response of a causal 
system to a causal input when the system is described by a linear constant-coefficient 
difference equation with nonzero initial conditions. The basic property of the unilateral 
z-transform that is useful in this application is the following time-shifting property which is 
different from that of the bilateral transform. 

Time-Shifting Property: 

If x[n]~X,(z), then form~ 0, 

x[n - m] ~z-mX,(z) + z-m+ 1x[ -1] + z-m+ 2x[ -2] + · · · +x[-m] (4.50) 

x [ n + m] ~ z m xi ( z) - z m x [ 0 l - z m - 1 x [ 1] - . . . - zx [ m - 1 ] ( 4. 51) 

The proofs of Eqs. ( 4.50) and ( 4.51) are given in Prob. 4.36. 

D. System Function: 

Similar to the case of the continuous-time L TI system, with the unilateral z-transform, 
the system function H( z) = Y( z) / X( z) is defined under the condition that the system is 
relaxed, that is, all initial conditions are zero. 

Solved Problems 

THE z. TRANSFORM 

4.1. Find the z-transform of 

(a) x[n] = -anu[ -n - l] 

(b) x[n] =a-nu[ -n - 1] 

(a) From Eq. (4.3) 

-J 

X(z) = - L anu[ -n - l]z-n = - I: anz-n 
n = -oo n = - oc 

n=l n=O 

By Eq. (1.91) 

00 
n 1 L (a-lz) = -1 

n=O 1 - a Z 
if la- 1zl < 1 or lzl < lal 
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Thus, 

1 -a- 1z z l 
X(z)=l- = =--=---

1-a-1z l-a- 1z z-a l-az- 1 lzl < lal ( 4.52) 

(b) Similarly, 

Again by Eq. {1.91) 

Thus, 

oo -I 

X(z)= L a-nu[-n-l]z-n= .[ (az)-n 
n= -oo n = - oo 

00 00 

= .[(az(= .[(az(-1 
n= I n=O 

00 1 
.[ (az)" = --

n=O l - az 

1 
if I az I < l or I z I < GI 

1 az z 
X(z)=---1=--= ---

1-az 1-az z-1/a 

1 
1z1 <GI 

4.2. A finite sequence x[ n] is defined as 

N 1 ::;;n ::;;N2 

otherwise 

( 4.53) 

where N1 and N2 are finite. Show that the ROC of X( z) is the entire z-plane except 
possibly z = 0 or z = oo. 

From Eq. (4.3) 

Ni 

X(z) = .[ x[n]z-n ( 4.54) 
n=N1 

For z not equal to zero or infinity, each term in Eq. ( 4.54) will be finite and thus X(z) will 
converge. If N1 < 0 and N2 > 0, then Eq. (4.54) includes terms with both positive powers of z 
and negative powers of z. As lzl ~ 0, terms with negative powers of z become unbounded, 
and as lzl ~ oo, terms with positive powers of z become unbounded. Hence, the ROC is the 
entire z-plane except for z = 0 and z = oo. If N1 ~ 0, Eq. (4.54) contains only negative powers 
of z, and hence the ROC includes z = oo. If N2 ;s; 0, Eq. (4.54) contains only positive powers of 
z, and hence the ROC includes z = 0. 

4.3. A finite sequence x[n] is defined as 

Find X( z) and its ROC. 

x[n] = {5,3,-2,0,4,-3} 

T 
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From Eq. (4.3) and given x[n] we have 
00 3 

X(z) = [ x[n]z-n= [ x[n]z-n 
n= -oo n= -2 

=x[-2]z 2 +x[ - l]z +x[O] +x[l]z- 1 +x[2]z-z +x[3]z- 3 

= 5z 2 + 3z - 2 + 4z- 2 - 3z- 3 

[CHAP. 4 

For z not equal to zero or infinity, each term in X( z) will be finite and consequently X( z) will 
converge. Note that X( z) includes both positive powers of z and negative powers of z. Thus, 
from the result of Prob. 4.2 we conclude that the ROC of X( z) is 0 < I z I < oo. 

4.4. Consider the sequence 

{
an 

x[n] = 
0 

OsnsN-l,a>O 
otherwise 

Find X( z) and plot the poles and zeros of X( z ). 
By Eq. (4.3) and using Eq. (1.90), we get 

N - I N - I n 1 - ( az - I ) N 

X(z) = '°' anz-n = '°' (az- 1) = -'-' '-' 1 - az - 1 - z N - 1 
n=O n=O z-a 

( 4.55) 

From Eq. (4.55) we see that there is a pole of (N - l)th order at z = 0 and a pole at z =a. 
Since x[ n] is a finite sequence and is zero for n < 0, the ROC is I z I > 0. The N roots of the 
numerator polynomial are at 

zk = aei<2rrk/N) k = 0, 1, ... , N - 1 

The root at k = 0 cancels the pole at z = a. The remaining zeros of X( z) are at 

zk = aei<Zrrk/N) k=l, ... ,N-1 

The pole-zero plot is shown in Fig. 4-4 with N = 8. 

Im(z) 

(N - 1 )th ,<!/ 

~d~~~ 

' ' 

--

---

z-plane 

'&, 
Pole-zero cancel 

\/ 
,0 

I 

I 

, Re(z) 

' I 

Fig. 4-4 Pole-zero plot with N = 8. 

(4.56) 

( 4.57) 
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4.5. Show that if x[ n] is a right-sided sequence and X( z) converges for some value of z, 
then the ROC of X(z) is of the form 

lzl > r max or 00 > I Z I > r max 

where r max is the maximum magnitude of any of the poles of X( z ). 

Consider a right-sided sequence x[n] so that 

x(nJ = 0 

and X( z) converges for I z I = r 0 • Then from Eq. ( 4.3) 

00 

n= -IX> n=N, 

Now if r1 > r0 , then 

L lx[n)lr(n = t lx[nJl(r0 ~ 1 )-n 
n=N, n-N, 0 

since (r l / r 0 )-n is a decaying sequence. Thus, X( z) converges for r = r 1 and the ROC of X( z) 
is of the form 

lzl > r 0 

Since the ROC of X( z) cannot contain the poles of X( z ), we conclude that the ROC of X( z) 
is of the form 

lzl > r max 

where r max is the maximum magnitude of any of the poles of X(z ). 
If N1 < 0, then 

00 

That is, X(z) contains the positive powers of z and becomes unbounded at z = oo. In this case 
the ROC is of the form 

oo > I Z I > r max 

From the above result we can tell that a sequence x[n] is causal (not just right-sided) from the 
ROC of X( z) if z = oo is included. Note that this is not the case for the Laplace transform. 

4.6. Find the z-transform X( z) and sketch the pole-zero plot with the ROC for each of the 
following sequences: 

(a) x[n] = (-pnu[n] + (i)nu[n] 

(b) x[n] = <t)nu[n] + q)nu[ -n - 1] 

(c) x[n] = (~)nu[n] + (i)nu[-n - l] 
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(a) 

(b) 

ORM AND DISCRETE-TIME LTI SYSTEMS THE z-TRANSF 

From Table 4-1 

l n Z 

(2) u[n]~ z-1 
1 

lzl> 2 

( 
1 )n [ ) ~ _z l 
- un z-1 

3 · nd thus, d (4 59) overlap, a . in Eqs. (4.58) an . ' 1 

l 
lzl> 3 

[CHAP. 4 

( 4.58) 

(4.59) 

We "' that the ROC' , 2z (' - Ti J, lzl > 2 
Z I)( --) 

X( z) = - ! + z - l (' -- ' ' ' _ t and two pole'"t 
z - 2 · _ o and z - 12 

· at z - ) (z) has two zeros d in Fig. 4-S(a . E (4.60) we see that {oc is lzl >±.as sketche From q. - l and that the 

( 4 .60) 

_ .!. and z - J 

z - , I 

Fmm Table 4-l " z l'I > 3 
(~) u[n]~ z-* ( 4.61) 

z 
( 1 )" - 1] ~ - -.!. _ u[ -n z - 2 

2 d thus d (4 62) overlap, an I (4 61) an · 1 
h t the Roe, in Eq,_ . I z - < I z I < 2 Wnee t a , , ) 3 

_z _ - , ~ - 6 ( z - l)( ' - ' ~ \ and z ~ J X( z) = _ .! z - 2 
0

. d two poles at z -z .i at z = an 
X( z) has one zer? . 4-5( b ). Eq (4.63) we sere thlatl < .!. as sketched m Fig. From . ROC is - < z 2, and that the .i 

( 4.62) 

( 4.63) 

lm(:) Jm(z) 

(a) (b) 

Fig. 4-5 
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(c) From Table 4-1 

4.7. Let 

( ~ )n u[n] <---+ _z_
1 2 z-2 

( 

1 n 

-) u[-n -1) <---+ - _z_
1 3 z-3 

1 
lzl> 2 

I 
lzl < -

3 

( 4.64) 

( 4.65) 

We see that the ROCs in Eqs. ( 4.64) and ( 4.65) do not overlap and that there is no 
common ROC, and thus x[n] will not have X(z ). 

x[n] =al"I a>O (4.66) 

(a) Sketch x[n] for a < 1 and a > 1. 

(b) Find X(z) and sketch the zero-pole plot and the ROC for a< 1 and a> 1. 

(a) The sequence x[n] is sketched in Figs. 4-6(a) and (b) for both a < I and a> 1. 

(b) Since x[n] is a two-sided sequence, we can express it as 

From Table 4-1 

x[n] =a"u[n] +a -"u[-n -1) 

z 
a-"u[ - n -1) ~ - --­

z - l/a 

lzl >a 

1 
lzl< -

a 

If a < 1, we see that the ROCs in Eqs. (4.68) and (4.69) overlap, and thus, 

z z a2 - I z I 

( 4.67) 

( 4.68) 

( 4.69) 

X(z)=-- =--------
z-a z-1/a a (z-a)(z-1/a) 

a < I z I < - ( 4. 70) 
a 

From Eq. (4.70) we see that X(z) has one zero at the origin and two poles at z =a and 
z =I/a and that the ROC is a< lzl <I/a, as sketched in Fig. 4-7. If a> 1, we see that 
the ROCs in Eqs. (4.68) and (4.69) do not overlap and that there is no common ROC, 
and thus x[n] will not have X(z ). 

x[n]=alnl x(n)=alnl 

O<a<I a>l p 
~ 

~ • • .... 
~ 

~ • , 1 • • 
..... 

0 n 0 n 

(a) (b) 

Fig. 4-6 
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hn(z) 

Fig. 4-7 

I 

0 

z-plane 

Re(z) 

[CHAP. 4 

PROPERTIES OF THE z-TRANSFORM 

4.8. Verify the time-shifting property (4.18), that is, 

R'~Rn{O<lzl<oo} 

By definition ( 4.3) 

n= -:x> 

By the change of variables m = n - n 0 , we obtain 

B{x[n - n
0

]} = L x[m]z-(m+no) 
m = -oo 

m= -oo 

Because of the multiplication by z-n°, for n 0 > 0, additional poles are introduced at z = 0 and 
will be deleted at z = oo. Similarly, if n0 < 0, additional zeros are introduced at z = 0 and will 
be deleted at z = oo. Therefore, the points z = 0 and z = oo can be either added to or deleted 
from the ROC by time shifting. Thus, we have 

R'=>Rn{O<lzl<oo} 

where R and R' are the ROCs before and after the time-shift operation. 
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4.9. Verify Eq. (4.21), that is, 

R' = lz0 IR 

By definition (4.3) 

B{zQ'x[n]} = n~<» ( zQ'x[n])z-n = n~<»x[n]LZJ-n = x( :J 
A pole (or zero) at z = zk in X(z) moves to z = z0 zk, and the ROC expands or contracts by 
the factor \z0 \. Thus, we have 

z0x[n] ~x( :J R' = \z0 \R 

4.10. Find the z-transform and the associated ROC for each of the following sequences: 

(a) x[n]=5[n-n0 ] (b) x[n]=u[n-n0 ] 

(c) x[n]=an+ 1u[n+l] (d) x[n]=u[-n] 
(e) x[n]=a-nu[-n] 

(a) From Eq. (4.15) 

8[n] ~ 1 all z 

Applying the time-shifting property (4.18), we obtain 

0<\zl, n0 >0 

lzi<oo, n0 <0 

(b) From Eq. (4.16) 

z 
u[n]~-- lzl>l 

z - 1 

Again by the time-shifting property (4 .18) we obtain 

z z-(no-1) 

u[n - n0 ] ~z-n°-- = ---
z - 1 z-1 

1 <lzi<ao 

(c) From Eqs. (4.8) and (4.10) 

lzl> \al 

By Eq. ( 4.20) we obtain 

(d) From Eq. (4.16) 

z z 2 

an+lu[n + 1] ~z-- = -­
z-a z-a 

z 
u[n]~-- lzl>l 

z-1 

ial<lz\<ao 

(4.71) 

( 4.72) 

( 4.73) 
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By the time-reversal property (4.23) we obtain 

l/z 
u[-n]~ =--

1/z-l 1-z 
lzl < 1 

(e) From Eqs. (4.8) and (4.10) 

z 
a"u[n]~ -­

z-a 
lzl >lal 

Again by the time-reversal property ( 4.23) we obtain 

l/z 1 
a-"u[-n] ~ = --

1/z - a l - az 

1 
lzl<Q 

[CHAP. 4 

( 4.74) 

( 4.75) 

4.11. Verify the multiplication by n (or differentiation in z) property ( 4.24), that is, 

From definition ( 4.3) 

dX(z) 
nx[n] ~ -z-d-z- R'=R 

X(z) = L x[n]z-" 
1Z = -oo 

Differentiating both sides with respect to z, we have 

and 

Thus, we conclude that 

dX(z) 
--= L -nx[n]z-11-1 

dz n= -co 

dX(z) 
-z--= 

dz 
L {nx[n)}z-" =E{nx[n)} 

n = -oo 

dX( z) 
nx[n]~ -z-­

dz 
R'=R 

4.12. Find the z-transform of each of the following sequences: 

(a) x[n] = na"u[n] 

(b) x[n] = na"- 1u[n] 

(a) From Eqs. (4.8) and (4.10) 

z 
a"u[n]~ -­

z-a 
lzl>lal 

Using the multiplication by n property (4.24), we get 

d( z) az na"u[n] ~ -z- -- = 2 dz z-a (z-a) 

( 4 .76) 

lzl> lal ( 4.77) 
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(b) Differentiating Eq. (4.76) with respect to a, we have 

na"-1u(n]~.!!_(_z_)= z 2 
da z - a ( z - a) 

lzl> lal 

Note that dividing both sides of Eq. (4.77) by a, we obtain Eq. (4.78). 

4.13. Verify the convolution property (4.26), that is, 

x1[nJ * x2 [nJ ~x,(z)X2(z) 

By definition (2.35) 

oc 

y(n]=x 1[n]*x2[n]= L x1(k]x2(n-k] 
k= -oc 

Thus, by definition ( 4.3) 
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( 4.78) 

Noting that the term in parentheses in the last expression is the z-transform of the shifted 
signal x 2[n - k ], then by the time-shifting property ( 4.18) we have 

with an ROC that contains the intersection of the ROC of X 1(z) and X2(z). If a zero of one 
transform cancels a pole of the other, the ROC of Y(z) may be larger. Thus, we conclude that 

4.14. Verify the accumulation property ( 4.25), that is, 

n 1 Z 
E x[kJ~ _1X(z)=-X(z) 

k=-oo 1-z z-1 
R'=>Rn{lzl>l} 

From Eq. (2.40) we have 

n 

y[nJ= L x(k]=x(n]*u[n] 
k= -oo 

Thus, using Eq. (4.16) and the convolution property (4.26), we obtain 

Y(z) =X(z)( 
1 

_1 ) =X(z)(-z ) 
1-z z-1 

with the ROC that includes the intersection of the ROC of X(z) and the ROC of the 
z-transform of u[n]. Thus, 

n 1 Z 
L x[k]~ _1 X(z) = -X(z) 

k=-e10 1-z z-1 
R'-:JRn {lzl> l} 
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INVERSE z. TRANSFORM 

4.15. Find the inverse z-transform of 

X(z) =z 2(1- tz- 1)(1-z- 1)(1 +2z- 1
) O<lzl<oo 

Multiplying out the factors of Eq. (4.79), we can express X(z) as 

X(z)=z 2+iz-%+z- 1 

Then, by definition ( 4.3) 

X(z) =x[-2]z 2 +x[-l]z +x[O] +x[l]z- 1 

and we get 

x[n] = {. . . ,O, l,~. -%, 1,0, ... } 

T 

( 4.79) 

4.16. Using the power series expansion technique, find the inverse z-transform of the 
following X( z ): 

(a) X(z) = 

(a) Since the ROC is lzl > lal, that is, the exterior of a circle, x[n] is a right-sided sequence. 
Thus, we must divide to obtain a series in the power of z - 1• Carrying out the long 
division, we obtain 

Thus, 

1 + az - 1 + a 2 z - 2 + · · · 

1 - az- 1 z 
1 - az- 1 

az- 1 

az-1 - azz-2 

azz-2 

X(z)= =l+az- 1+a2z- 2 + ··· +akz-k+ ··· 
1 - az- 1 

and so by definition (4.3) we have 

x[n]=O 

x[O] = 1 

Thus, we obtain 

n<O 

x[l]=a x[2] = a 2 

x[n]=a"u[n] 

(b) Since the ROC is lzl < lal, that is, the interior of a circle, x[n] is a left-sided sequence. 
Thus, we must divide so as to obtain a series in the power of z as follows. Multiplying 
both the numerator and denominator of X( z) by z, we have 

z 
X(z) = -

z-a 



CHAP. 4] THE z-TRANSFORM AND DISCRETE-TIME L TI SYSTEMS 

and carrying out the long division, we obtain 

-a- 1z-a- 2z 2 -a- 3z 3 - ••• 

-a +z z 
z -a- 1z 2 

a-1z2 
a-1z2 - a-2z3 

a-2z3 

Thus, 

and so by definition (4.3) we have 

x[n]=O n~O 

x[-1] = -a- 1 x[-2] = -a- 2 x[-3] = -a- 3 

Thus, we get 

x[n] = -anu[ -n - 1] 

4.17. Find the inverse z-transform of the following X(z): 

(a) X(z) =log( 
1 

_ 1 ). lzl > lal 
1 -az 

(b) X(z) =log( 
1 

_ 1 ). lzl < lal 
1 -a z 

(a) The power series expansion for log(l - r) is given by 

Q() 1 
log( 1 - r) = - L - r n 

n=I n 

Now 

lrl < 1 

X(z)=log( 
1 

_1 )=-log(l-az- 1
) 

l -az 

x[-k] = -a - k 

lzl> lal 
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( 4.80) 

Since the ROC is lzl >Jal, that is, laz- 11<1, by Eq. (4.80), X(z) has the power series 
expansion 

(b) 

from which we can identify x[n] as 

or 

x[n]= {~l/n)an 

1 
x[n] = -anu[n - 1] 

n 

n ~ 1 

n ~o 

X(z) =log( 
1 

_1 ) = -log(l - a- 1z) 
1 - a z 

(4.81) 

lzl <lal 
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Since the ROC is /zl<la/, that is, /a- 1zl< 1, by Eq. (4.80), X(z) has the power series 
expansion 

from which we can identify x[n] as 

or 

x[n] = {~(l/n)an n~O 

n s, -1 

1 
x[n] = - -a"u[ -n - 1] 

n 
( 4.82) 

4.18. Using the power series expansion technique, find the inverse z-transform of the 
following X( z ): 

z 
(a) X(z)= 2z 2 -3z+l 

z 
( b) X( z) = 2 z 3 1 z - z + 

1 
lzl< -

2 

lzl > 1 

(a) Since the ROC is lzl < !, x[nJ is a left-sided sequence. Thus, we must divide to obtain a 
series in power of z. Carrying out the long division, we obtain 

Thus, 

z + 3z 2 + 7z 3 + 15z 4 + · · · 

1-3z+2z 2 z 
z-3z 2 +2z 3 

3z 2 - 2z 3 

3z 2 
- 9z 3 + 6z 4 

7z 3 
- 6z 4 

7z 3 
- 21z 4 + 14z 5 

15z4 
· • · 

X(z) = ... +15z 4 +7z 3 +3z 2 +z 

and so by definition (4.3) we obtain 

x[n]= { ... ,15,7,3,1,0} 

T 

(b) Since the ROC is lzl > 1, x[n] is a right-sided sequence. Thus, we must divide so as to 
obtain a series in power of z - 1 as follows: 

Thus, 

.!z-1 + }.z-2 + 2z-3 + ... 
2 4 8 

2z 2 -3z+ I z 
z-i-iz-1 

t -1z- 1 

t- *z-1 + iz-2 
7 -I 3 -2 
4Z - 4Z 
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and so by definition ( 4.3) we obtain 

x[n] = {O,t,~.i, ... } 

4.19. Using partial-fraction expansion, redo Prob. 4.18. 

(a) 

(b) 

z z 
X(z)= = ------

2 z 2 - 3 z + 1 2( z - 1 )( z - t) 
1 

lzl< -
2 

Using partial-fraction expansion, we have 

where 

and we get 

X(z) 1 1 c1 c2 
--= = =--+--

z 2z 2 
- 3z + 1 2( z - 1 )( z - ·t} z - 1 z - i 

c I = 2( z ~ ! ) I = 1 
2 z= I 

C 2 = 2 ( z ~ ] ) lz = I I 2 = - 1 

z z 
X(z) = -- - --1 z-1 z- 2 

1 
lzl< -

2 

Since the ROC of X(z) is lzl < i. x[n] is a left-sided sequence, and from Table 4-1 we 
get 

which gives 

x[n] = -u[-n -1] + (i)"u[-n -1] = [O)"- t]u[-n -1) 

x[n] = { .. .,15,7,3,l,O} 

z z 
X(z)= -- - --1 

z-1 z- 2 

T 

lzl > l 

Since the ROC of X(z) is lzl > 1, x[n] is a right-sided sequence, and from Table 4-1 we 
get 

x[ n] = u[ n] - ( i )" u[ n] = [ 1 - 0 )"] u[ n] 

which gives 

x[n) = {O, 4.L~ .... } 

4.20. Find the inverse z-transform of 

z 
X(z) = 2 z(z - l)(z - 2) 

lzl > 2 

Using partial-fraction expansion, we have 

X(z) 1 c, .A, .A2 
--= =--+--+---

z (z-l)(z-2)2 z-1 z-2 (z-2)2 ( 4.83) 

where c, = 1 21 = 1 
(z-2) z-1 

.Az=-1-1 =1 
Z - l z=2 
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Substituting these values into Eq. ( 4.83), we have 

1 1 A 1 1 
----- = -- + -- + ---
(z - 1)( z - 2)2 z-1 z-2 (z-2)2 

Setting z = 0 in the above expression, we have 

1 A I 1 
--=-1--+--->A =-1 

4 2 4 I 

Thus, 

z z z 
X(z)= z-1 - z-2 + (z-2)2 lzl > 2 

Since the ROC is lzl > 2, x[n] is a right-sided sequence, and from Table 4-1 we get 

x[n] = (1 - 2n +n2n- 1)u[n] 

4.21. Find the inverse z-transform of 

2z 3 -5z 2 +z+3 
X( z) = _(_z __ -1-)(-z -_ -2)- lzl < 1 

2z 3 -5z 2 +z+3 2z 3 -5z2+z+3 
X( z) = ( z - 1 )( z - 2) = z 2 - 3z + 2 

Note that X(z) is an improper rational function; thus, by long division, we have 

Let 

Then 

where 

Thus, 

and 

1 1 
X(z)=2z+l+ z2-3z+2 =2z+l+ (z-l)(z-2) 

1 
x.(z) = ----­

(z- l)(z-2) 

X 1(z) 1 c1 c2 c3 
--= =-+--+--

z z(z-I)(z-2) z z-1 z-2 

C1 = (z - l)l(z - 2) lz=D 2 Cz= z(z~2) lz=I = -1 

1 
-
2 

1 z 1 z 
Xi(z)=z- z-1 +2z-2 

3 z 1 z 
X(z) =2z+ 2- z- l + 2 z- 2 lzl< 1 

Since the ROC of X(z) is lzl < l, x[n] is a left-sided sequence, and from Table 4-1 we get 

x[n] = 25[n + 1] + ~5[n] + u[ -n - 1] - t2nu[ -n - 1} 

= 25[n + 1] + &o[n] + (1 - 2n- 1)u[ -n - 1] 
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4.22. Find the inverse z-transform of 

3 
X(z) = -

2 z-
lzl > 2 

X( z) can be rewritten as 

X(z) = -
3

- = 3z- 1(-z-) 
z-2 z-2 

lzl > 2 

Since the ROC is lzl > 2, x[n] is a right-sided sequence, and from Table 4-1 we have 
z 

2nu[n] ~ --
z-2 

Using the time-shifting property (4.18), we have 

2"-1u[n- l]~z-1(_z_) = _1_ 
z-2 z-2 

Thus, we conclude that 

x[n] = 3(2(- 1u[n - l] 

4.23. Find the inverse z-transform of 

2 + z- 2 + 3z- 4 

X(z)= z 2 +4z+3 lzl > 0 

We see that X( z) can be written as 

where 

Thus, if 

X(z) = (2z- 1 +z- 3 +3z- 5)X1(z) 

z 
X1(z) = z2+4z+3 

x1[n] ~x1(z) 

then by the linearity property (4.17) and the time-shifting property (4.18), we get 

x[n] = 2x 1[n - 1] +x 1[n - 3] + 3x 1[n - 5] 

Now 
X 1(z) 1 1 c 1 c2 --= =--+--

z z 2 +4z+3 (z+l)(z+3) z+l z+3 

where 
Ci= Z ~ 3 lz= -1 = ~ C2 = Z ~ 1 lz= -3 = - ~ 

1 z l z 
Then X1(z) = 2 z+l - 2 z+3 lzl>O 
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( 4.84) 

Since the ROC of X 1(z) is lzl > 0, x 1[n] is a right-sided sequence, and from Table 4-1 we get 

x 1[n] = t[(-1(- ( -3)n)u[n] 

Thus, from Eq. ( 4.84) we get 

x[n] = ((-1)"-' - (-3)"- 1)u[n -1] + ~((-1)"- 3 
- (-3)"- 3)u[n -3] 

+ H< -1)"- 5 
- (-3)"- 5)u[n - 5] 
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4.24. Find the inverse z-transform of 

1 
X(z) = -(---1-)2 

1 - az 

1 z 2 

X( z) = 2 = 2 
(1-az- 1) (z-a) 

lzl> la! 

lzl > lal 

From Eq. (4.78) (Prob. 4.12) 

z 
nan-lu[n]~ 2 

( z - a) 
lzl> lal 

Now, from Eq. (4.85) 

X(z)=z[ z 2 ] 
(z -a) 

lzl>lal 

and applying the time-shifting property (4.20) to Eq. (4.86), we get 

x[n] = (n + l)anu[n + 1] = (n + l)anu[n] 

since x[ -1] = 0 at n = - 1. 

SYSTEM FUNCTION 

4.25. Using the z-transform, redo Prob. 2.28. 

From Prob. 2.28, x[n] and h[n] are given by 

x[n] = u[n] 0<a<1 

From Table 4-1 

z 
x[n] = u[n] ~x( z) = -- lzl >Ill 

z - 1 
z 

h[n] = a"u[n] ~ H( z) = -- lzl > lal 
z-a 

Then, by Eq. ( 4.40) 

z2 

Y(z) =X(z)H(z) = ( )( ) z-1 z-a lzl > 1 

Using partial-fraction expansion, we have 

Y( z) z C1 C2 
----- = -- + --

z (z-l)(z-a) z-1 z-a 

where = I a 
C 2 = Z - 1 z-a = - 1 - a 

Thus, 

1 z a z 
Y(z)= 1-az-1 -1-az-a lzl>l 

[CHAP. 4 

( 4.85) 

( 4.86) 

( 4.87) 
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Taking the inverse z-transform of Y(z ), we get 

l a ( l - an- 1 
) 

y[n] = --u[n] - --anu[n] = u[n] 
l-a l-a l-a 

which is the same as Eq. (2.134). 

4.26. Using the z-transform, redo Prob. 2.29. 

(a) From Prob. 2.29(a), x[nJ and h[n] are given by 

h[n]=,B"u[n] 

From Table 4-1 

Then 

z 
x[n] =anu[n] ..-X(z) = -­

z-a 

z 
h[n] =,B"u[n] ..-H(z) = -­

z -{3 

z2 
Y(z) =X(z)H(z) = ( )( ) z-a z-{3 

lzl> lal 

lzl > 1{31 

lzl >max( a, {3) 

Using partial-fraction expansion, we have 

where 

Thus, 

Y(z) z c 1 c2 
--= =--+--

z (z-a)(z-{3) z-a z-{3 

c=-z I =-a 
I z-{3 z=a a-{3 

z I f3 c--- ----
2-z-az=fJ- a-{3 

a z f3 z 
Y(z) = ---- - ---­

a-{3 z-a a-{3 z-{3 
lzl > max(a,{3) 

[ 
a f3 ] (an+I 13n+I) 

and y[n] = --an - --,8" u[n] = u[n] 
a-{3 a-{3 a-{3 

which is the same as Eq. (2.135). When a= {3, 

z2 
Y(z) = 2 (z -a) 

lzl>a 

Using partial-fraction expansion, we have 

Y(z) z A1 A2 
--= 2=--+ 2 

z (z-a) z-a (z-a) 

where Az = zlz=a =a 

and 
z A1 a 

2=--+ 2 
(z-a) z-a (z-a) 

195 
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Setting z = 0 in the above expression, we have 

Thus, 

A1 1 
0 = - - + - -----. A1 = 1 

a a 

z az 
Y(z) = -- + 2 z-a (z-a) 

and from Table 4-1 we get 

lzl>a 

y[n] = (a"+ na")u[n] =a"( 1 + n)u[n] 

Thus, we obtain the same results as Eq. (2.135). 

(b) From Prob. 2.29(b), x[nJ and h[nJ are given by 

x[n] =a"u[n] h[n] =a-"u[-n] O<a<l 

From Table 4-1 and Eq. (4.75) 
z 

x[n]=a"u[n].........+X(z)=-- lzl>lal 
z-a 

[CHAP. 4 

1 1 
h[n] = a - "u[ -n] .........+H(z) = -- = - ----

I -az a(z-1/a) 

1 
lzl<Q 

1 z 
Then Y(z)=X(z)H(z)=--( )( ) 

a z-a z-1/a 

1 
a<lzl<-

Using partial-fraction expansion, we have 

where 

Thus, 

Y(z) =-- I __ 2_(_c1_+ C2 ) 
z a (z-a)(z-1/a) - a z-a z-1/a 

1 z 1 z 
Y(z) = 1-a2 z-a - l -a2 z- l/a 

1 
a<lzl<­

a 

and from Table 4-1 we obtain 

y[n] = -
1
-a"u[n] - -

1-{-(2-)" u[-n -1]} 
1 - a 2 1 - a 2 a 

1 1 1 
= --a"u[n] + --a-"u[ -n - l] = --al"I 

I - a 2 1 - a 2 l - a 2 

which is the same as Eq. (2.137). 

a 

4.27. Using the z-transform, redo Prob. 2.30. 

From Fig. 2-23 and definition (4.3) 

x[n] = {1, 1,1, l} ~x(z) = 1 +z- 1 +z- 2z- 3 

h[n]={l,1,1} ~H(z)=l+z- 1 +z- 2 



CHAP. 4] THE z-TRANSFORM AND DISCRETE-TIME LTI SYSTEMS 

Thus, by the convolution property ( 4.26) 

Hence, 

Y(z) =X(z)H(z) = (1 +z- 1 +z- 2 +z- 3)(1 +z- 1 +z- 2
) 

= 1 + 2z- 1 + 3z- 2 + 3z- 3 + 2z- 4 + z- 5 

h[n] = {1,2,3,3,2, 1} 

which is the same result obtained in Prob. 2.30. 

4.28. Using the z-transform, redo Prob. 2.32. 

Let x[n] and y[n] be the input and output of the system. Then 

Then, by Eq. (4.41) 

x[n] = u[n] 
z 

--.X(z) = -­
z - 1 

z 
y[n] =a"u[n]--.Y(z) = --

z-a 

Y( z) z - 1 
H(z)=--=--

X(z) z-a 

/z/ > 1 

/zl> la/ 

/z/>a 

Using partial-fraction expansion, we have 

H(z) z-1 C1 C2 
--= =-+--

z z(z-a) z z-a 

where z - 1 I 1 
C1=-- =-

z-a z~O a 
c

2 
= z - 1 I = a - l = _ l - a 

z z~a a a 

Thus, 

1 1 - a z 
H(z) = - - ----

a a z -a 
/zl>a 

Taking the inverse z-transform of H( z ), we obtain 

When n = 0, 

Then 

1 1 - a 
h[n] = -5[n] - --a"u[n] 

a a 

1 l -a 
h[O] = - - - =I 

a a 

h[n] = { ~(l -a)an-1 
n=O 
n~1 

Thus, h[n] can be rewritten as 

h[n] =5[n] =5[n]-(1-a)a"- 1u[n -1] 

which is the same result obtained in Prob. 2.32. 
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4.29. 
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The output y[n] of a discrete-time LTI system is found to be 2{t)''u[n] when the input 
x[n] is u[n]. 

(a) Find the impulse response h[n] of the system. 

(b) Find the output y[n] when the input x[n] is cpnu[n]. 

(a) 

(b) 

z 
x[n] = u[n] -..X(z) = -- lzl > l 

z - 1 

y(n]=2(~)"u[n]-..Y(z)= -2;_ 
3 z - 3 

1 
lzl> -

3 
Hence, the system function H( z) is 

Y(z) 2(z - 1) 
H( z) = -X-( z-) = -z ---:\--

l 
lzl> 3 

Using partial-fraction expansion, we have 

where 

Thus, 

H ( z) 2( z - 1) c 1 c 2 --= =-+--
z z(z-l) z z-l 3 3 

c = 2( z - 1 ) I = 6 
l 1 z--3 z=O 

c 2 = 2( z - 1 ) I = - 4 
Z z=l / 3 

z 
H(z) =6-4--1 z-3 

1 
lzl > -

3 

Taking the inverse z-transform of H( z ), we obtain 

Then, 

h[n] = 6<5[n]- 4(:\-)"u[n] 

( 
1 )" z x[n] = - u[n] -..X(z) = --1 2 z - 2 

2z(z-1) 
Y( z) = X( z) H( z) = ( z _ i }( z _ t) 

l 
lzl> 2 

I 
lzl> -

2 

Again by partial-fraction expansion we have 

where 

Thus, 

Y(z) 2(z-l) c 1 c2 
--= =--+--

z (z-~)(z-:\-) z-~ z-:\-

c = 2( z - I) I = - 6 
I 1 

z-3 z=l / 2 

z z 
Y(z) = -6--1 +8--1 z-- z--2 ) 

1 
lzl> 2 

Taking the inverse z-transform of Y( z ), we obtain 

y(n] = (-6(t}" + 8(:\-}"]u[n] 
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4.30. If a discrete-time LTI system is BIBO stable, show that the ROC of its system function 
H( z) must contain the unit circle, that is, I z I = I. 

A discrete-time L TI system is BIBO stable if and only if its impulse response h[ n] is 
absolutely summable, that is [Eq. (2.49)], 

ac 

L lh[ n ]I < oo 
n = -oo 

Now H(z) = L h[n]z-n 
n =-ex 

Let z = ejfl so that lzl = lejfll = 1. Then 

~ L lh[n]e-jf!nl= L, lh[n]l<oo 
n= -a: n= -:J:. 

Therefore, we see that if the system is stable, then H( z) converges for z = e1n. That is, for a 
stable discrete-time L Tl system, the ROC of H( z) must contain the unit circle J z J = 1. 

4.31. Using the z-transform, redo Prob. 2.38. 

(a) From Prob. 2.38 the impulse response of the system is 

Then 

h[n] =a"u[n] 

z 
H(z) = -

z-a 
Jzl > lal 

Since the ROC of H( z) is I z I > Jal, z = oo is included. Thus, by the result from Prob. 4.5 
we conclude that h[n] is a causal sequence. Thus, the system is causal. 

(b) If Jal> 1, the ROC of H(z) does not contain the unit circle JzJ = 1, and hence the system 
will not be stable. If Jal< I, the ROC of H(z) contains the unit circle JzJ = 1, and hence 
the system will be stable. 

4.32. A causal discrete-time L TI system is described by 

y[n] - ty[n -1] + *y[n -2] =x[n] 

where x[n] and y[n] are the input and output of the system, respectively. 

(a) Determine the system function H(z). 

(b) Find the impulse response h[n] of the system. 

(c) Find the step response s[n] of the system. 

(a) Taking the z-transform of Eq. ( 4.88), we obtain 

Y(z) - iz- 1Y(z) + kz- 2Y(z) =X( z) 

or 

( 4.88) 
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Y(z) 1 z 2 

H ( z) = X( z) = 1 - l z - I + ! z -l - z 2 - l z + ! 
4 8 4 8 

(z-4)(z-±) 

1 
lzl> -

2 

(b) Using partial-fraction expansion, we have 

(c) 

where 

Thus, 

H(z) z c1 c2 --= =--+--
z (z-i)(z-i) z-4 z-± 

z I c1 =--1 =2 
z-4z~l/2 

z I C2= --1 = -1 
z-2z~l/4 

z z 
H(z) =2--1 - --1 

z-2 z-4 

1 
lzl> 2 

Taking the inverse z-transform of H(z ), we get 

Then 

h[n] = [2(4)" - O)"]u[n] 

z 
x[n] = u[n] -.X(z) = -­

z - 1 
lzl > 1 

z3 

Y(z) =X(z)H(z) = (z - I)( z - i)(z - ±) lzl > 1 

Again using partial-fraction expansion, we have 

where 

Thus, 

Y(z) z 2 c 1 c 2 c3 
--= =--+--+--z (z-l)(z-4)(z-±) z-1 z-4 z-± 

z2 I 

z2 I 
C3 = I 

(z - l)(z - 2) z=l/4 

8 

3 

1 

3 

8 z z 1 z 
Y(z)= --- -2-- +---

3 z-1 z-4 3z-i 

z2 I 

lzl > 1 

Taking the inverse z-transformation of Y( z ), we obtain 

y[n] =s[n] = [~ - 2(4)" + t(±)"]u(n] 

[CHAP. 4 
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4.33. Using the z-transform, redo Prob. 2.41. 

As in Prob. 2.41, from Fig. 2-30 we see that 

q[n] = 2q[n - I) +x[n] 

y[n] = q[n] + 3q[n - I) 

Taking the z-transform of the above equations, we get 

Rearranging, we get 

from which we obtain 

Rewriting Eq. (4.89), we have 

Q(z) =2z- 1Q(z) +X(z) 

Y(z) =Q(z) +3z- 1Q(z) 

(1-2z- 1)Q(z) =X(z) 

(1+3z- 1)Q(z) = Y(z) 

Y(z) 1+3z- 1 

H(z) = X(z) = l -2z- 1 

(1-2z- 1)Y(z) = (1 +3z- 1)X(z) 

or 
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(4.89) 

( 4.90) 

Taking the inverse z-transform of Eq. (4.90) and using the time-shifting property (4.18), we 
obtain 

y[n]- 2y[n - I) =x[n] + 3x[n -1] 

which is the same as Eq. (2.148). 

4.34. Consider the discrete-time system shown m Fig. 4-8. For what values of k is the 
system BIBO stable? 

x(n] 

qlnl 

+ 
+ 

-----.... ~ l ,___~ 
yin] 

Fig. 4-8 
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From Fig. 4-8 we see that 

k 
q[n] =x[n] + lq[n - l] 

k 
y[n] =q[n] + ]q[n - I] 

Taking the z-transform of the above equations, we obtain 

k 
Q(z) =X(z) + 2z- 1Q(z) 

k 
Y(z) = Q(z) + 3z- 1Q(z) 

Rearranging, we have 

(1- ~z- 1 )Q(z) =X(z) 

(1 + ~z- 1 )Q(z) =Y(z) 

from which we obtain 

Y( z) l + (k/3)z- 1 

H(z) = X(z) = l -(k/2)z- 1 

z + k/3 

z - k/2 

[CHAP. 4 

which shows that the system has one zero at z = -k / 3 and one pole at z = k / 2 and that the 
ROC is /z/ > /k/2/. Thus, as shown in Prob. 4.30, the system will be BIBO stable if the ROC 
contains the unit circle, /z/ = 1. Hence the system is stable only if /kl< 2. 

UNILATERAL z-TRANSFORM 

4.35. Find the unilateral z-transform of the following x[ n ]: 

(a) x[n] = anu[n] 

(b) x[n]=an+ 1u[n+l] 

(a) Since x[n] = 0 for n < 0, X1(z) = X(z) and from Example 4.1 we have 

X1(z)=l-az-• 

(b) By definition (4.49) we have 

z 

z-a 
lzl >/al 

00 00 00 

X1(z)= Ean+ 1u[n+l]z-n= Ean+lz-n=a E (az- 1( 

n=O n=O n=O 

az 
=a =--

1 - az- 1 z - a lz/ > lal 

( 4.91) 

( 4.92) 

Note that in this case x[ n] is not a causal sequence; hence X 1( z) * X( z) [see Eq. ( 4.73) in 
Prob. 4.10]. 
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4.36. Verify Eqs. (4.50) and (4.51), that is, for m;::::, 0, 

(a) x[n-m]-.z-mX1(z)+z-m+lx[-l]+z-m+ 2x[-2]+ ··· +x[-m] 

(b) x[n+m]-.zmX1(z)-zmx[O]-zm-lx[1]- ··· -zx[m-1] 
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(a) By definition (4.49) with m ~ 0 and using the change in variable k = n - m, we have 

00 

.8 1{x[n -m]} = [ x[n -m]z-n = [ x[k]z-<m+k> 
n=O k= -m 

=z-mL~/[k]z-k + k~/[k]z-k} 
=z-m{X1(z) +x[-l]z +x[ -2]z 2 + · · · +x[-m]zm} 

=z-mX1(z)+z-m+lx[-l]+z-m+ 1x[-2]+ ··· +x[-m] 

(b) Withm~O 

3 1{x[n +m]} = L x[n +m]z-n = [ x[k]z-<k-m) 
n=O k=m 

= zm{ E x[k ]z-k - mEI x[k ]z-k} 
k=O k=O 

=zm{X1(z) - (x[O] +x[l]z- 1 + · · · +x[m - l]z-<m-1))} 

=zmX1(z)-zmx[O]-zm - lx[l]- · · · -.u[m -1] 

4.37. Using the unilateral z-transforrn, redo Prob. 2.42. 

The system is described by 

y [ n] - ay [ n - 1 ] = x [ n ] 

with y[ -1) = y _ 1 and x[n] = Kbnu[n]. Let 

y[n] ._ Y1(z) 

Then from Eq. (4.50) 

y[ n - 1] '- z- 1Y1( z) + y[ - 1] = z- 1 Y1( z) + Y _ 1 

From Table 4-1 we have 

z 
x[n] ._X1(z) =K-­

z -b 
izl> lbl 

Taking the unilateral z-transfonn of Eq. ( 4.93), we obtain 

or 

or 

z 
Y1( z) - a{z- 1Y1(z) + Y- 1} = K--b 

z-
z 

(l -az- 1)Y1(z) =ay_ 1 +K--b 
z-

(
z-a) z 
-z- Y1( z) = ay _ 1 + K z _ b 

( 4.93) 
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4.38. 
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Thus, 

z z 2 

~(z) =ay 1--+K-----
- z-a (z-a)(z-b) 

Using partial-fraction expansion, we obtain 

Y
1

( z) = ay _ 
1 
_z_ + ~ ( b-z- - a _z _) 
z-a b-a z-b z-a 

Taking the inverse z-transform of Y1(z ), we get 

b a 
y[n] =ay_ 1anu[n] +K--b"u[n]-K--a"u[n] 

b-a b-a 

( 
bn+I an+I) 

= Y-1an+1+K b-a u[n] 

which is the same as Eq. (2.158). 

For each of the following difference equations and associated input and initial 
conditions, determine the output y[n]: 

(a) y[n] - iy[n - l] =x[n], with x[n] = (i)", y[ -1] = 1 

(b) 3y[n] - 4y[n - 1] + y[n - 2] =x[n], with x[n] = (i)n, y[ -1] = 1, y[ -2) = 2 

(a) 

(b) 

lzl>l~I 
Taking the unilateral z-transform of the given difference equation, we get 

Y1 ( z) - Hz - I Y1 ( z) + y [ - l]} = X1 ( z) 

Substituting y[ -1] = 1 and X/z) into the above expression, we get 

or 

Thus, 

Hence, 

( 
l ) l z l--z- 1 Y1(z)=-+--, 
2 2 z - -3 

__ 2 Y1(z) = - + --1 (z-l) 1 z 
z 2 z - -3 

l z z 2 7 z z 
Y(z) = --- + = --- -2--

1 2 z - ~ ( z - ~ )( z - *) 2 z - ~ z - * 

y[n] = 70)"+' - 2(t( 

z 
x[n]<-->X/z)= --1 

z-2 

n ~ -1 

Taking the unilateral z-transform of the given difference equation, we obtain 
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Substituting y( - 1) = 1, y( - 2) = 2, and X1(z) into the above expression, we get 
z 

(3 - 4z- 1 + z- 2 )Y1 ( z) = 2 -z- 1 + --1 z-2 

or 
3(z-l)(z-t) 3z 2 -2z+i 

2 Y1( z) = ( I) z z z - 2 

Thus, 

~(z) = ( i)( i) 3( z - 1) z - 2 z - 3 

z(3z 2 -2z+ i) 

3 z z 1 z 
= --- - -- +---

2 z-1 z-i 2z-i 

Hence, 

y[nJ = ! - U( +Ht( n 2: -2 

4.39. Let x[n] be a causal sequence and 

x[n] +--+X(z) 

Show that 

x[O] = Jim X(z) 
z-+oo 

Equation ( 4.94) is called the initial value theorem for the z-transform. 

Since x[n] = 0 for n < 0, we have 
00 

X[z] = L x[n]z-n =x[O] +x[l]z- 1 +x[2]z- 2 + · · · 
n=O 

As z--+ oo, z-n--+ 0 for n > 0. Thus, we get 

Iim X(z) =x[O] 
z ..... 00 

4.40. Let x[n] be a causal sequence and 

x[n] +--+X(z) 

205 

( 4.94) 

Show that if X( z) is a rational function with all its poles strictly inside the unit circle 
except possibly for a first-order pole at z = 1, then 

lim x [ N] = Jim ( 1 - z- 1
) X ( z) 

N-+oo z-+1 

Equation ( 4. 95) is called the final value theorem for the z-transform. 

From the time-shifting property (4.19) we have 

8{x[n]-x(n -1]} = (1-z- 1)X(z) 

The left-hand side of Eq. ( 4.96) can be written as 
oo N 
L {x[n] -x(n - l]}z-n = lim L {x[n] -x[n - l]}z-n 

n=O N-->oo n-0 

( 4.95) 

( 4.96) 
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If we now let z-+ I, then from Eq. (4.96) we have 

N 

lim ( 1 - z - 1 
) X ( z) = lim E { x [ n] - x [ n - l]} = lim x [ N] 

z-l N-oon=O N-+oo 

Supplementary Problems 

4.41. Find the z-transform of the following x[nJ: 

(a) x[nJ = {t, 1, - H 
(b) x[nJ = 2i5[n + 2]- 3i5[n - 2] 

(c) x[nJ = 3(- t )nu[nJ - 2(3)nu[ -n - l] 

(d) x[n] = 3q)nu[n] - 2(~)nu[ -n - 1] 

Ans. (a) X(z)=i+z- 1 -iz- 2,0<lzl 

(b) X(z) = 2z 3 - 3z- 3, 0 < lzl < oo 

z(Sz-8) 1 
(c) X(z)= (z+t)(z- 3), 2<1zl<3 

(d) X(z) does not exist. 

[CHAP. 4 

4.42. Show that if x[n] is a left-sided sequence and X(z) converges from some value of z, then the 
ROC of X( z) is of the form 

lzl < rmin or 0 < \z\ <'min 

where r min is the smallest magnitude of any of the poles of X(z ). 

Hint: Proceed in a manner similar to Prob. 4.5. 

4.43. Given z( z - 4) 
X(z)= -------­

(z- l)(z-2)(z-3) 

(a) State all the possible regions of convergence. 

(b) For which ROC is X( z) the z-transform of a causal sequence? 

Ans. (a) 0<\zl< 1,1 <lzl<2,2<\zl<3,lzl>3 

(b) \z\>3 

4.44. Verify the time-reversal property (4.23), that is, 

x(-n]~x(~) 1 
R'= -

R 

Hint: Change n to - n in definition ( 4.3). 
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4.45. Show the following properties for the z-transform. 

(a) If x[n] is even, then X(z- 1)=X(z). 

(b) If x[n] is odd, then X(z- 1
) = -X(z). 

(c) If x[n] is odd, then there is a zero in X(z) at z = 1. 

Hint: (a) Use Eqs. (J.2) and (4.23). 

(b) Use Eqs. (1.3) and (4.23). 

(c) Use the result from part (b ). 

4.46. Consider the continuous-time signal 

x(t)=e-a' t~O 
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Let the sequence x[n] be obtained by uniform sampling of x(t) such that x[n] = x(nT), where 
T, is the sampling interval. Find the z-transform of x[n ]. 

1 
Ans. X(z) = T 1 l -e-a 'Z-

4.47. Derive the following transform pairs: 

z 2 - (cos 0 0 ) z 
(cos00 n)u[n]+-+ 2 ( O) lzl>l z - 2cos 0 z + 1 

(sin 0 0 )z 
(sin 0 0 n)u[n] +-+ 2 lzl > 1 

z - (2cos 0 0 )z + 1 

Hint: Use Euler's formulas. 

and use Eqs. (4.8) and (4.10) with a= e ±iflo. 

4.48. Find the z-transforms of the following x[n]: 

(a) x[n] = (n - 3)u[n - 3) 

(b) x[n] = (n - 3)u[n] 

(c) x[n] = u[n] - u[n - 3) 

(d) x[n] = n{u[n] - u[n - 3]} 

z-2 
Ans. (a) 

2 , Jzl > 1 
( z - 1) 

-3z 2 + 4z 
(b) 

(z-1)2 
, lzl > 1 

z -z-2 
(c) 

z-1 
, lzl > 1 

z - 4z- 2 + 3z- 3 

(d) 
2 , lzl > 1 

( z - 1) 

1 
sin n n = -(eiflon - e-iflon) 

0 2j 
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4.49. Using the relation 

find the z-transforrn of the following x[n]: 

(a) x[n] = na"- 1u[n] 

(b) x[n] = n(n - l)a"- 2u[n] 

(c) x[n] = n(n - 1) · · · (n - k + l)a"-ku[n] 

lzl > lal 

Hint: Differentiate both sides of the given relation consecutively with respect to a. 
z 

Ans. (a) 
2 , lzl > lal 

( z - a) 
2z 

(b) 
3 , lzl > lal 

( z - a) 
k!z 

(c) k+ 1 ,lzl>lal 
( z - a) 

4.50. Using the z-transforrn, verify Eqs. (2.130) and (2.131) in Prob. 2.27, that is, 

(a) x[n]* 8[n] =x[n] 

(b) x[n]*8[n-n 0]=x[n-n0 ] 

[CHAP. 4 

Hint: Use Eq. ( 4.26) of the z-transforrn and transform pairs 1 and 4 from Table 4-1. 

4.51. Using the z-transforrn, redo Prob. 2.47. 

Hint: Use Eq. (4.26) and Table 4-1. 

4.52. Find the inverse z-transform of 

X(z)=ea/z lzl > 0 

Hint: Use the power series expansion of the exponential function e'. 

a" 
Ans. x[n] = -u[n] 

n! 

4.53. Using the method of long division, find the inverse z-transforrn of the following X( z ): 
z 

(a) X(z)= (z-l)(z- 2),lzl<l 

z 
(b) X(z)= )( ),l<lzl<2 

(z-1 z-2 
z 

(c) X(z)= (z-l)(z- 2), lzl>2 

Ans. (a) x[n]= { ... ,jf,t,LO} 

i 
(b) x[n]={ ... ,-t,-L-L-l,-1,-1, ... ) 

i 
(c) x[n] = {O, 1, 3, 7, 15, ... } 
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4.54. Using the method of partial-fraction expansion, redo Prob. 4.53. 

Ans. (a) x(n] = (1 - 2")u[ -n - 1] 

(b) x[n] = -u[n] - 2"u[-n - 1] 

(c) x[n] = ( - l + 2")u[n] 
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4.55. Consider the system shown in Fig. 4-9. Find the system function H( z) and its impulse response 
h(n]. 

l ( 1 )" Ans. H(z) = 1 _
1

, h[n] = -
2 

u[n] 
1 - zZ 

x(nl 

+ 

Fig. 4-9 

4.56. Consider the system shown in Fig. 4-10. 

(a) Find the system function H(z). 

y[n] 

(b) Find the difference equation relating the output y[n] and input x[n]. 

bo+b1z-1+b2z-2 
Ans. (a) H(z) = 

1 2 1 + a1z - + a2z-

(b) y[n] + a1 y[n - 1] + a2 y[n - 2] = b0 x[n] + b 1x[n - 1] + b2x[n - 2] 

x(n] 

>-----~I>-------+ 

+ 1 

+ + y[n] 

Fig. 4-10 
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4.57. Consider a discrete-time LTI system whose system function H(z) is given by 

z 1 
H(z) = --1 lzl > -

2 z-2 

(a) Find the step response s[n]. 

(b) Find the output y(n] to the input x[n] = nu[n]. 

Ans. (a) s[n] = (2 -(i)"]u[n] 

(b) y[n] = 2[(i)" + n - l]u[n] 

4.58. Consider a causal discrete-time system whose output y[n] and input x[n] are related by 

y[n] - ~y[n - 1] + iY[n - 2] =x[n] 

(a) Find its system function H( z ). 

( b) Find its impulse response h[ n ]. 

z2 1 
Ans. (a) H(z)= (z-i)(z-t)'lzl>2 

(b) h[n] = [3(i)" - 2(t)"]u[n] 

4.59. Using the unilateral z-transform, solve the following difference equations with the given initial 
conditions. 

(a) y[n] - 3y[n - I]= x[n], with x[n] = 4u[n], y( -1] = 1 

(b) y[n]-5y[n-1]+6y[n-2]=x[n],with x[n]=u[n], y[-1]=3, y[-2]=2 

Ans. (a) y[n]=-2+9(3)",n~-1 

(b) y(n] = i + 8(2)" - I(3)", n ~ -2 

4.60. Determine the initial and final values of x[n] for each of the following X( z ): 

2z(z--{i-) 1 
(a) X(z)= (z-i)(z-t)'lzl>2 

z 
(b) X(z)= 

2 2 3 1
, lzl> I 

z - z + 
Ans. (a) x[O] = 2, x[oo] = 0 

(b) x[O] = 0, x(oo] = 1 



Chapter 5 

Fourier Analysis of Continuous-Time 
Signals and Systems 

5.1 INTRODUCTION 

In previous chapters we introduced the Laplace transform and the z-transform to 
convert time-domain signals into the complex s-domain and z-domain representations that 
are, for many purposes, more convenient to analyze and process. In addition, greater 
insights into the nature and properties of many signals and systems are provided by these 
transformations. In this chapter and the following one, we shall introduce other transfor­
mations known as Fourier series and Fourier transform which convert time-domain signals 
into frequency-domain (or spectral) representations. In addition to providing spectral 
representations of signals, Fourier analysis is also essential for describing certain types of 
systems and their properties in the frequency domain. In this chapter we shall introduce 
Fourier analysis in the context of continuous-time signals and systems. 

5.2 FOURIER SERIES REPRESENTATION OF PERIODIC SIGNALS 

A. Periodic Signals: 

In Chap. 1 we defined a continuous-time signal x(t) to be periodic if there is a positive 
nonzero value of T for which 

x(t + T) =x(t) all t ( 5.1) 

The fundamental period T0 of x(t) is the smallest positive value of T for which Eq. (5.J) 
is satisfied, and 1/T0 = fo is referred to as the fundamental frequency. 

Two basic examples of periodic signals are the real sinusoidal signal 

x(t) = cos(w 0 t + <P) 

and the complex exponential signal 

x(t)=eiwot 

where w0 = 2rr /T0 = 2rr fo is called the fundamental angular frequency. 

B. Complex Exponential Fourier Series Representation: 

(5 .2) 

(5.3) 

The complex exponential Fourier series representation of a periodic signal x(t) with 
fundamental period T0 is given by 

00 

x(t) = L ckeikwo1 (5 .4) 
k= -00 

211 
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where ck are known as the complex Fourier coefficients and are given by 

1 
ck= -J x(t) e-ikwot dt 

To To 

[CHAP. 5 

(5.5) 

where fT
0 

denotes the integral over any one period and 0 to T0 or - T0/2 to T0/2 is 
commonly used for the integration. Setting k = 0 in Eq. (5.5), we have 

1 
c0 =-jx(t)dt (5.6) 

To To 

which indicates that c0 equals the average value of x(t) over a period. 
When x(t) is real, then from Eq. (5.5) it follows that 

( 5.7) 

where the asterisk indicates the complex conjugate. 

C. Trigonometric Fourier Series: 

The trigonometric Fourier series representation of a periodic signal x( t) with funda­
mental period T0 is given by 

a "" 
x(t) = ~ + L (ak cos kw0t +bk sin kw0 t) 

2 k= I 

where a k and bk are the Fourier coefficients given by 

2 
ak = -J x(t)cos kw0 tdt 

To To 

2 
bk= -j x(t)sin kw 0 tdt 

To To 

( 5.8) 

(5.9a) 

(5 .9b) 

The coefficients ak and bk and the complex Fourier coefficients ck are related by 
(Prob. 5.3) 

ao 
-=c 2 () 

From Eq. (5.10) we obtain 

ck = ~ (a k - jb k) 

When x(t) is real, then a* and bk are real and by Eq. (5.10) we have 

ak = 2Re[ck] bk= -2Im[ck] 

Even and Odd Signals: 

(5.10) 

(5.11) 

(5.12) 

If a periodic signal x(t) is even, then bk= 0 and its Fourier series (5.8) contains only 
cosine terms: 

a "" 
x(t) = ~ + L ak cos kw0 t 

2 k= I 
(5.13) 
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If x(t) is odd, then ak = 0 and its Fourier series contains only sine terms: 

00 2~ 

x(t) = L bk sin kw0 t (5.14) 
k=I 

D. Harmonic Form Fourier Series: 

Another form of the Fourier series representation of a real periodic signal x(t) with 
fundamental period T0 is 

00 

x(t) =Co+ L ck cos(kwot - Ok) 
k=I 

2~ 
w =-

0 T 
0 

(5.15) 

Equation (5.15) can be derived from Eq. (5.8) and is known as the harmonic form Fourier 
series of x(t). The term C0 is known as the de component, and the term Ck cos(kw0 t - Ok) 
is referred to as the kth harmonic component of x(t) . The first harmonic component 
C 1 cos(w0 t - 0 1) is commonly called the fundamental component because it has the same 
fundamental period as x(t). The coefficients Ck and the angles Ok are called the harmonic 
amplitudes and phase angles, respectively, and they are related to the Fourier coefficients 
ak and bk by 

ao 
C=­o 2 (5.16) 

For a real periodic signal x(t), the Fourier series in terms of complex exponentials as 
given in Eq. (5.4) is mathematically equivalent to either of the two forms in Eqs. (5.8) and 
(5.15) . Although the latter two are common forms for Fourier series, the complex form in 
Eq. (5.4) is more general and usually more convenient, and we will use that form almost 
exclusively. 

E. Convergence of Fourier Series: 

It is known that a periodic signal x(t) has a Fourier series representation if it satisfies 
the following Dirichlet conditions: 

1. x(t) is absolutely integrable over any period, that is, 

i lx(t)I dt < oo 
To 

(5.17) 

2. x(t) has a finite number of maxima and minima within any finite interval oft. 

3. x( t) has a finite number of discontinuities within any finite interval of t, and each of 
these discontinuities is finite. 

Note that the Dirichlet conditions are sufficient but not necessary conditions for the Fourier 
series representation (Prob. 5.8). 

F. Amplitude and Phase Spectra of a Periodic Signal: 

Let the complex Fourier coefficients ck in Eq. (5.4) be expressed as 

ck= lckl ei¢. (5 .18) 
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A plot of le k I versus the angular frequency w is called the amplitude spectrum of the 
periodic signal x( t ), and a plot of </>k versus w is called the phase spectrum of x( t ). Since 
the index k assumes only integers, the amplitude and phase spectra are not continuous 
curves but appear only at the discrete frequencies kww They are therefore referred to as 
discrete frequency spectra or line spectra. 

For a real periodic signal x(t) we have c_k =ct. Thus, 

(5.19) 

Hence, the amplitude spectrum is an even function of w, and the phase spectrum is an odd 
function of w for a real periodic signal. 

G. Power Content of a Periodic Signal: 

In Chap. l (Prob. l.18) we introduced the average power of a periodic signal x(t) over 
any period as 

l J 2 P= - lx(t}I dt 
Tu To 

(5.20) 

If x( t) is represented by the complex exponential Fourier series in Eq. ( 5.4), then it can be 
shown that (Prob. 5.14) 

(5.21) 

Equation (5.2/) is called Parseval's identity (or Parsecal's theorem) for the Fourier series. 

5.3 THE FOURIER TRANSFORM 

A. From Fourier Series to Fourier Transform: 

Let x( t) be a non periodic signal of finite duration, that is, 

x(t)=O 

Such a signal is shown in Fig. 5-l(a). Let x1.(t) be a periodic signal formed by repeating 
" x(t) with fundamental period T0 as shown in Fig. 5-l(b). If we let T0 ~ oo, we have 

Jim x r( t) = x ( t) 
To---+oc o 

The complex exponential Fourier series of x 1.( t) is given by 
" 

where 

k = _,,, 

271" 
Wo=y 

0 

1 f 1j,/2 . 
C = - X· (t) e·-Jkwot dt 

k T To o - T11/2 

(5.22) 

(5 .23) 

(5.24a) 

Since Xr(t) =x(t) for ltl < T0/2 and also since x(t) = 0 outside this interval, Eq. (5.24a) 
II 
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T - 0 

x(I) 

-T, 0 T, 

(a) 

To -T, 0 T, To 
2 2 

(b) 
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Fig. 5-1 (a) Nonperiodic signal x(t); (b) periodic signal formed by periodic extension of x(t). 

can be rewritten as 

1 JT0/2 . 1 Joe .k 
ck= - x(t) e-Jkwur dt = - x(t) e-1 wor dt 

T0 -T0/2 T0 - oo 

( 5.24b) 

Let us define X( w) as 

x ( w) = /'' x ( t) e - jwt dt 
- 00 

(5.25) 

Then from Eq. (5.24b) the complex Fourier coefficients ck can be expressed as 

(5 .26) 

Substituting Eq. (5.26) into Eq. (5.23), we have 

00 1 
XrJt) = L TX(kwo) ejkwor 

k= -oo 0 

or 
1 00 

x (t) = - " X(kw ) ejkwo1w 
To 27T L. 0 0 

k= -oo 

(5.27) 

As T0 ~ oo, w0 = 27T /T0 becomes infinitesimal (w 0 ~ 0). Thus, let w0 = ~w. Then 
Eq. (5.27) becomes 

(5.28) 
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Therefore, 

I "" 
x(t)= lim xT(t)= lim - L X(kLlw)eiktJ.wtLlw 

T0 ->oo 
0 Ll.w-+O 2rr k= _ 00 

(5.29) 

The sum on the right-hand side of Eq. (5.29) can be viewed as the area under the function 
X( w) ejwi, as shown in Fig. 5-2. Therefore, we obtain 

I "" 
x(t)= -J X(w)e 1w1 dw (5.30) 

2rr -oc 

which is the Fourier representation of a non periodic x( t ). 

X(w)e1w1 

X(k ~w>-1"'"" - - - - - - -

0 

Fig. 5-2 Graphical interpretation of Eq. (5.29). 

B. Fourier Transform Pair: 

The function X(w) defined by Eq. (5.25) is called the Fourier transform of x(t), and 
Eq. (5.30) defines the inverse Fourier transform of X(w). Symbolically they are denoted by 

X(w) = S'{x(t)} = j"' x(t)e-jw1 dt 
- 00 

(5.31) 

1 00 

x(t) = g-- 1{X(w)} = -J X(w)ei"' 1 dw 
27T - 00 

(5.32) 

and we say that x( t) and X( w) form a Fourier transform pair denoted by 

x(t) ~x(w) (5.33) 

C. Fourier Spectra: 

The Fourier transform X(w) of x(t) is, in general, complex, and it can be expressed as 

X( w) =IX( w )I ej<f>(w) (5.34) 

By analogy with the terminology used for the complex Fourier coefficients of a periodic 
signal x( t ), the Fourier transform X( w) of a non periodic signal x(t) is the frequency­
domain specification of x(t) and is referred to as the spectrum (or Fourier spectrum) of 
x(t). The quantity IX(w)I is called the magnitude spectrum of x(t), and cf>(w) is called the 
phase spectrum of x(t ). 
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If x(t) is a real signal, then from Eq. (5.31) we get 

X(-w)= {" x(t)ejwtdt 
-oo 

Then it follows that 

X(-w) =X*(w) 

and IX(-w)l=IX(w)I c/>(-w)= -c/>(w) 
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(5.35) 

(5.36a) 

(5.36b) 

Hence, as in the case of periodic signals, the amplitude spectrum IX(w)I 1s an even 
function and the phase spectrum cf>(w) is an odd function of w. 

D. Convergence of Fourier Transforms: 

Just as in the case of periodic signals, the sufficient conditions for the convergence of 
X(w) are the following (again referred to as the Dirichlet conditions): 

1. x( t) is absolutely integrable, that is, 

{" lx(t )I dt < oo 
-oo 

(5.37) 

2. x( t) has a finite number of maxima and minima within any finite inteival. 

3. x( t) has a finite number of discontinuities within any finite inteival, and each of these 
discontinuities is finite. 

Although the above Dirichlet conditions guarantee the existence of the Fourier transform for 
a signal, if impulse functions are permitted in the transform, signals which do not satisfy 
these conditions can have Fourier transforms (Prob. 5.23). 

E. Connection between the Fourier Transform and the Laplace Transform: 

Equation (5.31) defines the Fourier transform of x(t) as 

X( w) = j'~ x( I) e-jwt dt 
-00 

(5.38) 

The bilateral Laplace transform of x(t), as defined in Eq. (4.3), is given by 

X(s)= /'' x(t)e-s'dt 
- 00 

(5.39) 

Comparing Eqs. (5.38) and (5.39), we see that the Fourier transform is a special case of 
the Laplace transform in which s = jw, that is, 

X(s)ls=Jw = .9-{x(t)} ( 5 .40) 

Setting s = u + jw in Eq. (5.39), we have 

X(u+jw)= /'' x(t)e-<u+Jw)tdt= {" [x(t)e-u']e-Jwtdt 
-oo -oo 

or X(u+jw)= 9-{x(t)e-"'} (5.41) 
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which indicates that the bilateral Laplace transform of x( t) can be interpreted as the 
Fourier transform of x(t)e-u'. 

Since the Laplace transform may be considered a generalization of the Fourier 
transform in which the frequency is generalized from jw to s =a+ jw, the complex 
variable s is often referred to as the complex frequency. 

Note that since the integral in Eq. (5.39) is denoted by X(s), the integral in Eq. (5.38) 
may be denoted as X(jw). Thus, in the remainder of this book both X(w) and X(jw) 
mean the same thing whenever we connect the Fourier transform with the Laplace 
transform. Because the Fourier transform is the Laplace transform with s = jw, it should 
not be assumed automatically that the Fourier transform of a signal x( t) is the Laplace 
transform with s replaced by jw. If x(t) is absolutely integrable, that is, if x( t) satisfies 
condition (5.37), the Fourier transform of x(t) can be obtained from the Laplace 
transform of x(t) with s = jw. This is not generally true of signals which are not absolutely 
integrable. The following examples illustrate the above statements. 

EXAMPLE 5.1. Consider the unit impulse function l)(t ). 
From Eq. (3.13) the Laplace transform of l)(t) is 

../{ /j ( t ) } = 1 all s 

By definitions ( 5. 31) and (1. 20) the Fourier transform of l)( t) is 

S'{l)(t)} = J"' l)(t)e-Jwtdt=l _,., 

Thus, the Laplace transform and the Fourier transform of l)(t) are the same. 

EXAMPLE 5.2. Consider the exponential signal 

x(t)=e- 0 'u(t) a>O 

From Eq. (3.8) the Laplace transform of x(t) is given by 

1 
. ./{ x ( t ) } = x ( s) = -

s+a 
Re( s) > -a 

By definition (5.31) the Fourier transform of x(t) is 

S'{x(t)} =X(w) = Jx e-atu(t) e-Jwt dt 
-00 

"' I 
= f e - (a+jw)t dt = --.-

o· a+ 1w 

Thus, comparing Eqs. (5.44) and (5.45), we have 

x ( w ) = x ( s) I s = Jw 

Note that x( t) is absolutely integrable. 

EXAMPLE 5.3. Consider the unit step function u(t). 
From Eq. (3.14) the Laplace transform of u(t) is 

I 
./{u(t)} = -

s 
Re( s) > 0 

( 5 .42) 

( 5.43) 

( 5.44) 

( 5.45) 

( 5.46) 

( 5 .47) 
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The Fourier transform of u(t) is given by (Prob. 5.30) 

l 
.9'{u(t)} =m5(w) + -. 

}W 
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( 5 .48) 

Thus, the Fourier transform of u(t) cannot be obtained from its Laplace transform. Note that the unit 
step function u(t) is not absolutely integrable. 

5.4 PROPERTIES OF THE CONTINUOUS-TIME FOURIER TRANSFORM 

Basic properties of the Fourier transform are presented in the following. Many of these 
properties are similar to those of the Laplace transform (see Sec. 3.4). 

A. Linearity: 

( 5 .49) 

B. Time Shifting: 

(5.50) 

Equation (5.50) shows that the effect of a shift in the time domain is simply to add a linear 
term -wt0 to the original phase spectrum 8(w). This is known as a linear phase shift of the 
Fourier transform X(w). 

C. Frequency Shifting: 

( 5 .51) 

The multiplication of x( t) by a complex exponential signal ejw,,t is sometimes called 
complex modulation. Thus, Eq. (5.51) shows that complex modulation in the time domain 
corresponds to a shift of X(w) in the frequency domain. Note that the frequency-shifting 
property Eq. (5.51) is the dual of the time-shifting property Eq. (5.50). 

D. Time Scaling: 

x(at) _.. 2-x( w) 
lal a 

(5.52) 

where a is a real constant. This property follows directly from the definition of the Fourier 
transform. Equation (5.52) indicates that scaling the time variable t by the factor a causes 
an inverse scaling of the frequency variable w by 1/a, as well as an amplitude scaling of 
X(w/a) by 1/lal. Thus, the scaling property (5.52) implies that time compression of a 
signal (a > 1) results in its spectral expansion and that time expansion of the signal (a < 1) 
results in its spectral compression. 
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E. Time Reversal: 

x(-t) _,.X(-w) ( 5 .53) 

Thus, time reversal of x( t) produces a like reversal of the frequency axis for X( w ). 
Equation (5.53) is readily obtained by setting a= -1 in Eq. (5.52). 

F. Duality (or Symmetry): 

X(t) _,. 21Tx(-w) (5 .54) 

The duality property of the Fourier transform has significant implications. This property 
allows us to obtain both of these dual Fourier transform pairs from one evaluation of 
Eq. (5.31) (Probs. 5.20 and 5.22). 

G. Differentiation in the Time Domain: 

dx(t) 
-- _,.jwX(w) 

dt 
(5.55) 

Equation (5.55) shows that the effect of differentiation in the time domain is the 
multiplication of X(w) by jw in the frequency domain (Prob. 5.28). 

H. Differentiation in the Frequency Domain: 

dX(w) 
(-jt)x(t) _,. -dw-

Equation (5.56) is the dual property of Eq. (5.55). 

I. Integration in the Time Domain: 

J
I 1 

x(T)dT_,.1TX(0)5(w) + -. X(w) 
-oo }W 

( 5 .56) 

( 5 .57) 

Since integration is the inverse of differentiation, Eq. ( 5.57) shows that the frequency­
domain operation corresponding to time-domain integration is multiplication by I/jw, but 
an additional term is needed to account for a possible de component in the integrator 
output. Hence, unless X(O) = 0, a de component is produced by the integrator (Prob. 5.33). 

J. Convolution: 

(5.58) 



CHAP. 5] FOURIER ANALYSIS OF TIME SIGNALS AND SYSTEMS 221 

Equation (5.58) is referred to as the time convolution theorem, and it states that convolu­
tion in the time domain becomes multiplication in the frequency domain (Prob. 5.31). As 
in the case of the Laplace transform, this convolution property plays an important role in 
the study of continuous-time LTI systems (Sec. 5.5) and also forms the basis for our 
discussion of filtering (Sec. 5.6). 

K. Multiplication: 

1 
x 1(t)x 2(t) ~ -X1(w)* X 2(w) 

27T 
( 5.59) 

The multiplication property (5.59) is the dual property of Eq. (5.58) and is often referred 
to as the frequency convolution theorem. Thus, multiplication in the time domain becomes 
convolution in the frequency domain (Prob. 5.35). 

L Additional Properties: 

If x(t) is real, let 

where x e< t) and x 
0
(t) are the even and odd components of x( t ), respectively. Let 

Then 

x(t) ~x(w) =A(w) + JB(w) 

X(-w) =X*(w) 

xe(t) ~ Re{X( w )} =A( w) 

x0(t)~Jim{X(w)} =JB(w) 

(5 .60) 

(5.6Ja) 

(5.61b) 

(5.6Jc) 

Equation (5.61a) is the necessary and sufficient condition for x(t) to be real (Prob. 5.39). 
Equations (5.61b) and (5.6Jc) show that the Fourier transform of an even signal is a real 
function of w and that the Fourier transform of an odd signal is a pure imaginary function 
of w. 

M. ParsevaPs Relations: 

J00 

x 1(A)X2(A)dA = J00 

X1(A)x2(A)dA 
-oo -oo 

(5 .62) 

(5.63) 

00 1 00 J lx(t)l2 dt = -J IX(w )1 2 dw 
-00 27T -oo 

(5 .64) 
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Equation ( 5 .64) is called Parse val' s identity (or Parse val' s theorem) for the Fourier 
transform. Note that the quantity on the left-hand side of Eq. (5.64) is the normalized 
energy content E of x(t) [Eq. U .14)]. Parseval's identity says that this energy content E 
can be computed by integrating IX(w)l 2 over all frequencies w. For this reason IX(w)l 2 is 
often referred to as the energy-density spectrum of x(t), and Eq. (5.64) is also known as 
the energy theorem. 

Table 5-1 contains a summary of the properties of the Fourier transform presented in 
this section. Some common signals and their Fourier transforms are given in Table 5-2. 

Table 5-1. Properties of the Fourier Transform 

Property 

Linearity 

Time shifting 

Frequency shifting 

Time scaling 

Time reversal 

Duality 

Time differentiation 

Signal 

x(t) 

x 1<t) 

xit) 

a 1x 1(t) + a 2 x 2(t) 

x(t - t 0 ) 

eiwol x(t) 

x(at) 

x(-t) 

X(t) 

dx(t) 

dt 

Fourier transform 

X(w) 

X 1(w) 

X 2(w) 

a 1X 1(w) + a 2 X 2(w) 
e-iw'oX(w) 

X(w - w 0 ) 

l~lx( ~) 
X(-w) 

27Tx(-w) 

jwX(w) 

(-jt)x(t) 
dX(w) 

dw 
Frequency differentiation 

Integration 

Convolution 

Multiplication 

Real signal 

Even component 

Odd component 
Parseval's relations 

f' X(T)dT 
I 

1TX(0)8(w) + -. X(w) 
-00 ]W 

X1(l)* Xz(t) X 1(w)Xiw) 

1 
x 1(t)xz(t) 

2
1T X 1(w)* Xz(w) 

x(t)=x,(t)+x
0
(t) X(w) =A(w) + jB(w) 

X(-w) = X*(w) 

xe(t) Re{X(w)} =A(w) 

x
0
(t) j Jm{X(w)} = jB(w) 

{' x 1(A)X2(A)dA = /
00 

X 1(A)x 2(A)dA 
~oc -ex. 

00 1 00 J x 1(t)x 2(t) dt = --J X 1(w)Xz( -w) dw 
-oo 27T -00 

! "° 2 } Joo 2 
/x(t)/ dt = - IX(w)/ dw 

_,., 21T _,, 
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Table 5-2. Common Fourier Transforms Pairs 

x(t) 

0(1) 

o(t - lo) 

1 

COS Wot 

sin w 0 t 

u(t) 

u(-t) 

2 e-at, a> 0 

P0 (t)= {~ 
sin at 

7TI 

sgn t 

ltl <a 
ltl >a 

E 0<1 -kn 
k = -oo 

X(w) 

1 

2rro(w) 

2rro(w - w0) 

rr[O(w - Wo) + O(w + Wo)] 

-jrr[O(W -wo) - O(W + Wo)] 
] 

7TO(w) + -
jw 

1 
7TO(w)- -. 

}W 

jw +a 

1 

(jw + a)
2 

2a 

a2 + w2 

~ e-w2
/4a 

sin wa 
2a-­

wa 

P0 (w)= {~ 
2 

jw 

lwl <a 
lwl>a 

2rr 
Wo E o(w - kwo), Wo = -

k= -oo T 

5.5 THE FREQUENCY RESPONSE OF CONTINUOUS-TIME LTI SYSTEMS 

A. Frequency Response: 

223 

In Sec. 2.2 we showed that the output y(t) of a continuous-time LTI system equals the 
convolution of the input x(t) with the impulse response h(t); that is, 

y(t) =x(t)* h(t) 

Applying the convolution property (5.58), we obtain 

Y(w) =X(w)H(w) 

(5.65) 

(5 .66) 
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where Y(w), X(w), and H(w) are the Fourier transforms of y(t), x(t), and h(t), 
respectively. From Eq. (5.66) we have 

H(w) = Y(w) (5.67) 
X(w) 

The function H(w) is called the frequency response of the system. Relationships repre­
sented by Eqs. (5.65) and (5.66) are depicted in Fig. 5-3. Let 

H(w)=IH(w)lejllH(w) (5.68) 

Then IH(w)I is called the magnitude response of the system, and OH(w) the phase response 
of the system. 

I H(w) 

t t 
8(1) 

LTI h(t) 

x(t) system 
y(l)=x(t) • h(t) 

t t 
X(w) Y(w)=X(w)H(w) 

Fig. 5-3 Relationships between inputs and outputs in an L TI system. 

Consider the complex exponential signal 

x(t) = eiwol 

with Fourier transform (Prob. 5.23) 

X( w) = 2m5( w - w 0 ) 

Then from Eqs. (5.66) and (J.26) we have 

Y(w) = 27TH(w0 ) o(w -w0 ) 

Taking the inverse Fourier transform of Y(w), we obtain 

y( I)= H( Wo) eiwut 

(5.69) 

( 5 .70) 

(5.71) 

(5.72) 

which indicates that the complex exponential signal ejw01 is an eigenfunction of the L TI 
system with corresponding eigenvalue H(w0 ), as previously observed in Chap. 2 (Sec. 2.4 
and Prob. 2.17]. Furthermore, by the linearity property ( 5.49 ), if the input x( t) is periodic 
with the Fourier series 

00 

x(t)= L ckejkwnt 
k = -00 

then the corresponding output y(t) is also periodic with the Fourier series 
00 

y(t) = L ckH(kw 0 ) eikwut 
k = -oo 

( 5 .73) 

( 5 .74) 
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If x(t) is not periodic, then from Eq. (5.30) 

1 00 

x(t) = -J X(w) eiwt dw 
27T -00 

and using Eq. (5.66), the corresponding output y(t) can be expressed as 

1 00 

y(t) = -J H(w)X(w)e1w'dw 
27T -oo 
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(5.75) 

( 5 .76) 

Thus, the behavior of a continuous-time L TI system in the frequency domain is completely 
characterized by its frequency response H(w). Let 

X( W) = JX( W )Jeillx(w) 

Then from Eq. (5.66) we have 

IY( w )I= IX( w )llH( w )I 

Oy(w) = Ox(w) + OH(w) 

(5.77) 

(5.78a) 

(5. 78b) 

Hence, the magnitude spectrum JX(w)J of the input is multiplied by the magnitude 
response JH(w)J of the system to determine the magnitude spectrum IY(w)I of the output, 
and the phase response OH(w) is added to the phase spectrum Ox(w) of the input to 
produce the phase spectrum Oy(w) of the output. The magnitude response IH(w)I is 
sometimes referred to as the gain of the system. 

B. Distortionless Transmission: 

For distortionless transmission through an L TI system we require that the exact input 
signal shape be reproduced at the output although its amplitude may be different and it 
may be delayed in time. Therefore, if x( t) is the input signal, the required output is 

( 5 .79) 

where t d is the time delay and K ( > 0) is a gain constant. This is illustrated in Figs. 5-4( a) 
and ( b ). Taking the Fourier transform of both sides of Eq. ( 5 .79 ), we get 

Y(w)=Ke-JwrdX(w) (5.80) 

Thus, from Eq. (5.66) we see that for distortionless transmission the system must have 

Thus, 

H(w) =IH(w)JeillH(w)=Ke-Jwtd (5.81) 

IH(w)l=K 

OH(w) = -jwtd 

( 5.82a) 

( 5.82b) 

That is, the amplitude of H(w) must be constant over the entire frequency range, and the 
phase of H(w) must be linear with the frequency. This is illustrated in Figs. 5-4(c) and (d). 

Amplitude Distortion and Phase Distortion: 

When the amplitude spectrum JH(w)I of the system is not constant within the 
frequency band of interest, the frequency components of the input signal are transmitted 
with a different amount of gain or attenuation. This effect is called amplitude distortion. 
When the phase spectrum OH(w) of the system is not linear with the frequency, the output 
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x(I) IH(w)I 

A 

K 

0 0 w 

(a) (c) 

_1'(1) 

KA 

w 

(b) (d) 

Fig. 5-4 Distortionless transmission. 

signal has a different waveform than the input signal because of different delays in passing 
through the system for different frequency components of the input signal. This form of 
distortion is called phase distortion. 

C. L TI Systems Characterized by Differential Equations: 

As discussed in Sec. 2.5, many continuous-time LTI systems of practical interest are 
described by linear constant-coefficient differential equations of the form 

(5 .83) 

with Ms: N. Taking the Fourier transform of both sides of Eq. (5.83) and using the 
linearity property (5.49) and the time-differentiation property (5.55), we have 

N M 

L ak(jw)kY(w) = L bk(jw)k X(w) 
k =0 k =0 

N M 

or Y(w) L ak(jw)k =X(w) L bk(jw)k (5.84) 
k=O k=O 
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Thus, from Eq. (5.67) 

(5.85) 

which is a rational function of w. The result (5.85) is the same as the Laplace transform 
counterpart H(s) = Y(s)/X(s) with s = jw [Eq. (3.40)], that is, 

H(w) =H(s)ls=jw =H(jw) 

5.6 FILTERING 

One of the most basic operations in any signal processing system is filtering. Filtering is 
the process by which the relative amplitudes of the frequency components in a signal are 
changed or perhaps some frequency components are suppressed. As we saw in the 
preceding section, for continuous-time L TI systems, the spectrum of the output is that of 
the input multiplied by the frequency response of the system. Therefore, an L TI system 
acts as a filter on the input signal. Here the word "filter" is used to denote a system that 
exhibits some sort of frequency-selective behavior. 

A. Ideal Frequency-Selective Filters: 

An ideal frequency-selective filter is one that exactly passes signals at one set of 
frequencies and completely rejects the rest. The band of frequencies passed by the filter is 
referred to as the pass band, and the band of frequencies rejected by the filter is called the 
stop band. 

The most common types of ideal frequency-selective filters are the following. 

1. Ideal Low-Pass Filter: 

An ideal low-pass filter (LPF) is specified by 

which is shown in Fig. 5-5(a). The frequency we is called the cutoff frequency. 

2. Ideal High-Pass Filter: 

An ideal high-pass filter (HPF) is specified by 

which is shown in Fig. 5-5( b ). 

( 5.86) 

(5.87) 
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IH(w)I IH(w)I 

w 

(a) (b) 

IH(w)I IH(w)I 

w 

(c) (d) 

Fig. 5-5 Magnitude responses of ideal frequency-selective filters. 

3. Ideal Bandpass Filter: 

An ideal bandpass filter (BPF) is specified by 

IH(w)I={~ 
which is shown in Fig. 5-5(c). 

4. Ideal Bandstop Filter: 

W1 < lwl < W2 

otherwise 

An ideal bandstop filter (BSF) is specified by 

IH(w)I= {~ 

which is shown in Fig. 5-5(d). 

WI< lwl < W2 

otherwise 

[CHAP. 5 

w 

w 

(5.88) 

(5.89) 

In the above discussion, we said nothing regarding the phase response of the filters. To 
avoid phase distortion in the filtering process, a filter should have a linear phase 
characteristic over the pass band of the filter, that is [Eq. ( 5.82b )], 

(5.90) 

where t d is a constant. 
Note that all ideal frequency-selective filters are noncausal systems. 
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B. Nonideal Frequency-Selective Filters: 

As an example of a simple continuous-time causal frequency-selective filter, we 
consider the RC filter shown in Fig. 5-6(a). The output y(t) and the input x(t) are related 
by (Prob. 1.32) 

dy(t) 
RC-;Jf + y(t) =x(t) 

Taking the Fourier transforms of both sides of the above equation, the frequency response 
H( w) of the RC filter is given by 

Y(w) 1 1 
H(w) = X(w) = 1 + jwRC 1 + jw/w

0 

(5.91) 

where w 0 = l/RC. Thus, the amplitude response IH(w)I and phase response (}H(w) are 
given by 

1 I 
IH( w )I= = -----o-

11 + jw/wol [ 1 + ( w/wo)2] I/2 
(5.92) 

(5.93) 

IH(w)I 

R -Wo 0 I w Wo=ii(: 

+ + 

x(t) ~ Tc y(I) 01{(w) 

!- -! ----------

(a) 
w 

(b) 

Fig. 5-6 RC filter and its frequency response. 
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which are plotted in Fig. 5-6( b ). From Fig. 5-6( b) we see that the RC network in 
Fig. 5-6( a) performs as a low-pass filter. 

5.7 BANDWIDTH 

A. Filter (or System) Bandwidth: 

One important concept in system analysis is the bandwidth of an L TI system. There are 
many different definitions of system bandwidth. 

1. Absolute Bandwidth: 

The bandwidth W8 of an ideal low-pass filter equals its cutoff frequency; that is, 
W8 =we [Fig. 5-5(a)]. In this case W8 is called the absolute bandwidth. The absolute 
bandwidth of an ideal bandpass filter is given by W8 = w 2 - w 1 [Fig. 5-5( c )]. A bandpass 
filter is called narrowband if W8 « w 0 , where w0 = ~(w 1 + w2 ) is the center frequency of 
the filter. No bandwidth is defined for a high-pass or a bandstop filter. 

2. 3-dB for Half-Power) Bandwidth: 

For causal or practical filters, a common definition of filter (or system) bandwidth is 
the 3-dB bandwidth W3 dB· In the case of a low-pass filter, such as the RC filter described 
by Eq. (5.92) or in Fig. 5-6(b), W3 dB is defined as the positive frequency at which 
the amplitude spectrum I H( w )j drops to a value equal to I H(O)j //2, as illustrated in 
Fig. 5-7( a). Note that I H(O)I is the peak value of H( w) for the low-pass RC filter. The 
3-dB bandwidth is also known as the half-power bandwidth because a voltage or current 
attenuation of 3 dB is equivalent to a power attenuation by a factor of 2. In the case of a 
bandpass filter, W3 dB is defined as the difference between the frequencies at which IH(w)I 
drops to a value equal to 1//2 times the peak value IH(wm)I as illustrated in Fig. 5-7(b). 
This definition of Wi dB is useful for systems with unimodal amplitude response (in the 
positive frequency range) and is a widely accepted criterion for measuring a system's 
bandwidth, but it may become ambiguous and nonunique with systems having multiple 
peak amplitude responses. 

Note that each of the preceding bandwidth definitions is defined along the positive 
frequency axis only and always defines positive frequency, or one-sided, bandwidth only. 

IH(w)I IH(w)I 

A A 

w 0 w 

(a) (b) 

Fig. 5-7 Filter bandwidth. 
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B. Signal Bandwidth: 

The bandwidth of a signal can be defined as the range of positive frequencies in which 
"most" of the energy or power lies. This definition is rather ambiguous and is subject to 
various conventions (Probs. 5.57 and 5.76). 

3-dB Bandwidth: 

The bandwidth of a signal x( t) can also be defined on a similar basis as a filter 
bandwidth such as the 3-dB bandwidth, using the magnitude spectrum IX( w )I of the signal. 
Indeed, if we replace IH(w)I by IX(w)I in Figs. 5-5(a) to (c ), we have frequency-domain 
plots of low-pass, high-pass, and bandpass signals. 

Band-Limited Signal: 

A signal x( t) is called a band-limited signal if 

IX(w)l=O ( 5.94) 

Thus, for a band-limited signal, it is natural to define w M as the bandwidth. 

Solved Problems 

FOURIER SERIES 

5.1. We call a set of signals {'1'/t )} orthogonal on an interval (a, b) if any two signals '1'
111

( t) 
and 'Jf k( t) in the set satisfy the condition 

m oF-k 
m =k 

(5.95) 

where * denotes the complex conjugate and a * 0. Show that the set of complex 
exponentials {eikw01

: k = 0, ± 1, ± 2, ... } is orthogonal on any interval over a period T0 , 

where T0 = 2 rr / w0 • 

For any t 0 we have 

(5.96) 

since eimZ-rr = 1. When m = 0, we have eimwotlm~o =I and 

f ro+ To . t !to+ To e 1mwo dt = dt = T
0 

I() 111 

( 5 .97) 
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Thus, from Eqs. (5.96) and (5.97) we conclude that 

m=F-k 
m =k 

[CHAP. 5 

(5.98) 

which shows that the set {eikwor: k = 0, ± 1, ± 2, ... } is orthogonal on any interval over a period 
To. 

5.2. Using the orthogonality condition (5.98), derive Eq. (5.5) for the complex Fourier 
coefficients. 

From Eq. (5.4) 

x( t) = L ckeikwot 
k = -00 

Multiplying both sides of this equation by e-imwot and integrating the result from t0 to 
(t 0 + T0 ), we obtain 

f lo+ Tox( t) e-jmwol dt = f lo+ To( E ck eikwol) e-jmwot dt 
lo lo k= -oo 

00 

= E ckflo+Toei<k-m)woldt 
k=-oo lo 

( 5 .99) 

Then by Eq. (5.98) Eq. (5.99) reduces to 

(5.100) 

Changing index m to k, we obtain Eq. (5.5), that is, 

(5.101) 

We shall mostly use the following two special cases for Eq. (5.101): t 0 = 0 and t0 = -T0/2, 
respectively. That is, 

( 5.102a) 

(5.102b) 

5.3. Derive the trigonometric Fourier series Eq. (5.8) from the complex exponential 
Fourier series Eq. (5.4). 

Rearranging the summation in Eq. (5.4) as 
00 00 

x(t)= E ckejkwo'=co+ E (ckejkwo'+c_ke-jkwol) 
k=-oo k=I 

and using Euler's formulas 

e ±Jkwot =cos kw0t ±jsin kw0t 
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we have 

Setting 

FOURIER ANALYSIS OF TIME SIGNALS AND SYSTEMS 

x( t) = c0 + L [(ck+ c_d cos kw0t + j( ck - c_d sin kw 0t] 
k=I 

Eq. (5.103) becomes 

a oo 

x(t)=~+ L (akcoskw 0 t+bksinkw0 t) 
2 k= I 

233 

( 5.103) 

( 5.104) 

5.4. Determine the complex exponential Fourier series representation for each of the 
following signals: 

(a) x(t) =cos w 0 t 

(b) x(t)=sinw0 t 

( c) x( t) = cos { 2 t + : ) 

(d) x(t) =cos 4t + sin 6t 

(e) x(t)=sin 2 t 

(a) Rather than using Eq. (5.5) to evaluate the complex Fourier coefficients ck using Euler's 
formula, we get 

1 1 1 00 

COSWot=2(ejwot+e-jwol)=2e-jw.,1+2ejwol= L ckejkwol 
k = -oo 

Thus, the complex Fourier coefficients for cos w 0 t are 

(b) In a similar fashion we have 

1 1 1 oc 
sin w t = -(ejwol - e-jwo') = - -e-jw.,1 + -ejwol = ~ c ejkwol 

0 2· 2· 2 · '-- k J J J k= -oo 

Thus, the complex Fourier coefficients for sin w 0 t are 

c=-
1 2j 

c = --
-1 2j ck= 0, lkl "* 1 

(c) The fundamental angular frequency w 0 of x(t) is 2. Thus, 

( 
7T) 00 00 

x(t)=cos 2t+ 4 = L ckejkw"'= L ckejZkt 
k=-00 k=-00 

Now x(t) =cos(21 + :) = ~(ej(Zr+7T/4)+e-j(2t+7T/4l) 

1 1 00 

=-e-j-rr/4e-j21+-ej-rr/4ej21= L ckej2k1 
2 2 k=-00 
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Thus, the complex Fourier coefficients for cos(2t + rr/4) are 

1. ll+j fi 
C1 = 2eJ1T/4 = 2 fi = 4(1 + j) 

1 . 11-j fi 
c_I = 2e-J1T/4 = 2 fi = 4(1 -j) 

(d) By the result from Prob. 1.14 the fundamental period T0 of x(t) is rr and w 0 = 2rr/T0 = 2. 
Thus, 

x(t)=cos4t+sin6t= [ ckeikw"'= [ ckei2k' 
k= -00 k= -00 

Again using Euler's formula, we have 

1 l 
x( t) = cos4t + sin6t = 2"( ei4' + e-141 ) + 

2
j ( ei61 - e-161 ) 

1 1 1 1 
= _ -e-J61 + -e-141 + -ei4r + -ei61 = 

2j 2 2 2j 

Thus, the complex Fourier coefficients for cos 4t + sin 6t are 

c - -­
-3 - 2j C_2 = 2 C1 = -2. 

- J 

and all other ck = 0. 

(e) From Prob. l.16(e) the fundamental period T0 of x(t) is rr and w 0 = 2rr/T0 = 2. Thus, 

00 00 

x(t)=sin2t= L ckeikwo'= L ckei2k1 
k=-:>:i k=-oc 

Again using Euler's formula, we get 

l 1 1 
= _ -e-121 + __ -e121 = 

4 2 4 

Thus, the complex Fourier coefficients for sin 2 t are 

and all other ck = 0. 

S.S. Consider the periodic square wave x( t) shown in Fig. 5-8. 

(a) Determine the complex exponential Fourier series of x( t ). 

(b) Determine the trigonometric Fourier series of x(t). 
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x(t) 

A 

-To _!jl 0 To To 2To 
2 2 

Fig. 5-8 

(a) Let 

x(t)= L ckejkwot 
k= -oo 

Using Eq. (5.102a), we have 

1 1To . 1 1To/ 2 . ck=- x(t)e-1kwo1 dt=- Ae-1kwo 1 dt 
T0 o T0 o 

A .k A [ k) 
= jk27T (1 -e-l7') = jk27T 1 - ( -1) 

since w0 T0 = 27T and e - jkTr = (- l)k. Thus, 

Hence, 

k = 2m * 0 

A 
ck=-

jk7T 
k = 2m + 1 

1 1T0 1 
1

T,,/2 A 
c0 = - x( t) dt = - A dt = -

To 0 To 0 2 

A 
Co= 2 

A 
c -----

2m+ I - j(2m + 1)7T 

and we obtain 

A A 1 
x(t) = _ + _ E ej<2m+l)wo' 

2 )7T m=-oo 2m + 1 

(b) From Eqs. (5.105), (5.10), and (5.12) we have 

a0 A 
- =Co= -
2 2 

2A 
b2m+I = -2Im[c2m+1l = ( 2m + l)7T 
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( 5.105) 

( 5.106) 
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Substituting these values in Eq. (5.8), we get 

A 2A " 1 
x(t)=-+- L, sin(2m+l)w0 t 

2 rr m = IJ 2m + l 

A 2A ( I 1 ) 
= - + - sin w 0 t + -sin3w0 t + -sin5w0 t + · · · 

2 Tr 3 5 

5.6. Consider the periodic square wave x(t) shown in Fig. 5-9. 

(a) Determine the complex exponential Fourier series of x( t ). 

( b) Determine the trigonometric Fourier series of x( t ). 

(a) Let 

X(I) 

A 

. r,, To o To 
4 4 

Fig. 5-9 

x( t) = L ck eikw.,r 
k ~ - oc 

r,, 2To 

2rr 
w =-() T 

0 

Using Eq. (5. /02b ), we have 

Thus. 

Hence. 

J T / 2 1 T / 4 
ck= - f" x(t) e - ikw.,r dt = - f " Ae - fkwut dt 

T0 - Fn/ 2 T0 - T,, / 4 

A 
Co= l 

_A __ ( e - 1krr 12 - eikrr 12) = _A_sin(-k_rr) 
-ffe2rr krr 2 

k = 2m * 0 

,,, A 
ck = ( - I) krr k = 2m +I 

I T l T / 2 A 
c0 =-J "x(t)dt=-J" Adt=-

T0 o T0 o 2 

c2,,, = 0, m * 0 
m A 

c21n + ' = ( -1) (2m + l)rr 

[CHAP. 5 

( 5.107) 

( 5.108) 



CHAP. 5] FOURIER ANALYSIS OF TIME SIGNALS AND SYSTEMS 

and we obtain 

A A (-l)m . 
x(t) = - + - I: e'<2m+l)wo' 

2 7T m= _ 00 2m + 1 

(b) From Eqs. (5.108), (5.10), and (5 .12) we have 

a0 A 
- =co= -
2 2 

a2m = 2Re[c2mJ = 0, m * 0 

m 2A 
a2m+1 = 2Re[c2m+iJ = (-1) (2m + 1)7T 

Substituting these values into Eq. (5.8), we obtain 

bk= -2Im[cd = 0 

A 2A 00 (-l)m 
x(t)=-+- L cos(2m+l)w0 t 

2 7T m=O 2m + 1 

=A + ZA {cos w t - ~cos3w t + ~cos5w t - · · ·) 
2 7T 0 3 0 5 0 
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( 5.109) 

( 5.110) 

Note that x(t) is even; thus, x(t) contains only a de term and cosine terms. Note also that 
x(t) in Fig. 5-9 can be obtained by shifting x(t) in Fig. 5-8 to the left by T0/4. 

5. 7. Consider the periodic square wave x(t) shown in Fig. 5-10. 

(a) Determine the complex exponential Fourier series of x(t). 

(b) Determine the trigonometric Fourier series of x(t ). 

Note that x(t) can be expressed as 

where x 1(t) is shown in Fig. 5-11. Now comparing Fig. 5-11 and Fig. 5-8 in Prob. 5.5, we 
see that x 1(t) is the same square wave of x(t) in Fig. 5-8 except that A becomes 2A . 

x(r) 

A 

-To -To 
2 

0 

-A 

Fig. 5-10 

To 

2 
To 2To 
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2A 

-To To 
2 

0 

Fig. 5-11 

To 

2 
Tu 2To 

(a) Replacing A by 2A in Eq. (5.106), we have 

2A 1 
X1(t) =A+-.- E ej(2m+l)wol 

}Tr m= _ 00 2m + 1 

Thus, 

2A 00 1 
x(t) =x1(t) -A=-.- L ej<2m+IJwur 

}Tr m=-"' 2m + 1 

(b) Similarly, replacing A by 2A in Eq. (5.107), we have 

4A 00 l 
x 1(t) =A+ - E sin(2m + l)w 0 t 

7r m =O 2m + l 

Thus, 

4A 00 I 
x(t)=- E sin(2m+l)w0 t 

7r m= 0 2m+l 

4A ( 1 1 ) 
= - sin w 0 t + -sin3w0 t + -sin5w0 t + · · · 

Tr 3 5 

Note that x( t) is odd; thus, x(t) contains only sine terms. 

[CHAP. 5 

( 5.111) 

( 5.112) 

5.8. Consider the periodic impulse train 5r.(t) shown in Fig. 5-12 and defined by 
0 

()1j,(t) = L o(t -kTo) 

-To 

k = -00 

&{1) 

0 

Fig. 5-12 

To 

(5.113) 

2To 
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(a) Determine the complex exponential Fourier series of Dr
0
(t). 

( b) Determine the trigonometric Fourier series of Dr
0
( t ). 

(a) Let 

00 

OTo(t) = L ckejkwot 
k = -ac 
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Since B{t) is involved, we use Eq. (5.102b) to determine the Fourier coefficients and we 
obtain 

Hence, we get 

(b) Let 

00 1 oc: . 

oTJ t) = L o( t - kTo) = T L efkwul 
k=-ac Ok= - cc 

a oo 

Or
0
( t) = ~ + L ( ak cos kw 0 t +bk sin kw0 t) 

2 k=l 

Since 0T
0
( t) is even, bk = 0, and by Eq. ( 5. 9a ), a k are given by 

2 /T11/ 2 2 
ak=- o(t)coskwotdt=-

To -Tu/2 To 

Thus, we get 

1 2 00 

l>rJt) = - + - L cos kw0 t 
To Tok= 1 

21T 
wo = T 

0 

( 5.114) 

( 5.115) 

(5.116) 

(5.117) 

5.9. Consider the triangular wave x(t) shown in Fig. 5-13(a). Using the differentiation 
technique, find (a) the complex exponential Fourier series of x(t), and (b) the 
trigonometric Fourier series of x( t ). 

The derivative x'(t) of the triangular wave x(t) is a square wave as shown in Fig. 5-l3(b ). 

(a) Let 

x(t) = L ckeikwot 
k= - oo 

Differentiating Eq. (5.118), we obtain 

00 

2rr 
wo = T 

0 

x'(t) = L jkwockeikwot 
k = -oo 

( 5.118) 

( 5.119) 

Equation (5.119) shows that the complex Fourier coefficients of x '(t) equal jk w 0ck. Thus, we 
can find ck (k * 0) if the Fourier coefficients of x'(t) are known. The term c0 cannot be 
determined by Eq. (5.119) and must be evaluated directly in terms of x(t) with Eq. (5.6). 
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-To 

x(t) 

(a) 

x'(l) 

To 0 -2 

:u 
To 

(b) 

Fig. 5-13 

To To 2To 
2 

[CHAP. 5 

Comparing Fig. 5-13(b) and Fig. 5-10, we see that x'(t) in Fig. 5-13(b) is the same as x(t) in 
Fig. 5-10 with A replaced by 2A/T0 • Hence, from Eq. (5.111), replacing A by 2A/T0 , we have 

4A 00 1 
x'(t)=-- E ei<2m+l)w", 

jrrT0 m= _ 00 2m + 1 
(5.120) 

Equating Eqs. (5.119) and (5.120), we have 

k = 2m *o 

or k = 2m + 1 

From Fig. 5-13(a) and Eq. (5.6) we have 

1 (To A 
c0 = - }, x( t) dt = -

T0 o 2 

Substituting these values into Eq. (5.118), we obtain 

A 2A 00 1 x(t) = _ - _
2 

E 
2

ei<2m+l)wu' 

2 1T m=-oo(2m+l) 
( 5.121) 
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(b) In a similar fashion, differentiating Eq. (5.8), we obtain 

x'(t) = L kw0(bkcoskw 0t-aksinkw0 t) 
k=I 

241 

( 5.122) 

Equation (5.122) shows that the Fourier cosine coefficients of x'(t) equal nw0 bk and that the 
sine coefficients equal -nw0 ak. Hence, from Eq. (5.112), replacing A by 2A/T0 , we have 

BA 1 
x'(t)=- L sin(2m+l)w0 t 

1T'T0 m=O 2m + 1 

Equating Eqs. (5.122) and (5.123), we have 

or 

k = 2m i= 0 

4A 
ak = - 1T'2k2 

From Eqs. (5.6) and (5.10) and Fig. 5-13(a) we have 

a0 1 JT" A - = c0 = - x(t) dt = -
2 T0 o 2 

Substituting these values into Eq. (5.8), we get 

k = 2m +I 

A 4A 00 1 
x(t)=---2 L 2 cos(2m+l)w0 t 

2 1T' m=O (2m + 1) 

( 5.123) 

( 5.124) 

5.10. Consider the triangular wave x(t) shown in Fig. 5-14(a). Using the differentiation 
technique, find the triangular Fourier series of x( t ). 

From Fig. 5-14(a) the derivative x'(t) of the triangular wave x(t) is, as shown in 
Fig. 5-14(b), 

A "" 
x'(t) = - - +A L o(t- kTo) 

To k= -x 

Using Eq. (5.117), Eq. (5.125) becomes 

"' 2A 
x'(t)= L -coskw0 t 

k=I To 

Equating Eqs. (5.126) and (5.122), we have 

From Fig. 5-14(a) and Eq. (5.9a) we have 

or 

a0 1 JT A 
-=- "x(t)dt=-
2 T0 o 2 

Thus, substituting these values into Eq. (5.8), we get 

A A "' 1 
x(t) = -

2 
+ - L -k sin kw0 t 

1T' k=I 

27T 
Wo = T 

0 

( 5.125) 

( 5.126) 

(5.127) 
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-To 

-To 

x(t) 

0 

(a) 

x'(t) 

A&(1) 

~ 

0 

-AtT0 

(b) 

Fig. 5-14 

To 2To 

o'\ bU - T0) 

~ 

To 2To 
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-~ 

5.11. Find and sketch the magnitude spectra for the periodic square pulse train signal x(t) 
shown in Fig. 5-15(a) for (a) d = T0 /4, and (b) d = T0 /8. 

Using Eq. (5.102a), we have 

1 
1T0 . A fd . 

ck= - x(t) e - Jkwul dt = - e-Jkwul dt 
~ 0 ~ 0 

Note that ck= 0 whenever kw0d/2 = m7T; that is, 

m27T 
nw0 = --

d 
m = 0, ± 1, ± 2, ... 

( 5.128) 
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x(t) 

A 

-T 0 d T 2T 

(a) 

x(t) 

A r--i ~ ~ d=I. 
4 

~ 

0 d T 

x(t) 

A ~ I"' I" d=I. g 

..... 
Od T 

Fig. 5-15 

(a) d = T0/4, kw 0 d/2 = kTrd/T0 = br /4, 

c =A I sin(k-lr/4) I 
I kl 4 br/4 

The magnitude spectrum for this case is shown in Fig. 5-15(b). 

(b) d = T0/8, kw0 d/2 = krrd/T0 = br /8, 

c =A lsin(krr/8) I 
I kl 8 k7r/8 

The magnitude spectrum for this case is shown in Fig. 5-15(c). 

le.I 

I 
.;A 

0 Wo 

(b) 

le.I 

I 
8A 

0 Wo 

(c) 
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5.12. If x 1( t) and x 2( t) are periodic signals with fundamental period T0 and their complex 
Fourier series expressions are 

00 

X1{t) = L dkejkwut 
k= -oc 

X2(t) = L ekejkwol 
k = -oo 

27T 
w =-

0 T 
0 

show that the signal x( t) = x 1( t )x z< t) is periodic with the same fundamental period T0 

and can be expressed as 
00 

x(t)= L ckejkwol 
k = - oc 

where ck is given by 

( 5.129) 
m= -xi 

Now x(t + T0) =x 1(t + T0)x2(t + T0 ) =x,(t)xit) =x(t) 
Thus, x(t) is periodic with fundamental period T0 . Let 

k = -oc 

Then 

f: dm[~ !To/
2 

x 2(t) e-i(k-m)wot dt] = L dmek-m 
m=-oo To -T0 /2 m=-<» 

since ek = ~!To/2 Xz(t) e-jkwot dt 
T0 -T0 /2 

and the term in brackets is equal to ek-m· 

5.13. Let x 1(/) and x 2( t) be the two periodic signals in Prob. 5.12. Show that 

1 f To/2 oo 
- x 1(t)x 2(t)dt= L dke-k 
To -To/2 k=-oo 

(5.130) 

Equation (5.130) is known as Parseual's relation for periodic signals. 

From Prob. 5.12 and Eq. (5.129) we have 

1 f T0 /2 Ck= - x 1(t)xz(t)e-Jkwot dt = 
T0 -T0 /2 1n=-oo 

Setting k = 0 in the above expression, we obtain 
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5.14. Verify Parseval's identity (5.21) for the Fourier series, that is, 

oc 

If 
k = -oo 

then ( 5.131) 

where * denotes the complex conjugate. Equation (5.131)- indicates that if the Fourier 
coefficients of x(t) are ck, then the Fourier coefficients of x*(t) are c~k· Setting x 1(t) =x(t) 
and xit) =x*(t) in Eq. (5.130), we have dk =ck and ek =c~k or (e_k =ct), and we obtain 

1 f To/2 oo 
- x(t)x*(t)dt= E ckck 
To -To/2 k= -oo 

(5.132) 

or 

5.15. (a) The periodic convolution f(t) =x 1(t) ®xit) was defined in Prob. 2.8. If dn and 
en are the complex Fourier coefficients of x 1(t) and x 2(t), respectively, then show that 
the complex Fourier coefficients ck of f( t) are given by 

ck= Todkek (5.133) 

where T0 is the fundamental period common to x 1(t), xit), and f(t). 

(b) Find the complex exponential Fourier series of f(t) defined in Prob. 2.8(c). 

(a) From Eq. (2.70) (Prob. 2.8) 

00 

Let X 1( I) = L dkeikwot X2( I) = L ekeikwot 
k- -00 k= -oo 

Then 

= E ekejkwotjToX(T)e-JkwoTdT 
k= -oo 0 

Since 

we get 
00 

f(t) = L Todkekeikwot ( 5.134) 
le= -oo 

which shows that the complex Fourier coefficients ck of f(t) equal T0 dkek . 
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(b) In Prob. 2.8(c), x 1(t)=x 2(t)=x(t), as shown in Fig. 2-12, which is the same as Fig. 5-8 
(Prob. 5.5). From Eq. (5.105) we have 

A 
do =en= 2 k=2m,mi'O 

k = 2m + l 

Thus, by Eq. (5. 133) the complex Fourier coefficients ck of f(t) are 

A1 
Co= Todueo = To4 

{
O k=2m,mo!O 

ck=Todkek= -ToA2/k21T'2 k=2m+l 

Note that in Prob. 2.8(c), f(t)=x 1(t)®x 2(t), shown in Fig. 2-13(b), is proportional to 
x(t), shown in Fig. 5-13(a). Thus, replacing A by A 2T0 /2 in the results from Prob. 5.9, 
we get 

Cn = To ~2 ck= { ~ ToA2 /k zrr2 

which are the same results obtained by using Eq. (5.133). 

FOURIER TRANSFORM 

5.16. (a) Verify the time-shifting property (5.50), that is, 

x(t - t 0 ) ~ e - jw 111 X( w) 

By definition (5.31) 

Y{x(t-1 0 )}= J"' x(t-t0 )e - Jwtdt 
- oc 

By the change of variable T = t - 10 , we obtain 

Y{x(t -1 0 )} = j"" x(T) e - iw<r+1oldT 
- x 

Hence, 

5.17. Verify the frequency-shifting property (5.5/), that is, 

x(t)e1w
111 ~x(w -w0 ) 

By definition (5.3/) 

Y{ x( t) eiwul} = /;c x( t) eiw111 e - 1w1 dt 
- OC· 

k = 2m, m 1'0 

k = 2m + 1 

= j"' x( t) e - i<w-"•11 )' dt = X( w - w
0

) 
-oc 
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Hence, 

5.18. Verify the duality property (5.54), that is, 

X(t) ~ 2'1Tx(-w) 

From the inverse Fourier transform definition (5.32), we have 

{" X(w)eiwr dw = 21Tx(I) 
-oo 

Changing t to - t, we obtain 

{" X( w) e-Jwt dw = 27TX( -t) 
-cc 

Now interchanging t and w, we get 

{' X(t) e-Jwt dt = 27TX( -w) 
-oo 

Since S'{X(t)} = {" X(t)e-1w
1dt 

-oo 

we conclude that 

X(r)~27Tx(-w) 

5.19. Find the Fourier transform of the rectangular pulse signal x(t) (Fig. 5-16(a)] defined 
by 

ltl <a 
ltl >a 

By definition (5.31) 

X(w) = /" p
0
(t)e-iw1dt = r e-iw1dt 

-oo -a 

1 . . sin wa sin wa 
= -:--(e'wa - e-1wa) = 2-- = 2a--

}W w wa 

x(t) 

... .. 
·a 0 a 

(a) (b) 

Fig. 5-16 Rectangular pulse and its Fourier transform. 

(5.135) 

X(w) 

w 
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Hence, we obtain 
. . 

sm wa sm wa 
pu(t)<-->2-- =2a--

w wa 

The Fourier transfonn X(w) of x(t) is sketched in Fig. 5-16(b). 

5.20. Find the Fourier transform of the signal [Fig. 5-17(a)] 

sin at 

From Eq. (5.136) we have 

x(t) = --
Tr I 

sin wa 
pa(t) <-->2--

w 

Now by the duality property (5.54), we have 

sin at 
2-

1
- <---> 21TPa( -w) 

Dividing both sides by 27T (and by the linearity property), we obtain 

sin at 
-- t-+p (-w) =p (w) 1TI a a 

where Pa(w) is defined by [see Eq. (5.135) and Fig. 5-17(b)] 

x(r) 

(a) 

.. 

lwl <a 
lwl>a 

-a 

Fig. 5-17 sin at/7rt and its Fourier transform. 

5.21. Find the Fourier transform of the signal [Fig. 5-18(a)] 

x(t) =e-alri a> 0 

Signal x(t) can be rewritten as 

t > 0 
t<O 

X(w) 

0 

(b) 

[CHAP. 5 

(5.136) 

(5.137) 

I 

a w 
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x(I) 

.. .. 
0 

Fig. 5-18 e-1°11 and its Fourier transform. 

Then 

Hence, we get 

= JQ e(a-jw)f dt + j"'e-(a+jW)fdf 

-ao 0 

1 1 2a 
=--+--=---

a - jw a + jw a 2 + w 2 

2a 
e -a111 r-+ --­

a2 + w2 

The Fourier transform X(w) of x(t) is shown in Fig. 5-18(b). 

5.22. Find the Fourier transform of the signal [Fig. 5-19(a)] 

1 

From Eq. (5.138) we have 

x(t)= 2 2 
a + t 

2a 
e-a111r-+ --­

a2 + w2 

Now by the duality property (5.54) we have 

2a 

x(I) 
11a2 

0 

--- +-+ 27Te-al-wl = 27Te-alwl 
a2 + ,2 

.. .. 

2/a 

Tr/a 

Fig. 5-19 1/(a2 + t 2
) and its Fourier transform. 

X(w) 

0 

X(w) 

0 
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w 

( 5.138) 

w 
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Dividing both sides by 2a, we obtain 

(5.139) 

The Fourier transform X(w) of x(t) is shown in Fig. 5-19(b). 

5.23. Find the Fourier transforms of the following signals: 

(a) x(t) = 1 (b) x(t) = ejwot 

(c) x(t)=e-jwot (d) x(t)=cosw 0 t 

(e) x(t)=sinw 0 t 

(a) By Eq. (5.43) we have 

5( t) ~ 1 (5.140) 

Thus, by the duality property (5.54) we get 

1 ~2rr5(-w) =2rr5(w) (5.141) 

Figures 5-20(a) and (b) illustrate the relationships in Eqs. (5.140) and ( 5.141), respec­
tively. 

(b) Applying the frequency-shifting property (5.51) to Eq. (5./4/), we get 

( 5.142) 

x(I) X(w) 

!\(1) 

~ .. 

0 0 w 

(a) 

x(t) X(w) 

2ir!l(w) 

• ... 

0 0 w 

(b) 

Fig. 5-20 (a) Unit impulse and its Fourier transform; (b) constant (de) signal and its Fourier 
transform. 
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(c) From Eq. (5.142) it follows that 

(d) From Euler's formula we have 

Thus, using Eqs. (5.142) and (5.143) and the linearity property (5.49), we get 

cos w0t ~ 1T[ 5( w - w0 ) + 5( w + w0 )] 

Figure 5-21 illustrates the relationship in Eq. (5.144). 

(e) Similarly, we have 

1 . . 
sin W t = -(eJWof - e-JWol) 

0 2j 

and again using Eqs. (5.142) and (5.143), we get 

251 

( 5.143) 

( 5.144) 

sin w0t ~ -j1T[ 5( w - w0) - 5( w + w0)] ( 5.145) 

.. ... 

0 

I 
0 

(a) (b) 

Fig. 5-21 Cosine signal and its Fourier transform. 

5.24. Find the Fourier transform of a periodic signal x(t) with period T0 . 

We express x(t) as 

x(t) = E ckeikwo' 
k = -oo 

Taking the Fourier transform of both sides and using Eq. (5.142) and the linearity property 
(5.49), we get 

00 

X(w)=21T E ck5(w-kw 0 ) (5.146) 
k~ -oo 

which indicates that the Fourier transform of a periodic signal consists of a sequence of 
equidistant impulses located at the harmonic frequencies of the signal. 
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5.25. Find the Fourier transform of the periodic impulse train [Fig. 5-22(a)] 

k = -00 

From Eq. (5.115) in Prob. 5.8, the complex exponential Fourier series of 01.(1) is given by 
I) 

l 2~ 
Bro( t) = -T L e ikwot Wo = -

Ok = -oo ~ 

Using Eq. (5.146), we get 

2~ "' 
.r[sTo(t)] = T L o(w-kwo) 

() k = -oo 

00 

=w0 I: o(w-kw0 ) =w0 sw
0
(w) 

k = - 00 

or ( 5.147) 
k = - oo k = - oo 

Thus, the Fourier transform of a unit impulse train is also a similar impulse train [Fig. 5-22(b )]. 

x(I) X(w) 

~~ ~ .. .. 

·Wo 0 Wo 

(a) (b) 

Fig. 5-22 Unit impulse train and its Fourier transform. 

5.26. Show that 

x(t)cosw0 t _. ~X(w -w0 ) + iX(w + w0 ) 

and x(t)sinw0 t_. -J[ }X(cu - w0 )- ~X(w + w0 )] 

Equation (5.148) is known as the modulation theorem. 

From Euler's formula we have 

COSW l = l(eiw 11t +e - iw 0t) 
() 2 

2w0 

~ 

w 

(5.148) 

(5 .149) 

Then by the frequency-shifting property (5.51) and the linearity property (5.49), we obtain 

.94[ x( t) cos w 0t] = .r[ kx(t) eiwot + ~x( t) e-iw111 J 

= iX( w - w 0 ) + iX( w + w 0 ) 

Hence, 
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In a similar manner we have 

1 . . 
sin W t = -(eJWul - e-JWol) 

0 2j 

and .9'[ x( t) sin w 0 t) = .r( ;/(t) eiwot - ;/(t) e-iw111] 

1 1 
=-X(w-w )--X(w+w) 

2j 0 2j 0 

Hence, 

x( t) sin w0 t ~ - i[ iX( w - w0 ) - iX( w + w0 )] 

5.27. The Fourier transform of a signal x(t) is given by [Fig. 5-23(a)] 

X(w) = tP0 (w-w 0 ) + ~pa(w +w0 ) 

Find and sketch x(t). 

From Eq. (5.137) and the modulation theorem (5.148) it follows that 

sin at 

which is sketched in Fig. 5-23(b ). 

x(t) = --cosw0t 
7Tt 

X(w) 

----------------------------------
0 

(a) 

x(I) 

I ' I 

I \ 
I \ 

' \ I 
\ I 

(b) 

Fig. 5-23 

253 

w 
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5.28. Verify the differentiation property (5.55), that is, 

dx(t) 
dt +--+ jwX( w) 

From Eq. (5.32) the inverse Fourier transform of X(w) is 

Then 

1 oc 

x(t) = -J X(w)eiwt dw 
27T -oo 

d.x(t) 1 d [ 00 ] 

-- = -- J X(w)eiw 1 dw 
dt 27T dt -oc 

1 oo a 
= -J X(w)-(eiwt) dw 

27T -oo at 
1 00 

= -J jwX(w)efwt dw 
27T - 00 

[CHAP. 5 

(5.150) 

(5.151) 

Comparing Eq. (5.151) with Eq. (5.150), we conclude that d.x(t)/dt is the inverse Fourier 
transform of jwX(w). Thus, 

d.x(t) 
-- ..-....+jwX(w) 

dt 

5.29. Find the Fourier transform of the signum function, sgn(t) (Fig. 5-24), which is defined 
as 

sgn(t) = { _ ~ 

The signum function, sgn(t ), can be expressed as 

Using Eq. (1.30), we have 

sgn(t) = 2u(t) - 1 

d 
- sgn( t) = 28( t) 
dt 

sgn(t) 

0 

----------------1-I 

t > 0 
t<O 

Fig. 5-24 Signum function. 

(5.152) 
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Let 

sgn(t) -X(w) 

Then applying the differentiation property (5.55), we have 

Hence, 

2 
jwX(w) = .9"(25(t)) = 2---+X(w) = -. 

}W 

2 
sgn(t) - -. 

}W 

255 

(5.153) 

Note that sgn(t) is an odd function, and therefore its Fourier transform is a pure imaginary 
function of w (Prob. 5.41). 

5.30. Verify Eq. (5.48), that is, 

1 
u(t)-.1T<5(w)+-. 

}W 

As shown in Fig. 5-25, u(t) can be expressed as 

u(t) = 1+1 sgn(t) 

(5.154) 

Note that ! is the even component of u(t) and ! sgn(t) is the odd component of u(t ). Thus, by 
Eqs. (5.141) and (5.153) and the linearity property (5.49) we obtain 

l 
u(t) _.7T5(w) + -. 

}W 

I .,,, 
• = 

I: 
• + 

0 0 

Fig. 5-25 Unit step function and its even and odd components. 

5.31. Prove the time convolution theorem (5.58), that is, 

x 1(t)* x 2(t) ~x1(w)X2(w) 
By definitions (2.6) and (5.31), we have 

S-[x1(l)*X2(t)J = 1:J1:
00

x 1(T)x 2(t-T)d'T]e-jwrdt 

Changing the order of integration gives 

S-[x1(l)* X2(t)] = j_00

} 1(T)[!:
00

x2(t -T)e-Jwrdt] dT 

j sgn(t) 

0 I 
'j 
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By the time-shifting property (5.50) 

/,, x
2

( t - 'T )e-jwt dt = X
2

( w )e-jwT 
-oo 

Thus, we have 

Y(x 1(t)*X2(t)] = j"" x 1(T)Xz(w)e-j"' 7 d'T 
-oo 

= [!:
00

x 1('r)e-j"' 7 dT]X2(w) =Xl(w)X2(w) 

Hence, 

5.32. Using the time convolution theorem (5.58), find the inverse Fourier transform of 
X(w) = I/(a + jw) 2

. 

From Eq. (5.45) we have 

Now 

1 
e- 01 u(t) .--.. --.­

a+ }W 

X( w) = 1 = (-1 . ) (-1 . ) 
(a + jw )

2 a + Jw a + Jw 

Thus, by the time convolution theorem (5.58) we have 

Hence, 

x(t) =e-a1u(l)*e- 01 u(t) 

= j"" e-a7 U( T)e-a<t-Tlu(t - T) dT 
-00 

1 
te-a'u(t) .--.. --­

(a+ jw)2 

5.33. Verify the integration property (5.57), that is, 

f
t 1 

x(T)dT.-..'1TX(0)5(w) + -. X(w) 
-oo }W 

From Eq. (2.60) we have 

J' x( T) dT = x( t) * u( t) 
-oo 

(5.155) 

( 5.156) 
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Thus, by the time convolution theorem (5.58) and Eq. (5.154) we obtain 

s<(x(t)*u(t)] =X(w)[m5(w) + ~] =rrX(w)8(w) + ~X(w) 
)W }W 

1 
= rrX(0)8(w) + -:-X(w) 

)W 

since X(w)8(w) =X(0)8(w) by Eq. {1.25). Thus, 

[f
00

x(T)d7"] ~rrX(0)8(w) + j~X(w) 

257 

5.34. Using the integration property (5.57) and Eq. (1.31), find the Fourier transform of 
u(t). 

From Eq. (1.31) we have 

u(t) = f' 8(T) dT 
-oo 

Now from Eq. (5.140) we have 

8(t) ~ 1 

Setting x( T) = 8( T) in Eq. (5.57), we have 

x(t) =8(t) ~x(w) = 1 and X(O) = 1 

and 

f
l 1 

u(t) = 8(T) dT~rr8(w) + -. 
-oo }W 

5.35. Prove the frequency convolution theorem (5.59), that is, 

1 
x 1(t)x 2(t)~ 2

1TX1(w)*X2(w) 

By definitions (5.31) and (5.32) we have 

7(x 1(t)xi{t)] = /
00 

x 1(t)x 2(t)e-1w1 dt 
-oo 

= j"" [-1 
{' X 1(A.)ejAi d>.Jx 2(t)e-jwi dt 

-oo 2rr -oo 

1 00 [ 00 ] = -J X1(A) J x 2(t)e-j(w-A)t dt d>. 
2rr -oo -oo 

Hence, 
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5.36. Using the frequency convolution theorem (5.59), derive the modulation theorem 
(5.148). 

From Eq. (5.144) we have 

cos w0 t +-+ 1TO( w - w 0 ) + 1TO( w + w0 ) 

By the frequency convolution theorem (5.59) we have 

1 
x( t) cos w0 t +-+ -X( w) * [ 7TO( w - w0 ) + 7TO( w + w0 )] 

27T 

= iX( w - w 0 ) + tx( w + w0 ) 

The last equality follows from Eq. (2.59). 

5.37. Verify Parseval's relation (5.63), that is, 

00 1 00 j_
00

x 1(t)x 2(t)dt = Z7T j_
00

X 1(w)X2(-w)dw 

From the frequency convolution theorem (5.59) we have 

that is, 

Setting w = 0, we get 

By changing the dummy variable of integration, we obtain 

00 1 00 J x 1(t)x 2(t) dt = -J X 1(w)X2(-w) dw 
-00 27T -00 

5.38. Prove Parseval's identity [Eq. (5.64)] or Parseval's theorem for the Fourier transform, 
that is, 

Joo 2 1 j°" 2 Jx(t)j dt = - jX(w)j dw 
-00 27T -00 

By definition (5.JJ) we have 

9'{x*(t)} = J00 

x*(t)e - Jwr dt 
-00 

= [f:}(t)eiwt dt r =X*( -w) 

where * denotes the complex conjugate. Thus, 

x*(t) +-+X*(-w) ( 5.157) 
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Setting x 1(t) = x(t) and x 2(t) = x*(t) in Parseval's relation (5.63), we get 

00 1 00 

J x(t)x*(t)dt=-J X(w)X*(w)dw 
-oo 2rr -oo 

or 

J
oo 2 1 Joo 2 

lx(t)I dt = - IX(w)I dw 
-oo 2rr -oo 

5.39. Show that Eq. (5.6la), that is, 

X*(w) =X(-w) 

is the necessary and sufficient condition for x( t) to be real. 

By definition (5.31) 

X(w) = J
00 

x(t)e-jwt dt 
-oo 

If x(t) is real, then x*(t) =x(t) and 

[ 

00 ]* 00 X*(w) = J_
00

x(t)e-jwtdt = J_
00

x*(t)ejw 1 dt 

= {" x(t)ejwt dt =X( -w) 
-00 

Thus, X*(w) = X( -w) is the necessary condition for x(t) to be real. Next assume that 
X*(w) = X( -w). From the inverse Fourier transform definition (5.32) 

Then 

1 00 

x(t) = -J X(w)ejwt dw 
2rr -oo 

[ 
1 00 )* 1 00 x*(t) = -J X(w)ejwtdw = -J X*(w)e-jwtdw 

2rr -oo 2rr -oo 

1 00 . 1 00 

=-J X(-w)e-1w
1dw=-J X(>..)ejA'd>..=x(t) 

2rr -oo 2rr -oo 

which indicates that x(t) is real. Thus, we conclude that 

X*(w) =X(-w) 

is the necessary and sufficient condition for x(t) to be real. 

5.40. Find the Fourier transforms of the following signals: 

(a) x(t)=u(-t) 

(b) x(t) = ea'u( -t), a> 0 
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From Eq. (5.53) we have 

x( -t) ~x( -w) 

Thus, if x(t) is real, then by Eq. (5.6Ja) we have 

x(-t) ~x(-w) =X*(w) 

{a) From Eq. (5.154) 

Thus, by Eq. (5.158) we obtain 

(b) From Eq. (5.155) 

Thus, by Eq. (5.158) we get 

1 
u(t)~mS(w) +-:-­

JW 

1 
u(-t) ~m5(w) - -. 

}W 

l 
e- 0 'u(t) ~ --.­

a+ JW 

l 
e0 'u(-t) ~ --.­

a -1w 

[CHAP. 5 

( 5.158) 

(5.159) 

(5.160) 

5.41. Consider a real signal x( t) and let 

X(w) = S"(x(t)] =A(w) +JB(w) 

and 

x(t) =xe(t) +x 0 (t) 

where xe(t) and x
0
(t) are the even and odd components of x(t), respectively. Show 

that 

xe(t) ~A(w) 

x 0 (t) ~JB(w) 

From Eqs. {J.5) and (1.6) we have 

x,(t) = ![x(t) +x(-t)] 

x
0
(t) = ![x(t) -x( -t)] 

Now if x(t) is real, then by Eq. (5.158) we have 

:X(t)~X(w) =A(w) +jB(w) 

Thus, we conclude that 

x(-t) ~x(-w) =X*(w) =A(w) -jB(w) 

x,(t) ~4X(w) + ~X*(w) =A(w) 

x
0
(t) ~ 4X(w) - {X*(w) =jB(w) 

(5.161a) 

(5.16lb) 

Equations (5.16la) and (5.16lb) show that the Fourier transform of a real even signal is a real 
function of w, and that of a real odd signal is an imaginary function of w, respectively. 
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5.42. Using Eqs. (5.16la) and (5.155), find the Fourier transform of e- 0111 (a> 0). 

From Eq. (5.155) we have 

1 a w 
e -at u( t) ~ -- = - j -=---=-

a+ jw a2+w2 a2+w2 

By Eq. (1.5) the even component of e- 01 u(t) is given by 

ie- 0'u(t) + ie 01u( -t) = ie- 0
1
1

1 

Thus, by Eq. (5.161a) we have 

or 

~e-altl~ Re(-1-) = __ a__,. 
2 a+ jw a2 + w 2 

2a 
e-a111 ~ -=---=­

a2 +w2 

which is the same result obtained in Prob. 5.21 [Eq. (5.138)]. 

5.43. Find the Fourier transform of a gaussian pulse signal 

x(t) = e-a12 a>O 

By definition (5.31) 

Taking the derivative of both sides of Eq. (5.162) with respect to w, we have 

dX(w) oo 2 . 

--- = -j f te-at e-1wt dt 
dw -oo 

Now, using the integration by parts formula 

and letting 

u = e-jwt and du= te- 012 dt 

we have 

du= -jwe-Jwt dt and 
1 2 

u = - -e-at 
2a 

and 

!"" 2 . 1 2 I°" w !"" 2 te-at e-1wt dt = - -e-ar e-Jwl - j- e-ar e-jwt dt 
-oc 2a -oo 2a -oc 

w j"" 2 . = -j- e-al e-Jwl dt 
2a -oo 

261 

( 5.162) 
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since a > 0. Thus, we get 

dX(w) w 
dw =-2aX(w) 

Solving the above separable differential equation for X(w), we obtain 

X(w) =Ae-wz/4a 

[CHAP. 5 

( 5.163) 

where A is an arbitrary constant. To evaluate A we proceed as follows. Setting w = 0 in 
Eq. (5.162) and by a change of variable, we have 

Joo 2 r"" , 2 ["" 2 ~ X(O)=A= e - 0 'dt=2},e - a'-dt=-J,e-AdA= -
-oc o {Ci o a 

Substituting this value of A into Eq. (5.163), we get 

X(w) = ~ e-w2/4a ( 5.164) 

Hence, we have 

2 [1r 2 
e-ar 'a> 0 t---+ V-;; e-w /4a ( 5.165) 

Note that the Fourier transform of a gaussian pulse signal is also a gaussian pulse in the 
frequency domain. Figure 5-26 shows the relationship in Eq. (5.165). 

X(w) 

X(/) 

... .. 

0 0 w 

Fig. 5-26 Gaussian pulse and its Fourier transform. 

FREQUENCY RESPONSE 

5.44. Using the Fourier transform, redo Prob. 2.25. 

The system is described by 

y'(t) + 2y(t) =x(t) +x'(t) 

Taking the Fourier transforms of the above equation, we get 

jwY(w) + 2Y(w) =X(w) +jwX(w) 
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or 

(jw + 2)Y(w) = (1 + jw)X(w) 

Hence, by Eq. (5.67) the frequency response H(w) is 

Y( w) 1 + jw 2 + jw - 1 1 
H(w) = -- = -- = = 1- --

X(w) 2+jw 2+jw 2+jw 

Taking the inverse Fourier transform of H( w ), the impulse response h( t) is 

h(t) =8(t)-e - 2'u(t) 

Note that the procedure is identical to that of the Laplace transform method with s replaced 
by jw (Prob. 3.29). 

5.45. Consider a continuous-time L TI system described by 

dy(t) 
~ + 2y(t) =x(t) (5.166) 

Using the Fourier transform, find the output y( t) to each of the following input 
signals: 

(a) x(t) = e-'u(t) 

(b) x(t)=u(t) 

(a) Taking the Fourier transforms of Eq. (5.166), we have 

Hence, 

From Eq. (5.155) 

and 

JwY(w) + 2Y(w) =X(w) 

Y(w) 1 
H( w) = X( w) = 2 + jw 

I 
X(w)=--. 

I+ }W 

1 I I 
Y( w) = X( w) H( w) = ( 1 + jw )(2 + jw) = 1 + jw - 2 + jw 

Therefore, 
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(b) From Eq. (5.154) 

1 
X(w) =1To(w) + -. 

}W 

[CHAP. 5 

Thus, by Eq. (5.66) and using the partial-fraction expansion technique, we have 

Y(w) =X(w)H(w) = [1To(w) + ~]-1 -. 
}W 2 + }W 

1 1 
=1To(w)-- + ----

2 + jw jw(2 + jw) 

1T 1 1 1 1 
= -o(w) + -- - ---

2 2 jw 2 2 + jw 

1[ 1] l 1 
= 2 1TO( w) + jw - 2 2 + jw 

where we used the fact that f(w)O(w) = f(O)o(w) [Eq. (1.25)]. Thus, 

y(t) = tu(t) - !e- 21 u(t) = !(1-e- 21 )u(t) 

We observe that the Laplace transform method is easier in this case because of the 
Fourier transform of u(t ). 

5.46. Consider the LTI system in Prob. 5.45. If the input x(t) is the periodic square 
waveform shown in Fig. 5-27, find the amplitude of the first and third harmonics in the 
output y(t ). 

Note that x(t) is the same x(t) shown in Fig. 5-8 [Prob. 5.5]. Thus, setting A= 10, T0 = 2, 
and w0 = 21T /T0 = 1T in Eq. (5.106), we have 

10 "' 1 
x(t)=5+-:-- E ej(2m+I),,., 

}1T m- _"' 2m + 1 

Next, from Prob. 5.45 

1 1 
H(w) = --. -+H(kw0 ) =H(k1T) = . 

2 + }W 2 + Jk1T 

X(I) 

10 

-2 -I 0 2 3 4 

Fig. 5-27 
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Thus, by Eq. (5. 74) we obtain 

10 00 1 . 
y(t) = 5H(O) +-;-- L H[(2m + l)7r]e'<2m+l)1Tt 

)7T m = _ 00 2m + l 

=-
5+_10;. 1 L.. ---------ej(2m+L)1Tt 

2 j7Tm=-oo(2m+l)[2+j(2m+l)7T] 

Let 
00 

y( t) = L dkejkwot 
k = -oo 

The harmonic form of y(t) is given by [Eq. (5.15)] 
00 

y(t) = D0 + L Dk cos(kw0t -<Pk) 
k = I 

265 

( 5.167) 

where Dk is the amplitude of the kth harmonic component of y(t). By Eqs. (5.11) and (5.16), 
Dk and dk are related by 

Dk= 2ldkl 

Thus, from Eq. (5.167), with m = 0, we obtain 

Di =2ld,I =21j7T(2l~j7T) I= 1.71 

With m = l, we obtain 

( 5.168) 

5.47. The most widely used graphical representation of the frequency response H(w) is the 
Bode plot in which the quantities 201og 10IH(w)I and OH(w) are plotted versus w, with 
w plotted on a logarithmic scale. The quantity 20log 10IH( w) I is referred to as the 
magnitude expressed in decibels (dB), denoted by IH(w)lcte· Sketch the Bode plots for 
the following frequency responses: 

}W 
(a) H(w) = 1 + -

10 
1 

(b) H(w) - 1 + jw/ 100 

104 (1 + jw) 
(c) H(w) = -----­

(10 + jw )(100 + jw) 

(a) I H ( w) lcts = 20 log wl H ( w) I = 20 log w/ 1 + j ~ I 
For w « 10, 

as w--+ 0 
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10 
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(b) 

Fig. 5-28 Bode plots. 
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For w » 10, 

as w - oo 

On a log frequency scale, 20log,o<w/10) is a straight line with a slope of 20 dB/decade 
(a decade is a 10-to-1 change in frequency). This straight line intersects the 0-dB axis at 
w = 10 [Fig. 5-28(a)]. (This value of w is called the comer frequency.) At the corner 
frequency w = 10 

H ( 10) Ide = 20 log wl 1 + jl I = 20 log io v'2 ""' 3 dB 

The plot of IH(w)lde is sketched in Fig. 5-28(a). Next, 

Then 

as w-O 

w 'Tr 

lJH(w) =tan-• lo - 2 as w-oo 

At w = 10, lJH(lO) = tan- 1 1 ='Tr /4 radian (rad). The plot of eH(w) is sketched in 
Fig. 5-28(b). Note that the dotted lines represent the straight-line approximation of the 
Bode plots. 

For w « 100, 

I H( w) Ide= - 20 logioJ l + j 1~ I- -20 logio 1 = 0 

For w » 100, 

jH( w) Ide= -20log 1011 + j l~O I- -20log 10 ( l~O) 

as w-O 

as w - oo 

On a log frequency scale - 20log 10(w / 100) is a straight line with a slope of 
- 20 dB/decade. This straight line intersects the 0-dB axis at the corner frequency 
w = 100 [Fig. 5-29(a)]. At the corner frequency w = 100 

H(lOO)lde = -20log 10 v'2""' -3 dB 

The plot of IH(w)lde is sketched in Fig. 5-29(a). Next 

Then 

w 'Tr 

lJH(w)=-tan- 1

100
-- 2 asw-oc 

At w = 100, lJH(lOO) = - tan_, 1 = -'Tr/ 4 rad. The plot of lJH( w) is sketched in 
Fig. 5-29(b). 
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Fig. 5-29 Bode plots. 
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(c) First, we rewrite H(w) in standard form as 

Then 

10(1 + jw) 
H(w)-~~~~~~~~ 

(1 +jw/10){1 +jw/100) 

IH( w) Ids= 201og 10 10 + 201og 1011 + jwl 

- 201og 1011+j~I-201og 10j1+j 1~ I 

269 

Note that there are three corner frequencies, w = 1, w = 10, and w = 100. At corner 
frequency w = 1 

H(l)lds=20+20log10 v'2 -201og 10 1l:Ol -20log 10 Vl.0001 =23dB 

At corner frequency w = 10 

H(lO)lds = 20 + 20log 10 v'10f - 20log 10 v'2 - 201og 10 v'f.Of = 37 dB 

At corner frequency w = 100 

H(lOO)lds = 20 + 20log 10 v'l0,001 - 201og 10 V10f - 201og 10 v12 = 37 dB 

The Bode amplitude plot is sketched in Fig. 5-30(a). Each term contributing to the 
overall amplitude is also indicated. Next, 

w w 
9 ( w) = tan - 1 w - tan - 1 - - tan - 1 -

H 10 100 

Then 

and 

OH(l) = tan- 1(1) - tan- 1(0.1) - tan- 1(0.01) = 0.676 rad 

OH(lO) = tan- 1( 10) - tan - 1( 1) - tan - 1(0.1) = 0.586 rad 

OH(lOO) = tan- 1(100) - tan- 1(10) - tan- 1(1) = -0.696 rad 

The plot of 9H(w) is sketched in Fig. 5-30(b). 

5.48. An ideal (-rr/2) radian (or -90°) phase shifter (Fig. 5-31) is defined by the frequency 
response 

{ 

e-j(TT/2) 

H( w) = ei< .. 12> 
w>O 
w<O 

(a) Find the impulse response h( t) of this phase shifter. 
(b) Find the output y(t) of this phase shifter due to an arbitrary input x(t). 

(c) Find the output y(t) when x(t) =cos w0 t. 

(a) Since e-iTT/2 = -j and e 1TTl2 = j, H(w) can be rewritten as 

H ( w) = - j sgn( w) 

(5.169) 

( 5.170) 
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x(I) Phase shifter 
-'IT/2 rad 

Fig. 5-31 - Tr /2 rad phase shifter. 

sgn( w) = { _ ~ w>O 
w <0 

Now from Eq. (5.153) 

2 
sgn( t ) ~ -:---

1 w 

and by the duality property (5.54) we have 

2 

or 

-:- ~ 2-rr sgn( -w) = -2-rr sgn( w) 
jl 

1 
- ~ -jsgn(w) 
Tri 
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( 5.171) 

( 5.172) 

since sgn(w) is an odd function of w. Thus, the impulse response h(t) is given by 

(b) By Eq. (2.6) 

l 
h(t) = .9"- 1[H(w)] = .9"- 1

[ -jsgn(w)] = -
Tr t 

} l "' X( T) 
y(t)=x(l)*-=-f --dT 

Tri Tr -oo t-T 

(5 .173) 

( 5.174) 

The signal y(t) defined by Eq. (5.174) is called the Hilbert transform of x(t) and is 
usually denoted by x(t ). 

(c) From Eq. (5.144) 

Then 

cos w0 t ~ -rr[ 8( w - w0 ) + 8( w + w0 )] 

Y(w) =X(w)H(w) =-rr[8(w-w0 ) +8(w+w0 )](-jsgn(w)] 

= -j-rr sgn( w0 )8( w - w0 ) - j-rr sgn( -w0 )8( w + w0 ) 

= -j-rrD( w - w 0 ) + j-rr8( w + w 0 ) 

since sgn(w0 ) = 1 and sgn( -w0 ) = -1. Thus, from Eq. (5.145) we get 

y( t) = sin w 0 t 

Note that cos(w0 t - -rr/2) =sin w 0 t. 

5.49. Consider a causal continuous-time LTI system with frequency response 

H(w) =A(w) +JB(w) 

Show that the impulse response h(t) of the system can be obtained in terms of A(w) 
or B(w) alone. 
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Since the system is causal, by definition 

h( t) = 0 t < 0 

Accordingly, 

h(-t)=O t>O 

Let 

h(t) =he(t) +h
0
(t) 

where he(t) and h 0 (t) are the even and odd components of h(t ), respectively. Then from 
Eqs. (1.5) and (1.6) we can write 

h(t) = 2he(t) = 2h 0 (t) 

From Eqs. (5.6lb) and (5.6Jc) we have 

Thus, by Eq. (5.175) 

he(t) ~A(w) and 

h(t) =2he(t) =2.9'- 1[A(w)] 

h(t) = 2h
0
(t) = 2.r- 1[iB(w)] 

t>O 

t>O 

(5.175) 

( 5.176a) 

( 5.176b) 

Equations (5.176a) and (5.176b) indicate that h(t) can be obtained in terms of A(w) or B(w) 
alone. 

5.50. Consider a causal continuous-time L TI system with frequency response 

H(w) =A(w) +JB(w) 

If the impulse response h(t) of the system contains no impulses at the origin, then 
show that A(w) and B(w) satisfy the following equations: 

1 00 B(A) 
A(w)=-J --dA (5.177a) 

'Tr -oow-A 

As in Prob. 5.49, let 

1 oo A(A) 
B(w)=--f -dA 

'Tr -oow-A 

h(t) =heCt) +h 0 (t) 

Since h(t) is causal, that is, h(t) = 0 for t < 0, we have 

he(t)=-h0 (t) t<O 

Also from Eq. (5.175) we have 

he(t)=h 0 (t) t>O 

Thus, using Eq. (5.152), we can write 

he(t) =h 0 (t)sgn(t) 

h 0 (t) = he(t) sgn( t) 

Now, from Eqs. (5.6/b), (5.6Jc), and (5.153) we have 

2 
sgn( t) ~ -:--

1 w 

(5.177b) 

(5.178a) 

(5.178b) 
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Thus, by the frequency convolution theorem (5.59) we obtain 

1 2 1 I 1 "' B(A} 
A(w) = -jB(w)*-:-- = -B(w)* - = -f --dA 

2rr }w rr w 7T _,,w-A 

and 

1 2 1 1 
jB(w)=-A(w)*-. = -j-A(w)*-

2rr }W 7T W 

or 

1 1 I x A(A} 
B(w)=--A(w)*-=--j --dA 

7T W 7T - xw-A 

Note that A(w) is the Hilbert transform of B(w) [Eq. (5.174)] and that B(w) is the negative of 
the Hilbert transform of A(w). 

5.51. The real part of the frequency response H( w) of a causal L TI system is known to be 
7T8(w). Find the frequency response H(w) and the impulse function h(t) of the 
system. 

Let 

H(w) =A(w) +jB(w) 

Using Eq. (5.177b), with A(w) = rrB(w), we obtain 

1 "° 7r8(A) oc I I 
B(w)=--f --dA=-f B(A)-dA=--

7T -oo w - A -oc w - A w 

Hence, 

I 1 
H(w) =7Tc5(w)-j- =7Tc5(w) +-:--

w JW 

and by Eq. (5.154) 

h(t) = u(t) 

FILTERING 

5.52. Consider an ideal low-pass filter with frequency response 

H(w) ~ ( ~ 
The input to this filter is 

sin at 
x(t) = --

7Tl 

(a) Find the output y(t) for a< we. 

(b) Find the output y(t) for a >we. 

lwl <We 

lwl >w, 

(c) In which case does the output suffer distortion? 
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(a) From Eq. (5.137) (Prob. 5.20) we have 

sin at { l 
x(t) = -- +-+X(w) =p (w) = 

11't a 0 

Then when a <we, we have 

Thus, 

(b) When a> we, we have 

Thus, 

Y(w) =X(w)H(w) =X(w) 

sin at 
y(t) =x(t) = --

rr t 

Y(w) =X(w)H(w) =H(w) 

sin wet 
y(t) = h(t) = --

11' t 

lwl <a 
lwl >a 

[CHAP. 5 

(c) In case (a), that is, when wc>a, y(t)=x(t) and the filter does not produce any 
distortion. In case (b), that is, when we< a, y(t) = h(t) and the filter produces distortion. 

5.53. Consider an ideal low-pass filter with frequency response 

H(w)={~ lwl < 47T 
lwl > 47T 

The input to this filter is the periodic square wave shown in Fig. 5-27. Find the output 
y( t ). 

Setting A= IO, T0 = 2, and w 0 = 2rr/T0 = rr in Eq. (5.107) (Prob. 5.5), we get 

20 ( 1 1 ) x(t) = 5 + - sin rrt + - sin3rrt + - sin5rrt + · · · 
11' 3 5 

Since the cutoff frequency we of the filter is 4rr rad, the filter passes all harmonic components 
of x(t) whose angular frequencies are less than 4rr rad and rejects all harmonic components of 
x(t) whose angular frequencies are greater than 4rr rad. Therefore, 

20 20 
y(t) = 5 + - sinrrt + - sin3rrt 

11' 311' 

5.54. Consider an ideal low-pass filter with frequency response 

H(w)~(~ 
The input to this filter is 

x(t) = e- 21 u(t) 

Find the value of we such that this filter passes exactly one-half of the normalized 
energy of the input signal x( t). 
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From Eq. (5.155) 

Then 

1 
X(w) =--. 

2 +Jw 

Y( w) ~X(w)H(w) ~ {: ~ jw 

The normalized energy of x(t) is 

Using Parseval's identity ( 5. 64), the normalized energy of y( t) is 

Jex: 2 1 j"" 2 1 1w, dw 
EY = jy(t)j dt = - jY(w)j dw = - --2 

-oo 2rr -oo 2rr -w, 4+w 

= 2-jw, ~ = _1_ tan-I WC= ~E = ~ 
TT o 4 + w2 2rr 2 2 x 8 

from which we obtain 

We TT 
- =tan - = 1 
2 4 

and we= 2 rad/s 
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5.55. The equivalent bandwidth of a filter with frequency response H( w) is defined by 

1 j"" 2 weq = 2 IH(w)I dw 
I H( W) lmax 0 

(5.179) 

where IH(w)lmax denotes the maximum value of the magnitude spectrum. Consider the 
low-pass RC filter shown in Fig. 5-6(a). 

(a) Find its 3-dB bandwidth W3 dB· 

(b) Find its equivalent bandwidth Weq· 

(a) From Eq. (5.91) the frequency response H(w) of the RC filter is given by 

l l 
H(w)= =----

1 + jwRC 1 + j( w/w0 ) 

where w 0 = 1 /RC. Now 

I H( w) I= [ 211/2 
1 + (w/w 0 ) 

1 

The amplitude spectrum IH(w)I is plotted in Fig. 5-6<.b). When w = w0 = 1/RC, 
IH(w 0 )1 = 1 /Ii. Thus, the 3-dB bandwidth of the RC filter is given by 

1 
WJda=wo= -

RC 
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(b) From Fig. 5-6(b) we see that IH(O)I = 1 is the maximum of the magnitude spectrum. 
Rewriting H(w) as 

H(w)=---
1 + jwRC RC 1/RC + jw 

and using Eq. (5.179), the equivalent bandwidth of the RC filter is given by (Fig. 5-32) 

1 "' dw 1 'TT 'TT 

Weq= (RC) 2 fo (1/RC) 2 +w2 = (RC) 2 2/RC = 2RC 

IH(w)l2 

0 

Fig. 5-32 Filter bandwidth. 

5.56. The risetime t, of the low-pass RC filter in Fig. 5-6(a) is defined as the time required 
for a unit step response to go from 10 to 90 percent of its final value. Show that 

0.35 
t =-­

r f3 dB 

where / 3 dB= W3 dB/27T = 1/27TRC is the 3-dB bandwidth (in hertz) of the filter. 

From the frequency response H(w) of the RC filter, the impulse response is 

1 . 
h( l) = -e-r/Rlu( l) 

RC 

Then, from Eq. (2.12) the unit step response s(t) is found to be 

fl fl 1 s(t)= h(T)dT= -e-T/RCdT=(l-e-t/RC)u(t) 
o o RC 

which is sketched in Fig. 5-33. By definition of the risetime 

where 

s(t1) = l-e-11 /RC=O.l ~e-t,/RC=0.9 

s(t2) = 1-e-lz1RC=0.9~e-'i/RC=0.1 

Dividing the first equation by the second equation on the right-hand side, we obtain 

e<t2-t1)/RC = 9 
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s(t) 

1.0 - - - - - - - - - - - - - - - - - - - - -
0.9 

0.1 

0 I I 
I I 

Fig. 5.33 

2.197 0.35 
tr=t2-t 1 =RC1n(9) =2.197RC= = -

27Tf3dB f3dB 

which indicates the inverse relationship between bandwidth and risetime. 
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5.57. Another definition of bandwidth for a signal x( t) is the 90 percent energy containment 
bandwidth W 9()• defined by 

1 JW90 2 1 {W90 2 
-
2 

IX(w)I dw = - Jn IX(w)I dw = 0.9Ex 
7T -W90 7T 0 

(5.180) 

where Ex is the normalized energy content of signal x(t). Find the W9() for the 
foUowing signals: 

(a) x(t) = e-a 1u(t), a> 0 
sin at 

(b) x(t) = --
7Tl 

(a) From Eq. (5.155) 

From Eq. (1.14) 

Now, by Eq. (5.180) 

1 
x(t) =e- 01u(t) ~X(w) = --.­

a +Jw 

Joo 2 1"" 1 Ex= lx(t)I dt= e- 201 dt= -
-oo o 2a 

11w90 2 llw90 dw I {W9()) I - /X(w)I dw = - = - tan- 1 
- = 0.9-

7T o 7T o a2 + w2 a7T a 2a 
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from which we get 

Thus, 

(b) From Eq. (5./37) 

W'X1 =a tan(0.457r) = 6.3la rad/s 

sin at { J 
x(t) =------;;/ <--+X(w) =pu(w) = 

0 
lwl <a 
lwl >a 

Using Parseval's identity (5.64), we have 

l j"' 2 1 j"' 2 1 Ja a Ex= - IX( W) I dt = - IX( w) I dw = - dw = -
27T -x 7T 0 1T 0 1T 

Then, by Eq. (5.180) 

I f w .. , z I f w .. , W90 a 
- IX(w)I dw=- dw=-=0.9-
11' 0 'TT() 1T 7T 

from which we get 

Ww = 0.9a rad/s 

Note that the absolute bandwidth of x(t) is a (radians/second). 

[CHAP. 5 

S.58. Let x( t) be a real-valued band-limited signal specified by [Fig. 5-34( b )] 

X(w) = 0 

Let x J t) be defined by 

xs(t) =x(t)or,(t) =x(t) I: 0(1 - kT,.) (5.181) 
k = - oc 

(a) Sketch x ,( t) for T, < 7T / w M and for Ts > 7T / w M. 

( b) Find and sketch the Fourier spectrum Xs( w) of x ,( t) for Ts < 7T / w M and for 
T, > 1T /wM. 

(a) Using Eq. U.26 ), we have 

x,(t) =x(t)or,(t) =x(t) L o(t-kT,) 
k = - x 

= L x(t)o(t-kTs)= L x(kT,)o(t-kT,) ( 5.182) 
k = -00 k = -0< 

The sampled signal X
5
(t) is sketched in Fig. 5-34(c) for T, < 11'/wM, and in Fig. 5-34(i) for 

T,>7T/wM. 
The signal xs(t) is called the ideal sampled signal, Ts is referred to as the sampling 

interrnl (or period), and f, = I/ T, is referred to as the sampling rate (or frequency). 
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x(I) X(w) 

... .. 
0 w 

(a) (b) 

7 t 
' 

Ii () 

J J ~ j~ ~ ~ J .. 
~ 

-7, 0 7, 27, -w, 0 w, w 

(c) (d) 

x,(I) X,(w) 

--- ... ,, ... ... ,,, ' ' 
.. ' .. 

' ,,, ... • .. ... 

-7, 0 7, 27, -w .f -WM 0 WM w_, w 

(e) (f) 

87,(1) .-7(87,(t)J 

i 

~ ~ ~ J ~ ... .. 
~ 

-7, 0 7, 27, -2w, -ws 0 w, 2w, w 

(g) (h) 

x,(t) X,(w) 

---- ... ,,, ... ,,, ' 
' 

.. ' ,,, 
' .. ... .. • .. ... - _ ... 

-7, 0 7, 27, -2w, -w,t 0 t w, 2w, w 

(i) -WM (j) WM 

Fig. 5-34 Ideal sampling. 
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(b) From Eq. (5./47) (Prob. 5.25) we have 

8r(t)<---+w
5 

[. 8(w-kw.) . . 

k= -x 

277' 
w =-

' T, 

Let 

x,( t) <---+ Xs( w) 

Then, according to the frequency convolution theorem (5.59), we have 

X 5 (w)=Y[x(t)8r,(t)j = 2
17T'[X(w)*wsk~"'8(w-kw5 )] 
1 

Using Eq. (/.26), we obtain 

=- [. X(w)*D(w-kw,) 
T,k=-00 

J 
X 5 (w) =Ts k-~oo X(w -kw,) 

[CHAP. 5 

( 5.183) 

which shows that X,(w) consists of periodically repeated replicas of X(w) centered about 
kw, for all k. The Fourier spectrum X 5(w) is shown in Fig. 5-34(/) for T, < 1T'/wM (or 
w, > 2wM), and in Fig. 5-34(j) for T, > 1T'/wM (or w, < 2wM), where w, = 2rr/T,. It is 
seen that no overlap of the replicas X(w - kw,) occurs in X,(w) for w, ~ 2wM and that 
overlap of the spectral replicas is produced for w, < 2wM. This effect is known as 
aliasing. 

5.59. Let x(t) be a real-valued band-limited signal specified by 

X(w)=O lwl>wM 

Show that x( t) can be expressed as 

;.. sinwM(t-kT,) 
x(t) = L. x(kTJ-----

k= -oo wM(t - kT,) 
( 5. 184) 

where Ts= rr /wM. 
Let 

x(t) <---+X(w) 

X 5 ( t) = x( t) 8T_( t) <---+ X,( w) 

From Eq. (5.183) we have 

T
5
X

5
(w) = [. X(w-kw

5
) ( 5.185) 

k - -00 

Then, under the following two conditions, 

( 1) X( w) = 0, lwl >WM and (2) 

we see from Eq. (5.185) that 

1T 
X(w) = -X

5
(w) ( 5.186) 

WM 
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Next, taking the Fourier transform of Eq. ( 5. 182 ), we have 

00 

X,(w) = L x(kT,)e-ikT,w 
k= -oo 

Substituting Eq. (5.187) into Eq. (5.186), we obtain 

1T' 00 

X(w)=- L x(kT,)e-ikT,w 
WM k= -oo 

Taking the inverse Fourier transform of Eq. (5. 188), we get 

I oo 

x(t) = -J X(w)eiwr dw 
2rr -oo 

;- sin wM( t - kT,) 
= 1... x(kT,)-----

k= -oo wM(t-kT,) 

( 5.187) 

( 5.188) 

From Probs. 5.58 and 5.59 we conclude that a band-limited signal which has no frequency 
components higher that f M hertz can be recovered completely from a set of samples taken at 
the rate of f, ( ~ 2f M) samples per second. This is known as the unifonn sampling theorem for 
low-pass signals. We refer to T,=rr/wM=1/2fM (wM=2rrfM) as the Nyquist sampling 
interval and f, = 1/T, = 2f M as the Nyquist sampling rate. 

5.60. Consider the system shown in Fig. 5-35(a). The frequency response H(w) of the ideal 
low-pass filter is given by [Fig. 5-35(b)] 

Show that if we= w,/2, then for any choice of T,, 

y(mT,) =x(mT,) m = 0, ± 1, ± 2, ... 

H(w) 

x(t) y(I) 
H(w) 

T, 

x 

Sr (I)= l 8(1 · kT,J 
s ko:-'X. 

0 

(a) (b) 

Fig. 5-35 
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From Eq. (5.137) the impulse response h(t) of the ideal low-pass filter is given by 

sin wet Tswc sin wet 
h(t) =Ts--= - --

rrt Tr wet 

From Eq. (5.182) we have 

00 

xs(t) =x(t)oT,(t) = L x(kT,)o(t -kT,) 
k= -00 

By Eq. (2.6) and using Eqs. (2. 7) and U.26), the output y(t) is given by 

y(t) =x5 (t) * h(t) = L~~oo x(kT,)f;(t -kTs)] * h(t) 

= L x(kTs)[h(t)*f;(t-kT,)] 
k = -00 

= '[ x( kT.)h( t - kT.) 
k= -o:: 

Using Eq. (5./89), we get 

00 T,wc sin wc(t - kT,) 
y(t)= '[ x(kT,)-----

k= -oo 7T wc(t - kT,) 

If we = wsf2, then T,wJrr = I and we have 

L
oo sin[ w 5 ( t - kTs) /2] 

Y( t) = x(kT)------
k=-oc 

5 
w,(t-kT,)/2 

Setting t = mTs (m =integer) and using the fact that wsTs = 2rr, we get 

Since 

we have 

00 sin rr( m - k) 
y(mT,) = k~oc x(kT,) rr(m - k) 

sin rr( m - k) = { o 
rr( m - k) 1 

y(mT,) =x(mT,) 

m *k 
m =k 

m =0, ±1, ±2, ... 

(5.189) 

which shows that without any restriction on x(t), y(mT,) = x(mT,) for any integer value of m. 
Note from the sampling theorem (Probs. 5.58 and 5.59) that if w, = 2rr /T, is greater than 

twice the highest frequency present in x(t) and we= w,/2, then y(t) = x(t ). If this condition 
on the bandwidth of x(t) is not satisfied, then y(t) * x(t ). However, if we = w sf2, then 
y(mT,) =x(mT,) for any integer value of m. 
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Supplementary Problems 

5.61. Consider a rectified sine wave signal x(t) defined by 

x ( t ) = I A sin 1T t I 

(a) Sketch x(t) and find its fundamental period. 

(b) Find the complex exponential Fourier series of x(t ). 

(c) Find the trigonometric Fourier series of x(t). 

Ans. (a) X(t) is sketched in Fig. 5-36 and T0 = 1. 

(b) 
2A 00 1 

x(t) = - - E 2 eik2'rrt 

1T k=-00 4k -1 
2A 4A 00 1 

(c) x(t) = - - - E 2 cos k21Tt 
1T 1T k =I 4k - } 

x(t) 

-I 0 

Fig. 5-36 

2 

5.62. Find the trigonometric Fourier series of a periodic signal x(t) defined by 

x(t)=t 2
, -TT<t<TT and x(t+2TT)=x(t) 

1T2 00 (-l)k 
Ans. x(t) = - + 4 L --2 - cos kt 

3 k=l k 

283 

5.63. Using the result from Prob. 5.10, find the trigonometric Fourier series of the signal x(t) shown 
in Fig. 5-37. 

A A 00 1 2TT 
Ans. x(t) = -

2 
- - L -k sin kw0 t w0 = -

1T k = 1 To 

x(t) 

0 

Fig. 5-37 



284 FOURIER ANALYSIS OF TIME SIGNALS AND SYSTEMS [CHAP. 5 

5.64. Derive the harmonic form Fourier series representation (5.15) from the trigonometric Fourier 
series representation (5.8). 

Hint: Rewrite ak cos kw0 t +bk sin kw 0 t as 

,/az +bf [ ak 
112 

cos kw0t + __ b_k __ 
11

-
2 

sin kw
0
tl 

(az+bf) (ai+bf) 

and use the trigonometric formula cos( A - 8) = cos A cos B + sin A sin B. 

5.65. Show that the mean-square value of a real periodic signal x(t) is the sum of the mean-square 
values of its harmonics. 

~ 

Hint: Use Parseval's identity (5.21) for the Fourier series and Eq. (5.168). 

5.66. Show that if 

x(t) <---+X(w) 

then 

d"x(t) ,, 
x(nl(t)= <---+(jw) X(w) 

dt" 

Hint: Repeat the time-differentiation property (5.55). 

5.67. Using the differentiation technique, find the Fourier transform of the triangular pulse signal 
shown in Fig. 5-38. 

[
sin( wd/2) ]

2 

Ans. Ad d 
w /2 

-d 

X(I) 

A 

0 

Fig. 5-38 

d 

5.68. Find the inverse Fourier transform of 

Hint: 

Ans. 

1 
X(w)----

- (a +jw)N 

Differentiate Eq. (5.155) N times with respect to (a). 

(N-1 

----e-a'u(t) 
(N-1)! 
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S.69. Find the inverse Fourier transform of 

l 
X ( w) = _2 ___ w_2_+_J-.3-w 

Hint: Note that 

2 - w2 + j3w = 2 + (jw )
2 + j3w = ( 1 + jw )( 2 + jw) 

and apply the technique of partial-fraction expansion. 

Ans. x(t) = (e- 1 
- e- 2')u(t) 

S.70. Verify the frequency differentiation property (5.56), that is, 

dX(w) 
( -jt)x(t) +---+ dw 

Hint: Use definition (5.JJ) and proceed in a manner similar to Prob. 5.28. 

S.71. Find the Fourier transform of each of the following signals: 

(a) x(t)=cosw0 tu(t) 

(b) x(t)=sinw0 tu(t) 

(c) x(t) = e -at cos w0 tu(t ), a > 0 

(d) x(t) = e-at sin w0 tu(t ), a > 0 

Hint: Use multiplication property (5.59). 

Ans. 
7r 7r jw 

(a) X(w) = -o(w - w0 ) + -o(w + w0 ) + 
2 

2 2 (jw) + w6 
71" 71" Wo 

(b) X(w) = -2. o(w - Wo) - -2. o(w + Wo) + 2 
J J (jw) + w~ 

a +jw 
(c) X(w) = 

2 (a+ jw) + w~ 
Wo 

(d) X(w) = 
2 (a+ jw) + w6 

S.72. Let x(t) be a signal with Fourier transform X(w) given by 

Consider the signal 

Find the value of 

X(w) = {~ 

d 2x(t) 
y(t) = dt2 

lwl < 1 
lwl > 1 

Hint: Use Parseval's identity (5.64) for the Fourier transform. 

Ans. 1/311" 

285 
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5.73. Let x(t) be a real signal with the Fourier transform X(w). The analytical signal x+(t) 
associated with x(t) is a complex signal defined by 

X+(t) =x(t) + jx(t) 

where i(t) is the Hilbert transform of x(t ). 

(a) Find the Fourier transform X+(w) of x+(t). 

(b) Find the analytical signal x + (t) associated with cos w0 t and its Fourier transform X + (w ). 

Ans. (a) X+(w)=2X(w)u(w)= {~X(w) 
(b) X +(t) = eiwot, X +(w) = 21T O(w - Wo) 

w >0 

w <0 

5.74. Consider a continuous-time LTI system with frequency response H(w). Find the Fourier 
transform S(w) of the unit step response s(t) of the system. 

Hint: Use Eq. (2.12) and the integration property (5.57). 

Ans. S(w) = 7TH(O)O(w) + 0/jw)H(w) 

5.75. Consider the RC filter shown in Fig. 5-39. Find the frequency response H(w) of this filter and 
discuss the type of filter. 

JW 
Ans. H(w) = , high-pass filter 

(I/RC)+ jw 

c 

+ 

X(I) R y(I) 

Fig. 5-39 

5.76. Determine the 99 percent energy containment bandwidth for the signal 

1 
x(t) = t2+a2 

Ans. W99 = 2.3/a radians/second or / 99 = 0.366/a hertz 

5. 77. The sampling theorem in the frequency domain states that if a real signal x( t) is a duration­
limited signal, that is, 

x(t)=O 
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then its Fourier transform X(w) can be uniquely determined from its values X(nrr /t M) at a 
series of equidistant points spaced rr /t M apart. In fact, X(w) is given by 

00 

(nrr)sin(wtM-nrr) 
X(w)= L:x-

n=-oo tM wtM-nrr 

Verify the above sampling theorem in the frequency domain. 

Hint: Expand x( t) in a complex Fourier series and proceed in a manner similar to that for 
Prob. 5.59. 



Chapter 6 

Fourier Analysis of Discrete-Time 
Signals and Systems 

6.1 INTRODUCTION 

In this chapter we present the Fourier analysis in the context of discrete-time signals 
(sequences) and systems. The Fourier analysis plays the same fundamental role in discrete 
time as in continuous time. As we will see, there are many similarities between the 
techniques of discrete-time Fourier analysis and their continuous-time counterparts, but 
there are also some important differences. 

6.2 DISCRETE FOURIER SERIES 

A. Periodic Sequences: 

In Chap. 1 we defined a discrete-time signal (or sequence) x[n] to be periodic if there 
is a positive integer N for which 

x[n+N] =x[n] all n ( 6.1) 

The fundamental period N0 of x[n] is the smallest positive integer N for which Eq. (6.J) is 
satisfied. 

As we saw in Sec. 1.4, the complex exponential sequence 

x[n] = ei(2rr/N11 )n = eifi0 n ( 6.2) 

where !10 = 2TT/N0 , is a periodic sequence with fundamental period N0 . As we discussed 
in Sec. l .4C, one very important distinction between the discrete-time and the continuous­
time complex exponential is that the signals eiwo' are distinct for distinct values of w0, but 
the sequences ei011", which differ in frequency by a multiple of 2 7T, are identical. That is, 

Let 

'Ilk [ n] = eikH"" 

Then by Eq. ( 6.3) we have 

21T 
n =­

o N 
0 

'l'o[ n] = 'l'NJ n] '1'1 [ n] = 'l'N11 + i[ n] 

and more generally, 

( 6.3) 

k =0,± 1,±2, ... ( 6.4) 

( 6.5) 

m =integer ( 6.6) 

Thus, the sequences 'l'k[n] are distinct only over a range of N0 successive values of k. 

288 
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B. Discrete Fourier Series Representation: 

The discrete Fourier series representation of a periodic sequence x[n] with fundamen­
tal period N0 is given by 

N0-I 

x [ n l = E ck ejk!lon 

k=O 

27T 
n =­

o N 
0 

where ck are the Fourier coefficients and are given by (Prob. 6.2) 

1 No-I 

ck= - L x[ n] e-jk!lon 

No n=O 

Because of Eq. (6.5) [or Eq. (6.6)], Eqs. (6.7) and (6.8) can be rewritten as 

X [ n] = L ck ejk non 

k=(N0 ) 

1 

27T 
no=N 

0 

ck = - E x [ n l e - jk!l"n 

No n=(N0 ) 

( 6.7) 

( 6.8) 

( 6.9) 

( 6. JO) 

where Ek=<No> denotes that the summation is on k as k varies over a range of N0 

successive integers. Setting k = 0 in Eq. (6.10), we have 

1 
Co=N E x[n] 

0 n = (N0 ) 

( 6.11) 

which indicates that c0 equals the average value of x[n] over a period. 
The Fourier coefficients ck are often referred to as the spectral coefficients of x[n]. 

C. Convergence of Discrete Fourier Series: 

Since the discrete Fourier series is a finite series, in contrast to the continuous-time 
case, there are no convergence issues with discrete Fourier series. 

D. Properties of Discrete Fourier Series: 

1. Periodicity of Fourier Coefficients: 

From Eqs. (6.5) and (6.7) [or (6.9)], we see that 

( 6.12) 

which indicates that the Fourier series coefficients ck are periodic with fundamental 
period N0 . 

2. Duality: 

From Eq. (6.12) we see that the Fourier coefficients ck form a periodic sequence with 
fundamental period N0 • Thus, writing ck as c[k], Eq. (6.10) can be rewritten as 

1 
c[ k] = L Nx[ n] e-ik!lon 

n=(N0 ) 0 

(6.13) 



290 FOURIER ANALYSIS OF DISCRETE-TIME SIGNALS AND SYSTEMS [CHAP. 6 

Let n = -m in Eq. (6.13). Then 

1 
c [ k) = L N X [ - m) eiknom 

m= (N0 ) 0 

Letting k = n and m = k in the above expression, we get 

1 
c[n] = L -x[ -k] eiknon 

k= <No> No 
( 6.14) 

Comparing Eq. (6.14) with Eq. (6.9), we see that (l/N0 )x[ -k] are the Fourier coefficients 
of c[n]. If we adopt the notation 

x[n] ~ck =c[k] (6.15) 

to denote the discrete Fourier series pair, then by Eq. (6.14) we have 

DFS l c[n] ~ -x[ -k] 
No 

( 6.16) 

Equation (6.16) is known as the duality property of the discrete Fourier series. 

3. Other Properties: 

When x[n] is real, then from Eq. (6.8) or [Eq. (6.10)] and Eq. (6.12) it follows that 

C_1c=CN
0
-k=ct (6.17) 

where * denotes the complex conjugate. 

Even and Odd Sequences: 

When x[n] is real, let 

x[nJ =xe[n] +x 0 (n] 

where xJn] and xJn] are the even and odd components of x[n], respectively. Let 

[ l DFS 
x n ~ck 

Then 
DFS 

xe[n] ~ Re[c1c] 

x 0 [nJ ~j Im(c1c] 

(6.18a) 

( 6.18b) 

Thus, we see that if x[n] is real and even, then its Fourier coefficients are real, while if 
x[n] is real and odd, its Fourier coefficients are imaginary. 

E. Parseval's Theorem: 

If x[n] is represented by the discrete Fourier series in Eq. (6.9), then it can be shown 
that (Prob. 6.10) 

1 
N L lx[n]l2 = L lc1cl 2 

0 n=(N0 ) k=(N0 ) 

( 6.19) 

Equation (6.19) is called Parseval's identity (or Parseval's theorem) for the discrete 
Fourier series. 
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6.3 THE FOURIER TRANSFORM 

A. From Discrete Fourier Series to Fourier Transform: 

Let x[n] be a nonperiodic sequence of finite duration. That is, for some positive 
integer Np 

x[n)=O 

Such a sequence is shown in Fig. 6-l(a). Let xN [n] be a periodic sequence formed by 
0 

repeating x[n] with fundamental period N0 as shown in Fig. 6-l(b). If we let N0 --+ oo, we 
have 

Jim x N [ n] = x [ n] 
No-+°" o 

The discrete Fourier series of xNJn] is given by 

where 

xNJn] = L ckejkfion 

k= ( N 0 ) 

1 
c = - '\"' x [n) e - ikflon 

k N £..,,, No 
0 n= ( N 0 ) 

x[n] 

0 

(a) 

0 

(b) 

( 6.20) 

( 6.21) 

( 6.22a) 

n 

n 

Fig. 6-1 (a) Nonperiodic finite sequence x[n]; (b) periodic sequence formed by periodic extension of 
x[n]. 
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Since xNJn] =x[n] for lnl ~ N1 and also since x[n] = 0 outside this interval, Eq. (6.22a) 
can be rewritten as 

Let us define X(n) as 

x ( n) = E x ! n J e -mn 
n = -- oo 

Then, from Eq. ( 6. 22b) the Fourier coefficients ck can be expressed as 

1 
ck= -X(kn 0 ) 

No 

Substituting Eq. (6.24) into Eq. (6.21), we have 

1 ' 
xN,JnJ = L N. X(kn 0)e1knon 

k=<N0 ) 0 

1 
x [n] = - '°' X(kn ) eikflonn 

No 27T £...,, 0 0 
k = < N 0 ) 

or 

( 6.22b) 

( 6.23) 

( 6.24) 

( 6.25) 

From Eq. (6.23), X(!1) is periodic with period 27T and so is eifln. Thus, the product 
X( n) eifln will also be periodic with period 2 7T. As shown in Fig. 6-2, each term in the 
summation in Eq. (6.25) represents the area of a rectangle of height X(kn 0 ) eiknun and 
width !10 . As N0 ~ oo, n 0 = 27T / N0 becomes infinitesimal (n 0 ~ 0) and Eq. (6.25) passes 
to an integral. Furthermore, since the summation in Eq. (6.25) is over N0 consecutive 
intervals of width n 0 = 27T / NrP the total interval of integration will always have a width 
27T. Thus, as N0 ~ oo and in view of Eq. (6.20), Eq. (6.25) becomes 

1 
x[n] = -J X(n)eiflndn 

2 7T 21T 
( 6.26) 

Since X(n)e Jnn is periodic with period 27T, the interval of integration in Eq. (6.26) can be 
taken as any interval of length 27T. 

X(!l)eJ!ln 

·21T ·'TT 0 HliJ 1T 21T n 
Fig. 6-2 Graphical interpretation of Eq. (6.25). 
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B. Fourier Transform Pair: 

The function X(O) defined by Eq. (6.23) is called the Fourier transform of x[n], and 
Eq. (6.26) defines the inverse Fourier transform of X(O). Symbolically they are denoted by 

00 

X(O) = S--{x[n]} = L x[n] e-jnn ( 6.27) 
n = -oc 

1 
x[n] = .r- 1{X(O)} = -J X(O)ejnndn 

27T 21T 
( 6.28) 

and we say that x[n] and X(O) form a Fourier transform pair denoted by 

x[n] ~x(n) ( 6.29) 

Equations (6.27) and (6.28) are the discrete-time counterparts of Eqs. (5.31) and (5.32). 

C. Fourier Spectra: 

The Fourier transform X(O) of x[n] is, in general, complex and can be expressed as 

X(O) = IX(O)leN'm> ( 6.30) 

As in continuous time, the Fourier transform X(O) of a nonperiodic sequence x[n] is the 
frequency-domain specification of x[n] and is referred to as the spectrum (or Fourier 
spectrum) of x[n]. The quantity IX(O)I is called the magnitude spectrum of x[n], and </>(0) 
is called the phase spectrum of x[n]. Furthermore, if x[n] is real, the amplitude spectrum 
IX(O)I is an even function and the phase spectrum <J>(O) is an odd function of n. 

D. Convergence of X(O): 

Just as in the case of continuous time, the sufficient condition for the convergence of 
X(O) is that x[n] is absolutely summable, that is, 

00 

L lx(n]l<oo ( 6.31) 
n= -oo 

E. Connection between the Fourier Transform and the z. Transform: 

Equation (6.27) defines the Fourier transform of x[n] as 
oc 

x ( n) = 2: x l n l e - jfin ( 6.32) 
n= - oc 

The z-transform of x[n], as defined in Eq. (4.3), is given by 
oc 

X(z) = L x(n]z-n ( 6.33) 
n = -oo 

Comparing Eqs. (6.32) and (6.33), we see that if the ROC of X(z) contains the unit circle, 
then the Fourier transform X(O) of x[n] equals X(z) evaluated on the unit circle, that is, 

X( n) = X( z )lz=eiU ( 6.34) 

Note that since the summation in Eq. ( 6.33) is denoted by X( z ), then the summation 
in Eq. (6.32) may be denoted as X(em). Thus, in the remainder of this book, both X(O) 
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and X(ej0
) mean the same thing whenever we connect the Fourier transform with the 

z-transform. Because the Fourier transform is the z-transform with z =em, it should not 
be assumed automatically that the Fourier transform of a sequence x[n] is the z-transform 
with z replaced by ej0

. If x[n] is absolutely summable, that is, if x[n] satisfies condition 
(6.31), the Fourier transform of x[n] can be obtained from the z-transform of x[n] with 
z = ejn since the ROC of X(z) will contain the unit circle; that is, lejnl = 1. This is not 
generally true of sequences which are not absolutely summable. The following examples 
illustrate the above statements. 

EXAMPLE 6.1. Consider the unit impulse sequence li(n]. 
From Eq. (4.14) the z-transform of li[n] is 

3{li[n]}=l all z ( 6.35) 

By definitions ( 6.27) and (i.45) the Fourier transform of li[n] is 

( 6.36) 
n = -oo 

Thus, the z-transform and the Fourier transform of li(n] are the same. Note that li[n] is absolutely 
summable and that the ROC of the z-transform of li[n] contains the unit circle. 

EXAMPLE 6.2. Consider the causal exponential sequence 

x[n]=a"u[n] areal 

From Eq. (4.9) the z-transform of x[n] is given by 

I 
X(z) = _ 1 I - az 

lzl > lal 

Thus, X(ein) exists for !al < I because the ROC of X( z) then contains the unit circle. That is, 

lal <I ( 6.37) 

Next, by definition (6.27) and Eq. (1.91) the Fourier transform of x[n] is 

~ ~ x 

X(fl)= L a"u[n]e-Jnn= L:a"e-JJln= L (ae-ifl)" 
n= -oc: 

( 6.38) 

Thus, comparing Eqs. (6.37) and (6.38), we have 

X( fl) = X( Z )lz~e1n 

Note that x[n] is absolutely summable. 

EXAMPLE 6.3. Consider the unit step sequence u[n]. 
From Eq. (4.16) the z-transform of u[n] is 

I 
B{u[n]} = _ 1 1-z 

lzl >I ( 6.39) 

The Fourier transform of u[n] cannot be obtained from its z-transforrn because the ROC of the 
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z-transform of u[n] does not include the unit circle. Note that the unit step sequence u[n] is not 
absolutely summable. The Fourier transform of u[n] is given by (Prob. 6.28) 

1 
Y{u[n])=m5(fl)+ -n 

1 - e J 
lfll :$ 7T ( 6.40) 

6.4 PROPERTIES OF THE FOURIER TRANSFORM 

Basic properties of the Fourier transform are presented in the following. There are 
many similarities to and several differences from the continuous-time case. Many of these 
properties are also similar to those of the z-transform when the ROC of X( z) includes the 
unit circle. 

A. Periodicity: 

X(fi + 27T) =X{fi) ( 6.41) 

As a consequence of Eq. (6.41), in the discrete-time case we have to consider values of !1 
(radians) only over the range 0 :::; !1 < 27T or - 7T:::; n < 7T, while in the continuous-time 
case we have to consider values of w (radians/second) over the entire range - '.)O < w < '.)O_ 

B. Linearity: 

C. Time Shifting: 

D. Frequency Shifting: 

E. Conjugation: 

x*[nJ ~X*(-fi) 

where * denotes the complex conjugate. 

F. Time Reversal: 

x[-n] ~x(-!1) 

( 6.42) 

( 6.43) 

( 6.44) 

( 6.45) 

( 6.46) 
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G. Time Scaling: 

In Sec. 5.40 the scaling property of a continuous-time Fourier transform is expressed 
as [Eq. (5.52)] 

x(at)--
1 x((J)) 

lal a 
( 6.47) 

However, in the discrete-time case, x[an] is not a sequence if a is not an integer. On the 
other hand, if a is an integer, say a = 2, then x[2n] consists of only the even samples 
of x[n]. Thus, time scaling in discrete time takes on a form somewhat different from 
Eq. (6.47). 

Let m be a positive integer and define the sequence 

[ ] = {x[n/m] =x[k] 
x(m) n 

0 

Then we have 

if n =km, k =integer 

if n *km 
( 6.48) 

( 6.49) 

Equation ( 6.49) is the discrete-time counterpart of Eq. ( 6.47). It states again the inverse 
relationship between time and frequency. That is, as the signal spreads in time (m > 1), its 
Fourier transform is compressed (Prob. 6.22). Note that X(mfl) is periodic with period 
2Tr /m since X(fl) is periodic with period 2Tr. 

H. Duality: 

In Sec. 5.4F the duality property of a continuous-time Fourier transform is expressed 
as [Eq. (5.54)] 

X(t)-.2Trx(-w) ( 6.50) 

There is no discrete-time counterpart of this property. However, there is a duality between 
the discrete-time Fourier transform and the continuous-time Fourier series. Let 

x[n] -.X(fl) 

From Eqs. (6.27) and (6.41) 

00 

X(O) = E x[n] e-mn ( 6.51) 
n = -oo 

X(f! + 2Tr) =X(f!) ( 6.52) 

Since f! is a continuous variable, letting f! = t and n = -k in Eq. (6.51), we have 

00 

X(t) = E x[ -k] eikt ( 6.53) 
k= -00 
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Since X(t) is periodic with period T0 = 21T and the fundamental frequency w 0 = 21T/T0 = 1, 
Eq. ( 6.53) indicates that the Fourier series coefficients of X( t) will be x[ - k ]. This duality 
relationship is denoted by 

X(t) Ack =x[ -k] 

where FS denotes the Fourier series and ck are its Fourier coefficients. 

I. Differentiation in Frequency: 

J. Differencing: 

dX(fl) 
n.x[n] -j dfl 

x [ n] - x [ n - 1] - {1 - e -in) X (fl) 

( 6.54) 

( 6.55) 

( 6.56) 

The sequence x[n] -x[n - l] is called the first difference sequence. Equation (6.56) is 
easily obtained from the linearity property ( 6.42) and the time-shifting property ( 6.43). 

K. Accumulation: 

n 1 
L x[k] ~1TX(0)5(0) + -i0 X(O) 

k=-oo 1-e 
( 6.57) 

Note that accumulation is the discrete-time counterpart of integration. The impulse term 
on the right-hand side of Eq. (6.57) reflects the de or average value that can result from 
the accumulation. 

L. Convolution: 

( 6.58) 

As in the case of the z-transform, this convolution property plays an important role in the 
study of discrete-time L TI systems. 

M. Multiplication: 

(6.59) 
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where ® denotes the periodic convolution defined by [Eq. (2. 70)] 

X 1(0) ®X2(!1) = f X 1(0)X2(0-0)d0 
27T 

(6.60) 

The multiplication property ( 6.59) is the dual property of Eq. ( 6.58). 

N. Additional Properties: 

If x[ n] is real, let 

where xe[n] and x
0
[n] are the even and odd components of x[n], respectively. Let 

x[n] ~x(n) =A(n) +jB(O) = IX(O)lejll(O) 

Then 

X(-!1) =X*(O) 

xe[n] ~ Re{X(O)} =A(O) 

x 0 [ n] ~ j Im { X ( n)} = jB (fl) 

( 6.61) 

(6.62) 

( 6.63a) 

( 6.63b) 

Equation ( 6.62) is the necessary and sufficient condition for x[n] to be real. From 
Eqs. (6.62) and (6.61) we have 

A(-!1) =A(O) 

IX(-!1)1 = IX(O)I 

B(-!1)= -B(O) 

o( -n) = -o(n) 

( 6.64a) 

( 6.64b) 

From Eqs. (6.63a), (6.63b), and (6.64a) we see that if x[n] is real and even, then X(O) is 
real and even, while if x[n] is real and odd, X(O) is imaginary and odd. 

0. Parseval's Relations: 

( 6.65) 

00 1 
I: lx[n]i2= -f IX(!1}12dn 

n=-oo 21T 27T 
( 6.66) 

Equation (6.66) is known as Parseval's identity (or Parseval's theorem) for the discrete-time 
Fourier transform. 

Table 6-1 contains a summary of the properties of the Fourier transform presented in 
this section. Some common sequences and their Fourier transforms are given in Table 6-2. 
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Property 

Periodicity 

Linearity 

Time shifting 

Frequency shifting 

Conjugation 

Time reversal 

Time scaling 

Frequency differentiation 

First difference 

Accumulation 

Convolution 

Multiplication 

Real sequence 

Even component 

Odd component 

Parseval's relations 

Table 6-1. Properties of the Fourier Transform 

Sequence 

x[n] 

x 1[n] 

X2(n] 

x[n] 

a 1x 1[n] + a2 x 2[n] 

x[n - n0 ] 

emonx[n] 

x*[n] 

x[-n] 

r ]= {x[n/m] 
x<ml'-n 0 

nx[n] 

x[n] -x[n - 1] 

n 

E xlkl 
k= -oo 

if n =km 

if n =F km 

x 1[n]x 2[n] 

x[n] =xefn] +x
0
[n] 

Fourier transform 

X(O) 

X/0) 

XlO) 

X(O + 27T) = X(O) 

a 1X 1(0) + a 2 X 2(0) 

e-fn""X(O) 

X(O - 0 0 ) 

X*(-0) 

X(-0) 

X(mO) 

. dX( o) 
1 

dO 

(1 - e -Jn)X(O) 

1 
7TX(O)S(O)+ l-e-JnX(O) 

1 

IOI~ 7T 

X 1(0)X2(0) 

-X1(0) ® Xz(O) 
27T 

X(O) =A(O) + jB(O) 

X(-0) = X*(O) 

Re{X(O)} =A(O) 

j Im{X(O)} = jB(O) 

00 1 
L x 1[n]x 2[n] = 2 J X 1(0)X2(-0)d0 

n= -oo 7T 2'1T 

~ 1 
L lx[n]l 2 

= -f IX(O)l 2 dO 
n= -oo 27T 2'!T 
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Table 6-2. Common Fourier Transform Pairs 

x[n] X(!1) 

8[n] 

8(11 - 1111] 

x[n]= I 

cos non 

sin non 

u[n] 

-u[ -n - 1] 

a"u[n], lal <I 

-a"u(-n-,-1],lal> 1 

(n + l)anu[11], lal < 1 

a 1

", lal < l 

sinWn 
--,0< W<1T 

Tr fl 

e -J!lno 

2rr8(!1), IOI s rr 

27T8(n - n 0 ), IOI, 1n0 1 s rr 

7T[8(n - n 0 ) + 8(n + n11>l. 1n1, 1nu1s1T 

-}1T[8( n - 0 0 ) - 8(0 + !1 0 )], lnl, 10 0 1s1T 

I 
7T8(n)+ -il'lnlsrr 

I - e 1 

1 
-1T8(fl)+ 11 ,lnls7T 

I - e-1 

1 

( 1 - ae-1n)2 

I - a 2 

1 - 2 a cos 1 l + a 2 

sin[ n( N, + ·D] 
sin( !1/2) 

{
I OslnlsW 

X(fl)= 0 W<l!1ls7T 

27T 
n 0 k~x 8(fl - kfl 0 ), !10 = No 

6.5 THE FREQUENCY RESPONSE OF DISCRETE-TIME LTI SYSTEMS 

A. Frequency Response: 

In Sec. 2.6 we showed that the output y(n] of a discrete-time LTI system equals the 
convolution of the input x[n] with the impulse response h[n]; that is, 

y[n] =x[n] * h[n] (6.67) 

Applying the convolution property ( 6.58), we obtain 

Y(O) =X(!1)H(f1) ( 6.68) 
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where Y(O), X(O), and H(O) are the Fourier transforms of y[n], x[n], and h[n], 
respectively. From Eq. (6.68) we have 

Y(O) 
H(O) = X(O) 

Relationships represented by Eqs. (6.67) and (6.68) are depicted in Fig. 6-3. Let 

( 6.69) 

(6.70) 

As in the continuous-time case, the function H(O) is called the frequency response of the 
system, IH(O)I the magnitude response of the system, and OH(O) the phase response of the 
system. 

B[n) hlnl hlnl 

x[n) H(fl) yln]=x[nl * h[n] 

t t 
X(fl) Y({l)=X(!l)H(!l) 

Fig. 6-3 Relationships between inputs and outputs in an LTI discrete-time system. 

Consider the complex exponential sequence 

x[ n] = ejflon 

Then, setting z = ejfl0 in Eq. ( 4.1), we obtain 

y [ n] = H( ejfl0 ) ejflon = H( 0
0

) eiflon 

( 6. 71) 

( 6. 72) 

which indicates that the complex exponential sequence eiflon is an eigenfunction of the 
LTI system with corresponding eigenvalue H(00), as previously observed in Chap. 2 
(Sec. 2.8). Furthermore, by the linearity property (6.42), if the input x[n] is periodic with 
the discrete Fourier series 

x [ n] = L c" ejkflon 
k=(N0 ) 

2rr 
n =­o N 

0 

then the corresponding output y[n] is also periodic with the discrete Fourier series 

y[n] = L ckH(k00 ) eikflon 
k= (N0 ) 

( 6. 73) 

( 6. 74) 

If x[n] is not periodic, then from Eqs. (6.68) and (6.28) the corresponding output y[n] can 
be expressed as 

1 
y[nJ = -J H(O)X(O)ejnndn 

2rr (21T) 
( 6. 75) 



302 FOURIER ANALYSIS OF DISCRETE-TIME SIGNALS AND SYSTEMS [CHAP. 6 

B. L TI Systems Characterized by Difference Equations: 

As discussed in Sec. 2.9, many discrete-time L TI systems of practical interest are 
described by linear constant-coefficient difference equations of the form 

N M 

Eaky[n-k]= }:bkx[n-k] ( 6. 76) 
k=O k=O 

with M ::::; N. Taking the Fourier transform of both sides of Eq. ( 6. 76) and using the 
linearity property (6.42) and the time-shifting property (6.43), we have 

N M 
L ak e-iHIY(f1) = L bk e-ikHX(f1) 

k=O k=O 

or, equivalently, 
M 

E bk e-1rn 
H(f1) = Y(f1) = -'-k~=o'-----

X(f1) N L ak e-Jkn 
( 6. 77) 

k=O 

The result (6.77) is the same as the z-transform counterpart H(z) = Y(z)/X(z) with 
z = eiH [Eq. ( 4.44)]; that is, 

H(f1) = H(z)lz=e'" = H(eifl) 

C. Periodic Nature of the Frequency Response: 

From Eq. ( 6.41) we have 

H(f1) = H(f1+27T) ( 6.78) 

Thus, unlike the frequency response of continuous-time systems, that of all discrete-time 
L TI systems is periodic with period 2 7T. Therefore, we need observe the frequency 
response of a system only over the frequency range 0::::; n < 27T or -7T::::; n < 7T. 

6.6 SYSTEM RESPONSE TO SAMPLED CONTINUOUS-TIME SINUSOIDS 

A. System Responses: 

We denote by yJn], yJn], and y[n] the system responses to cos On, sin f1n, and ein", 
respectively (Fig. 6-4). Since einn =cos On+ j sin f1n, it follows from Eq. (6. 72) and the 
linearity property of the system that 

y[n] =yc[n] +jy,[n] =H(f1)eifl" 

Yc[n] = Re{y[n]} = Re{H(f1) ei011
} 

Ys[n] = Im{y[n]} = Im{H(f1) ei011
} 

eJ!l11 

cos nn 
sin D.n 

H<D.J 
v[nJ=H(D.)eJ!ln 
- .... 
y.(n l=RelH(D.)eJllnJ 

y,(nJ=lm[H(D.)eJ!lnJ 

Fig. 6-4 System responses to eiH", cos On, and sin On. 

( 6. 79a) 

( 6.79b) 

( 6. 79c) 
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When a sinusoid cos fln is obtained by sampling a continuous-time sinusoid cos wt 
with sampling interval T,, that is, 

cos fln =cos wtlr=nT, =cos wT,n 

all the results developed in this section apply if we substitute wT, for fl: 

fl=wT
5 

(6.80) 

( 6.81) 

For a continuous-time sinusoid cos wt there is a unique waveform for every value of w in 
the range 0 to oo. Increasing w results in a sinusoid of ever-increasing frequency. On the 
other hand, the discrete-time sinusoid cos fln has a unique waveform only for values of fl 
in the range 0 to 27T because 

cos[(fl + 27Tm)n] = cos(fln + 27rmn) =cos fln 

This range is further restricted by the fact that 

m =integer 

cos( 7T ±fl )n =cos 7rn cos fln +sin 7Tn sin fln 

= (-1( cos fln 

Therefore, 

cos( 7T + fl)n =cos( 7T - fl)n 

(6.82) 

( 6.83) 

( 6.84) 

Equation (6.84) shows that a sinusoid of frequency (7T +fl) has the same waveform as one 
with frequency ( 7r - fl). Therefore, a sinusoid with any value of fl outside the range 0 to 
7T is identical to a sinusoid with fl in the range 0 to 7T. Thus, we conclude that every 
discrete-time sinusoid with a frequency in the range 0 ~ fl < 7r has a distinct waveform, 
and we need observe only the frequency response of a system over the frequency range 
0 ~fl< 7T. 

B. Sampling Rate: 

Let wM ( = 27T f M) be the highest frequency of the continuous-time sinusoid. Then 
from Eq. ( 6.81) the condition for a sampled discrete-time sinusoid to have a umque 
waveform is 

or (6.85) 

where fs = l/T, is the sampling rate (or frequency). Equation (6.85) indicates that to 
process a continuous-time sinusoid by a discrete-time system, the sampling rate must not 
be less than twice the frequency (in hertz) of the sinusoid. This result is a special case of 
the sampling theorem we discussed in Prob. 5.59. 

6.7 SIMULATION 

Consider a continuous-time L Tl system with input x( t) and output y( t ). We wish to 
find a discrete-time L Tl system with input x[n] and output y[n] such that 

if x [ n] = x ( n T,) then y [ n J = y ( n Ts) (6.86) 

where T, is the sampling interval. 
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Let Hc(s) and H/ z) be the system functions of the continuous-time and discrete-time 
systems, respectively (Fig. 6-5). Let 

x(t) =eiwt x[n] =x(nTJ =einwT, ( 6.87) 

Then from Eqs. (3./) and (4.1) we have 

y( t) = Hc(jw) eiwt y [ n] =HA eiwT,) einwT, ( 6.88) 

Thus, the requirement y[n] = y(nTs) leads to the condition 

Hc(jw) einwT, =HA eiwT,) einwT, 

from which it follows that 

Hc(jw) =HA eiwT,) ( 6.89) 

In terms of the Fourier transform, Eq. (6.89) can be expressed as 

Hc(w)=HAO) D.=wTs (6.90) 

Note that the frequency response H/0) of the discrete-time system is a periodic function 
of w (with period 2rr /T,), but that the frequency response Hc(w) of the continuous-time 
system is not. Therefore, Eq. (6.90) or Eq. (6.89) cannot, in general, be true for every w. If 
the input x(t) is band-limited [Eq. (5.94)], then it is possible, in principle, to satisfy 
Eq. ( 6.89) for every w in the frequency range ( - rr /Ts, rr /Ts) (Fig. 6-6). However, from 
Eqs. (5.85) and (6. 77), we see that Hc(w) is a rational function of w, whereas H/0) is a 
rational function of eiO (fl= wTs). Therefore, Eq. (6.89) is impossible to satisfy. However, 
there are methods for determining a discrete-time system so as to satisfy Eq. (6.89) with 
reasonable accuracy for every w in the band of the input (Probs. 6.43 to 6.47). 

TI 

T, 
0 

x(t) y(t) _.... 
Hc(s) ~ 

HcUw)ei"'' eJwt 

x(t) _.... 
~ 

~ 
i.., ___ ,.llt~I ~d(Z) 

x[n)=x(nT,) . y[n] 

Fig. 6-5 Digital simulation of analog systems. 

"' r, 
w - 2'TT 

r, 

Fig. 6·6 

"' 
T, 

0 

• 

" 
T, 

2'TT 

r, 
w 
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6.8 THE DISCRETE FOURIER TRANSFORM 

In this section we introduce the technique known as the discrete Fourier transform 
(DFf) for finite-length sequences. It should be noted that the DFf should not be confused 
with the Fourier transform. 

A. Definition: 

Let x[n] be a finite-length sequence of length N, that is, 

x [ n J = 0 outside the range 0 s n s N - l 

The DFf of x[n ], denoted as X[ k ], is defined by 
N-l 

X[k] = L x[n]w;n k = 0, 1, ... , N - 1 
n=O 

where WN is the Nth root of unity given by 

WN = e-j(2rr/N) 

The inverse DFT (IDFf) is given by 
1 N-1 

x[n] = N L X[k]W,Vk" 
11=0 

The DFf pair is denoted by 

n = 0, l, ... , N - 1 

x[n] ~x[kJ 

Important features of the DFf are the following: 

1. There is a one-to-one correspondence between x[n] and X[k]. 

(6.91) 

(6.92) 

( 6. 93) 

( 6. 94) 

( 6.95) 

2. There is an extremely fast algorithm, called the fast Fourier transform (FFT) for its 
calculation. 

3. The DFf is closely related to the discrete Fourier series and the Fourier transform. 

4. The DFf is the appropriate Fourier representation for digital computer realization 
because it is discrete and of finite length in both the time and frequency domains. 

Note that the choice of N in Eq. (6.92) is not fixed. If x[n] has length N, < N, we want to 
assume that x[n] has length N by simply adding (N -N1) samples with a value of 0. This 
addition of dummy samples is known as zero padding. Then the resultant x[n] is often 
referred to as an N-point sequence, and X[k] defined in Eq. (6.92) is referred to as an 
N-point DFT. By a judicious choice of N, such as choosing it to be a power of 2, 
computational efficiencies can be gained. 

B. Relationship between the DFT and the Discrete Fourier Series: 

Comparing Eqs. (6.94) and (6.92) with Eqs. (6.7) and (6.8), we see that X[k] of finite 
sequence x[n] can be interpreted as the coefficients ck in the discrete Fourier series 
representation of its periodic extension multiplied by the period N0 and N 0 = N. That is, 

X[k] =Nck ( 6.96) 

Actually, the two can be made identical by including the factor I/ N with the DFf 
rather than with the IDFf. 
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C. Relationship between the DFf and the Fourier Transform: 

By definition (6.27) the Fourier transform of x[n] defined by Eq. (6.91) can be 
expressed as 

N-1 

X(!1) = L x[n] e-J!ln ( 6.97) 
n=O 

Comparing Eq. (6.97) with Eq. (6.92), we see that 

(
k27T") 

X[k] =X(!1)1n=k27T/N =X N ( 6.98) 

Thus, X[k] corresponds to the sampled X( fl) at the uniformly spaced frequencies 
fl= k2Tr/N for integer k. 

D. Properties of the DFf: 

Because of the relationship (6.98) between the OFT and the Fourier transform, we 
would expect their properties to be quite similar, except that the OFT X[k] is a function 
of a discrete variable while the Fourier transform X(!1) is a function of a continuous 
variable. Note that the OFT variables n and k must be restricted to the range 0 ~ n, 
k < N, the OFT shifts x[n - n0 ] or X[k - k0 ] imply x[n - n0 )moct N or X[k - k0 ]moct N• 

where the modulo notation [m lmoct N means that 

[ m] mod N = m + iN ( 6. 99) 

for some integer i such that 

0 ~ [m]modN < N 

For example, if x[n] = o[n - 3], then 

x[n - 4lmod6 = o[n - 7Jmod6 = o[n - 7 + 6] = o[n - 1) 

( 6.100) 

The OFT shift is also known as a circular shift. Basic properties of the OFT are the 
following: 

I. Linearity: 

2. Time Shifting: 

3. Frequency Shifting: 

4. C01yugation: 

x*[n] ~X*[-kJmoctN 

where * denotes the complex conjugate. 

( 6.101) 

( 6.102) 

(6.103) 

( 6.104) 
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5. Time Reversal: 

6. Duality: 

7. Circular Convolution: 

where 

x[ -n I mod N ~x[ -k !mod N 

X[n] ~Nx[-kJmodN 

x 1[n] ®x 2[n] ~x1 [k]X2 [k] 
N-1 

x 1[n] ®x 2 [n] = E x1[i]x 2[n-i]modN 
i=O 

( 6.105) 

(6.106) 

( 6.107) 

( 6.108) 

The convolution sum in Eq. (6.108) is known as the circular convolution of x 1[n] and 
x 2[n]. 

8. Multiplication: 

1 
x 1[n]x 2 [n] ~ NXi(k] ®X2 [k] ( 6.109) 

N-1 

where XI [ k ] ® X 2 [ k ] = E XI [ i] X 2 [ k - i] mod N 

i=l 

9. Additional Properties: 

When x[n] is real, let 

x[n] =xe[n] +x 0 [n] 

where xe[n] and x 0 [n] are the even and odd components of x[n], respectively. Let 

x[n] ~x[k] =A[k] +jB[k] =IX[k]lei8[kJ 

Then 

From Eq. (6.110) we have 

X [ - k ] mod N = X * [ k ] 

x e [ n] ~ Re { X [ k]} =A [ k] 

x 0 [ n J ~ j Im { X [ k ]} = jB [ k] 

A [ - k ) mod N =A [ k] 

IX [ - k] I mod N = IX [ k] I 
B[-kJmodN= -B[kJ 

0 ( - k] mod N = - 0 [ k] 

10. Parseval's Relation: 

N-1 1 N-1 

E lx[n]l 2 = - E IX[k]l 2 

n=O N n=O 

( 6.JJO) 

(6.Jlla) 

(6.lllb) 

(6.112a) 

( 6.l 12b) 

( 6.113) 

Equation (6.113) is known as Parseval's identity (or Parseval's theorem) for the DFT. 
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Solved Problems 

DISCRETE FOURIER SERIES 

6.1. We call a set of sequences {'l'k[n]} orthogonal on an interval [N1, N2] if any two signals 
'11,,Jn] and 'l'k[n] in the set satisfy the condition 

m"i=k 
m=k 

( 6.114) 

where * denotes the complex conjugate and a * 0. Show that the set of complex 
exponential sequences 

k = 0, 1, . .. , N - 1 

is orthogonal on any interval of length N. 

From Eq. (1. 90) we note that 

N - 1 1N 
Ea"= 1-aN 

n = O l-a 

Applying Eq. (6.116), with a= eik(2-rr / N>, we obtain 

Ntl eik(2-rr / N)n = (~ - eik(2-rr / N)N 

-----=0 
11 = 0 }-ejk(2TT/ N) 

a=l 

a~l 

k = O,±N,±2N,. .. 

otherwise 

( 6.115) 

(6.116) 

(6.117) 

since eik(lTT I NlN = eik 2TT = l. Since each of the complex exponentials in the summation in 
Eq. (6.117) is periodic with period N, Eq. (6.117) remains valid with a summation carried over 
any interval of length N. That is, 

L ejk(2rr /N )n = { ~ 
n =( N ) 

Now, using Eq. (6.118), we have 

k =0,±N,±2N, ... 
otherwise 

L 'l'm[n]'l't[n) = L e i m(2TT /N )ne-ik(2TT / N)n 

n =( N) n= ( N > 

L ej(m - kX2TT / N)n = { ~ 
n =( N ) 

( 6.118) 

( 6.119) 

where m, k < N. Equation (6.119) shows that the set {eik(lTT / N)n: k = 0, 1, ... , N - l} is orthog­
onal over any interval of length N. Equation (6.114) is the discrete-time counterpart of 
Eq. (5.95) introduced in Prob. 5.1. 
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6.2. Using the orthogonality condition Eq. (6.119), derive Eq. (6.8) for the Fourier 
coefficients. 

Replacing the summation variable k by m in Eq. (6.7), we have 

N-1 

x[n] = E cm ejm(21T/No)n 

m=O 

Using Eq. (6.115) with N = N0 , Eq. (6.120) can be rewritten as 

N 0 -I 

x[n] = L cm'l'm[n] 
m=O 

( 6.120) 

(6.121) 

Multiplying both sides of Eq. (6.121) by 'l':[n] and summing over n = 0 to (N0 - 1), we obtain 

Interchanging the order of the summation and using Eq. (6.119), we get 

( 6.122) 

Thus, 

6.3. Determine the Fourier coefficients for the periodic sequence x[n] shown in Fig. 6-7. 

From Fig. 6-7 we see that x[n] is the periodic extension of {O, 1,2,3} with fundamental 
period N0 = 4. Thus, 

and 

By Eq. (6.8) the discrete-time Fourier coefficients ck are 

1 3 1 3 
c0 = - E x[n] = -(0+1+2 + 3) = -

4 n=O 4 2 

1 3 
.n 1 . . 1 .1 

c1 =- Ex(n](-1) =-(0-11-2+13)= --+1-
4 n=O 4 2 2 

1 3 1 1 
c 2 = - L X ( n ]( - j) Zn = - ( 0 - 1 + 2 - 3) = - -

4 n=O 4 2 

1 3 1 1 1 
c3 =- Ex(n](-j) 3n=-(O+jl-2-j3)= ---j-

4 n=O 4 2 2 

Note that c3 =c4 _ 1 =cf [Eq. (6.17)]. 
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xlnl 

-4 .3 -2 - I 0 I 2 3 4 5 6 7 

Fig. 6-7 

n 

6.4. Consider the periodic sequence x[n] shown in Fig. 6-8(a). Determine the Fourier 
coefficients ck and sketch the magnitude spectrum le J 

From Fig. 6-8(a) we see that the fundamental period of x[n] is N0 = 10 and 0 0 = 
2-rr/N0 = -rr/5 . By Eq. (6.8) and using Eq. (1 .90), we get 

l 4 l 1-e-ikrr 

ck= w E e-ik<rr / 5)n = 10 i - e - jk(tr / 5> 
n=O 

e -ikrr ; 2( eikrr 1 2 _ e -ikrr 1 2) 

10 e-jkrr / 10( eikrr / 10 - e - jkrr / 10) 

l sin(k-rr/ 2) 
= -e - ik(2rr / 51 ____ _ 

10 sin(k-rr/10) 
k=0,1,2, .. . ,9 

The magnitude spectrum le k I is plotted in Fig. 6-8(b ). 

xlnl 

~ ~ ~ ~ I ~ ~ ~ 

......................... .......... ....................... -----------------...-

,, 
I ' 
I • 
I 1\ 
I I \ 

0.5 

" I I 

I \ / I I,,,, ...... ,, I 
I I 

I I 
1
t I \ 'f ' I I - I 

() I 2 3 4 5 6 7 8 9 

(a) 

k·11 

' H , 
' ' I 

I 

I 

0123456789 

(b) 

Fig. 6-8 

~ ~ ~ 

n 
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6.5. Consider a sequence 
00 

x[nJ = E o[n - 4kJ 
k= -00 

(a) Sketch x[n]. 

(b) Find the Fourier coefficients ck of x[n]. 

(a) The sequence x[n] is sketched in Fig. 6-9(a). It is seen that x[n] is the periodic extension 
of the sequence {1, 0, 0, O} with period N0 = 4. 

x[n] 

-4 -3 -2 -I 0 I 2 3 4 5 6 7 8 n 

(a) 

lc;I 

,,,,,~ '' 
I I I I I I I 

0 I 2 3 k 

(b) 

Fig. 6-9 

(b) From Eqs. (6.7) and (6.8) and Fig. 6-9(a) we have 

3 3 
x[n] = I: ck eik<2rr/4)n = I: ck eik<rr12>n 

k=O k=O 

1 3 1 1 
ck= - L x[n]e-ik(2rr/4)n = -x[O] = -

4 n=O 4 4 
and all k 

since x[l] =x[2) =x[3) = 0. The Fourier coefficients of x[n] are sketched in Fig. 6-9(b). 

6.6. Determine the discrete Fourier series representation for each of the following se­
quences: 

1T' 
(a) x[n] = cos 4n 

1T' 7r 
(b) x[n] = cos-n + sin-n 

3 4 

(c) x[n] = cos2
(; n) 
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(a) The fundamental period of x[n] is N0 =8, and fl 0 =27T/N0 =7T/4. Rather than using 
Eq. (6.8) to evaluate the Fourier coefficients ck, we use Euler's formula and get 

7T I I 1 
cos-n = -( ei(-rr / 4)n + e-i(-rr / 4)n) = -eiflon + -e-iflon 

4 2 2 2 

Thus, the Fourier coefficients for x[ n] are c 1 = 4, c _ 1 = c _ 1 + 8 = c 7 = 4, and all other 
ck= 0. Hence, the discrete Fourier series of x[n] is 

7T I 1 
x[n] = cos-n = -eiOon + -ei70on 

4 2 2 

7T 
flo= -

4 

(b) From Prob. l.16(i) the fundamental period of x[n] is N0 = 24, and fl 0 = 27T/N0 = 7T/12. 
Again by Euler's formula we have 

I 1 
x[n] = 

2
(ej(rr / 3)n +e-j(rr / 3)n) + Zj(ei<-rr/4)n -e-i<-rr/4)n) 

= le -j4f1 0 n + 1· le-j300 n _ 1· lei3!l0 n + lei40 0n 
2 2 2 2 

Thus, c3 = -j( 4), c4 = 4, c _4 = c _4 + 24 = c20 = 4, c _3 = c _3+ 24 = c21 = j(4), and all other 
ck = 0. Hence, the discrete Fourier series of x[n] is 

l I I 1 
x[n)= -j-ei3011n+ -ei4!10n+ -ej2000n+j-ei2tn0n 

2 2 2 2 

7T 
fl=-

0 12 

(c) From Prob. l. I6(j) the fundamental period of x[n] is N0 = 8, and 0 0 = 27T /N0 = 7T /4 . 
Again by Euler's formula we have 

Thus, c0 = 4, c1 = -;\-, c _ 1=c_1 + 8 = c7 = ±, and all other ck= 0. Hence, the discrete 
Fourier series of x[n] is 

I I I 
x[ n l = - + -eiflon + -ej?flun 

2 4 4 

7T 
fl= -

0 4 

6.7. Let x[n] be a real periodic sequence with fundamental period N0 and Fourier 
coefficients ck = a k + jb k, where a k and bk are both real. 

(a) Show that a _k = ak and b _k = -bk. 

(b) Show that cN012 is real if N0 is even. 

(c) Show that x[n) can also be expressed as a discrete trigonometric Fourier series of 
the form 

(N0 -l)/ 2 

x[n] = c0 + 2 L (ak cos kD. 0 n -bk sin kD. 0 n) 
k=l 

if N0 is odd or 
(N0 -2)/ 2 

27T 
no= - (6.123) 

No 

x[n] = c0 + (- l(cN01 2 + 2 L (ak cos kD. 0n -bk sin kD. 0 n) (6.124) 
k= I 

if N0 is even. 
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(a) If x[n] is real, then from Eq. (6.8) we have 

* 1 N0 - I ( ] N0 - I ) 
c_k=- L x(n]eik!lon= - L x(n]e-ik!lon =ct 

No n=O No n =O 

Thus, 

and we have 

and 

(b) If N 0 is even, then from Eq. (6.8) 

1 N0 - I 1 N 0 - I 

CNu / 2=- I: x(n]e-j(Nu/2)(21T / Nu)n=- I: x(n]e-jTTn 

No n=O No n=O 

1 No- I 

= - L ( - 1) n x [ n] = real 
No n=O 

(c) Rewrite Eq. (6.7) as 
N0 -I N0 -I 

x[n] = L ckeikflon =Co+ L ckeikflun 
k=O k = I 

If N0 is odd, then (N0 - 1) is even and we can write x[n] as 

(N0 - l)/2 

x[n]=c + '\"' (cefkflon+c ei<N0 -k)fl0n) 
0 i..,, k N 0 -k 

k=I 

Now, from Eq. (6.17) 

and 

Thus, 

cNo-k =ct 

ei<No-k)llon = eiNoflone-jkllon = ei2rrne - jkfl 0n = e-jkfl0n 

(N0 - l)/ 2 

x[n]=c 0 + L (ckeik!lon+cte-ik!lun) 
k=I 

(N0 - l)/ 2 

= c 0 + L 2 Re( ck eikflon) 
k=I 

(N0 - l)/ 2 

= c0 + 2 L Re(ak + jbd(cosk0.0 n + jsin k0. 0 n) 
k=I 

(N0 - 0 / 2 

= c0 + 2 L (ak cos k0. 0n -bk sin k0. 0 n) 
k=I 

If N0 is even, we can write x[n] as 

N0 - I 

x(n]=co+ L ckeik!lon 
k=I 

(No-2)/ 2 

=Co+ '\"' (c eikflon + C ei(No-k)flon) + C ei(N0 / 2)fl0n 
'- k N0 -k N0/ 2 

k - 1 

( 6.125) 
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Again from Eq. (6.17) 

and 

(N0 -2)/2 

Then x[n]=c0 +(-I)"cN012 + L 2Re(ckej.Hlun) 
k=l 

(N0 -2)/2 

=c0 +(-l)"cN012 +2 L (akcoskfl0 n-bksinkfl0 n) 
k =I 

6.8. Let x 1[n] and x 2[n] be periodic sequences with fundamental period N0 and their 
discrete Fourier series given by 

N0 - I 

x I [ n] = L d k eiknon 

k=O 

Nu- I 

X2[ n] = L ekeikflon 

k=O 

Show that the sequence x[n] =x 1[n]x 2[n] is periodic with the same fundamental 
period N0 and can be expressed as 

where ck is given by 

Now note that 

N0 - I 

x [ n 1 = E ck e'kflun 

k=O 

Nu-I 

ck= E dmek-m 
m=O 

Thus, x[n] is periodic with fundamental period N0 • Let 

Then 

since 

N0 - l 

x [ n ] = L ck eikflon 

k=O 

and the term in parentheses is equal to e k - m. 

( 6.126) 
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6.9. Let x 1[n] and x 2[n] be the two periodic signals in Prob. 6.8. Show that 
1 N0 -I N 0 - l 

N L xi[n)x 2 [nJ = L dke-k 

0 n=O k=O 

( 6.127) 

Equation (6.127) is known as Parseval's relation for periodic sequences. 

From Eq. (6.126) we have 

1 N0 - l N0 - l 

c = - ~ x [n]x [n] e-jkflon = ~ d e 
k N l...i l 2 l...i m k -m 

0 n=O m=O 

Setting k = 0 in the above expression, we get 

1 N0 -l N0 -I N0 -l 

- L x1[n]x 2[n] = L dme-m = L dke - k 
No n=O m=O k=O 

6.10. (a) Verify Parseval's identity [Eq. (6.19)] for the discrete Fourier series, that is, 
1 N0-I N 0-I 

N E lx[n]l2= E lckl 2 

0 n=O k=O 

(b) Using x[n] in Prob. 6.3, verify Parseval's identity [Eq. (6.19)] . 

(a) Let 

and 

Then 

N0 -I 

x[n] = L ckejkflon 
k = O 

N0 -l 

x*[n] = L dkejk!lon 
k=O 

1 N0 -l ( 1 N0 -l )"' 
dk = N L x"'[n] e-jkflon = N L x(n] ejkflon = c~k 

On=O On=O 

( 6.128) 

Equation (6.128) indicates that if the Fourier coefficients of x[n] are ck, then the Fourier 
coefficients of x"'[n] are c~k · Setting x 1[n] =x[n] and x 2[n] =x"'[n] in Eq. (6.127), we 
have dk =ck and ek = c~k (or e -k =ct) and we obtain 

1 N0-I N 0 - l 

N L x[n]x"'[n] = E ckck 
0 n=O k=O 

( 6.129) 

or 

(b) From Fig. 6-7 and the results from Prob. 6.3, we have 

1 No- I 1 14 7 
- L lx[n]l 2 =-(0+12 +22 +Y)=-=­
No n=O 4 4 2 

Eicl-- + - +- +-- + - +- =-=-No - I 2 _ ( 3 ) 
2 

[ ( l ) 
2 

( l ) 
2

] ( l ) 
2 

[ ( l ) 
2 

( \ ) 

2

] 14 7 
k =0 k 2 2 2 2 2 2 4 2 

and Parseval's identity is verified. 
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FOURIER TRANSFORM 

6.11. Find the Fourier transform of 

x[n] = -anu( -n - 1] 

From Eq. (4.12) the z-transform of x[n] is given by 

1 

a real 

X(z) = _ 1 1 -az 
lzl <lal 

Thus, X(eill) exists for lal > 1 because the ROC of X(z) then contains the unit circle. Thus, 

1 x ( n) = x ( eifl) = -
1 - ae 10 lal > 1 

6.12. Find the Fourier transform of the rectangular pulse sequence (Fig. 6-10) 

x[n] =u(n]-u[n-N] 

Using Eq. (1.90), the z-transform of x[n] is given by 

N-1 l -zN 
X(z) = L zn= --

n~o 1-z 
lzl> 0 

Thus, X(eifl) exists because the ROC of X( z) includes the unit circle. Hence, 

1 _ e-JnN e-JflN/2( eiflN/2 -eiflN/2) 
X( 0) = X( ei0 ) = l -ifl _ e e-ifl/2( eifl/2 _ e-ifl/2) 

=e-Jll(N-l)/2 sin(ON/2) 
sin( 0/2) 

x[n] 

... --- --- ~ 
0 I 2 3 N-1 n 

Fig. 6-10 

6.13. Verify the time-shifting property (6.43), that is, 

x[n -n 0 ] +-+e-10
n 11 X(fl) 

By definition (6.27) 

S'{x[n - n 0 ]} = L x[n - n0 ] e-illn 
n = -oo 

( 6.130) 

( 6.131) 

( 6.132) 
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By the change of variable m = n - n0 , we obtain 

9'{x[n - no]}= L x[m] e-jO(m+no) 

m= -oo 

m= -oo 

Hence, 

6.14. (a) Find the Fourier transform X(O) of the rectangular pulse sequence shown in 
Fig. 6-ll(a). 

x[n] 

-N, 0 N, n 

(a) 

Fig. 6-11 

(b) Plot X(O) for N 1 = 4 and N 1 = 8. 

(a) From Fig. 6-11 we see that 

x,[n] 

0 I 2 3 

(b) 

2N1 

,.. 
n 

where x 1[n] is shown in Fig. 6-ll{b). Setting N = 2N1 + 1 in Eq. (6.132), we have 

sin[fl(N + ~)] 
X (0) =e-jflN1 I -

1 sin( 0/2) 

Now, from the time-shifting property (6.43) we obtain 

. sin[O(N + .!.)] 
X(O) =e1HN1X1(0) = . I i 

sm(0/2) 

(b) Setting N 1 = 4 in Eq. (6.133), we get 

sin( 4.50) 
X(O)=--­

sin(0.50) 

(6.133) 
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which is plotted in Fig. 6-12(a ). Similarly, for N1 = 8 we get 

sin( 8.50) 
X(O)= sin(0.50) 

which is plotted in Fig. 6.12(b ). 

X(!}) 

(a) 

Fig. 6-12 

X(!l) 

17 

(b) 

6.15. (a) Find the inverse Fourier transform x[n] of the rectangular pulse spectrum X(.0) 
defined by [Fig. 6-13(a)] 

X(fl) = { ~ 
(b) Plot x[n] for W= 1T/4. 

-2'11" -'IT 

f °' 
I 

-W 0 w 

(a) 

xlnJ 

I 
4 

(b) 

Fig. 6-13 

1.ni~w 

w < lnl ~ 1T 

I .. 
'IT 2'11" n 

n 
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(a) From Eq. (6.28) 

1 Jrr 1 w sin Wn 
x[n] = - X(O) ejfln dO = -J eifln dfl = --

2rr -rr 2rr -w rrn 

Thus, we obtain 

sin Wn { 1 
--+-+X(fl) = 

rrn 0 

( b) The sequence x[ n] is plotted in Fig. 6-13( b) for W = rr / 4. 

6.16. Verify the frequency-shifting property (6.44), that is, 

einonx[ n] +-+X( fl - flo) 

By Eq. (6.27) 
00 

n = -oo 

00 

n= -~ 

Hence, 

6.17. Find the inverse Fourier transform x[n] of 

X(fl) = 2m5(0- 0 0 ) 

From Eqs. (6.28) and (J.22) we have 

1 J1T x[ n] = - 2m5( n - flo) eifln dfl = eiflon 
2rr -rr 

Thus, we have 

6.18. Find the Fourier transform of 

x[ n] = 1 all n 
Setting 0 0 = 0 in Eq. (6.135), we get 

x[n] = 1 +-+2m5(0) 

Equation (6.136) is depicted in Fig. 6-14. 

x[n] 

.. .. 
..... 

-2 -1 0 l 2 n - 1T 0 

Fig. 6-14 A constant sequence and its Fourier transform. 

( 6.134) 

( 6.135) 

( 6.136) 

1T n 



320 FOURIER ANALYSIS OF DISCRETE-TIME SIGNALS AND SYSTEMS [CHAP. 6 

6.19. Find the Fourier transform of the sinusoidal sequence 

x[ n] =cos fl 0 n 1001~1T 
From Euler's formula we have 

cos D.on = ~( eiflon + e-iflo") 

Thus, using Eq. (6.135) and the linearity property (6.42), we get 

X( fl)= rr[ c5(D. - 0.0 ) + c5(D. + 0. 0 )] ID.I, l!lol ~ 1T 

which is illustrated in Fig. 6-15. Thus, 

cos !l 0n +---+ rr[ c5( fl - 0.0 ) + c5( fl+ 0 0 )) 

x[n] X(n) 

.. .. 
n 

Fig. 6-15 A cosine sequence and its Fourier transform. 

6.20. Verify the conjugation property (6.45), that is, 

x*[n] ~x*(-!l) 
From Eq. (6.27) 

Hence, 

Y{x*[n]} = n~ 00 x*[n]e-iOn= (,,~ 00x[n]eiOn)* 
= (,,~ 00 x[n]e-i(-O)n)* =X*(-!l) 

x*[n] +---+X*( -fl) 

6.21. Verify the time-scaling property (6.49), that is, 

x<m>[n] ~x(m!l) 

From Eq. (6.48) 

[ ] ={x[n/m]=x[k] 
x<m> n 

0 

Then, by Eq. (6.27) 

n,... -ao 

if n =km, k =integer 

if n *km 

( 6.137) 

n 
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Changing the variable n =km on the right-hand side of the above expression, we obtain 
00 

9'{x(m)[nJ}= L X(m)[km]e-ifikm= L x[k]e-i<m!l)k=X(mfl) 
k= -oo 

Hence, 

6.22. Consider the sequence x[n] defined by 

x[n]={~ lnl:;:; 2 
otherwise 

(a) Sketch x[n] and its Fourier transform X(fl). 

(b) Sketch the time-scaled sequence x<2Jn] and its Fourier transform X(2)(fl). 

(c) Sketch the time-scaled sequence x(3Jn1 and its Fourier transform X(3)(fl). 

(a) Setting N1 = 2 in Eq. (6.133), we have 

sin(2.Sfl) 
X(fl)=--­

sin(O.Sfl) 
( 6.138) 

The sequence x[n] and its Fourier transform X(fl) are sketched in Fig. 6-16(a). 

xln] X(f}) 

.. ... 

- - --=- - - - -=-------0 n n 
(a) 

.. .. 
0 n n 

(b) 

x0 ,ln] X0 /f}) = X(Jf}) 

5 

~ ~ I~ 

.. ... 

--- -- -- -- - - -- -0 n fl 
(c) 

Fig. 6-16 
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(b) From Eqs. (6.49) and (6.138) we have 

sin(5fl) 
X(2)(fl) =X(2fl) = sin( fl) 

The time-scaled sequence x(2)[n] and its Fourier transform X<2>(fl) are sketched in Fig. 
6-16(b ). 

(c) In a similar manner we get 

sin(7.5fl) 
X<3>( fl) = X(3fl) = sin( l.Sfl) 

The time-scaled sequence x<3tnJ and its Fourier transform X(3)(fl) are sketched in Fig. 
6-16(c ). 

6.23. Verify the differentiation in frequency property (6.55), that is, 

dX(!l) 
nx[n] --.j d!l 

From definition (6.27) 

X(fl)= L x(n]e-iOn 
n = - oo 

Differentiating both sides of the above expression with respect to fl and interchanging the 
order of differentiation and summation, we obtain 

-- = - L x(n]e-1nn = L x(n]-(e-1nn) dX(fl) d ( 
00 

. ) 

00 

d . 
dfl dfl n= _ 00 n= _ 00 dfl 

= -j L nx(n] e-JOn 
n = -oo 

Multiplying both sides by j, we see that 

Hence, 

00 
. dX(fl) 

Y(nx[n]} = L nx(n]e-1nn =j--
n= -oo dfl 

dX(fl) 
nx[n]+-+j dfl 

6.24. Verify the convolution theorem (6.58), that is, 

x1[n] * x2[nj --.X1(!l)X2(!1) 

By definitions (2.35) and (6.27), we have 

Y{ x 1 ( n) * x 2 ( n]} = n ~ j k ~ 
00 

x 1 ( k ) x 2 ( n - k ) ) e -jnn 

Changing the order of summation, we get 

Y{ x 1 ( n ) * x 2 ( n ]} = k ~ cox 1 [ k ] L ~cox 2 [ n - k ) e - JOn ) 
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By the time-shifting property Eq. (6.43) 
00 

L x2 [n -k]e-i!ln =e-il1kX2(0) 
n= -oo 

Thus, we have 

k= -00 

Hence, 

6.25. Using the convolution theorem (6.58), find the inverse Fourier transform x[n] of 

1 
X(fl) = (l _.0 ) 2 lal < 1 

-ae 1 

From Eq. (6.37) we have 

1 
a"u[n]~ -·n lal<l 

1 - ae 1 

Now X(O) = (t -a:-1n)2 = ( l -~e-Jn )( 1-~e-Jn) 
Thus, by the convolution theorem Eq. (6.58) we get 

Hence, 

00 

x[n] =anu[n]*a"u[n] = L aku[k]a" - ku[n -k] 
k= -00 

n 

=a" L 1 = (n + l)anu[n] 
k=O 

lal < 1 

6.26. Verify the multiplication property (6.59), that is, 

1 
xi[n]x2 [n] ~ -X1(fl) ®X2(fl) 

27T 
Let x[n] = x 1[n]x 2[n]. Then by definition (6.27) 

00 

n= -oo 

By Eq. (6.28) 

( 6.139) 



324 FOURIER ANALYSIS OF DISCRETE-TIME SIGNALS AND SYSTEMS [CHAP. 6 

Then 

Interchanging the order of summation and integration, we get 

Hence, 

6.27. Verify the properties (6.62), (6.63a), and (6.63b); that is, if x[n] is real and 

x[nJ =xe[nj +x 0 [nJ ~x(!l) =A(!l) +jB(!l) (6.140) 

where xe[n] and x 0 [n] are the even and odd components of x[n], respectively, then 

X(-fl) =X*(!l) 

xe[n] ~ Re{X(fl)} =A(!l) 

x 0 [n] ~j Im{X(!l)} =jB(!l) 

If x[nJ is real, then x*[nJ =x[nJ, and by Eq. (6.45) we have 

x*[n] ~x·c -n) 

from which we get 

X(D) =X*(-D) or X(-D) =X*(D) 

Next, using Eq. (6.46) and Eqs. (/ .2) and (/ .3), we have 

x[-n] =xe[n]-x
0
[n] ~x(-D) =X*(D) =A(D) -jB(D) 

Adding (subtracting) Eq. (6.141) to (from) Eq. (6.140), we obtain 

xe[n] +-+A(D) = Re{X(D)} 

x
0
[n]+-+jB(D) =jlm{X(D)} 

6.28. Show that 

1 
u[n] -.m5(!1) + -jn 

l-e 
Let 

u[n] -.X(O) 

Now, note that 

8[n] = u[n] - u[n - l] 

( 6.141) 

( 6.142) 

Taking the Fourier transform of both sides of the above expression and by Eqs. (6.36) and 
(6.43), we have 



CHAP. 6] FOURIER ANALYSIS OF DISCRETE-TIME SIGNALS AND SYSTEMS 325 

Noting that (1 - e-i0 ) = 0 for n = 0, X(!1) must be of the form 

1 
X(!1)=A8(!1)+ -n 

1 - e 1 

where A is a constant. To determine A we proceed as follows. From Eq. ( 1.5) the even 
component of u[n] is given by 

ueln] = ~ + ~8[n] 

Then the odd component of u[n] is given by 

uo[n] = u[n] -ue[n] = u[n] - i- 18[n] 

J 1 
and .9'{ u 

0 
[ n]} = A 8 ( !1) + _ n - 1T 8 ( 0) - -

2 1 - e 1 

From Eq. (6.63b) the Fourier transform of an odd real sequence must be purely imaginary. 
Thus, we must have A = rr, and 

1 
u[ n] +---+ 1T8( n) + - n 

l - e 1 
1n1 $1T 

6.29. Verify the accumulation property (6.57), that is, 

n 1 
L x[k]~1TX(O)i>(!l)+ _ 0 X(!l) 

k=-oo 1-e 1 

From Eq. (2.132) 

n 

E x[k] =x[n]*u[n] 
k= -oo 

Thus, by the convolution theorem (6.58) and Eq. (6.142) we get 

t x[k]+-+X(!1)[1T8(0)+ 
1_·n] 

l - e 1 
k = -00 

1!11$1T 

1 
=1TX(0)8(0)+ _ 0 X(O) 

J - e J 

since X(fl) 8(0) = X(O) 8(0) by Eq. (1.25). 

6.30. Using the accumulation property (6.57) and Eq. (1.50), find the Fourier transform of 
u[n]. 

From Eq. (1.50) 

n 

u[n] = E 8[k] 
k= -co 

Now, from Eq. (6.36) we have 

8[n] +---+ 1 

Setting x[k] = 8[k] in Eq. (6.57), we have 

x[n] = 8[n] +-+X( 0) = 1 and X(O) = 1 
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and 
n 1 

u(n]= L 8(k)+-+7T8(!l)+ -n 
k=-oo l-e' 

IOI~ 7T 

FREQUENCY RESPONSE 

6.31. A causal discrete-time LTI system is described by 

y[n] - h[n -1] + h[n - 2] =x[n] ( 6.143) 

where x[n] and y[n] are the input and output of the system, respectively (Prob. 4.32). 

(a) Determine the frequency response H(D.) of the system. 

(b) Find the impulse response h[n] of the system. 

(a) Taking the Fourier transform of Eq. (6.143), we obtain 

Y(!l)- ~e-JnY(!l) + ke-1211 Y(!l) =X(!l) 

or 

Thus, 

Y(!l) 1 1 
H(!l) = X(!l) = 1- ~e-in+ ~e-i211 (1- ie-'11 )(l - te-i11 ) 

(b) Using partial-fraction expansions, we have 

1 2 1 
H(!l) = (1- ie-i11 )(1- ie-i11 ) = 1 - fe- 10 - 1- ie-J!l 

Taking the inverse Fourier transform of H(O), we obtain 

h(n] = [1(4(- (±(ju(n) 

which is the same result obtained in Prob. 4.32(b). 

6.32. Consider a discrete-time L TI system described by 

y[n] - h[n - l] =x[n] + tx[n -1] 

(a) Determine the frequency response H(D.) of the system. 

(b) Find the impulse response h[n] of the system. 
( c) Determine its response y[ n] to the input 

(a) Taking the Fourier transform of Eq. (6.144), we obtain 

Y(!l) - {-e-JnY(!l) =X(!l) + fe-111X(!l) 

( 6.144) 
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Thus, 

1 1 e-ifl 
(b) H(f!) = 1 - -ie-ifl + 2 1 - ~e-ifl 

Taking the inverse Fourier transform of H( f! ), we obtain 

(
})n }(})n-1 (} 

h[n] = 2 u[n] + 2 2 u[n -1] = (-I)n-1 
n=O 
n;:: I 

(c) From Eq. (6.137) 

x(n) =7T[s(n- ~) +s(n+ i)] If!\:$ 1T 

Then 

[ ( 
TT) ( 1T)]l+~e-Jn Y(f!) =X(f!)H(O) =7T s n- - +s n+- ~ - n 
2 2 1 - 2e ' 

=7T --.-~ s n-- +TT--.-~ s n+-(
1-j!) ( 7T) (l+j!) ( 7T) 
1+12 2 l-12 2 

= 1T s( n - i) e-j2tan-
1
(1 / 2) + 1T s( n + ; ) ej2tan -

1
(1 / 2) 

Taking the inverse Fourier transform of Y(f!) and using Eq. (6.135), we get 

I 1 y[n] = -ej(rr / 2)ne-i2tan - 1(1 / 2>+ -e - j(rr / 2lei2tan - 1(1 / 2) 

2 2 

= cos ( ~ n - 2 tan - 1 ~ ) 

6.33. Consider a discrete-time L TI system with impulse response 

sin( 7Tn/4) 
h[n]=---

7Tn 

Find the output y[n] if the input x[n] is a periodic sequence with fundamental period 
N0 = 5 as shown in Fig. 6-17. 

From Eq. (6.134) we have 

H(f!)={~ lf!\:$7T/4 
7T/4<\f!I:$1T 

Since f! 0 = 21T /N0 = 21T /5 and the filter passes only frequencies in the range lf!I :$TT /4, only 
the de term is passed through. From Fig. 6-17 and Eq. (6.11) 

1 4 3 
C0 =- l:x[n]=-

5 n=O 5 
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x[n) 

~ I ~ • ~ . ~ 
... . .. 

-~ ~- - - ...... ...... .... 

Thus, the output y[n] is given by 

-2 -1 0 I 2 3 4 5 

Fig. 6-17 

y[n] =} all n 

6.34. Consider the discrete-time L TI system shown in Fig. 6-18. 

(a) Find the frequency response H(fl) of the system. 

(b) Find the impulse response h[n] of the system. 

n 

(c) Sketch the magnitude response IH(fl)I and the phase response O(fl). 

(d) Find the 3-dB bandwidth of the system. 

(a) From Fig. 6-18 we have 

y[n] =x[n] +x[n - 1] 

Taking the Fourier transform of Eq. (6.145) and by Eq. (6. 77), we have 

H(fl) = Y(fl) = 1 +e-Jn=e-m12(em12+e-fnl2) 
X(fl) 

= 2e-fnl2 cos ( ~) IOI~ 7T 

(b) By the definition of h[n] [Eq. (2.30)] and Eq. (6.145) we obtain 

h[n] = 8[n] + 8[n - I] 

or 

(c) From Eq. (6.146) 

x(n] 

h[ n] = { 
0
1 0 ~ n ~ 1 

othetwise 

IH( fl)I = 2cos ( ~) 

y[n] 

---.--------...... 1 ,__--t~ 
+ 

+ 

Fig. 6-18 

( 6.145) 

( 6.146) 
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and 
!l 

O(!l) = - -
2 

which are sketched in Fig. 6-19. 

-1T .'!! 
2 

IH(O)I 

2 

0 

Fig. 6-19 

1T 
1T n 

2 

(d) Let !l3 db be the 3-dB bandwidth of the system. Then by definition (Sec. 5.7) 

I 
I H( !l3 da)I = v'2 IH( !l) I max 

we obtain 

COS (!}~dB) = ~ and 

We see that the system is a discrete-time wideband low-pass finite impulse response 
(FIR) filter (Sec. 2.9C). 

6.35. Consider the discrete-time LTI system shown in Fig. 6-20, where a is a constant and 
O<a<l. 

x[n] y[n] 

+ 

Fig. 6-20 
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(a) Find the frequency response H(fl) of the system. 

( b) Find the impulse response h[ n] of the system. 

(c) Sketch the magnitude response IH(fl)I of the system for a= 0.9 and a= 0.5. 

(a) From Fig. 6-20 we have 

y[n]-ay[n -1] =x[n] 

Taking the Fourier transform of Eq. (6. 147) and by Eq. (6. 77), we have 

(b) Using Eq. (6.37), we obtain 

(c) From Eq. (6.148) 

I 
H(f!) = 1-ae-if1 lal < l 

l 1 
H(f!)= . =------

1 - ae_,n I - a cos f! + ja sin f! 

and 

1 1 

( 6.147) 

( 6.148) 

I H ( n.) I = ( 2 2] ';2 = 2 i ;2 ( 6. 149) 
( 1 - a cos n) + (a sin n) ( 1 + a - 2 a cos n) 

which is sketched in Fig. 6-21 for a = 0.9 and a = 0.5. 
We see that the system is a discrete-time low-pass infinite impulse response (IIR) 

filter (Sec. 2.9C). 

IH(fi)I 
10 

·1T 
1T 0 1T 

1T .n 
2 2 

Fig. 6-21 

6.36. Let hLPF[n] be the impulse response of a discrete-time low-pass filter with frequency 
response HLPF(fl). Show that a discrete-time filter whose impulse response h[n] is 
given by 

h [ n l = ( - 1 ( h LPF [ n l 
is a high-pass filter with the frequency response 

H( fl) = H LPF( fl - 7T) 

( 6.150) 

( 6.151) 
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.J. 
-1T 

Since - 1 = ei'TT, we can write 

(6.152) 

Taking the Fourier transform of Eq. (6.152) and using the frequency-shifting property (6.44), 
we obtain 

H( 0) = HLPF( n - rr) 

which represents the frequency response of a high-pass filter. This is illustrated in Fig. 6-22. 

I I I-
I 
I 

I I 

..L .... ..L ..L 

-nc 0 nc 1T n -1T -ir + -n, 0 

Fig. 6-22 Transformation of a low-pass filter to a high-pass filter. 

,- - - -
I 

I 
I 

..L 

1T - n, 1T 

6.37. Show that if a discrete-time low-pass filter is described by the difference equation 
N M 

y[nJ= - L,aky[n-kJ+ L,bkx[n-k) ( 6.153) 
k=I k=O 

then the discrete-time filter described by 
N M 

y[nJ = - L (-l)kaky[n-kJ + L, (-l)kbkx[n-kJ ( 6.154) 
k= I k=O 

is a high-pass filter. 

Taking the Fourier transform of Eq. (6.153), we obtain the frequency response HLPF(O) of 
the low-pass filter as 

If we replace n by (O - rr) in Eq. (6.155), then we have 
M 
l: bke-fk(fl-71") 

k=O 
HHPF(O) =HLPF(O-rr) = -~N-----

1 + L ake-fk<fl-71") 
k=I 

which corresponds to the difference equation 

N M 

M 

l: bk( -1)k e-fkfl 
k=O 

N 

1 + L ( - l)k ake-ikfl 
k=I 

y[n]= - L (-l)kaky[n-k]+ L (-l)kbkx[n-k] 
k=l k=O 

( 6.155) 

(6.156) 
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6.38. Convert the discrete-time low-pass filter shown in Fig. 6-18 (Prob. 6.34) to a high-pass 
filter. 

From Prob. 6.34 the discrete-time low-pass filter shown in Fig. 6-18 is described by [Eq. 
(6.145)] 

y[n] =x[n] +x[n -1) 

Using Eq. (6.154), the converted high-pass filter is described by 

y[n] =x[n]-x[n -1) ( 6.157) 

which leads to the circuit diagram in Fig. 6-23. Taking the Fourier transform of Eq. ( 6.157) and 
by Eq. ( 6.77), we have 

From Eq. (6.158) 

and 

H(fl) = l -e-iO=e-1n12(eill / 2_e-1n12) 

fl fl 
= j2e - i 111 2 sin-= 2ei<rr - ll J/ Z sin-

2 2 

I H ( n ) I = 2 \sin ( ~ ) \ 

{
(7T-fl)/2 

8(fl)= (-7T-0)/2 

\fl\~ 7T ( 6.158) 

which are sketched in Fig. 6-24. We see that the system is a discrete-time high-pass FIR filter. 

.1lnl y[n] 

--------------------.... ~l,....--i• + 

Fig. 6-23 

6.39. The system function H( z) of a causal discrete-time L TI system is given by 

b +z - 1 

H(z)= 1 1 - az-
( 6.159) 

where a is real and lal < 1. Find the value of b so that the frequency response H(O.) 
of the system satisfies the condition 

IH(O.)I = 1 all n (6.160) 

Such a system is called an all-pass filter. 

By Eq. (6.34) the frequency response of the system is 

b + e·iH 
H(fl) =H(z)\z ~ ein= - n 

1 - ae 1 
(6.161) 
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Then, by Eq. (6.160) 

which leads to 

or 

or 

-1T 1T 

2 

11 

2 

0 

0 

IH(fl)I 

0(0) 

11 

2 

Fig. 6-24 

1T 

2 

l

b+e-i
0

1 

I H ( fl ) I = 1 - ae -m = 1 

lb+ e-m1=11 - ae -10
1 

,,. n 

,,. n 

lb+ cos fl - j sin fll = 11 - a cos fl+ ja sin fll 

1 + b 2 + 2b cos fl= 1 + a2 
- 2a cos fl 

and we see that if b = -a, Eq. (6.162) holds for all fl and Eq. (6.160) is satisfied. 

6.40. Let h[n] be the impulse response of an FIR filter so that 

h[n]=O n <0, n ~N 

( 6.162) 

Assume that h[n] is real and let the frequency response H(D.) be expressed as 

H( n) = IH( n )lei0<0 > 

(a) Find the phase response 8(0.) when h[n] satisfies the condition [Fig. 6-25(a)) 

h[n] =h[N-1-nJ (6.163) 

(b) Find the phase response 8(0.) when h[n] satisfies the condition [Fig. 6-25(b)] 

h[n]=-h[N-1-n] ( 6.164) 
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h[nl h[n] 

Nodd Neven 

0 N - \ N n 0 N - 1 N n -
' 

(a) 

h[nl h[nj 

Nodd Neven 

0 N - 1 N n 0 N fl 

(b) 
N · I 

Fig. 6-25 

(a) Taking the Fourier transform of Eq. (6.163) and using Eqs. (6.43), (6.46), and (6.62), we 
obtain 

or 

Thus, 

and 

H( fl) = H*( fl) e-J<N-l)n 

IH( fl)le 111<11 > = IH( fl)le -10<!1> e-J<N- 1>11 

8(fl) = -8(fl) -(N- l)fl 

8(fl)=-t(N-l)fl 

which indicates that the phase response is linear. 
(b) Similarly, taking the Fourier transform of Eq. (6.164), we get 

H(fl) = -H*(fl) e-i<N-l>fl 

or 

Thus, 

8( fl) = 1T - 8( fl) - ( N - 1) fl 

1T 1 
and 8(fl) = 2- 2_(N- l)fl 

which indicates that the phase response is also linear. 

(6.165) 

( 6.166) 
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6.41. Consider a three-point moving-average discrete-time filter described by the difference 
equation 

y[n] = t{x[n] +x[n -1] +x[n -2]} 

(a) Find and sketch the impulse response h[n] of the filter. 

(b) Find the frequency response H(fl) of the filter. 

(6.167) 

(c) Sketch the magnitude response IH(fl)I and the phase response O(fl) of the filter. 

(a) By the definition of h[n] [Eq. (2.30)] we have 

h(n] = HB(n] + B[n - l] + B[n - 2]} 

or h(n] = {~ O~n~2 

otherwise 

(6.168) 

which is sketched in Fig. 6-26(a). Note that h[n] satisfies the condition (6.163) with 
N=3. 

(b) Taking the Fourier transform of Eq. (6.168), we have 

IH(fl)I 

hln] 
-'IT 

211 0 211 n J 3 
'IT 

8(0) 

11 
2 

0 I 2 3 n 

(a) 

'IT n 

11 
2 

(b) 

Fig. 6-26 
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By Eq. (J.90), with a= e-ifl, we get 

where 

(c) From Eq. (6.169) 

and 

1 1 - e-iJO 1 e-1rn;2( ei3fl/2 - e-J3fl/2) 
H( 0) = - = - --,,-------3 1-e-ifl 3 e-1n12(e1n12_e-1n12) 

1 ·n sin(30/2) 0 
= 3e-1 sin(0/2) =H,(O)e-1 

1 sin(30/2) 
H,( O) = 3 sin( 0/2) 

11 sin(30/2) I 
IH( O)I = IH,( O)I = 3 sin( 0/2) 

(
-o 

8( 0) = ,... 
-u+7T' 

when H,( 0) > 0 

when H,( 0) < 0 

(6.169) 

(6.170) 

which are sketched in Fig. 6-26(b ). We see that the system is a low-pass FIR filter with 
linear phase. 

6.42. Consider a causal discrete-time FIR filter described by the impulse response 

h(n] = {2,2,- 2,- 2} 

(a) Sketch the impulse response h[n] of the filter. 

(b) Find the frequency response H(f!) of the filter. 

(c) Sketch the magnitude response IH(.O)I and the phase response 0(.0) of the filter. 

(a) The impulse response h[n] is sketched in Fig. 6-27(a). Note that h[n] satisfies the 
condition (6.164) with N = 4. 

(b) By definition (6.27) 

H(O)= L h[n]e-i0 n=2+2e-i11 -2e-i20 -2e-i30 

where 

(c) From Eq. (6.171) 

n = - ao 

= 2(1-e-130 )+2( e-ifl - e-120 ) 

= 2e-J3fl/2( ef3n;2 _ e-JJn/2) + 2e-J3fl/2( e1n12 _ e-i0/2) 

( 
o 30) =je-13012 sinz- +sinT =H,(O)ei[(rr/2l-<301 2ll 

H,(O) =sin(~)+ sin( 
3~) 

IH( 0)1=IH,(0 )I= I sin(~)+ sin( 
3~) I 

8( 0) = 2 3 
(

71'/2-lO 

-7T'/2-2fl 

H,(fl)>O 

H,(fl)<O 

(6.171) 

which are sketched in Fig. 6-27(b ). We see that the system is a bandpass FIR filter with 
linear phase. 
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IH(!1)1 

hlnl 
'TT 

·'TT 0 
2 

2~ ' 
0(!1) 

2 3 TI 

-- -- - -'"' '"' -.... -- ~ 

01 4 n 

·2 t 4 

(a) 
-'TT 

(b) 

Fig. 6-27 

SIMULATION 

6.43. Consider the RC low-pass filter shown in Fig. 6-28(a) with RC= 1. 

(a) Construct a discrete-time filter such that 

hAn] =hc(t)\1=11:r; =hc(nTs) 

~ TI n 
2 

( 6.172) 

where hc(t) is the impulse response of the RC filter, hd[n] is the impulse 
response of the discrete-time filter, and T, is a positive number to be chosen as 
part of the design procedures. 

(b) Plot the magnitude response IHc(w)I of the RC filter and the magnitude response 
IH/wT,)\ of the discrete-time filter for Ts= 1 and Ts= 0.1. 

(a) The system function Hc(s) of the RC filter is given by (Prob. 3.23) 

and the impulse response hc(t) is 

1 
Hc(s) = s + 1 

hc(t) = e-'u(t) 

By Eq. (6.172) the corresponding hd[n] is given by 

( 6.173) 

( 6.174) 

( 6.175) 
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R 

l 
WW 

IC x(I) 

! I 
·f 

y(I) 

-! 
(a) 

x[n] y[n] 

+ 

e-15 

z-' 

(b) 

Fig. 6-28 Simulation of an RC filter by the impulse invariance method. 

Then, taking the z-transform of Eq. (6.175), the system function H/z) of the discrete­
time filter is given by 

from which we obtain the difference equation describing the discrete-time filter as 

y[n] - e-T·y[n -1] =x[n] ( 6.176) 

from which the discrete-time filter that simulates the RC filter is shown in Fig. 6-28(b ). 

(b) By Eq. (5.40) 

Then 

1 
Hc(w) =Hc(s)\s-Jw= jw+ l 

1 
IHc(w)\= 2 1/2 

(1 + w ) 

By Eqs. (6.34) and (6.81) 

From Eq. (6.149) 

1 
\HAwTs)I = --------­

[I+ e-lT, - 2e-T, cos( wTs)] 1
12 



CHAP. 6) FOURIER ANALYSIS OF DISCRETE-TIME SIGNALS AND SYSTEMS 339 

From Ts= 1, 

1 
IHAwT,)I = 11 2 

[ 1 + e - 2 
- 2 e - 1 cos( w)) 

For Ts= 0.1, 

IHAwTs)I = ---------~ 
[1 +e- 0 ·2 - ze- 0

·
1 cos(O.lw)j1

12 

The magnitude response IHc(w)I of the RC filter and the magnitude response IH/wT,}I 
of the discrete-time filter for Ts = 1 and Ts = 0.1 are plotted in Fig. 6-29. Note that the 
plots are scaled such that the magnitudes at w = 0 are normalized to 1. 

The method utilized in this problem to construct a discrete-time system to simulate 
the continuous-time system is known as the impulse-invariance method. 

0.8 

0.6 

0.4 

0.2 

0 5 10 

Fig. 6-29 

T,= 0.1 

~ 

15 

6.44. By applying the impulse-invariance method, determine the frequency response H/D.) 
of the discrete-time system to simulate the continuous-time L TI system with the 
system function 

1 
H(s)-----

c (s+l)(s+2) 

Using the partial-fraction expansion, we have 

1 1 
Hc(s) = s + 1 - s + 2 

Thus, by Table 3-1 the impulse response of the continuous-time system is 

hc(t) = (e- 1 -e- 21 )u(t) 

Let hAnJ be the impulse response of the discrete-time system. Then, by Eq. (6.177) 

hAn] = h,(nT
5

) = (e-nT, - e- 2nT,)u[n] 

( 6.177) 
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and the system function of the discrete-time system is given by 

1 1 
HA Z) = } -nT - I - -l----2n-T---, - e 'Z - e 'Z 

Thus, the frequency response H/O.) of the discrete-time system is 

Note that if the system function of a continuous-time L Tl system is given by 

N A 
Hc(s) = E _k_ 

k=I s+ak 

( 6.178) 

( 6.179) 

(6.180) 

then the impulse-invariance method yields the corresponding discrete-time system with the 
system function Hi z) given by 

(6.181) 

6.45. A differentiator is a continuous-time L TI system with the system function [Eq. (3.20)) 

Hc(s) =s ( 6.182) 

A discrete-time L TI system is constructed by replacing s in He( s) by the following 
transformation known as the bilinear transformation: 

2 1 -z- 1 

s=-
Ts l+z- 1 ( 6.183) 

to simulate the differentiator. Again Ts in Eq. (6.183) is a positive number to be 
chosen as part of the design procedure. 

(a) Draw a diagram for the discrete-time system. 

(b) Find the frequency response Hifl) of the discrete-time system and plot its 
magnitude and phase responses. 

(a) Let Hd(z) be the system function of the discrete-time system. Then, from Eqs. (6.182) 
and (6.183) we have 

Writing Hd( z) as 

2 l -z- 1 

H (z)=---
d Ts l+z-1 

HAz)=~( 1 
_1 )(1-z- 1

) 
Ts 1 + z 

( 6.184) 

then, from Probs. (6.35) and (6.38) the discrete-time system can be constructed as a 
cascade connection of two systems as shown in Fig. 6-30(a). From Fig. 6-30(a) it is seen 
that we can replace two unit-delay elements by one unit-delay element as shown in Fig. 
6-30(b). 
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xlnJ yin] 

--... ~ l ~--------------..t 
+ + 

(a) 

xln] ylnl 
---~l ,_ __________ .,. 

+ + 

(b) 

Fig. 6-30 Simulation of a differentiator. 

(b) By Eq. (6.184) the frequency response Hifl) of the discrete-time system is given by 

2 1 - e-m 2 e-m1 2( ei0 1 2 - e-i!l/ 2) 

HAfl)= Ts l+e-J!l = T, e-J!l/2(ei!l!2+e-i!l/2) 

2 sin fl/ 2 2 fl 2 fl . 
2 =j- =j-tan- = -tan-e1

7T
1 

Ts COS fl/2 Ts 2 Ts 2 

Note that when fl« 1, we have 

if fl= wTs (Fig. 6-31). 

·1T 

, '• 
, I 

2 fl fl 
Hd(fl) =j-tan- ::::;j- =jw 

Ts 2 Ts 

, 
"' 

Fig. 6-31 

2 0 -tan­
T, 2 

/.' i=w , ' ,, 
, '• 

, I 

1T n 

( 6.185) 

(6.186) 
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6.46. Consider designing a discrete-time L TI system with system function Hi z) obtained by 
applying the bilinear transformation to a continuous-time L TI system with rational 
system function Hc(s ). That is, 

( 6.187) 

Show that a stable, causal continuous-time system will always lead to a stable, causal 
discrete-time system. 

Consider the bilinear transformation of Eq. (6.183) 

Solving Eq. ( 6.188) for z, we obtain 

Settings =jw in Eq. (6.189), we get 

2 1 - z - 1 

s= -
T

5
l+z - 1 

z= 
l+(Tj2)s 

1 - (Tj2)s 

lzl- - 1 
1

1 + jw(T,/2) I 

1-jw(T,/2) 

(6.188) 

(6.189) 

( 6.190) 

Thus, we see that the jw-axis of the s-plane is transformed into the unit circle of the z-plane. 
Let 

z = re 1n and s =a+ jw 

Then from Eq. (6.188) 

2 z - 1 2 re10 - 1 
s=---=----

T, z + 1 T, re10 + 1 

2 ( r
2 

- 1 2r sin n ) 
-- +j------
- T, 1 + r 2 + 2 r cos 0 1 + r 2 + 2 r cos 0 

Hence, 

2 r 2 - 1 
u= -

T, 1 + r 2 + 2 r cos 0 
( 6.19/a) 

2 2rsin0 
w=-

T, 1 + r 2 + 2r cos 0 
(6.19lb) 

From Eq. ( 6.19 /a) we see that if r < l, then u < 0, and if r > 1, then u > 0. Consequently, the 
left-hand plane (LHP) in s maps into the inside of the unit circle in the z-plane, and the 
right-hand plane (RHP) in s maps into the outside of the unit circle (Fig. 6-32). Thus, we 
conclude that a stable, causal continuous-time system will lead to a stable, causal discrete-time 
system with a bilinear transformation (see Sec. 3.68 and Sec. 4.68). When r = 1, then u = 0 
and 

2 sin n 2 n 
w = - =-tan-

T, I + cos 0 T, 2 
(6.192) 
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jw 

or 

s-plane 

Fig. 6-32 Bilinear transformation. 

wTs 
0= 2tan- 1 -

2 

lm(z) 

z-plane 

Re(z) 

\ 
Unit circle 

lzl =I 

( 6.193) 

From Eq. ( 6.193) we see that the entire range - oo < w < oo is mapped only into the range 
-7T:::;; n:::;; 7T. 

6.47. Consider the low-pass RC filter in Fig. 6-28(a). Design a low-pass discrete-time filter 
by the bilinear transformation method such that its 3-dB bandwidth is '1T /4. 

Using Eq. (6.192), 0 3 dB= 7T/4 corresponds to 

2 03 dB 2 7T 0.828 
w =-tan--= -tan-= --JdB T 2 T 8 T s s s 

( 6.194) 

From Prob. 5.55(a), w3 dB= 1 /RC. Thus, the system function Hc(s) of the RC filter is given by 

0.828/Ts 
HA s) - s + 0.828/T, ( 6.195) 

Let H/z) be the system function of the desired discrete-time filter. Applying the bilinear 
transformation (6.183) to Eq. (6.195), we get 

0.828/T, 0.293(1 +z- 1
) 

HAz) = 2 1-z-• 0.828 1- 0.414z- 1 ( 6.196) 

- +--
T,l+z-1 T, 

from which the system in Fig. 6-33 results. The frequency response of the discrete-time filter is 

0.293(1 + e-i0 ) 

HAO)= l-0.4l4e_,0 (6.197) 

At 0=0,H/0)= 1, and at 0=7T/4,IH/7T/4)i=0.707= 1//2, which is the desired re­
sponse. 
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xlnl 
0.293 

yin] 
-----~ ~ ,.... ___________ ~ 

+ + 
+ + 

0.414 

Fig. 6-33 Simulation of an RC filter by the bilinear transformation method. 

6.48. Let h[n] denote the impulse response of a desired IIR filter with frequency response 
H(f!) and let hJn] denote the impulse response of an FIR filter of length N with 
frequency response H

0
(f!). Show that when 

h
0
(n] = {~(n] 

otherwise 
( 6.198) 

the mean-square error e 2 defined by 

1 Tr 

E
2 

= Z7T f_rrlH(f!) - H0 (f!)l
2 
df! (6.199) 

is minimized. 

By definition (6.27) 
00 

H(O) = L h[n]e-ffln and 
n = -oo n = -oo 

Let £(0) =H(O)-H,,(O) = L (h[n]-h
0
[n])e-ffln 

n= -o:: 

= L e[n]e-Jfln ( 6.200) 
n = - xi 

where e[n] = h[n] - hJn]. By Parseval's theorem (6.66) we have 

l 1T 00 00 

t:
2 =-J IE(O)l 2

d0= I: le[n]l2= L lh[n)-h 0 [n]l 2 

27T -rr n=-oo n=-oo 

N-1 -I oo 

= [lh[n]-h 0 [n]l 2 + L lh[n}l 2 + [lh[n]l 2 ( 6.201) 
n=O 11 = -oc n=N 

The last two terms in Eq. (6.201) are two positive constants. Thus, e 2 is minimized when 

h[n]-h
0
[n]=O OsnsN-1 

that is, 

h[n] =h 0 [n] 

Note that Eq. (6.198) can be expressed as 

OsnsN-1 

h
0
[n] =h[n]w[n] 

where w[n] is known as a rectangular window function given by 

w[n] = { ~ OsnsN-1 
otherwise 

(6.202) 

( 6.203) 
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DISCRETE FOURIER TRANSFORM 

6.49. Find the N-point DFf of the following sequences x[n ]: 

(a) x[n] = c5[n] 

(b) x[n] = u[n] - u[n - N] 

(a) From definitions (6.92) and (1.45), we have 

N-1 

X[k]= L l>[n]wtn= 1 k = 0, 1, ... , N - 1 
n=O 

Figure 6-34 shows x[n] and its N-point OFT X[k]. 

x[n] X[k) 

0 N-1 n 0 N-1 k 

Fig. 6-34 

(b) Again from definitions (6.92) and (J.44) and using Eq. (1.90), we obtain 

since W,SN = e-j(2Tr/N)kN = e-ik211' = 1. 

N-1 N-1 

X[O] = E WiS = E 1 = N 
n=O n=O 

Figure 6-35 shows x[n] and its N-point OFT X[k]. 

x[n] X[k] 

N 

0 N-1 n 0 N-1 k 

Fig. 6-35 
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6.50. Consider two sequences x[n] and h[n] of length 4 given by 

x [ n] = cos ( ~ n) n = 0, 1, 2, 3 

h[n) = (t)" n = 0, 1,2,3 

(a) Calculate y[n] = x[n] ® h[n] by doing the circular convolution directly. 

(b) Calculate y[n] by DIT. 

(a) The sequences x[n] and h[n] can be expressed as 

x[ n] = { 1, 0, - 1, O} and 

By Eq. (6.108) 

J 

y[n] =x[n] ®h[n] = L x[i]h[n - i)mod4 
i-0 

The sequences x[i] and h[n - i]mod 4 for n = 0, 1, 2, 3 are plotted in Fig. 6-36(a). Thus, by 
Eq. (6.108) we get 

and 

n=O 

n = l 

n=2 

n=3 

which is plotted in Fig. 6-36(b ). 

(b) By Eq. (6.92) 

3 

y[O) = l(l) + (-l)(t) = f 
y[lJ = 1(-}) + <- l)U) = ~ 

y[2]=1(i)+(-1)(1)= -~ 

y[3] = l{i) + (-1)(~) = -~ 

y[nJ = {L~.- f,- H 

X[k]= l:x[n)W/"=l-W4
2

k k =0, 1,2,3 
n-0 

J 

H[k] = L: h[nJwr = 1 + ~w4k + iW/k + twlk 
n-0 

Then by Eq. (6.107) the OFT of y(n] is 

k=0,1,2,3 

Y[k] =X[k]H[k] =(I - W/k)(I + ~W4k + iW42k + twr) 

k = 0, 1, 2, 3 

Thus, by the definition of OFT [Eq. (6.92)) we get 

y[nJ = H.L- f,- ~} 
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x[i] h[- i] 

2 

0 I 3 -3 -2 -l 0 

-I 

h[n - i] mod• h[n - ii mod< 

n=O 

0 I 2 3 0 I 2 3 

h(n - i] mod4 h[n - ii mod< 

n=2 

0 l 2 3 0 I 2 3 

(a) 

y[n] 

0 I 

-I 

(b) 

Fig. 6-36 

2 3 

6.51. Consider the finite-length complex exponential sequence 

{ 

eiflon 
x[n] = 

0 
OsnsN-1 
otheiwise 

(a) Find the Fourier transform X(O) of x[n]. 

(b) Find the N-point DFT X[k] of x[n]. 

n 

n=l 

n=3 
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(a) From Eq. (6.27) and using Eq. (1.90), we have 

oo N-J N-1 
X(!l) = L x[n]e - jUn = L ejOune - j{ln = L e-j(fl-Ou)n 

n = -oo n=O n=O 

1 _ e-j(0-0 0 JN e-j(O-n0 JN/ 2( ej<n-0 0 )N/ 2 _ e-j(0 - 0 0 JN/ 2) 

1 _ e-j(O - flu) e-j(U-0 0 )/ 2( ej(O-n 0 )/ 2 _ e-j(0-0 0 )/ 2) 

sin[(!l - !l )N/2] 
= ej(O-HuXN-l)/ 2 ° 

sin[(!l- !l0 )/2] 

(b) Note from Eq. (6.98) that 

(k27r) 
X[k]=X(!l)ln-k27T / N=X N 

we obtain 

[( 27r )N] sin -k-!l -
X[k] =ej[(27T / N>k-001(N-l)/ 2J N ° 2 

sin[ { 
2
; k - !l0 ) ~] 

6.52. Show that if x(n] is real, then its DFf X[k] satisfies the relation 

X[N-k) =X*[k] ( 6.204) 

where * denotes the complex conjugate. 

From Eq. (6.92) 

N-1 N-1 

X( N - k] = L x[n ]W~N-k)n = L x(n] e - j(21T / N)(N-k)n 
n=O n=O 

Now e- J(2Tr / NXN - k)n = e- }2Trn ej(2Tr / N)kn = ej(2Tr/ N)kn 

Hence, if x[n] is real, then x*[n] = x[n) and 

x[N-k] = :~>[n]ej(21T/N)kn= [~>[n]e-j(2Tr/N)kn]* =X*[k] 

6.53. Show that 

1 
x[nJ =IDFf{X[k]}= N[DFf{X*[k]})* ( 6.205) 

where * denotes the complex conjugate and 

X[k] =DFf{x[n]} 

We can write Eq. (6.94) as 

x[n] = - L X[k]ej(21T / N)kn = - L X*[k]e-j(21T / N)nk l [N-1 ] 1 [N-1 )* 
N n=O N n=O 
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Noting that the term in brackets in the last term is the OFT of X*(k ], we get 

1 
x[n] =IDFT{X[k]} = N[DFT{X*[k]}]* 

which shows that the same algorithm used to evaluate the OFT can be used to evaluate the 
IDFT. 

6.54. The DFf definition in Eq. (6.92) can be expressed in a matrix operation form as 

where 

x[O] 
x [ 1] 

x= 

x[N-1) 

1 1 

1 WN 

WN= 1 w2 
N 

1 wN - 1 
N 

X=WNx 

X[O} 

X= 
X[l) 

X[N-1] 

1 
w2 

N 

w4 
N 

W2(N - l) 
N 

1 
wN-1 

N 

W2(N - l) 
N 

w<N-l)(N-1) 
N 

( 6.206) 

( 6.207) 

The N x N matrix WN is known as the DFT matrix. Note that WN is symmetric; that is, 
w:; = WN, where w:; is the transpose of WN. 

(a) Show that 

1 
w- 1 = -W* 

N N N 
( 6.208) 

where w;; 1 is the inverse of WN and w; is the complex conjugate of WN. 

(b) Find W4 and W4-
1 explicitly. 

(a) If we assume that the inverse of WN exists, then multiplying both sides of Eq. (6.206) by 
WN 1

, we obtain 

( 6.209) 

which is just an expression for the IDFT. The IDFT as given by Eq. (6.94) can be 
expressed in matrix form as 

1 
x= NWJX 

Comparing Eq. (6.210) with Eq. (6.209), we conclude that 

1 
W,.V 1 =-WJ 

N 

( 6.210) 
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(b) Let Wn+ t , k+ 1 denote the entry in the (n + l)st row and (k + l)st column of the W4 
matrix. Then, from Eq. (6.207) 

w = wnk = e-j(2-rr / 4)nk = e - j(-rr / 2)nk = ( -j)nk 
n+l.k+l 4 

and we have 

w,- [ 

1 1 

-l] w,-• - ~r 
1 

1 -j -1 1 j 

1 -1 1 -1 
1 j -1 -1 1 -j 

6.55. (a) Find the DFT X[k] of x[n] = {O, l, 2, 3}. 

(b) Find the IDFT x[n] from X[k] obtained in part (a). 

(a) Using Eqs. (6.206) and (6.212), the DFf X[k) of x[n) is given by 

X[O] I X[l] 
X[2] -

X[3] 

1 

1 

1 

1 

-j 

-1 

j 

-1 

1 

-1 

~ 1~ 1-2 6+ j2 
-1 2 -2 

-j 3 -2 - j2 

(b) Using Eqs. (6.209) and (6.212), the IDFf x[n) of X[k] is given by I x[O] 

- ~1 
1 1 

1-2 6+ j2 

0 

x[l] 1 j -1 -j 4 

x[2] 1 -1 1 -1 -2 4 8 

x[3] 1 -j -1 j -2-j2 12 

6.56. Let x[n] be a sequence of finite length N such that 

x[n] =0 n <0, n ~N 

Let the N-point OFT X[k] of x[n] be given by [Eq. (6.92)] 

N-1 

( 6.211) 

1 _)] -1 
-1 

-1 j 

( 6.212) 

-m 
( 6.213) 

X[k] = L x[n]W~" k = 0, 1,. . ., N- 1 (6.214) 
n=O 

Suppose N is even and let 

f[n] =x[2n] 

g [ n] = x [ 2n + 1] 

( 6.215a) 

( 6.215b) 

The sequences f[n] and g[n] represent the even-numbered and odd-numbered 
samples of x[n], respectively. 

(a) Show that 

f[n] =g[n] = 0 
N 

outside 0 < n < - - 1 - - 2 ( 6.216) 
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(b) Show that the N-point DFT X[k] of x[n] can be expressed as 

X[k) =F(k) + w;G(k) 
N 

k=O,l,. . .,2-1 ( 6.217a) 

x[k + :] =F[k] -w;c[k] 
N 

k=0,1,. . .,2-1 ( 6.217b) 

(N/2)-1 N 
where F[k) = E f[ n] w;;2 k=0,1, ... ,2-1 (6.218a) 

n=O 

(N/2)-1 N 
G(k] = E g[ n) W,S/2 k=0,1,. . .,

2
-1 ( 6.218b) 

n=O 

(c) Draw a flow graph to illustrate the evaluation of X[k] from Eqs. (6.2J7a) and 
(6.217b) with N = 8. 

(d) Assume that x[n] is complex and w;k have been precomputed. Determine the 
numbers of complex multiplications required to evaluate X[k] from Eq. (6.214) 
and from Eqs. (6.217a) and (6.2J7b) and compare the results for N = 210 = 1024. 

(a) From Eq. (6.213) 

Thus 

Similarly 

Thus, 

/[n] =x[2n] = 0, n < 0 and t[~]=x[N]=O 

/[n] = 0 
N 

n <0, n 2': l 

g(n] =x[2n + 1] = 0, n < 0 and g[~]=x(N+l]=O 

g[n]=O 
N 

n < 0, n 2! 2 

(b) We rewrite Eq. (6.214) as 

X[k] = L x[n]W~" + L x[n]W,S" 
neven n odd 

(N/2)- I (N/2)- I 

L x[2m]WJmk + L x[2m + l]w~2m+I)k 
m=O 

But W 2 _ (e-i(2w/N)) 2 _ e-j(4w/N) _ e-1(2w/N/2) _ W 
N - - - - N/2 

With this substitution Eq. (6.219) can be expressed as 

(N/2)-1 (N/2)-1 

X[k] = L f[m]Wfff2 +wt L g[m]Wff/i 
m=O m=O 

=F(k] + w;G[k] k = 0, 1, ... , N - 1 

( 6.219) 

( 6.220) 

( 6.221) 
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where 
(N/2) - 1 

F[k] = I: f[n]w;; 2 
n=O 

N 
k = 0, l, ... ' 2 - l 

(N/2)-l 

G[k] = I: g[n ]w;;2 
11=0 

N 
k = 0, l, ... ' 2 - 1 

Note that F[k] and G[k] are the (N/2)-point DFfs of f[n] and g[n], respectively. Now 

since W N/2 _ ( - j(2rr/N))(N/2) _ -jrr _ I 
N - e -e - -

Hence, Eq. (6.221) can be expressed as 

X[k) =F[k) + w;G[k) 

x[k + ~] =F[k)-w;c[k] 

N 
k=0,1, ... , 2 -1 

N 
k=0,1, ... , 2 -1 

( 6.222) 

( 6.223) 

(c) The flow graph illustrating the steps involved in determining X[k] by Eqs. ( 6.217a) and 
(6.217b) is shown in Fig. 6-37. 

(d) To evaluate a value of X[k] from Eq. (6.214) requires N complex multiplications. Thus, 
the total number of complex multiplications based on Eq. (6.214) is N 2

. The number of 
complex multiplications in evaluating F[k] or G[k] is (N/2)2. In addition there are N 
multiplications involved in the evaluation of W~ G[k]. Thus, the total number of complex 
multiplications based on Eqs. (6.217a) and (6.217b) is 2(N/2)2 + N = N 2/2 + N. For 
N = 2 JO= 1024 the total number of complex multiplications based on Eq. (6.214) is 
220

::::: 10 6 and is 106/2 + 1024::::: 10 6/2 based on Eqs. (6.217a) and (6.217b). So we see 
that the number of multiplications is reduced approximately by a factor of 2 based on 
Eqs. (6.217a) and (6.217b). 

The method of evaluating X[k] based on Eqs. (6.217a) and (6.217b) is known as the 
decimation-in-time fast Fourier transform (FFf) algorithm. Note that since N /2 is even, 
using the same procedure, F[ k] and G[ k] can be found by first determining the 
(N/4)-point DFfs of appropriately chosen sequences and combining them. 

.t(OJ-----t 

4-pomt 
OFT 

x(2J--­

xJ4J--­

xl6J----.___ _ _, 

x(IJ--­

x(3J---

.t(SJ----1 

..t-point 
OFT 

x[7J----.___ _ _, 

Fl OJ 
X(O] 

FJ 1 I 
XII] 

F)21 
XJ2J 

FJ3) 
X(3] 

G(O) 
X[4) 

w" 
Giii 

8 

w' 
X(SJ 

Gl21 
8 

w1 
X[6J 

Gi31 
8 

wsJ 

Fig. 6-37 Flow graph for an 8-point decimation-in-time FFf algorithm. 
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6.57. Consider a sequence 

"= 2.6 

x[n] = {1, l,- l,- l,- l,1, 1,-1} 

Determine the DFf X[k] of x[n] using the decimation-in-time FFf algorithm. 
From Figs. 6-38(a) and (b), the phase factors W/ and Wl are easily found as follows: 

W4°= 1 W4
1 = -j 

and 
I 1 1 

Ws = fi. - j fi. 

5 1 1 w: =--+j-
8 ti. ti. 

Next, from Eqs. (6.215a) and (6.215b) 

Wl=i 
3 1 1 

Ws = - fi. - j fi. 

1 1 
W:7= -+j-

8 ti. ti. 

f[n] =x[2n] = {x[O], x[2], x[4], x[6]} = {1,- 1,- 1, 1} 

g[n] =x[2n + 1] = {x[l], x[3], x[5], x[7]} = {1,- 1, 1,- 1} 

Then, using Eqs. (6.206) and (6.212), we have 

[~m -I : 
F[3] 

1 

]-}[2~j2 -j -1 
-1 1 - 1 -1 0 

j -1 -j 1 2 - j2 

~~~~I 
G[2] - 1 

G[3] 1 

] 11 ~I -j -1 j -1 
-1 1 ~~ - ~ = j -1 

lm(z) lm(z) 

"= 3,1 "= 6,\4 

---tt-------+------a-- Re(z) 

(a) 

W " -} ~fl 
4 =e • 

n=0,4 

Fig. 6-38 Phase factors W4" and W8" . 

"= 2,10 

(b) 
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and by Eqs. (6.217a) and (6.217b) we obtain 

X[O] = F[O] + W8°G[O] = 0 

X[l] = F[l] + W8
1G[l] = 2 + j2 

X[2] = F[2] + Wg2G[2] = -j4 

X[3] = F[3] + WifG[3] = 2 - j2 

X[4] = F[O] - W8°G[O] = 0 

X[S] = F[l] - W8
1G[l] = 2 + j2 

X[6] = F[2] - Wg2G[2] = j4 

X[7] = F[3] - WifG[3] = 2 - j2 

Noting that since x[n] is real and using Eq. (6.204), . X[7], X[6], and X(S] can be easily 
obtained by taking the conjugates of X[l], X[2], and X[3], respectively. 

6.58. Let x[n] be a sequence of finite length N such that 

x[n]=O n < 0, n ~N 

Let the N-point DFf X[k] of x[n] be given by [Eq. (6.92)) 
N-1 

X[k] = E x[nJWt" k=0,1,. .. ,N-1 (6.224) 
n=O 

Suppose N is even and let 

p[n] =x[n] +x[n + :J N 
O<n <­- 2 

N 
Osn < 2 

(a) Show that the N-point DFf X[k] of x[n] can be expressed as 

N 
X[2k] = P[k] k = 0, 1,. . ., 2 -1 

N 
X[2k+1J=Q[kJ k=0,1, .. .,2-1 

where 
(N/2)-1 

P[kJ = E p[n]Wt/2 
n=O 

N 
k = 0, 1, ... , 2 - 1 

(N/2)-1 

Q[k] = E q[nJWt/2 
n=O 

N 
k = 0, 1,. . ., 2 - 1 

( 6.225a) 

( 6.225b) 

( 6.226a) 

( 6.226b) 

( 6.227a) 

( 6.227b) 

(b) Draw a flow graph to illustrate the evaluation of X[k] from Eqs. (6.226a) and 
(6.226b) with N = 8. 

(a) We rewrite Eq. (6.224) as 

(N/2)- I N-1 

X[k] = L x[n]Wtn + L x[n]wtn ( 6.228) 
n=O 

Changing the variable n = m + N /2 in the second term of Eq. (6.228), we have 

(N/2)-1 (N/2)-1 [ N] 
X[k] = n~O x[n]Wt" + w~N/2)k m~O x m + 2 w;m ( 6.229) 
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Noting that [Eq. (6.223)] 

Eq. (6.229) can be expressed as 

X[k]= (N:~0-
1 

{x[n]+(-l)kx[n+ ~]}w;n ( 6.230) 

For k even, setting k = 2r in Eq. (6.230), we have 

(N/2)- I (N/2)-1 

X[2r]= [, p[n]w.Jrn= L p[n]W:~/2 ( 6.231) 
m=O n=O 

where the relation in Eq. (6.220) has been used. Similarly, for k odd, setting k = 2r + l 
in Eq. (6.230), we get 

(N/2)-J (N/2)-1 N 
X[2r + 1] = [, q[n]W.Jrn = [, q[n]W~/2 r=0,1, .. . , 2 -1 (6.232) 

m=O n=O 

Equations (6.231) and (6.232) represent the (N/2)-point OFT of p[n] and q[n], respec­
tively. Thus, Eqs. (6.231) and (6.232) can be rewritten as 

X[2k] = P[ k] 

X[2k+l]=Q[k] 

(N/2)-1 

where P[k] = [, p[n ]w;;2 
n=O 

(N/2)-1 

Q[k]= L q[n]W,,S/2 
n=O 

N 
k=0,1, . .. ,2-1 

N 
k=0,1, ... , 2 -1 

N 
k=0,1, ... , 2 -1 

N 
k=0,1, ... ,2-1 

(b) The flow graph illustrating the steps involved in determining X[k] by Eqs. (6.227a) and 
(6.227b) is shown in Fig. 6-39. 

The method of evaluating X[k] based on Eqs. (6.227a) and (6.227b) is known as the 
decimation-in-frequency fast Fourier transform (FFT) algorithm. 

x[O] 
pl OJ 

X(O] 

x[J] 
pill 

X[2] 
4-poinl 

x[2] 
pJ2] DFr 

X[4) 

xf3] 
pJ3] 

X[6] 

q(O) 
x(4] X(l] 

w 0 
q(I] 8 

xf5] wi 4-point 
X[3] 

q(2J 
8 

x[6] 
DFr 

w2 
X(5] 

q)JJ 
8 

x(7) 
wJ 

X[7) 
8 

Fig. 6-39 Flow graph for an 8-point decimation-in-frequency FFT algorithm. 
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6.59. Using the decimation-in-frequency FIT technique, redo Prob. 6.57. 

From Prob. 6.57 

x[n] = { 1, 1,- 1,- 1,- 1, 1, 1,-1} 

By Eqs. (6.225a) and (6.225b) and using the values of Wt obtained in Prob. 6.57, we have 

p[n] =x[n] +x[n + ~] 
= { ( 1 - 1)' ( 1 + 1)' ( - 1 + 1)' ( - 1 - 1)} = { 0, 2, 0, 2} 

q[n]=(x[n]-x[n+ :])W8" 

= {(1 + l)W8°, (1 - l)W8
1

, ( -1 - l)w~, ( -1 + l)W8
3

} 

= {2,0,j2,0} 

Then using Eqs. (6.206) and (6.212), we have I P[O] 
1 

P[l] -j 

P[2] - 1 

P[3] j 

Q[O] 1 1 

Q[l] 1 -j 

Q[2] 1 -1 

Q[3] 1 j 

and by Eqs. (6.226a) and (6.226b) we get 

X[O] = P[O) = 0 

X[l]=Q[0]=2+}2 

X[2] = P[l) = -j4 

X(3]=Q[1]=2-}2 

1 
-1 

I 

-1 

-1 

1 

-1 

which are the same results obtained in Prob. 6.57. 

~I~ [-t4 j 

-1 

-j -2 }4 

2 I 2 + j2 l j 0 2 -}2 

-1 }2 2 + }2 

-} 0 2-}2 

X[ 4] = P[2) = 0 

X[5] = Q[2] = 2 + }2 

X[6] =P[3] =}4 

X(7] = Q[3] = 2 - }2 

6.60. Consider a causal continuous-time band-limited signal x(t) with the Fourier transform 
X(w). Let 

x[n] = T5 x(nT5 ) 

where Ts is the sampling interval in the time domain. Let 

X(k] =X(kdw) 

( 6.233) 

( 6.234) 

where ~w is the sampling interval in the frequency domain known as the frequency 
resolution. Let T 1 be the record length of x( t) and let w M be the highest frequency of 
x(t). Show that x[n] and X[k] form an N-point DFf pair if 

and ( 6.235) 
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Since x(t) = 0 for t < 0, the Fourier transform X(w) of x(t) is given by [Eq. (5.31)] 

X(w)= {" x(t)e-jw'dt= {'x(t)e-jw'dt 
-()() 0 

( 6.236) 

Let T1 be the total recording time of x(t) required to evaluate X(w). Then the above integral 
can be approximated by a finite series as 

N-1 

X( w) =At E x(tn) e-jwln 
n=O 

where tn = n At and T 1 = N At. Setting w =wk in the above expression, we have 

N-1 
X(wd =at E x(tn) e-jwkln 

n=O 
( 6.237) 

Next, since the highest frequency of x(t) is wM, the inverse Fourier transform of X(w) is given 
by [Eq. (5.32)] 

1 Joo 1 !WM x( t) = - X( w) ejwt dw = - X( w) ejwt dw 
2rr -oo 2rr -wM 

( 6.238) 

Dividing the frequency range -wM ~ w ~ wM into N (even) intervals of length ilw, the above 
integral can be approximated by 

dw (N/2)-1 

x(t) = - L X(wk)ejwkr 
2rr k= -N/2 

where 2wM = N Aw. Setting t = tn in the above expression, we have 

dw (N/2)- I 

x( tn) = - E X( wd eiwkrn 
2rr k= -N/2 

( 6.239) 

Since the highest frequency in x(t) is w M• then from the sampling theorem (Prob. 5.59) we 
should sample x(t) so that 

2rr 
->2w T - M 

s 

where T, is the sampling interval. Since T, =At, selecting the largest value of at (the Nyquist 
interval), we have 

and ( 6.240) 

Thus, N is a suitable even integer for which 

T1 2wM 
-=-=N 
T

5 
Aw 

and ( 6.241) 

From Eq. (6.240) the frequency resolution Aw is given by 

2wM 2rrN 2rr 
Aw=--=--=-

N NT1 T, 
( 6.242) 
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Let tn = n !H and wk= k Aw. Then 

T1 2'7T 2'7T 
tnwk = (n At)(k Aw)= nk- - = -nk 

N T1 N 

Substituting Eq. (6.243) into Eqs. (6.237) and (6.239), we get 
N-1 

and 

Rewrite Eq. (6.245) as 

X(k Aw)= L Atx(n At) e-i(2rr/N)nk 

Aw (N/2>-1 
x(n At)= - L X(k Aw) e<2rr/N)nk 

2'7T k= -N/2 

x(n At)=~= [(N/E-1 X(k Aw) ei(2rr/N)nk + E X(k Aw) eiC2rr/N)nkl 
k=O k= -N/2 

( 6.243) 

( 6.244) 

( 6.245) 

Then from Eq. (6.244) we note that X(k Aw) is periodic in k with period N. Thus, changing 
the variable k = m - N in the second sum in the above expression, we get 

x(nAt)=- L X(kAw)eiC2rr/N)nk+ L X(mAw)ei(2rr/N)nm 
Aw [(N/2)-t N-1 l 
2'7T k=O m=N/2 

Aw N-1 . 
=- L X(kAw)eJ(Zrr/N)nk (6.246) 

2'7T k=O 

Multiplying both sides of Eq. (6.246) by At and noting that Aw At= 27r/N, we have 

} N-1 
x(nAt)At=- L X(kAw)ei<Zrr/NJnk (6.247) 

N k=O 

Now if we define 

x[nJ = Atx(n At)= T,x(nT,) 

X[k)=X(kAw) 

then Eqs. (6.244) and (6.247) reduce to the OFT pair, that is, 

N-1 

X[k) = E x[n)W~n k = 0, 1, ... , N - I 
n=O 

1 N-1 
x[nJ = - L X[k)W,vkn 

N n=O 
n = 0, 1, ... , N - 1 

( 6.248) 

( 6.249) 

6.61. (a) Using the DFT, estimate the Fourier spectrum X(w) of the continuous-time 
signal 

Assume that the total recording time of x(t) is T1 = 10 s and the highest 
frequency of x(t) is wM = 100 rad/s. 

(b) Let X[k] be the DFT of the sampled sequence of x(t). Compare the values of 
X[O], X[l], and X[lO] with the values of X(O), X(dw), and X(lO dw). 
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(a) From Eq. (6.241) 

Thus, choosing N = 320, we obtain 

iiw = i~ = ~ = 0.625 rad 

lit= 312~ = +i = 0.031 s 

and 

Then from Eqs. (6.244), (6.249), and (J.92), we have 

N - 1 

X[k]= L: iitx(nM)e-i<2rr/ Nlnk 
n =O 

1 319 1 1 _ e320(0.0:11> 
= - L: e-n(0.031)e-J(2rr /320)nk = - . 

32n =O 32 1-e-0.03te-1<2rr / 320)k 

0.031 

[ 1 - 0.969cos(krr/160)] + j0.969 sin( krr I 160) 

which is the estimate of X(k iiw). 

(b) Setting k = 0, k = 1, and k = 10 in Eq. (6.250), we have 

From Table 5-2 

and 

0.031 
x [ 0] = 1 - 0. 969 = 1 

0.031 
X[I] = = 0.855e-i0 ·547 

0.0312 + j0.019 

0.031 
X(lO] = = 0.159e-i 1314 

0.0496 - J0.189 

1 
x(t) =e-'u(t)-X(w) = -. -­

Jw + 1 

X(O) = 1 

1 
X(iiw) =X(0.625) = = 0.848e-fo.559 

1 + j0.625 

1 
X(lOiiw) =X(6.25) = =0 158e-i1.4 12 

1 + j6 .25 . 

( 6.250) 

Even though x(t) is not band-limited, we see that X[ k] offers a quite good approxima­
tion to X(w) for the frequency range we specified. 
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Supplementary Problems 

6.62. Find the discrete Fourier series for each of the following periodic sequences: 

(a) x[n] = cos(O,hrn) 

(b) x[n] = sin(O.lrrn) 

(c) x[n] = 2cos(l.6rrn) + sin(2.4rrn) 

Ans. (a) x[n] = 4ei0un + 4ej 19110n, !1 0 = O.lrr 

I . 1 . 
(b) x[n] = -e1110n - -e119110n !l = O.lrr 

2j 2j ' 0 

(c) x[ n] = (1 - j0.5) em on + (1 + j0.5) ej4 l1un, !10 = 0.4rr 

6.63. Find the discrete Fourier series for the sequence x[n] shown in Fig. 6-40. 
8 2rr 

Ans. x[n]= .Lckemokn,!10 =9 
k=O 

-5 

x[n] 

3 

0 3 5 

-3 

Fig. 6-40 

n 

6.64. Find the trigonometric form of the discrete Fourier series for the periodic sequence x[n] 
shown in Fig. 6-7 in Prob. 6.3. 

3 1T 1T 1 
Ans x[n] = - - cos-n - sin-n - -cos rrn 

. 2 2 2 2 

6.65. Find the Fourier transform of each of the following sequences: 

(a) x[n] = a 1n1, !al< 1 

(b) x[n] = sin(!l 0 n), 1!10 1 < rr 
(c) x[n] = u[ -n - 1] 

1 - a 2 

Ans. (a) X(!l) = 1 - 2a cos !l + a 2 

(b) X(!l) = -jrr[8(!l - !10 ) - 8(!l - !10 )], IOI, 1!1 0 1.:S rr 
1 

(c) X(!l) = rr 8(!1)-
1 

_ e-jn, l!ll .:S rr 
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6.66. Find the Fourier transform of the sequence x[n] shown in Fig. 6-41. 

Ans. X(fl) = J2(sin fl+ 2 sin 2!1+3sin30) 

X(ll] 

3 

-3 -2 -1 

0 I 2 3 n 

-3 

Fig. 6-41 

6.67. Find the inverse Fourier transform of each of the following Fourier transforms: 

(a) X(fl) = cos(2fl) 

(b) X(fl)=jfl 

Ans. (a) x[n] = tB[n - 2) + t8[n + 2) 

(b) x[n]={o(-1)"/n n*O 
n=O 

6.68. Consider the sequence y[n) given by 

y[n)= {~[n) 

Express y(fl) in terms of X(fl). 

Ans. Y(fl) = tX(fl) + tx<n -1T) 

6.69. Let 

x[n)={~ 
(a) Find y[n] = x[n] * x[n]. 

(b) Find the Fourier transform Y(fl) of y[n]. 

Ans. (a) y[n] = { 
0
5( 1 - lnl/5) lnl ~ 5 

lnl> 5 

(b) Y(fl) = ( s'.n(2.5fl) )2 
sm(0.5!1) 

neven 

nodd 

lnl~2 

lnl > 2 

6.70. Verify Parseval's theorem [Eq. (6.66)) for the discrete-time Fourier transform, that is, 
00 1 

n~ 00 1x[n)l
2 = 21T~.,,.1X(fl)l

2 dfl 

Hint: Proceed in a manner similar to that for solving Prob. 5.38. 
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6.71. A causal discrete-time L TI system is described by 

y[n] - h[n - 1) + ky[n - 2) =x[n] 

where x[n] and y[n] are the input and output of the system, respectively. 

(a) Determine the frequency response H(f!) of the system. 

(b) Find the impulse response h[n] of the system. 

(c) Find y[n] if x[n] = {!)''u[n]. 

1 
Ans. (a) H(f!) = 3 _ n 1 -2 n 

1 - 4e ' + 8e ' 

(b) h[n] = [2(!)" -(i)"]u[n] 

(c) y[n] = [(i)" + n(!)"- 1]u[n] 

6. 72. Consider a causal discrete-time L Tl system with frequency response 

H(f!) = Re{H(f!)} +jim{H(f!)} =A(f!) +jB(f!) 

(a) Show that the impulse response h[n] of the system can be obtained in terms of A(f!) or 
B(f!) alone. 

(b) Find H(f!) and h[n] if 

Re{H(f!)} =A(f!) = 1 +cosf! 

(a) Hint: Process in a manner similar to that for Prob. 5.49. 

(b) Ans. H(f!) =I + e-fn, h[n] = o[n] + o[n - l] 

6.73. Find the impulse response h[n] of the ideal discrete-time HPF with cutoff frequency f!c 
(0 < f!c < TT") shown in Fig. 6-42. 

sin !lcn 
Ans. h[n] = o[n]- --

TT"n 

H(O) 

- - - I - - -I I 

I I 

I I 

I I 

...1. _1_ 

-'TT -n. o n, 1T n 

Fig. 6-42 

6. 74. Show that if H LPF( z) is the system function of a discrete-time low-pass filter, then the 
discrete-time system whose system function H( z) is given by H( z) = H LP/ - z) is a high-pass 
filter. 

Hint: Use Eq. (6.156) in Prob. 6.37. 
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6.75. Consider a continuous-time LTI system with the system function 

1 
H(s)- --

c - (s+1)2 

Determine the frequency response Hd( fl) of the discrete-time system designed from this 
system based on the impulse invariance method. 

e-jn 
Ans. H(O) = T, e-T, . 2 , where T, is the sampling interval of hc(t). 

( 1 - e -T, e-1n) 

6.76. Consider a continuous-time LTI system with the system function 

1 
H(s) = -

c s + 1 

Determine the frequency response H/O) of the discrete-time system designed from this 
system based on the step response invariance, that is, 

where sc(t) and sd[n] are the step response of the continuous-time and the discrete-time 
systems, respectively. 

Hint: hd[n] = sd[n] - sd[n - l]. 

(1 - e-T,) e-jn 
Ans. H/0) = -T _ n 

1 - e 'e 1 

6.77. Let H/z) be the system function of a discrete-time prototype low-pass filter. Consider a new 
discrete-time low-pass filter whose system function H( z) is obtained by replacing z in H/z) 
with (z - a)/{1 - az ), where a is real. 

(a) Show that 

Hp(z)lz~l+J0 =H(z)lz~l+j0 

Hp( Z) lz~ - I +Jo= H ( Z) I z ~ - I +Jo 

(b) Let op! and n, be the specified frequencies ( < rr) of the prototype low-pass filter and 
the new low-pass filter, respectively. Then show that 

Hint: 

sin[(OP1 - 0 1)/2] 

a= sin[(npl + n,)/2] 

eJfl1 - a 
Set eJflp1 = . and solve for a. 

1 - a e1n 1 

6.78. Consider a discrete-time prototype low-pass filter with system function 

(a) Find the 3-dB bandwidth of the prototype filter. 

(b) Design a discrete-time low-pass filter from this prototype filter so that the 3-dB bandwidth 
of the new filter is 2rr /3. 
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Hint: Use the result from Prob. 6.77. 
1T 

Ans. (a) f! 1 dh = -- 2 
l + z- 1 

(b) H(z)=0.6341+0.268z-1 

6.79. Determine the DIT of the sequence 

x[n]=an Os;ns;N-1 

Ans. X[k] = ---,,----1 _ ae-f<2rr/N)i< 
k=O.l, ... ,N-1 

6.80. Evaluate the circular convolution 

where 

(a) Assuming N = 4. 

(b) Assuming N = 8. 

Ans. (a) y[n)={J,3,3,3} 

y[n] =x[n] ®h[n] 

x[n] = u[n] - u[n - 4] 

h[n]=u[n]-u[n-3] 

(b) y[n] = {l, 2, 3, 3, 2, 1, 0, O} 

6.81. Consider the sequences x[ n] and h[ n] in Prob. 6.80. 

(a) Find the 4-point DIT of x[n], h[n], and y[n]. 

(b) Find y[n] by taking the IDIT of Y[k]. 

Ans. (a) [X[O], X[l], X[2], X[3]] = [4,0,0,0] 

[ H[O], Hf l], H(2], H[3]] = [3, - j, 1, j] 

[Y[O], Y[l], Y[2], Y[3]] = (12,0,0,0] 

(b) y[n] = {3,3,3,3} 

6.82. Consider a continuous-time signal x(t) that has been prefiltered by a low-pass filter with a 
cutoff frequency of 10 kHz. The spectrum of x(t) is estimated by use of the N-point DIT. The 
desired frequency resolution is 0.1 Hz. Determine the required value of N (assuming a power 
of 2) and the necessary data length T1. 

Ans. N = 2 18 and T1 = 13.1072 s 



Chapter 7 

State Space Analysis 

7.1 INTRODUCTION 

So far we have studied linear time-invariant systems based on their input-output 
relationships, which are known as the external descriptions of the systems. In this chapter 
we discuss the method of state space representations of systems, which are known as the 
internal descriptions of the systems. The representation of systems in this form has many 
advantages: 

1. It provides an insight into the behavior of the system. 

2. It allows us to handle systems with multiple inputs and outputs in a unified way. 

3. It can be extended to nonlinear and time-varying systems. 

Since the state space representation is given in terms of matrix equations, the reader 
should have some familiarity with matrix or linear algebra. A brief review is given in App. 
A. 

7.2 THE CONCEPT OF STATE 

A. Definition: 

The state of a system at time t0 (or n0 ) is defined as the minimal information that is 
sufficient to determine the state and the output of the system for all times t ~ t0 (or 
n ~ n0 ) when the input to the system is also known for all times t ~ t 0 (or n ~ n 0 ). The 
variables that contain this information are called the state variables. Note that this 
definition of the state of the system applies only to causal systems. 

Consider a single-input single-output LTI electric network whose structure is known. 
Then the complete knowledge of the input x(t) over the time interval - oo to t is sufficient 
to determine the output y( t) over the same time interval. However, if the input x(t) is 
known over only the time interval t 0 to t, then the current through the inductors and the 
voltage across the capacitors at some time t0 must be known in order to determine the 
output y(t) over the time interval t 0 to t. These currents and voltages constitute 
the "state" of the network at time t 0 . In this sense, the state of the network is related to 
the memory of the network. 

B. Selection of State Variables: 

Since the state variables of a system can be interpreted as the "memory elements" of 
the system, for discrete-time systems which are formed by unit-delay elements, amplifiers, 
and adders, we choose the outputs of the unit-delay elements as the state variables of the 
system (Prob. 7.1). For continuous-time systems which are formed by integrators, ampli­
fiers, and adders, we choose the outputs of the integrators as the state variables of the 
system (Prob. 7.3). For a continuous-time system containing physical energy-storing ele-
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ments, the outputs of these memory elements can be chosen to be the state variables of the 
system (Probs. 7.4 and 7.5). If the system is described by the difference or differential 
equation, the state variables can be chosen as shown in the following sections. 

Note that the choice of state variables of a system is not unique. There are infinitely 
many choices for any given system. 

7.3 STATE SPACE REPRESENTATION OF DISCRETE-TIME LTI SYSTEMS 

A. Systems Described by Difference Equations: 

Suppose that a single-input single-output discrete-time LTI system is described by an 
Nth-order difference equation 

y[nJ +a 1y[n-1J + · · · +aNy[n -NJ =x[nJ (7.J) 

We know from previous discussion that if x[n] is given for n 2! 0, Eq. (7.J) requires N 
initial conditions y[ -1], y[ -2], ... , y[ -N] to uniquely determine the complete solution 
for n > 0. That is, N values are required to specify the state of the system at any time. 

Let us define N state variables q1[n], q2[n], ... , qN[n] as 

q1[nJ =y[n -NJ 

q2 [nJ =y[n-(N-1)] =y[n -N+ lJ 

qN[nJ =y[n - 1] 

Then from Eqs. (7.2) and (7.J) we have 

qi[n + 1] =q 2 [n] 

and 

q2 [n + 1] =q3[nJ 

qN[n + 1] = -aNq1[n] -aN_ 1q2 [nJ - · · · -a1qN[n] +x[nJ 

y[nJ = -aNq1[nJ -aN_ 1q2[n] - · · · -a1qN[nJ +x[nJ 

In matrix form Eqs. ( 7.Ja) and ( 7.Jb) can be expressed as 

(7.2) 

(7.Ja) 

(7.Jb) 

1 
0 

0 
1 

-aN-2 

0 qi[n] 

+ mx[n[ (7.~) 0 qz[ n] 

-a1 qN[nJ 

q1[n] 

y[n] = [ -aN -aN-1 -a,] 
qz[n] 

+ [t]x[n] (7.4b) 

qN[n] 

Now we define an N X 1 matrix (or N-dimensional vector) q[n] which we call the state 
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vector: 
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q1[n] 

Q2[ n] 
q[n] = 

qN[n] 

Then Eqs. (7.4a) and (7.4b) can be rewritten compactly as 

q[n + 1] = Aq[n] + bx[n] 

y[nJ =cq[n) +dx[nJ 

where 

0 1 0 0 
0 0 1 0 

A= 

-aN -aN-1 -aN-2 -a1 

C = [ -aN -aN-1 -ai] 

b~m 
d=l 

367 

(7.5) 

(7.6a) 

(7.6b) 

Equations (7.6a) and (7.6b) are called an N-dimensional state space representation (or 
state equations) of the system, and the N X N matrix A is termed the system matrix. The 
solution of Eqs. (7.6a) and (7.6b) for a given initial state is discussed in Sec. 7.5. 

B. Similarity Transformation: 

As mentioned before, the choice of state variables is not unique and there are infinitely 
many choices of the state variables for any given system. Let T be any N X N nonsingular 
matrix (App. A) and define a new state vector 

v[n) =Tq[n) (7. 7) 

where q[n] is the old state vector which satisfies Eqs. (7.6a) and (7.6b). Since T is 
nonsingular, that is, T- 1 exists, and we have 

Now 

Thus, if we Jet 

v[n+l) =Tq[n+l) =T(Aq[n] +bx[n]) 

= TAq [ n] + Tbx [ n] = TAT- 1 v [ n] + Tbx [ n] 

y(n] =cq(n] +dx(n) =cT- 1v(n] +dx(n] 

b=Tb 

then Eqs. (7.9a) and (7.9b) become 

d=d 

v[n+l] =Av(n] +bx(n] 

y(n] =ev[n] +dt[n] 

(7.8) 

(7.9a) 

(7.9b) 

(7.JOa) 

(7.JOb) 

(7.lla) 

( 7.llb) 



368 STATE SPACE ANALYSIS [CHAP. 7 

Equations (7.lla) and (7.llb) yield the same output y[n] for a given input x[n] with 
different state equations. In matrix algebra Eq. ( 7. JOa) is known as the similarity transfor­
mation and matrices A and A are called similar matrices (App. A). 

C. Multiple-Input Multiple-Output Systems: 

If a discrete-time L TI system has m inputs and p outputs and N state variables, then a 
state space representation of the system can be expressed as 

where 

and 

A= 

C= 

qi [ n] 
qz[ n] 

q(n] = 

q(n + 1] = Aq(n] + Bx(n] 

y( n] = Cq[ n] + Dx( n] 

x1[ n] 
X2[ n] 

x[n] = 

B= 

NXN 

D= 

pXN 

Y1[n] 
Y2[n] 

y[n] = 

dpm 

(7.12a) 

(7. l 2b) 

Nxm 

pXm 

7.4 STATE SPACE REPRESENTATION OF CONTINUOUS-TIME LTI SYSTEMS 

A. Systems Described by Differential Equations: 

Suppose that a single-input single-output continuous-time L TI system is described by 
an Nth-order differential equation 

dNy(t) dN-ly(t) 
dtN +a1 dtN-i + · · · +aNy(t) =x(t) (7.13) 

One possible set of initial conditions is y(O), y0 )(0),. .. , y<N - 1 )(0), where y<k)( t) = 
dk y(t)/dtk. Thus, let us define N state variables q 1(t), qz(t), ... , qN(t) as 

qi(t)=y(t) 

q 2(t) =yO)(t) 
(7.14) 
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Then from Eqs. (7.14) and (7.13) we have 

41(t)=q2(t) 

</z(t)=q3(t) 

and 

4N(t) = -aNq1(t)-aN_ 1q2(t)- · · · -a1qN(t) +x(t) 

y(t)=q1(t) 

where 4k(t) = dqk(t)/dt. 
In matrix form Eqs. (7.15a) and (7.15b) can be expressed as 

41(t) 0 1 0 0 qi( t) 

42( t) 0 0 1 0 qz( t) 
+ 

-a1 qN( t) 

qi( t) 

y(t)=[l 0 o] 
qz(t) 

qN(t) 

0 

0 
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(7.15a) 

(7.15b) 

x(t) (7.16a) 

(7.16b) 

Now we define an N x 1 matrix (or N-dimensional vector) q( t) which we call the state 
vector: 

q1( t) 

qz( t) 
q(t) = ( 7.17) 

The derivative of a matrix is obtained by taking the derivative of each element of the 
matrix. Thus 

41( t) 

dq(t) 42(t) 
-- =q(t)= 

dt 

Then Eqs. (7.16a) and (7.16b) can be rewritten compactly as 

q(t) = Aq(t) + bx(t) 

y(t) = cq(t) 

(7.18) 

(7.19a) 

(7.19b) 
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where 

0 1 0 0 
0 0 1 0 

A= b~rn c = [ 1 0 o] 

B. 

-aN -aN-1 -aN-2 -a1 

As in the discrete-time case, Eqs. (7.19a) and (7.19b) are called an N-dimensional state 
space representation (or state equations) of the system, and the N X N matrix A is termed 
the system matrix. [n general, state equations of a single-input single-output continuous­
time L TI system are given by 

q(t) = Aq(t) + bx(t) 

y(t) = cq(t) +dx(t) 

(7.20a) 

(7.20b) 

As in the discrete-time case, there are infinitely many choices of state variables for any 
given system. The solution of Eqs. (7.20a) and (7.20b) for a given initial state are discussed 
in Sec. 7.6. 

Multiple-Input Multiple-Output Systems: 

If a continuous-time L TI system has m inputs, p outputs, and N state variables, then a 
state space representation of the system can be expressed as 

q( t} = Aq( t} + Bx( t ) (7.2la) 

y( t) = Cq( t) + Dx( t) (7.2lb) 

q,( t) x ,( t) Y1( t) 

q(t) = 
Qz( t) 

x(t) = 
Xz( t) 

y(t) = 
Y2( t) 

where 

qN(t) xm(t} Yp(t) 

and 

a" a12 alN b11 b12 blm 

A= 
az1 az2 a2N 

B= 
b21 b22 bzm 

a NI aN2 aNN NxN bNI bN2 bNm Nxm 

C II C12 ClN d11 d12 dim 

Cz1 Czz CzN dz1 dzz dzm 
C= D= 

cpl ap2 CpN pXN dpl dp2 dpm pXm 
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7.5 SOLUTIONS OF STATE EQUATIONS FOR DISCRETE-TIME LTI SYSTEMS 

A. Solution in the Time Domain: 

Consider an N-dimensional state representation 

q [ n + 1] = Aq [ n] + bx [ n] 

y[n] =cq[n] +dx[n] 

(7.22a) 

(7.22b) 

where A, b, c, and d are N x N, N x 1, 1 x N, and 1 x 1 matrices, respectively. One 
method of finding q[n], given the initial state q[O], is to solve Eq. (7.22a) iteratively. Thus, 

q[l] = Aq[OJ + bx[O] 

q[2] = Aq[l] + bx[l] = A{Aq[O] + bx[O]} + bx[l] 

= A2q[ OJ + Abx[O] +bx[ 1] 
By continuing this process, we obtain 

q [ n] = An q [ 0] + An - 1 bx [ 0] + .. · + bx [ n - 1] 
n - 1 

=Anq[O]+ EAn-l-kbx[k] n>O 
k=O 

( 7.23) 

If the initial state is q[n0 ] and x[n] is defined for n ~ n0 , then, proceeding in a similar 
manner, we obtain 

n-1 

q[n] =An - n°q[n 0 ] + L An - l-kbx[n 0 +k] 
k=O 

The matrix An is the n-fold product 

An= AA··· A 

n 

(7.24) 

and is known as the state-transition matrix of the discrete-time system. Substituting 
Eq. (7.23) into Eq. (7.22b), we obtain 

n-1 

Y [ n] = cA n q [ 0] + L cA n - 1 - k bx [ k] + dx [ n] n>O (7.25) 
k=O 

The first term cAnq[O] is the zero-input response, and the second and third terms together 
form the zero-state response. 

B. Determination of An: 

Method l: Let A be an N x N matrix. The characteristic equation of A is defined to be (App. A) 

c{A)=IAI-Al=O ( 7.26) 

where IAI - Al means the determinant of AI - A and I is the identity matrix (or unit 
matrix) of Nth order. The roots of c(A) = 0, Ak (k = 1, 2,. . ., N), are known as the 
eigenvalues of A. By the Cay/ey-Hamilton theorem An can be expressed as [App. A, Eq. 
(A.57)] 

( 7.27) 

When the eigenvalues Ak are all distinct, the coefficients b0 , bp . .. , bN - t can be found 
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from the conditions 

bo + b 1Ak + · · · +bN_ 1A~- I= A'k 

For the case of repeated eigenvalues, see Prob. 7.25. 

[CHAP. 7 

k = 1,2,. . ., N ( 7.28) 

Method 2: The second method of finding An is based on the diagonalization of a matrix A. If 
eigenvalues Ak of A are all distinct, then An can be expressed as [App. A, Eq. (A.53)) 

0 

( 7.29) 

0 

where matrix P is known as the diagonalization matrix and is given by [App. A, Eq. 
(A.36)) 

( 7.30) 

and xk (k = 1, 2, .. . , N) are the eigenvectors of A defined by 

k = 1,2, .. . , N ( 7.31) 

Method 3: The third method of finding An is based on the spectral decomposition of a matrix A. 
When all eigenvalues of A are distinct, then A can be expressed as 

N 

A= A1E1 + A2E2 + . . . +ANEN = L AkEk 
k=I 

( 7.32) 

where Ak (k = l, 2, ... , N) are the distinct eigenvalues of A and Ek (k = 1, 2, ... , N) are 
called constituent matrices which can be evaluated as [App. A, Eq. (A.67)) 

Then we have 

N n (A-Ami) 
m = I 
m'#k 

Ek=-N----

n <Ak-Am) 
m=I 
m'#k 

(7.33) 

( 7.34) 

Method 4: The fourth method of finding An is based on the z-transforrn. 

An = .8 { 1 { ( z I - A) - 1 z} 
which is derived in the following section [Eq. (Z4J)). 

C. The z-Transform Solution: 

( 7.35) 

Takjng the unilateral z-transforrn of Eqs. (7.22a) and (7.22b) and using Eq. (4.51), we 
get 

zQ(z)-zq(O) = AQ(z) + bX(z) 

Y( z) = cQ( z) + dX( z) 

(7.36a) 

(7.36b) 
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where X(z) =3 1{x[n]}, Y(z) =3Ay[n]}, and 

Q1(z) 
Qi(z) 

Q(z) =3 1{q(n]} = 

Rearranging Eq. ( 7.36a), we have 

(zl - A)Q(z) = zq(O) + bX(z) 

Premultiplying both sides of Eq. (7.37) by (zl -A)- 1 yields 

Q( z) = ( zl - A)- 1 zq(O) + ( zl - A)- 1bX( z) 

Hence, taking the inverse unilateral z-transform of Eq. (7.38), we get 
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(7.37) 

(7.38) 

q(n] =3/ 1{(z1-Ar 1z}q(0)+3/ 1{(zl-A)- 1bX(z)} (7.39) 

Substituting Eq. (7.39) into Eq. (7.22b), we get 

y(n] = c3/ 1{ (zl -A)- 1 z }q(O) + c3/ 1{ (zl -A)-1bX(z)} + dx( n] (7.40) 

A comparison of Eq. (7.39) with Eq. (7.23) shows that 

An=3/ 1{(zl-Ar'z} 

D. System Function H( z): 

(7.41) 

In Sec. 4.6 the system function H(z) of a discrete-time LTI system is defined by 
H(z) = Y(z)/X(z) with zero initial conditions. Thus, setting q[O] = 0 in Eq. (7.38), we have 

Q(z) = (zl-A)- 1bX(z) 

The substitution of Eq. (7.42) into Eq. (7.36b) yields 

Y(z) = (c(zl-A)- 1b +d]X(z) 

Thus, 

H( z) = [ c( z I - A)- 1b + d] 

E. Stability: 

(7.42) 

( 7.43) 

( 7.44) 

From Eqs. (7.25) and (7.29) or (7.34) we see that if the magnitudes of all eigenvalues 
Ak of the system matrix A are less than unity, that is, 

all k (7.45) 

then the system is said to be asymptotically stable; that is, if, undriven, its state tends to 
zero from any finite initial state q 0 . It can be shown that if all eigenvalues of A are distinct 
and satisfy the condition (7.45), then the system is also BIBO stable. 
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7.6 SOLUTIONS OF STATE EQUATIONS FOR CONTINUOUS-TIME LTI SYSTEMS 

A. Laplace Transform Method: 

Consider an N-dimensional state space representation 

q(t) = Aq(t) + bx(t) 

y(t) = cq(t) + dx(t) 

( 7.46a) 

(7.46b) 

where A, b, c, and d are N X N, N X 1, l X N, and 1 X 1 matrices, respectively. In the 
following we solve Eqs. (7.46a) and (7.46b) with some initial state q(O) by using the 
unilateral Laplace transform. Taking the unilateral Laplace transform of Eqs. ( 7.46a) and 
(7.46b) and using Eq. (3.44), we get 

sQ(s) - q(O) = AQ(s) + bX(s) 

Y(s) = cQ(s) + dX(s) 

where X(s) =..£,{x(t)}, Y(s) =../,{y(t)}, and 

Q1(s) 

Rearranging Eq. (7.47a), we have 

(sl - A)Q(s) = q(O) + bX(s) 

Premultiplying both sides of Eq. (7.48) by (sl -A) - 1 yields 

Q(s) = (sl -A)- 1q(O) + (sl -A)- 1bX(s) 

Substituting Eq. ( 7.49) into Eq. (7.47b), we get 

Y(s) = c(sl-A)-
1
q(O) + [c(s1-Ar

1
b + d]X(s) 

( 7.47a) 

( 7.47b) 

( 7.48) 

(7.49) 

(7.50) 

Taking the inverse Laplace transform of Eq. (7.50), we obtain the output y(t ). Note that 
c(sl - A) - 1q(O) corresponds to the zero-input response and that the second term corre­
sponds to the zero-state response. 

B. System Function H(s): 

As in the discrete-time case, the system function H( s) of a continuous-time L TI system 
is defined by H(s) = Y(s)/X(s) with zero initial conditions. Thus, setting q(O) = 0 in 
Eq. (7.50), we have 

Y(s)= [c(sl-A) -
1
b+djX(s) (7.51) 

Thus, 

H(s) = c(sl -A) - 1b + d (7.52) 
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C. Solution in the Time Domain: 

Following 

we define 

A2 A* 
eA' = I + At + -t 2 + · · · + - t k + · · · 

2! k! 
(7.53) 

where k! = k(k - 1) · · · 2 · 1. If t = 0, then Eq. (7.53) reduces to 

e0 =I (7.54) 

where 0 is an N x N zero matrix whose entries are all zeros. As in e0 <1 -"> = e01e- 0
" = 

e- 0 "e 0
', we can show that 

Setting T = t in Eq. (7.55), we have 

Thus, 

- l 
e-AI = (eA') 

which indicates that e-Ai is the inverse of eA'. 
The differentiation of Eq. (7.53) with respect to t yields 

which implies 

d A2 A* 
-eA'=O+A+-2t+ ·· · +-ktk-l+ ··· 
dt 2! k! 

=++Al+ ~:t'+ ... J 

-[I+ At+~: t 2 + ···]A 
d 
-eA' = AeA' = e"'A 
dt 

Now using the relationship [App. A, Eq. (A. 70)) 

and Eq. (7.58), we have 

d dA dB 
dt (AB)= dt 8 + Adt 

~[e-A'q(t)] = r~e-A']q(t) +e-A1q(t) 
dt dt 

= -e-A'Aq(t) + e-A'q(t) 

(7.55) 

(7.56) 

(7.57) 

(7.58) 

(7.59) 
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Now premultiplying both sides of Eq. ( 7.46a) by e ··At, we obtain 

or 

e - A'q(t) =e ·-A'Aq(t) +e - A'bx(t) 

e-A'q(t)-e - A'Aq(t) =e - A'bx(t) 

From Eq. (7.59) Eq. (7.60) can be rewritten as 

Integrating both sides of Eq. ( 7.61) from 0 to t, we get 

or 

Hence 

e-A'q(t)I~ = [e - ATbx(T)dT 
0 

e-Atq(t) - q(O) = fe - ATbx(T) dT 
0 

[CHAP. 7 

( 7.60) 

( 7.61) 

(7.62) 

Premultiplying both sides of Eq. (7.62) by eA' and using Eqs. (7.55) and (7.56), we obtain 

(7.63) 

If the initial state is q(t 0 ) and we have x(t) for t z t 0 , then 

q(t) = eA<r - r0 >q(t
0

) + J'eA(l-T)bx( T) dT 
In 

(7.64) 

which is obtained easily by integrating both sides of Eq. (7.61) from ! 0 to t. The matrix 
function eA' is known as the state-transition matrix of the continuous-time system. 
Substituting Eq. (7.63) into Eq. (7.46b ), we obtain 

(7.65) 

D. Evaluation of eAt: 

Method 1: As in the evaluation of An, by the Cayley-Hamilton theorem we have 

e At - b I + b A + · · · + b AN - 1 
- U 1 N-1 ( 7.66) 

When the eigenvalues A.k of A are all distinct, the coefficients b0 , b 1,. •• , bN - i can be 
found from the conditions 

b +b A+· ·· +b ,\N - '=eA•t 
0 1 k N - 1 k k = 1,2, ... , N ( 7.67) 

For the case of repeated eigenvalues see Prob. 7.45. 
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Method 2: Again, as in the evaluation of A" we can also evaluate eAr based on the diagonalization of 
A. If all eigenvalues Ak of A are distinct, we have 

e"~f f 
0 

( 7.68) 

0 

where P is given by Eq. (7.30). 

Method 3: We could also evaluate eAr using the spectral decomposition of A, that is, find constituent 
matrices Ek (k = I, 2, ... , N) for which 

( 7.69) 

where Ak (k = I, 2, ... , N) are the distinct eigenvalues of A. Then, when eigenvalues Ak of 
A are all distinct, we have 

( 7. 70) 

Method 4: Using the Laplace transform, we can calculate eA
1

• Comparing Eqs. (7.63) and (7.49), we 
see that 

( 7. 71) 

E. Stability: 

From Eqs. (7.63) and (7.68) or (7. 70), we see that if all eigenvalues Ak of the system 
matrix A have negative real parts, that is, 

Re{Ad < 0 all k (7. 72) 

then the system is said to be asymptotically stable. As in the discrete-time case, if all 
eigenvalues of A are distinct and satisfy the condition (7. 72), then the system is also BIBO 
stable. 

Solved Problems 

STATE SPACE REPRESENTATION 

7.1. Consider the discrete-time LTI system shown in Fig. 7-1. Find the state space 
representation of the system by choosing the outputs of unit-delay elements 1 and 2 as 
state variables q1[n] and q2[n], respectively. 

From Fig. 7-1 we have 

q 1[n + 1] =q2 [n] 

q2 [n + 1] = 2q 1[n] + 3q2[n] +x[n] 

y[n] = 2q 1[n] + 3q2 [n] +x[n] 
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x(n] 

+ 

In matrix form 

or 

where 

STATE SPACE ANALYSIS 

+ 

----C Z- 1 i..-------. z · I 1-1---
q 1 In+ 1 J 

Fig. 7-1 

y[nJ=!2 31[;:~:n+x[nJ 
q[n + 1) = Aq[n) + bx[n) 

y[n] =cq[n) +dr[n] 

y(n] 

A=[~ ~] b = [~] c=[2 3] 

[CHAP. 7 

( 7. 73a) 

( 7.73b) 

d=l 

7.2. Redo Prob. 7.1 by choosing the outputs of unit-delay elements 2 and 1 as state 
variables vi[n] and v2[n], respectively, and verify the relationships in Eqs. (7.JOa) and 
(7.IOb). 

We redraw Fig. 7-1 with the new state variables as shown in Fig. 7-2. From Fig. 7-2 we have 

x(n] 

+ 

v1[n + 1) = 3v 1[n) + 2v2[n] +x[n] 

v2 [n + 1] = u1[n] 

y[n] = 3u 1[n] + 2v2[n] +x[n] 

+ 

----c z·• i..-------c z·• ..... __ .. 
v1 tnJ 1 1 In+ I] 

Fig. 7-2 

y[n] 
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In matrix form 

or 

where 

ST ATE SPACE ANALYSIS 

[
v1[n + l)l = [3 
v2[n+l) 1 

y[nJ=[3 21[~~~:n+x[nJ 
v[n + 1) = Av[n) + bx[n] 

y[n) = cv[n) + dt[n) 
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(7.74a) 

( 7. 74b) 

b = [ 6] c=[3 2] d=l 

Note that v1[n] = q2[n] and v2[n] = q 1[n]. Thus, we have 

v[nJ=[~ 6]q[n)=Tq[n) 

Now using the results from Prob. 7.1, we have 

TAT-'=[~ 6][~ j](~ 6r
1 

= [~ ~][~ j](~ ~] = [i ~]=A 

Th=[~ ~][~]=[6]=b 
d=l=d 

which are the relationships in Eqs. (7.JOa) and (7.JOb). 

7.3. Consider the continuous-time LTI system shown m Fig. 7-3. Find a state space 
representation of the system. 

x(t) y(t) 

+ 

+ 

Fig. 7-3 
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We choose the outputs of integrators as the state variables q1(t ), qit ), and q,(t) as shown 
in Fig. 7-3. Then from Fig. 7-3 we obtain 

In matrix form 

41(t) = 2q 1(t) - 3q2(t) + q3(t) +x(t) 

42(t) =qi(t) 

q3(t) =q2(t) 

y(t) = -qi(t) + 2q3(t) 

<i( t) ~ [ ~ 
y(t)=[-l 

-3 
0 
1 

0 

~ ]•(1) + [~]x(t} 
2] q( t) 

( 7. 75) 

7.4. Consider the mechanical system shown in Fig. 7-4. It consists of a block with mass m 
connected to a wall by a spring. Let k 1 be the spring constant and k 2 be the viscous 
friction coefficient. Let the output y( t) be the displacement of the block and the input 
x(t) be the applied force. Find a state space representation of the system. 

By Newton's law we have 

or 

m.Y(t) = -k 1 y(t) -k 2y(t) +x(t) 

my(t) +k 2y(t) +k 1 y(t) =x(t) 

The potential energy and kinetic energy of a mass are stored in its position and velocity. Thus, 
we select the state variables q 1(t) and q 2(t) as 

qi(t)=y(t) 

q2(t) =y(t) 

Then we have 

41(t) =q2(t) 

k1 k2 1 
q2(t) = - -q1(t) - -q2(t) + -x(t) 

m m m 

y(t) =q1(t) 

x(I) 
m 

y(I) 

Fig. 7-4 Mechanical system. 
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In matrix form 

4(1)~[- ~ _ ~ lq(I)+[! ]x(I) 
( 7. 76) 

y ( t) = [ 1 0] q( t) 

7.5. Consider the RLC circuit shown in Fig. 7-5. Let the output y( t) be the loop current. 
Find a state space representation of the circuit. 

We choose the state variables q/t) = ilt) and q2(t) = uc(t). Then by Kirchhoff's law we 
get 

Ltii(t) +Rq1(t) +q2(t) =x(t) 

Cq2(t) = q 1(t) 

y(t) =q1(t) 

Rearranging and writing in matrix form, we get 

4(1) ~ r-l 
1 

L 

0 

q(I) + [ ~ ]x(I) 

y(t) = [ 1 O]q(t) 

R l 

+ + 

x(l) c v,.(/} 

Fig. 7-5 RLC circuit. 

( 7. 77) 

7.6. Find a state space representation of the circuit shown in Fig. 7-6, assuming that the 
outputs are the currents flowing in R 1 and R 2 • 

We choose the state variables q1(t) = iL(t) and qi(t) = c/t). There are two voltage sources 
and let x 1(t) = u 1(t) and xz(t) = uz(t ). Let y 1(t) = i 1(t) and yz(t) = iz(t ). Applying Kirchhoff's 
law to each loop, we obtain 

Lq1(t) +R1q1(t) +q2(t) =x 1(t) 

qi(t) - [q 1(t) - Cq 2(t)]R 2 =x 2(1) 

Y1(t) =q1(t) 

1 
Y2(t) = -(q2(t) -x2(t)) 

R1 
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i,(1) 

+ + + 

v1(1) c 

Fig. 7-6 

Rearranging and writing in matrix form, we get 

1 I 1 
-- -

L L 
- _1_ q(t) + 0 

R2C 

0 

x(t) 

where 

STATE EQUATIONS OF DISCRETE-TIME LTI SYSTEMS DESCRIBED 
BY DIFFERENCE EQUATIONS 

7.7. Find state equations of a discrete-time system described by 

y(n] - tY(n - l] + h(n - 2] =x[n] 

Choose the state variables q 1[n] and q 2[n] as 

q1(n] =y(n - 2] 

q2(n] =y(n -1] 

Then from Eqs.(7. 79) and (7.80) we have 

In matrix form 

q1(n + 1] =q2(n] 

q2(n + l] = -kq 1(n] + tq2[n] +x[n] 

y[n] = -kq 1[n] + tq2[n] +x[n] 

q[n + 1] = [-~ ~ ]q[n] + [~]x[n] 
y[n]=[-k ~jq[n]+x[n] 

[CHAP. 7 

( 7. 78) 

(7. 79) 

(7.80) 

(7.81) 
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7.8. Find state equations of a discrete-time system described by 

y[n] - h[n -1] + -h[n - 2] =x[n] + tx[n -1] (7.82) 

Because of the existence of the term ix[n - 1] on the right-hand side of Eq. (7.82), the 
selection of y[n - 2] and y[n - 1] as state variables will not yield the desired state equations of 
the system. Thus, in order to find suitable state variables we construct a simulation diagram of 
Eq. (7.82) using unit-delay elements, amplifiers, and adders. Taking the z-transforms of both 
sides of Eq. (7.82) and rearranging, we obtain 

Y(z) = tz- 1Y(z) -jz- 2Y(z) +X(z) + tz- 1X(z) 

from which (noting that z -k corresponds to k unit time delays) the simulation diagram in 
Fig. 7-7 can be drawn. Choosing the outputs of unit-delay elements as state variables as shown 
in Fig. 7-7, we get 

In matrix form 

x[n] 

y[n] =q1[n] +x[n] 

q 1[n + 1] =q2[n] + ty[n] + ix[n] 

= tq1[n] +q2[n] + tx[n] 

q2[n + 1] = -ly[n] = - ~q 1 [n] - jx[n] 

q(n+l]~[-: ~lq(n]+[ _:Jx[n] 
y[n] = [ 1 O)q[n] +x[n] 

Fig. 7-7 

y[n] 

7.9. Find state equations of a discrete-time LTI system with system function 

b0 +b 1z- 1 +b2 z- 2 

H( z) - ----.,---~ 
- 1 + a

1
z- 1 + a

2
z- 2 

(7.83) 

(7.84) 
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From the definition of the system function [Eq. ( 4.41)] 

Y(z) b0 +b 1z- 1 +b2z- 2 
H(z) = -- = ------

X(z) l+a 1z- 1 +a 2z- 2 

we have 

Rearranging the above equation, we get 

from which the simulation diagram in Fig. 7-8 can be drawn. Choosing the outputs of unit-delay 
elements as state variables as shown in Fig. 7-8, we get 

In matrix form 

y[n] =q 1[n] +b0 x[n] 

q1[n + 1] = -a 1y[n] +q2[n] +b 1x[n] 

= -a 1q1[n] +q 2[n] + (b 1 -a 1b0 )x[n] 

q 2 [n + 1] = -a 2 y[n] +b 2 x[n] 

= -a 2 q 1[n] + (b 2 -a 2 b0 )x[n] 

[
-a 1 1] [b 1 -a 1b0 ] 

q[n+l]= -a2 0 q[n]+ b2-a2bo x[n] 

y[n]=[l O]q[n]+b0 x[n] 

( 7.85) 

Note that in the simulation diagram in Fig. 7-8 the number of unit-delay elements is 2 (the 
order of the system) and is the minimum number required. Thus, Fig. 7-8 is known as the 
canonical simulation of the first form and Eq. (7.85) is known as the canonical state representa­
tion of the first form. 

x(n] 

y(nl 

Fig. 7-8 Canonical simulation of the first form. 
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7.10. Redo Prob. 7.9 by expressing H(z) as 

where 

Let 

1 
H 1( z) = ------,------.,,-

1 +a 1z- 1 +a 2 z- 2 

Then we have 

W(z) +a 1z- 1W(z) +a 2 z- 2W(z) =X(z) 

Y(z) =b0W(z) +b 1z- 1W(z) +b2 z- 2W(z) 

Rearranging Eq. (7.88), we get 
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( 7.86) 

( 7.87) 

( 7.88) 

( 7.89) 

( 7.90) 

From Eqs. (7.89) and (7.90) the simulation diagram in Fig. 7-9 can be drawn. Choosing the 
outputs of unit-delay elements as state variables as shown in Fig. 7-9, we have 

x[n) 

+ 

v1[n + 1] = v2[n] 

v2[n + 1] = -a2v1[n]-a1v2[n] +x[n] 

y[n] = b2u1[n] + b1v2[n] + b0v2[n + 1] 

= (b 2 - b0a2 )v 1[n] + (b 1 -b0 a 1)c 2[n] + b0 x[n] 

+ 

"1 (n) 

Fig. 7-9 Canonical simulation of the second form. 

v[n] 
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In matrix form 

v[n+1]=[_
0
02 

_101 )v[n]+[~]x[n] (7.91) 

y[n] = [ b 2 - b0a2 b 1 - b0a1 ]v[n] + b0 x[n] 

The simulation in Fig. 7-9 is known as the canonical simulation of the second form, and 
Eq. (7.91) is known as the canonical state representation of the second form. 

7.11. Consider a discrete-time L TI system with system function 
z 

H(z)----­
- 2z 2 - 3z + 1 

Find a state representation of the system. 

Rewriting H( z) as 

z tz-1 
H(z) - - -----

- 2z 2 (1 - ~z- 1 + ~z- 2 ) - 1 - ~z- 1 + tz- 2 

Comparing Eq. (7.93) with Eq. (7.84) in Prob. 7.9, we see that 

Substituting these values into Eq. (7.85) in Prob. 7.9, we get 

q[n+l]~[-! ~lq[n]+[~]x[n] 
y[n] = [ 1 O)q(n] 

7.12. Consider a discrete-time L TI system with system function 
z z 

H(z)= =----
2z2-3z+l 2(z-l)(z-i) 

(7.92) 

( 7.93) 

( 7.94) 

(7.95) 

Find a state representation of the system such that its system matrix A is diagonal. 

First we expand H( z) in partial fractions as 

z z z 

where 

Let 

Then 

or 

H ( z ) = 2( z - 1 )( z - t ) 
1 

Z
-1---1 z - 2 

_l ___ z ___ 1 - 1 i -1 =H1(z) +Hz(z) 
- 2z 

-1 

( 1 - pk Z - I ) Yk ( Z ) = a k X ( Z ) 

Yk(z) =pkz- 1Yk(z) + akX(z) 

( 7.96) 

from which the simulation diagram in Fig. 7-10 can be drawn. Thus, H(z) = H 1(z) + H 2(z) can 
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x[n] y,lnl >-...... ~ ~ ,_ __________ .... ..,.. 

+ 
+ 

Fig. 7-10 

be simulated by the diagram in Fig. 7-11 obtained by parallel connection of two systems. 
Choosing the outputs of unit-delay elements as state variables as shown in Fig. 7-11, we have 

In matrix form 

q1[n + 1] =q1[n] +x[n] 

q2 [n + 1) = iq2[n]-x[n] 

y[n] =q1[n + 1] +q2[n +I] =q1[n] + iq2[n] 

q(n+l]=[~ t]q[nJ+[_~]x[n] 
y[n] = [ 1 t ]q[n] (7.97) 

Note that the system matrix A is a diagonal matrix whose diagonal elements consist of the poles 
of H(z). 

7.13. Sketch a block diagram of a discrete-time system with the state representation 

q[n+l]=[~ iJq[nJ+(~]x[n] 
y[nJ =[3 -2]q[n) (7.98) 
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We rewrite Eq. (7.98) as 

STATE SPACE ANALYSIS 

q 1[n +I]= q2[nJ 

q 2 [n +I]= tq 1[n] + ~q 2 [n] +x[n] 

y[n] = 3q 1(n] - 2q 2 [nJ 

from which we can draw the block diagram in Fig. 7-12. 

[CHAP. 7 

( 7.99) 

x(nl y[nl 
>--~l,___..,. 

+ + 

+ 

Fig. 7-12 

STATE EQUATIONS OF CONTINUOUS-TIME LTI SYSTEMS DESCRIBED 
BY DIFFERENTIAL EQUATIONS 

7.14. Find state equations of a continuous-time L TI system described by 

y(t) + 3.Y(t) + 2y(t) =x(t) 

Choose the state variables as 

qi(t) =y(t) 

qi(t) =y(t) 

Then from Eqs. (7.100) and (7./0/) we have 

In matrix form 

'11(t) =q2(t) 

q2(t) = -2q 1(t) - 3q 2(t) +x(t) 

y(t) =q1(t) 

q(t)=[-~ _;]q(t)+[~]x(t) 
y(t)=(l O]q(t) 

(7.100) 

( 7.101) 

( 7.102) 
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7.15. Find state equations of a continuous-time LTI system described by 

ji(t) + 3y(t) + 2y(t) = 4i(t) +x(t) 

389 

(7.103) 

Because of the existence of the term 4.i(t) on the right-hand side of Eq. (7.103), the 
selection of y(t) and y(t) as state variables will not yield the desired state equations of the 
system. Thus, in order to find suitable state variables we construct a simulation diagram of 
Eq. (7.103) using integrators, amplifiers, and adders. Taking the Laplace transforms of both 
sides of Eq. (7.103), we obtain 

s 2Y(s) + 3sY(s) + 2Y(s) = 4sX(s) +X(s) 

Dividing both sides of the above expression by s 2 and rearranging, we get 

Y(s) = -3s- 1Y(s)-2s- 2 Y(s) +4s- 1X(s) +s- 2X(s) 

from which (noting that s-k corresponds to integration of k times) the simulation diagram in 
Fig. 7-13 can be drawn. Choosing the outputs of integrators as state variables as shown in 
Fig. 7-13, we get 

In matrix form 

x(I) 

ili(t) = -3q 1(t) +q2(t) +4x(t) 

42(t) = -2q 1(t) +x(t) 

y(t) =qi(t) 

q(t)=[=~ 6]+[~]x(t) 
y ( t) = [ 1 0 l q( t) 

Fig. 7-13 

( 7.104) 

y(I) 

q, (r) 

7.16. Find state equations of a continuous-time L TI system with system function 

b0 s3 + b 1s
2 + b2 s + b3 

H(s) = 3 2 (7.105) 
s +a 1s +a 2s+a 3 
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From the definition of the system function [Eq. (3.37)] 

Y(s) b0sJ+b1s
2 +b2s+bJ 

H(s) = -- = -------
X(s) sJ+a 1s

2 +a 2s+aJ 

we have 

( sJ + a1s
2 + a2s + aJ)Y( s) = ( b0sJ + b1s

2 + b2s + bJ)X( s) 

Dividing both sides of the above expression by sJ and rearranging, we get 

Y(s) = -a1s- 1Y(s)-a 2s- 2Y(s) -aJs-JY(s) 

+b0 X(s) +b 1s- 1X(s) +b 2s- 2X(s) +bJs-JX(s) 

[CHAP. 7 

from which (noting that s-k corresponds to integration of k times) the simulation diagram in 
Fig. 7-14 can be drawn. Choosing the outputs of integrators as state variables as shown in 
Fig. 7-14, we get 

In matrix form 

y(I) =q 1(1) +b0 x(1) 

41(1) = -a 1y(1) + q2(1) + b1x(1) 

= -a 1q 1(1) +q2(t) + (b 1 -a 1b0 )x(t) 

42(1) = -a2 y(1) +qJ(t) +b 2x(1) 

= -a 2q1(1) +qJ(I) + (b2 -a 2b0 )x(1) 

4J(1) = -aJy(t) + bJx(t) 

= -aJq1(1) + (bJ -aJb0 )x(1) 

q( I) = r =:: 
-aJ 

y(l)=[l 0 

1 

0 

0 

O)q(t) +b0 x(I) ( 7.106) 

As in the discrete-time case, the simulation of H(s) shown in Fig. 7-14 is known as the 
canonical simulation of the first form, and Eq. (7.106) is known as the canonical state 
representation of the first form. 

x(t) 

y(t) 

Fig. 7-14 Canonical simulation of the first form. 
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7.17. Redo Prob. 7.16 by expressing H(s) as 

where 

Let 

Then we have 

H(s) =H1(s)H2(s) 

1 
H1(s)= 3 2 

s +a1s +a2 s+a3 

( s3 + a 1s
2 + a 2s + a 3 )W( s) = X( s) 

Y(s) = (b 0 s3 + b 1s
2 +b2s +b3)W(s) 

Rearranging the above equations, we get 

s 3W(s) = -a1s
2W(s) -a2sW(s) -a3W(s) +X(s) 

Y(s) =b0 s3W(s) +b 1s
2W(s) +b 2sW(s) +b3W(s) 
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( 7./07) 

from which, noting the relation shown in Fig. 7-15, the simulation diagram in Fig. 7-16 can be 

sW(s) fl] W(s) 
--... lliM·f· Iii 

w(t) w(1) 

Fig. 7-15 

+ + + y(t) 

+ 

W(I) W(r) 

I •2(1) ., (I) 

w(t) x(I) 

V3 (t) V2 (I) 

+ 

+ 

Fig. 7-16 Canonical simulation of the second form. 
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drawn. Choosing the outputs of integrators as state variables as shown in Fig. 7-16, we have 

In matrix form 

i• 1( t) = u2( I) 

i• 2(t) =v 3(t) 

v3(t) = -a 3v 1(t)-a 2v2(t)-a 1vJ(t) +x(t) 

y(t) =b3v 1(t) + b 2v2(t) + b 1v3(t) + b0v3(t) 

= ( b3 - a 3 b0 ) u 1( t) + ( b 2 - a 2 b0 ) v 2( t) 

+(b 1 -a 1b0 )u3(t) +b0 x(t) 

l 
0 

y(t) = (b 3 -a3 b0 b 2 -a2 b0 b 1 -a1b0 jv(t) +b0 x(t) 

( 7. 108) 

( 7.109) 

As in the discrete-time case, the simulation of H(s) shown in Fig. 7-16 is known as the 
canonical simulation of the second form, and Eq. (7.109) is known as the canonical state 
representation of the second form. 

7.18. Consider a continuous-time LTI system with system function 

3s + 7 
H(s) - -----­

(s + l)(s + 2)(s + 5) 

Find a state representation of the system. 

Rewrite H(s) as 

3s + 7 3s + 7 
H(s)-------

(s + l)(s + 2)(s + 5) s3 + 8s 2 + 17s + 10 

Comparing Eq. (7.111) with Eq. (7.105) in Prob. 7.16, we see that 

a 2 = 17 

Substituting these values into Eq. (7.106) in Prob. 7.16, we get 

O(t) ~ [ =:~ ~ !]•(t) + [~]x(t) 
y ( t) = [ 1 0 0 l q( l) 

7.19. Consider a continuous-time L TI system with system function 

3s + 7 
H(s) - -----­

(s + 1)(s + 2)(s + 5) 

(7.110) 

( 7.111) 

b3 = 7 

( 7.112) 

(7.113) 

Find a state representation of the system such that its system matrix A is diagonal. 
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First we expand H(s) in partial fractions as 

where 

Let 

Then 

or 

3S + 7 I 
2 

3 3 H(s) - ------ = - - - - -
(s+l)(s+2)(s+5) s+l s+2 s+5 

I 
3 

H 2(s) = - -­
s+ 2 

2 

H 3(s) = - _2__ 
s+5 
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( 7.ll4) 

from which the simulation diagram in Fig. 7-17 can be drawn. Thus, H(s) = H 1(s) + H 2(s) + 
His) can be simulated by the diagram in Fig. 7-18 obtained by parallel connection of three 
systems. Choosing the outputs of integrators as state variables as shown in Fig. 7-18, we get 

In matrix form 

q1(t) = -q1(t) +x(t) 

q2(t) = -2q2(t)- ±x(t) 

q3( t) = - 5q3 ( t) - tx( t) 

y(t) =q,(t) +q2(t) +q3(t) 

[

-1 
q( t) = ~ 

0 
-2 

0 

y(t)=[l 1 l)q(t) 

( 7.J15) 

Note that the system matrix A is a diagonal matrix whose diagonal elements consist of the poles 
of H(s). 

x(I) + y,(1) 

+ 

Fig. 7-17 
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Fig. 7-18 

+ 

+ y(I) 

1---..... ---~ ~ >-----1~ 

+ 

SOLUTIONS OF STATE EQUATIONS FOR DISCRETE-TIME LTI SYSTEMS 

7 .20. Find An for 

A=[-~ l] 
by the Cayley-Hamilton theorem method. 

First, we find the characteristic polynomial c(A) of A. 

c(A)=\Al-A\=I~ A-=-1~1 
= A2 

- ~A+ ~ = (A - t )(A - ~) 

[CHAP. 7 

Thus, the eigenvalues of A are A1 = i and A2 = ~· Hence, by Eqs. (7.27) and (7.28) we have 

and b0 and b 1 are the solutions of 

b0 +b1(t)=(i( 

b0 + b1(±) = (± ( 
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from which we get 

Hence, 

STATE SPACE ANALYSIS 

A" - [ - (t )" + 2(t )" 

-H!)"+H±)" 

7.21. Repeat Prob. 7.20 using the diagonalization method. 

Let x be an eigenvector of A associated with A. Then 

[Al - A]x = 0 

For A = A 1 = 4 we have 
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-4] 
-1 

The solutions of this system are given by x 1 = 2x2• Thus, the eigenvectors associated with A 1 
are those vectors of the form 

For A = A2 = t we have 

The solutions of this system are given by x 1 = 4x 2. Thus, the eigenvectors associated with A2 
are those vectors of the form 

Let a = {3 = 1 in the above expressions and let 

Then p-'=-~[ 1 
2 -1 -41=[-~ 2] 

2 2 -1 
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and by Eq. (7.29) we obtain 

A"= PJ\"P - 1 = P ~ 
[ 

( 
I II 

[ 
- ( t )" + 2(± )" 

= -tO)"+H±)" 

o ]p-l = (2 4J[O)" 
U)" 1 I 0 

0 ][-~ 2] 
(±)" t -1 

7.22. Repeat Prob. 7.20 using the spectral decomposition method. 

Since all eigenvalues of A are distinct, by Eq. (7.33) we have 

]J=r-~ 41 .!_ - ? 2 
2 -

1]=[7 -41 
.!_ " -1 4 -

Then, by Eq. ( 7.34) we obtain 

"-(1) 11 

(I)" -(l)"[-1 4] (1)
11

[2 A: - - El+ - E, - - I 2 + - 1 
2 4 - 2 -2 4 2 

-41 -1 

4( t ) II - 4( ±)II l 
2( t )" - u )" 

7.23. Repeat Prob. 7.20 using the z-transform method. 

First, we must find ( z I - A) - 1
• 

- I [ Z (zl-A) = k 
-1 

3 z-4 1
-I 

I [z - l 

(z-i)(z-±) -k
4 ~] 

z-~ 

(z-t)(z-±) 
_ .!_ 

x z 

(z-t)(z-±) 
1 1 1 I 

---1 +2--1 
z-2 z-4 

4--1 -4--1 
z-2 z-4 

I I 
----+---

2 z-t 2z-± 2-----
z-t z-± 

[CHAP. 7 
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Then by Eq. (7.35) we obtain 
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z z 
---+2--z-t z-± 
1 z 1 z 

---- +---
2 z-t 2z-± 

z z 
4--1 -4--1 
z-2 z-4 

z z 
2----­z-t z-± 
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From the above results we note that when the eigenvalues of A are all distinct, the spectral 
decomposition method is computationally the most efficient method of evaluating A". 

7.24. Find A" for 

A=[-t ~] 
The characteristic polynomial c(A) of A is 

Thus, the eigenvalues of A are A1 = 1 and A2 = t. and by Eq. (7.33) we have 

Thus, by Eq. (7.34) we obtain 

~ - Ht(] 
l - .!(.!)" 
2 2 3 
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7.25. Find An for 

A=[~ ~] 
The characteristic polynomial c(A) of A is 

I
A - 2 

c(A)=IAI-AI= 
0 

1 l=(A-2)2 
A-2 

Thus, the eigenvalues of A are A1 = A2 = 2. We use the Cayley-Hamilton theorem to evaluate 
An. By Eq. (7.27) we have 

where b0 and b 1 are determined by setting A= 2 in the following equations [App. A, 
Eqs. (A.59) and (A.60)): 

Thus, 

from which we get 

and 

b0 +b 1A=A" 

b 1 =nA"- 1 

b0 +2b 1 =2" 

b
1
=n2n-I 

b0 = (1-n)2" 

7.26. Consider the matrix A in Prob. 7.25. Let A be decomposed as 

A=[~ ~]=[~ ~]+[~ ~]=D+N 
where D = [ ~ ~] and N = [ ~ ~] 

(a) Show that N2 = 0. 

( b) Show that D and N commute, that is, DN = ND. 

(c) Using the results from parts (a) and (b), find An. 

(a) By simple multiplication we see that 

(b) Since the diagonal matrix D can be expressed as 21, we have 

DN = 2IN = 2N = 2NI = N(21) =ND 

that is, D and N commute. 
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(c) Using the binomial expansion and the result from part (b), we can write 

n(n-1} 
(D+N(=Dn+nnn- 1N+ 

2
! nn- 2 N2 + ... +Nn 

Since N2 = 0, then Nk = 0 for k ~ 2, and we have 

N' = (D + N( = Dn + nnn-IN 

Thus [see App. A, Eq. (A.43)], 

An=[~ 

which is the same result obtained in Prob. 7.25. 
Note that a square matrix N is called nilpotent of index r if N'- 1 "# 0 and N' = 0. 
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7.27. The minimal polynomial m(A) of A is the polynomial of lowest order having 1 as its 
leading coefficient such that m(A) = 0. Consider the matrix 

A-rn -~ :J 
(a) Find the minimal polynomial m(A) of A. 

(b) Using the result from part (a), find An. 

(a) The characteristic polynomial c(A) of A is 

A-2 0 0 
c( A} = !AI - Al = 0 A + 2 

0 -4 
- 1 = (A+ 3)( A - 2) 2 

A - 1 

Thus, the eigenvalues of A are A 1 = - 3 and A 2 = A 3 = 2. Consider 

m( A} = (A + 3)( A - 2) = A2 +A - 6 

Now 

m(A) =A2 +A-61= [~ -~ 
0 4 

=[6 ~ -~]+[~ 
0 -4 5 0 

Thus, the minimal polynomial of A is 

0]
2 

[2 1 + 0 
1 0 

m(A} =(A+ 3}(A - 2) = A2 +A - 6 

(b) From the result from part (a) we see that An can be expressed as a linear combination of 
I and A only, even though the order of A is 3. Thus, similar to the result from the 
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Cayley-Hamilton theorem, we have 

where b0 and b 1 are determined by setting A = - 3 and A = 2 in the equation 

b0 +b 1A=A" 

Thus, 

from which we get 

2 ) ,, 3 ( ,, b0 =5(-3 +52) l (2)" 
0 

-h -3)~ + t(2)" 1 and A"= 0 ~( -3)" + t{2)" 

0 -h-3)" + ~(2( t{-3( + ~(2)" 

~(-3)"[~ 
0 

-t]+(2)"[~ 
0 

:1 
4 I 
5 5 
4 4 

-5 5 

[CHAP. 7 

7.28. Using the spectral decomposition method, evaluate A" for matrix A in Prob. 7.27. 

Since the minimal polynomial of A is 

m(A) =(A+ 3)(A - 2) =(A -A 1)(A -A 2 ) 

which contains only simple factors, we can apply the spectral decomposition method to 
evaluate A". Thus, by Eq. (7.33) we have 

1 1 
E 1 = (A-A 21)= _

3
_

2
(A-21) 

A1 -Az 

= 2_ [~ 
5 0 

0 
1 
4 

0 
-4 

4 
~i = [~ 

-1 0 -fl 
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Thus, by Eq. (7.34) we get 

A"= ( -3)"E 1 + (2)"E 2 

~(-3)"[~ 
0 

-l]+(2)"[~ 
0 

~i 4 I 
5 5 5 

4 4 4 
-5 5 5 

0 

~( -3)" + t{2)" 0 j I n I n 
-. 5( -3) + 5(2) 

*< -3)" + ~(2)" 4 n 4 )" -5(-3) +:s(2 

which is the same result obtained in Prob. 7.27(b). 

7.29. Consider the discrete-time system in Prob. 7.7. Assume that the system is initially 
relaxed. 

(a) Using the state space representation, find the unit step response of the system. 

( b) Find the system function H( z ). 

{a) From the result from Prob. 7.7 we have 

where A = [ _ ~ I] 

q[n +I]= Aq[n] + bx[n] 

y[n] = cq[n] + dx[n] 

b = [ ~) d=I 

Setting q[O] = 0 and x[n] = u[n] in Eq. (7.25), the unit step response s[n) is given by 

n-1 
s[n] = L cAn-l - kbu[k] +du[n] 

k~O 

Now, from Prob. 7.20 we have 

A"=(~)"[=~ ~]+(±)"[~ -41 -I 

(7.ll6) 

and cAn-1-kb= [-* iJ((~r - 1-k[ =; ~] + (±r - 1 - k[~ =~])[~) 

=(~r-1-k[-k ~ir=~ ~H~1 

+(~r-1-kr-~ %J[~ =~H~l 

= (~r-1 -k-±(±r-l-k = 2(~r - k -(~r - k 
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Thus, 

n-1 [ ( l )n-k ( 1 )n-kl 
s[n] = k~o 2 2 - 4 + 1 

(
l)nn-1 (l}nn-1 

= 2 - E 2k - - E 4k + i 
2 k=O 4 k=O 

(l)n(l-2n) (l}n(l-4n) =2 - -- - - -- +1 2 1-2 4 1-4 

(l)n l(l)n I 
= - 2 2 + 2 + 3 4 - 3 + l 

= ~ - 2( ~ r + ~ ( ~ r n ~ 0 
which is the same result obtained in Prob. 4.32(c ). 

(b) By Eq. (7.44) the system function H(z) is given by 

H(z) =c(zl-A)- 1b+d 

Now -1 [ z (zl-A) = k 
]

- I [ 3 -I 1 z-4 

z - t = ( z - ± )( z - ~) - k 

Thus, 

1 [ I _43 l [z---~t H(z)= (z-±)(z-~) -8, 

which is the same result obtained in Prob. 4.32(a). 

[CHAP. 7 

~] 

7.30. Consider the discrete-time LTI system described by 

q( n + 1] = Aq( n] +bx( n] 

y [ n] = cq( n] + dx ( n] 

(a) Show that the unit impulse response h[n] of the system is given by 

n=O 
n>O 
n <0 

(7.117) 

(b) Using Eq. (7.117), find the unit impulse response h[n] of the system in Prob. 
7.29. 

(a) By setting q[O] = 0, x[k] = i>[k ], and x[n] = c5[n] in Eq. (7.25), we obtain 

n-1 
h[n] = E cAn-l-kbcS[k] +dcS(n] 

k=O 
( 7.118) 
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Note that the sum in Eq. (7.118) has no terms for n = 0 and that the first term is cAn-Ib 
for n > 0. The second term on the right-hand side of Eq. (7.118) is equal to d for n = 0 
and zero otheiwise. Thus, we conclude that 

(b) From the result from Prob. 7.29 we have 

n=O 
n>O 
n <0 

A=[-~ ~] b = [ ~] c=[-i ~] 

and cAn-Ib = (tf-1 -±(~f-1 

Thus, by Eq. (7.117) h[n] is 

which is the same result obtained in Prob. 4.32(b). 

n '2::. 1 

n=O 
n '2::. 1 

n<O 

d = 1 

7.31. Use the state space method to solve the difference equation [Prob. 4.38(b)] 

3y(n] -4y[n -1] + y[n - 2] =x[n] 

with x[n] = ( t )nu[n] and y[ -1] = 1, y[ -2] = 2. 

Rewriting Eq. (7.119), we have 

y[n]- jy[n - 1) + fy[n - 2) = fx[n] 

Let qi(n] = y[n - 2] and qifn] = y[n - l]. Then 

In matrix form 

q 1[n + 1) =q2[n] 

q1 [n + 1) = -fq 1[n) + jq1 [n] + fx[n] 

y[n] = -fq 1(n] + jq2 [n] + fx[n] 

q[n + 1) = Aq[n] + bx[n] 

y[ n] = cq[ n] + dx[ n] 

where A=[-~ n 
and q[O) = [q1[0)l = [y[-2)] = [2] 

Q2[0) y[ -1] 1 

Then, by Eq. (7.25) 

n-1 

1 
d= -

3 

y[n]=cAnq[OJ+ EcAn-l-kbx[k]+dx[n] n>O 
k=O 

(7.119) 
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Now from the result from Prob. 7.24 we have 

An= [- ~ 
3 

and cAnq[O) = [ - * 

Thus, 

y[n]--+- - + L --- - - +- -_I l(l)n n-l[J J(l)"+l -k](l)k l(l)n 
2 6 3 k =O 2 2 3 2 3 2 

_l 1(1)" 111-l(l)k l(l)n+ln-l(3)k 1(1)" --+- - +- E - -- - E - +- -2 6 3 2 k = O 2 2 3 k=O 2 3 2 
= ~ + ~ ( ~ )" + ~ [ l - (t )" ]- ~ ( ~ )n+ I [ 1 - n )" l + ~ ( ~ )n 2 6 3 2 1-i 2 3 1-f 3 2 

=~+*(*r +i-(~r +i(i)"-i(~r +i(~r 
=%-(~)"+~(i)" n>O 

which is the same result obtained in Prob. 4.38(b). 

7.32. Consider the discrete-time LTI system shown in Fig. 7-19. 

(a) Is the system asymptotically stable? 

( b) Find the system function H( z ). 
( c) Is the system BIBO stable? 

[CHAP. 7 

(a) From Fig. 7-19 and choosing the state variables q 1[n] and q 2[n] as shown, we obtain 

q 1[n + 1) = fq 2[n] +x[n] 

In matrix form 

q2 [n + 1) = -iq1[n] + 2q2[n] 

y[n] =q 1[n]-q2[n] 

q[n + 1) = Aq[n] + bx[n] 

y[n]=cq[n] 
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x(n] + 

where 

Now 
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,__ __ ..... ~ z-1 
q1 In+ ll 

..,_ ___ --i z-1 i-..----c 
q2(nl q21n+ I) 

Fig. 7-19 

A= 2 
[ 

0 ~ l 
- 1 2 

+ 
y[n] 

l ,___ ..... ~ 

c=[I -I] 

A 
c(A) = IAI -Al= 1 

2 

-~ 3 ( I)( 3) 2 
=A( A - 2) + - = A - - A - -

A-2 4 2 2 
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Thus, the eigenvalues of A are A1 = f and A2 = ~- Since IA 21 >I, the system is not 
asymptotically stable. 

(b) By Eq. (7.44) the system function H(z) is given by 

H(z) = c(zl -A)- 1b = [1 -l]z -2 I 
[ 

3 l-1 
1 z-2 [o) 

1 

= (z-1)(z-~)[1 [

z - 2 
- I] I 

-2 ! ][ ~ l 
1 

(c) Note that there is pole-zero cancellation in H(z) at z =~.Thus, the only pole of H(z) is 
1 which lies inside the unit circle of the z-plane. Hence, the system is BIBO stable. 

Note that even though the system is BIBO stable, it is essentially unstable if it is not 
initially relaxed. 

7.33. Consider an Nth-order discrete-time LTI system with the state equation 

q[n+l] =Aq[n] +bx[n] 

The system is said to be controllable if it is possible to find a sequence of N input 
samples x[n 0 ], x[n 0 + 1], ... , x[n 0 + N - 1] such that it will drive the system from 
q[n 0 ] = q 0 to q[n 0 + N] = q 1 and q 0 and q 1 are any finite states. Show that the system 
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is controllable if the controllability matrix defined by 

has rank N. 

We assume that n 0 = 0 and q[O] = 0. Then, by Eq. (7.23) we have 

N-1 
q(N] = L. AN-t-kbx[k] 

k=O 

which can be rewritten as 

q( N] = [b Ab 

x(N-1] 

x(N - 2] 
AN-lb] 

x(O] 

[CHAP. 7 

(7.120) 

( 7.121) 

( 7.122) 

Thus, if q[ N] is to be an arbitrary N-dimensional vector and also to have a nonzero input 
sequence, as required for controllability, the coefficient matrix in Eq. (7./22) must be nonsingu­
lar, that is, the matrix 

must have rank N. 

7.34. Consider an Nth-order discrete-time LTI system with state space representation 

q[n+l] =Aq[n] +bx[n] 

y[ n] = cq[ n] 

The system is said to be observable if, starting at an arbitrary time index n 0 , it is 
possible to determine the state q[n 0 ] = q 0 from the output sequence y[n 0 ], y[n 0 + 
1), ... , y[n 0 + N - 1). Show that the system is observable if the observability matrix 
defined by 

I c I cA 
M = . 

o cA~-1 
(7.123) 

has rank N. 

We assume that n0 = 0 and x[n] = 0. Then, by Eq. (7.25) the output y[n] for n = 
0, l, . . . , N - 1, with x[n] = 0, is given by 

y(n]=cAnq(O] n=0,1,. . .,N-1 (7.124) 

or y(O] = cq(O] 

y(l] = cAq(O] ( 7.125) 

y(N-1] = cAN- 1q(O] 
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Rewriting Eq. (7.125) as a matrix equation, we get 

y[O) 
y[l) 

y[N-l] 

= [ ~ lq[O] 
cAN-1 
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(7.126) 

Thus, to find a unique solution for q[O], the coefficient matrix of Eq. (7.126) must be 
nonsingular; that is, the matrix 

must have rank N. 

7.35. Consider the system in Prob. 7.7. 

(a) Is the system controllable? 
(b) Is the system observable? 

[ 
c l cA 

M = . 

0 cA~-1 

(c) Find the system function H( z ). 

(a) From the result from Prob. 7.7 we have 

A=[-i ;] b = [~] c=[-k ~] 

Now Ab=[-i ;)[~]=[~] 
and by Eq. (7.120) the controllability matrix is 

[o -!1] Mc=[b Ab)= l 

d=l 

and IMcl = -1 * 0. Thus, its rank is 2 and hence the system is controllable. 

(b) Similarly, 

cA = [- l 1] [ ? 8 4 - -
8 

31] = [- 1.. .l) 
- 32 16 
4 

and by Eq. (7.123) the observability matrix is 

and IM 0 l = - i4 * 0. Thus, its rank is 2 and hence the system is observable. 
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(c) By Eq. (7.44) the system function H(z) is given by 

- I [ l 3 l [ z H(z)=c(zl-A) b+d= -8 4 k z~\rl[~]+1 

~][~]+1 

7.36. Consider the system in Prob. 7.7. Assume that 

q(O] = [ ~] 
Find x[O] and x[l] such that q[2] = 0. 

From Eq. (7.23) we have 

q[2] = A2q[O] + Abx[O] + bx[l] = A2q[O] + [b Ab][:~~~ l 
Thus, 

[o] [ o 1]
2(0] (o l][x[l]l 

0 = - £ ~ 1 + 1 i x[O] 

~ [ l] + [ x[l]x!Olx[O] l 
from which we obtain x[O] = - i and x[ 1] = k. 

[CHAP. 7 

7.37. Consider the system in Prob. 7.7. We observe y[O] = 1 and y(l] = 0 with x[O] = x(l] = 0. 
Find the initial state q[O]. 

Using Eq. (7.125), we have 

[
y[O]l [c] 
y[ 1] = cA q[O] 

Thus, 

Solving for q 1[0] and q2[0], we obtain 



CHAP. 7] STATE SPACE ANALYSIS 

7 .38. Consider the system in Prob. 7 .32. 

(a) Is the system controllable? 

( b) Is the system observable? 

(a) From the result from Prob. 7.32 we have 

Now 

b = [ ~] 

and by Eq. (7.120) the controllability matrix is 

c = [1 

Mc=[b Ab]=[~ -n 

-1] 

and !Mel = - t *- 0. Thus, its rank is 2 and hence the system is controllable. 

(b) Similarly, 

[ 
0 ~1 [I cA=[l -1] -i 

2 
= 2 

and by Eq. (7.123) the observability matrix is 

M = = I l [ CJ [1 -1) 
0 cA 2 -2 

and IM
0

J = 0. Thus, its rank is less than 2 and hence the system is not observable. 
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Note from the result from Prob. 7.32(b) that the system function H(z) has pole-zero 
cancellation. If H(z) has pole-zero cancellation, then the system cannot be both control­
lable and observable. 

SOLUTIONS OF STATE EQUATIONS FOR CONTINUOUS-TIME LTI SYSTEMS 

7.39. Find eA 1 for 

A=[-~ -~1 
using the Cayley-Hamilton theorem method. 

First, we find the characteristic polynomial c(A) of A. 

c(A) = IAI-AI =I~ ,\-~\I 
= ,\2 + SA + 6 = ( ,\ + 2)( A + 3) 

Thus, the eigenvalues of A are ,\ 1 = -2 and A2 = -3. Hence, by Eqs. (7.66) and (7.67) we have 

[ 

b0 
eAr = b I+ b A= 

0 I -6bl 
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and h0 and h 1 are the solutions of 

from which we get 

Hence, 

ho - 2h1 = e-21 

ho - 3h1 = e-31 

e i_ A 
[ 

3e- 21 -2e- 31 

- -6e-21 + 6e-31 

=e -21( 3 
-6 

[CHAP. 7 

7.40. Repeat Prob. 7.39 using the diagonalization method. 

Let x be an eigenvector of A associated with A. Then 

[AI -A]x = 0 

For A = A 1 = - 2 we have 

[-~ -j1[::]=[~] 
The solutions of this system are given by x 2 = - 2 x 1. Thus, the eigenvectors associated with A 1 

are those vectors of the form 

with a* 0 

For A = A 2 = - 3 we have 

The solutions of this system are given by x 2 = - 3x 1• Thus, the eigenvectors associated with A 2 

are those vectors of the form 

with {3 * 0 

Let a = f3 = 1 in the above expressions and let 

P=(x1 X2]=[-~ _j] 
Then p-1 = -[-3

2 
-1] ( 3 l] 

1 = -2 -1 

and by Eq. (7.68) we obtain 

eA1=(-~ _jl[e-~ e-~H-; 
=e -21[ 3 

-6 
1] + -31 [ -2 

-2 e 6 -j] 
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7.41. Repeat Prob. 7.39 using the spectral decomposition method. 

Since all eigenvalues of A are distinct, by Eq. (7.33) we have 

E1 = l (A -A 21) =A+ 31 = ( _ 3
6 

_
2
1] 

A1 -A2 

1 (-2 E2 = (A-A 11)=-(A+21)= 
6 A2 -A1 

-; ] 
Then by Eq. (7. 70) we obtain 

eA'=e-2'E1 +e-3'E2=e-2'[-~ -~J +e-3'[-~ -;) 

-21 - 3t ] e -e 
-2e-2' + 3e-3' 

7.42. Repeat Prob. 7.39 using the Laplace transform method. 

First, we must find (s I - A)- 1
• 

( - I [ S sl -A) = 
6 

Then, by Eq. (7. 71) we obtain 

-11-1 1 [s+5 
s+5 = (s+2)(s+3) -6 

s + 5 1 

( s + 2)( s + 3) ( s + 2)( s + 3) 

6 s 

(s + 2)(s + 3) (s+2)(s+3) 

1 1 1 s+2 s+3 
2 3 

---+--
s+2 s+3 

eA' =f1{(sl-A)-1} = [ 3e-2' - 2e-3' 
-6e- 21 + 6e- 3' 

!] 
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Again we note that when the eigenvalues of A are all distinct, the spectral decomposition 
method is computationally the most efficient method of evaluating eA'. 

7.43. Find eA' for 

A= [
-2 

1 _;] 
The characteristic polynomial c{A) of A is 

c( A) = IAI - Al =I A~/ A-~\ I 
= A2 + 4A + 3 = (A + 1 )(A + 3) 

Thus, the eigenvalues of A are A 1 = - 1 and A 2 = - 3. Since all eigenvalues of A are distinct, by 
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Eq. (7.33) we have 

1 1 [ 1 11 ] -- [ _2211 -_2211 l E 1 = 2(A + 31) = 2' l 

1 1[-1 _1]--[ ti -ti] Ei= --2(A+I)= --2 1 1 - 2 2 

Then, by Eq. (7.70) we obtain 

e"~e-•[l !Jk"[-t -;i 

7.44. Given matrix 

A~[~ 
-2 

i] 0 
0 

(a) Show that A is nilpotent of index 3. 

(b) Using the result from part (a) find eA'. 

(a) By direct multiplication we have 

A'~ AA~ rn -2 

rn~ 
-2 

iH~ 
0 -~] 0 0 0 

0 0 0 

A'~ A'A ~ [~ 0 

-~m 
-2 

iH~ 
0 

~] 0 0 0 
0 0 0 

Thus, A is nilpotent of index 3. 

(b) By definition (7.53) and the result from part (a) 

!2 !3 t2 
eA'=l+tA+-A2 +-A3 + · · · =l+tA+-A2 

2! 3! 2 

~ [~ 
0 

~]+Im 
-2 

1] 'T 0 -6 i [ 1 -2t 1-31'] 1 0 3 +- 0 0 0 = 0 1 3t 
0 0 0 2 0 0 0 0 0 1 

7.45. Find eA' for matrix A in Prob. 7.44 using the Cayley-Hamilton theorem method. 

First, we find the characteristic polynomial c(.A) of A . 

.A 2 
c(.A)=IAI-AI= O A 

0 0 

-1 
-3 = ,\3 

A 
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Thus, A = 0 is the eigenvalues of A with multiplicity 3. By Eq. (7.66) we have 

eAI = hol + h,A + h2A2 

413 

where h0 , h" and h2 are determined by setting A = 0 in the following equations [App. A, Eqs. 
(A.59) and (A.60)]: 

Thus, 

Hence, 

ho+ h1A + hz>.2 = eAr 

h 1 + 2h2 ). = teAt 

2h2 = f 2eAI 

(2 

h=-
2 2 

(2 

eA'=l+tA+-A2 

2 

which is the same result obtained in Prob. 7.44(h). 

7 .46. Show that 

provided A and B commute, that is, AB = BA. 

By Eq. (7.53) 

= (I + A+ ;! A2 + · · · ) (I + B + ;! B2 + · · · ) 

1 1 
=l+A+B+-A2 +AB+-B2 + ··· 

2! 2! 

1 
eA+B =I+ (A+ B) +-(A+ B) 2 + · · · 

2! 

and 

Thus, if AB = BA, then 

7.47. Consider the matrix 

=l+A+B+2_A2 +~AB+~BA+2_82 + ··· 
2! 2 2 2! 

eAe 8 - eA+B = t(AB - BA)+ · · · 

1 
2 
0 
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Now we decompose A as 

where 
0 
2 
0 

A=A+N 

and 

(a) Show that the matrix N is nilpotent of index 3. 

(b) Show that A and N commute, that is, AN =NA 

(c) Using the results from parts (a) and (b), find eA 1
• 

(a) By direct multiplication we have 

1 
0 
0 !] 

N, ~ NN ~ rn ~ rn i ~ r Hi i ~ i 
N'~N'N~rn i Wi ~ !Hi i ~1 

Thus, N is nilpotent of index 3. 

(b) Since the diagonal matrix A can be expressed as 21, we have 

AN= 2IN = 2N = 2NI = N(21) =NA 

that is, A and N commute. 

(c) Since A and N commute, then, by the result from Prob. 7.46 

Now [see App. A, Eq. (A.49)] 

e" ~ [ 'i' e~' o l [1 o ol O = e21 0 l 0 = e 2'1 
ei' 0 0 l 

and using similar justification as in Prob. 7.44(b ), we have 

Thus, 

,2 
eN'=l+tN+-N 2 

2! 

[CHAP. 7 
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7.48. Using the state variables method, solve the second-order linear differential equation 

y" ( t) + 5 y' ( t) + 6 y ( t) = x ( t) 

with the initial conditions y(O) = 2, y'(O) = 1, and x(t) = e- 1 u( t) (Prob. 3.38). 

Let the state variables q 1(t) and qz(t) be 

q 2(t) =y'(t) 

Then the state space representation of Eq. (7.127) is given by [Eq. (7.19)] 

q( t) = Aq( I) + bx( t) 

y(t)=cq(t) 

with A = [ _ ~ _ ~ ] b = [ ~] c = (1 O] q(O] = [q1(0) l = [2] 
q2(0) 1 

Thus, by Eq. (7.65) 

with d = 0. Now, from the result from Prob. 7.39 

eA
1
=e-2

1
[ _~ -~1 +e-31 [-~ -~1 

and c~1q(O)=[l o]{e-
21 (_! -~]+e- 31 [-~ -~J}[i] 

Thus, 

y(t) = 7e-2t _ se-31 + f (e-2(1-T) _e-3(/-T))e-T d'T 
0 

= 7e-21 - se-31 + e-21 JleT d'T - e-31 J'e2T d'T 
0 0 

I -/+6 -2/ 9 -31 = 2e e - 2e t>O 

which is the same result obtained in Prob. 3.38. 

(7.127) 

7.49. Consider the network shown in Fig. 7-20. The initial voltages across the capacitors C 1 

and C2 are t V and 1 V, respectively. Using the state variable method, find the 
voltages across these capacitors for t > 0. Assume that R 1 = R 2 = R 3 = 1 n and 
C1 =C2 =1 F. 

Let the state variables q 1(t) and qz(t) be 
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+ + 

R, 

Fig. 7-20 

Applying Kirchhoff's current law at nodes 1 and 2, we get 

C 
. ( ) q1(t) q1(t) - qz(t) 0 

]qi t + -- + = 
RI Ri 

C 
. () qz(t) qi(t)-q,(t) 0 

2q2 t + -- + = 
R3 R1 

Substituting the values of R 1, R 2 , R 3 , C 1, and C2 and rearranging, we obtain 

41(1) = -2q1(t) +qz(t) 

42( t) =qi( t) - 2q2( t) 

In matrix form 

q( t) = Aq( t) 

with A= [
-2 

1 -~] and q(O) = [ n 
Then, by Eq. (7.63) with x(t) = 0 and using the result from Prob. 7.43, we get 

Thus, 

and 

7.50. Consider the continuous-time L Tl system shown in Fig. 7-21. 

(a) ls the system asymptotically stable? 

(b) Find the system function H(s). 

(c) ls the system BIBO stable? 

[CHAP. 7 

(a) From Fig. 7-21 and choosing the state variables q 1(t) and qz(t) as shown, we obtain 

41(t) =q2(t) +x(t) 

42(t) =2q1(t) +q2(t)-x(t) 

y(t) = qi(t) -q2(t) 
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x(I) 

+ 

+ 

In matrix form 

where 

ST ATE SPACE ANALYSIS 

A=[~ ~] 

+ 

Fig. 7-21 

q(t) = Aq(t) + bx(t) 

Y( t) = cq( t) 

b=[-~] 
Now c( A) = IAI - Al = I ~ 2 
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y(I) 

c= [1 -1) 

Thus, the eigenvalues of A are A 1 = - 1 and A 2 = 2. Since Re{ A 2} > 0, the system is not 
asymptotically stable. 

(b) By Eq. (7.52) the system function H(s) is given by 

H(s) = c(sl -A)- 1b = [1 -11[ s -2 
1 ]-l[ 1] 

s-1 -1 

1 
- [1 

( s + 1 )( s - 2) 
-l)[s; 1 ~H-!J 

2( s - 2) 2 
-----=--
( s + 1 )( s - 2) s + 1 

(c) Note that there is pole-zero cancellation in H(s) at s = 2. Thus, the only pole of H(s) 
is - 1 which is located in the left-hand side of the s-plane. Hence, the system is BIBO 
stable. 

Again it is noted that the system is essentially unstable if the system is not initially 
relaxed. 

7.51. Consider an Nth-order continuous-time LTI system with state equation 

ci( t) = Aq( t) + bx( t) 

The system is said to be controllable if it is possible to find an input x( t) which will 
drive the system from q(t0 ) = q 0 to q(t 1) = q 1 in a specified finite time and q 0 and q 1 
are any finite state vectors. Show that the system is controllable if the controllability 
matrix defined by 

(7.128) 

has rank N. 



418 ST ATE SPACE ANALYSIS 

We assume that t 0 = 0 and q[O] = 0. Then, by Eq. (7.63) we have 

q 1 =q(t 1) =e"11f 1
e-Mbx(r) dr 

0 

Now, by the Cayley-Hamilton theorem we can express e-M as 

N-1 

e-M = I: ak( r)Ak 
k-0 

Substituting Eq. ( 7.130) into Eq. ( 7.129) and rearranging, we get 

qi = e"'i[ NE I Akb f iak( 'T) x( 'T) dr] 
k=O 0 

Let 

Then Eq. (7.131) can be rewritten as 

or 

N-1 
e-At1q1 = L Akbf3k 

k=O 

AN-lb] I :: 
f3N- I 

[CHAP. 7 

( 7.129) 

( 7.130) 

(7.131) 

( 7.132) 

For any given state q 1 we can determine from Eq. (7.132) unique {3/s (k = 0, 1, ... , N - 1), and 
hence x(t ), if the coefficients matrix of Eq. (7.132) is nonsingular, that is, the matrix 

Mc= [b Ab AN-lb] 

has rank N. 

7.52. Consider an Nth-order continuous-time LTI system with state space representation 

q(t) = Aq(t) + bx(t) 

y(t) = cq(t) 

The system is said to be observable if any initial state q(t0) can be determined by 
examining the system output y( t) over some finite period of time from t 0 to t 1• Show 
that the system is observable if the observability matrix defined by 

I 
c 

cA 
M = . 

a • 

cAN-1 

(7.133) 

has rank N. 

We prove this by contradiction. Suppose that the rank of M
0 

is less than N. Then there 
exists an ·initial state q[O) = q 0 '* 0 such that 

MoqO = 0 

or (7.134) 
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Now from Eq. (7.65), for x(t) = 0 and t0 = 0, 

y(t)=ceA'q 0 

However, by the Cayley-Hamilton theorem eA' can be expressed as 

N-1 

eAI = L, ak( t )Ak 
k=O 

Substituting Eq. (7.136) into Eq. (7.135), we get 

N-1 

y(t) = L, adt)cAkq0 =0 
k=O 

419 

( 7.135) 

( 7.136) 

( 7.137) 

in view of Eq. (7.134). Thus, q 0 is indistinguishable from the zero state and hence the system is 
not observable. Therefore, if the system is to be observable, then M 0 must have rank N. 

7.53. Consider the system in Prob. 7.50. 

(a) Is the system controllable? 

( b) Is the system obseivable? 

(a) From the result from Prob. 7.50 we have 

A=[~ ~] b=[_n c=[l -1] 

Now Ab=[~~][-~]=[-~] 
and by Eq. (7.128) the controllability matrix is 

Mc = [b Ab] = [ _ ~ - n 
and IMcl = 0. Thus, it has a rank less than 2 and hence the system is not controllable. 

{b) Similarly, 

cA=[l -tJ[~ ~]=[-2 OJ 

and by Eq. (7.133) the observability matrix is 

and IM
0
I = - 2 * 0. Thus, its rank is 2 and hence the system is observable. 

Note from the result from Prob. 7.50(b) that the system function H(s) has pole-zero 
cancellation. As in the discrete-time case, if H(s) has pole-zero cancellation, then the 
system cannot be both controllable and observable. 

7.54. Consider the system shown in Fig. 7-22. 

(a) Is the system controllable? 
( b) Is the system obseivable? 

(c) Find the system function H(s). 



420 ST ATE SPACE ANALYSIS [CHAP. 7 

+ 

+ 

x(I) y(I) I )ooom_.,._ 

+ 

+ 

Fig. 7-22 

(a) From Fig. 7-22 and choosing the state variables q1(t) and qi(t) as shown, we have 

cir{!)= q1(t) + 2q2(t) +x(t) 

In matrix form 

42(t) = 3q2(t) +x(t) 

y( t) = q 1( t) - q2( I) 

41(t) =Aq(t) + bx(t) 

y(t) = cq( t) 

where A=[6 ;] b=UJ c=[l -1] 

Now Ab=[6 ;][!]=[;] 
and by Eq. (7.128) the controllability matrix is 

Mc=[b Ab]=U ;] 

and IMcl = 0. Thus, its rank is less than 2 and hence the system is not controllable. 

(b) Similarly, 

cA=[l -1][6 ;]=[1 -1] 

and by Eq. (7. 133) the observability matrix is 

-1] 
-1 

and IM 0 I = 0. Thus, its rank is less than 2 and hence the system is not observable. 

(c) By Eq. (7.52) the system function H(s) is given by 

H(s) =c(sl-A)- 1b 

= [ 1 -1] [ s ~ I s - 23 r I [ ! ] 
= 1 [1 -t][s-03 

(s-l)(s-3) 
2 ][t]-o 

s - 1 1 

Note that the system is both uncontrollable and unobservable. 



CHAP. 7] ST A TE SPACE ANALYSIS 421 

Supplementary Problems 

7.55. Consider the discrete-time LTI system shown in Fig. 7-23. Find the state space representation 
of the system with the state variables q 1[n] and q2[n] as shown. 

Ans. 

xln] 

+ 

q[n + l] = [-f nq[n] + [~]x[n] 
y[n]=[-1 2]q[n] 

+ 
yin] 

i---.... --.....i z- 1 i-----~ I i---.... ~ 

Fig. 7-23 

7.56. Consider the discrete-time LTI system shown in Fig. 7-24. Find the state space representation 
of the system with the state variables q 1[n] and q2[n] as shown. 

y 1ln] 

+ 

x(n] 

+ 

---~ I >----.... ~ z-
1 

+ 

Fig. 7-24 



422 STATE SPACE ANALYSIS [CHAP. 7 

Ans. 

y[n]=[~ ~]q(n] 

7.57. Consider the discrete-time LTI system shown in Fig. 7-25. 

(a) Find the state space representation of the system with the state variables q 1[n] and q2[n) 
as shown. 

(b) Find the system function H( z ). 

(c) Find the difference equation relating x(n] and y(n). 

Ans. (a) q[n + 1) = [ ~ -O ! ]q[n] + [ b ]x[n] 

y(n] = l! tJq[n]- ix[~] 

1 z 2 - 4z - 1 
(b) H(z) = - - ---,---.,--

6 z 2 
- z + ! 

(c) y[n)- y[n - 1] + fy[n - 2) = - tx[n] + fx[n - 1] + ix[n - 2] 

Fig. 7-25 
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7.58. A discrete-time LTI system is specified by the difference equation 

y[n] + y[n - 1] - 6y[n - 2] = 2x[n - 1] +x[n - 2] 

Write the two canonical forms of state representation for the system. 

Ans. (1) q[n + 1 = [ -! ~ ]q[n] + [ i]x[n] 

y[n] = [1 O]q[n] 

(2) v[n+l]=[~ -~]v[n]+[~]x[n] 
y[n] = [1 2]v[n] 

7.59. Find A" for 

A= [-i n 
(a) Using the Cayley-Hamilton theorem method. 

(b) Using the diagonalization method. 

Ans. A" = [- 2(t) n + 3(1 )" 6(t )" - 6(1 )" l 
- UY + O )" 3( ! )" - 2(± )" 

7.60. Find A" for 

(a) Using the spectral decomposition method. 

(b) Using the z-transform method. 

[ 

(3)" 

Ans. A"= ~ 

7.61. Given a matrix 

0 

t{2)" + f{-3)" 

~(2)" - ~( - 3}" 

[

-1 

A= ~ 

(a) Find the minimal polynomial m(A) of A. 

(b) Using the result from part (a), find A". 

Ans. (a) m(A) =(A - 3XA + 3) = A2 - 9 

2 
-1 

2 

[

3"+2(-3)" 3"-(-3)" 

(b) A"=~ 3"-(-3)" 3"+2(-3)" 

3" - ( - 3}" 3" - ( - 3}" 

J] 

3" - ( -3)" 1 
3"-(-3)" 

3" + 2(-3)" 

423 
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7.62. Consider the discrete-time L TI system with the following state space representation: 

q[n +I]~ rn 
y( n] = (0 

(a) Find the system function H( z ). 
(b) Is the system controllable? 

(c) Is the system obsetvable? 

1 
Ans. (a) H(z) = 

2 ( z - 1) 
(b) The system is controllable. 

(c) The system is not obsetvable. 

1 
0 

-1 

1 O]q( n] 

7.63. Consider the discrete-time LTI system in Prob. 7.55. 

(a) Is the system asymptotically stable? 

(b) Is the system BIBO stable? 

(c) ls the system controllable? 

(d) Is the system obsetvable? 

Ans. (a) The system is asymptotically stable. 

(b) The system is BIBO stable. 

(c) The system is controllable. 

(d) The system is not obsetvable. 

7.64. The controllability and obsetvability of an LTI system may be investigated by diagonalizing the 
system matrix A. A system with a state space representation 

v[n +I]= Av[n] + bx[n] 

y[n] = cv[n] 

(where A is a diagonal matrix) is controllable if the vector b has no zero elements, and it is 
obsetvable if the vector c has no zero elements. Consider the discrete-time LTI system in Prob. 
7.55. 

(a) Let v{n] = Tq[n]. Find the matrix T such that the new state space representation will have 
a diagonal system matrix. 

(b) Write the new state space representation of the system. 

(c) Using the result from part (b ), investigate the controllability and obsetvability of the 
system. 

Ans. (a) T=[-~ -;] 
(b) [ ~ 0] [-2] v{ n + 1] = 

0 
{ v[ n] + 

3 
x[ n] 

y[n]=[-1 O}v[n] 

(c) The system is controllable but not obsetvable. 
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7.65. Consider the network shown in Fig. 7-26. Find a state space representation for the network 
with the state variables q 1(t)=iL(t), qit)=vc(t) and outputs y 1(t)=i 1(t), y 2(t)=vc(t), 
assuming R 1 = R 2 = 1 0, L = 1 H, and C = 1 F. 

Ans. q(t)=[=~ -~Jq(t)+[~]x(t) 

y(t)=[~ -~)q(t)+[~)x(t) 

i,(t} 

+ + 

x(I) c 

Fig. 7-26 

7.66. Consider the continuous-time LTI system shown in Fig. 7-27. 

(a) Find the state space representation of the system with the state variables q 1(t) and qit) 
as shown. 

(b) For what values of a will the system be asymptotically stable? 

Ans. (a) q(t) = [ =! ~ ]q(t) + [ ~ ]x(t) 

y(t) = [l O)q(t) 

(b) a~ 4 

Fig. 7-27 
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7 .67. A continuous-time L TI system is described by 

3s 2 
- 1 

H ( s) = --=---=---­
s3 + 3s 2 - s - 2 

Write the two canonical forms of state representation for the system. 

Ans. (I) <i{t)~[-l 
y(t)=[l 0 

(2) ;(1) ~ rn 
y(t)=[-1 

1 
0 
0 

O)q(t) 

~ Jlv(t) + [ ~ ]x(t) 
0 3Jv(t) 

7.68. Consider the continuous-time LTI system shown in Fig. 7-28. 

[CHAP. 7 

(a) Find the state space representation of the system with the state variables q 1(t) and qi(t) 
as shown. 

(b) Is the system asymptotically stable? 

(c) Find the system function H(s ). 

(d) Is the system BIBO stable? 

Ans. <a> <i<t>=[-~ -i]q<1>+[~]x<1> 
y(t) = [l l)q(t) 

(b) The system is not asymptotically stable . 
1 

(c) H(s)=--
s+2 

(d) The system is BIBO stable. 

x(t) 

+ 

+ 

Fig. 7-28 

7.69. Find eA' for 

A= [ 
-1 
-1 - ~] 

(a) Using the Cayley-Hamilton theorem method. 

+ 
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(b) Using the spectral decomposition method. 

sin t] 
cost 

7.70. Consider the matrix A in Prob. 7.69. Find e-At and show that e-At = [eA1
]-

1. 

A -At_ 1[COS t ns. e - e . 
sm t 

7.71. Find eAr for 

- sin t] 
cost 

A=[-~ _;) 

(a) Using the diagonalization method. 

(b) Using the Laplace transform method. 

[ 
2 -/ -21 

Ans eA' = e -e 
· -2e- 1 +2e- 21 

-r -21 ] e -e 
-e-1 + 2e-2' 
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7.72. Consider the network in Prob. 7.65 (Fig. 7.26). Find vc(t) if x(t) = u(t) under an initially 
relaxed condition. 

Ans. vc(t) =to+ e- 1 sin t - e- 1 cost), t > 0 

7.73. Using the state space method, solve the linear differential equation 

y"(t) + 3y'(t) + 2y(t) = 0 

with the initial conditions y(O) = 0, y'(O) = 1. 

Ans. y(t) = e- 1 
- e- 21 , t > 0 

7.74. As in the discrete-time case, controllability and observability of a continuous-time L TI system 
may be investigated by diagonalizing the system matrix A. A system with state space representa­
tion 

v(t) =Av(t) + bx(y) 

Y( t) = cv( I) 

where A is a diagonal matrix, is controllable if the vector b has no zero elements and is 
observable if the vector c has no zero elements. Consider the continuous-time system in Prob. 
7.50. 

(a) Find a new state space representation of the system by diagonalizing the system matrix A. 

(b) Is the system controllable? 

(c) ls the system observable? 

Ans. (a) V(r) = [ - ~ ~ )v{t) + [ ~ ]x(t) 

y(t)=[2 -l]v(t) 

(b) The system is not controllable. 

(c) The system is observable. 



Appendix A 

Review of Matrix Theory 

A.1 MATRIX NOTATION AND OPERATIONS 

A. Definitions: 

1. An m X n matrix A is a rectangular array of elements having m rows and n columns 
and is denoted as 

a11 a12 aln 

a21 a22 a2n 
=[a;j]mxn (A.I) A= 

aml am2 amn 

When m = n, A is called a square matrix of order n. 

2. A 1 x n matrix is called an n-dimensional row vector: 

(A.2) 

An m X 1 matrix is called an m-dimensional column vector: 

(A.3) 

3. A zero matrix 0 is a matrix having all its elements zero. 

4. A diagonal matrix D is a square matrix in which all elements not on the main diagonal 
are zero: 

di 0 0 

0 d2 0 
D= (A.4) 

0 0 dn 

Sometimes the diagonal matrix D in Eq. ( A.4) is expressed as 

(A.5) 

428 
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5. The identity (or unit) matrix I is a diagonal matrix with all of its diagonal elements 
equal to 1. 

0 
1 

0 !1 
B. Operations: 

Let A= [a;)mxn• B = [b;)mxn• and C = [cij]mxn· 

a. Equality of Two Matrices: 

b. Addition: 

c. Multiplication by a Scalar: 

If a= -1, then B = -A is called the negative of A. 

EXAMPLE A.1 Let 

A=[ 1 2 !] B = [~ 0 
-1 0 1 

Then A+B=[ 1+2 2+0 3-1]=[3 
-1+4 O+l 4- 2 3 

[-2 0 ~] -B=(-1)8= 
-1 -4 

A-8=[ 1-2 2-0 3+1]=[-1 
-1-4 0-1 4 + 2 -5 

Notes: 

1. A = B and B = C ~ A = C 

2. A+ B = B +A 

3. (A + B) + C =A + (B + C) 

4. A + 0 = 0 +A =A 

5. A - A= A+ (-A)= 0 

6. (a+/l)A=aA+aB 

7. a(A+B)=aA+aB 

8. a({3A) = (a{3)A = {3(aA) 

-1] 
-2 

2 ;] 1 

2 
-1 

(A.6) 

( A.7) 

(A .8) 

(A.9) 

:] 

(A.JO) 
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d. Multiplication: 

Let A= [a;)mxn• B = [b;)nxp• and C = [c;)mxp· 
n 

C =AB==> cii = E a;kbk; 
k=I 

[APP. A 

( A.JJ) 

The matrix product AB is defined only when the number of columns of A is equal to the number of 
rows of B. In this case A and B are said to be conformable. 

EXAMPLE A.2 Let 

-~i 
-3 

B=U 

Then 

[

0(1)+(-1)3 0(2)+(-1)(-1)] [-3 
2)= 1(1)+2(3) 1(2)+2(-1) = 7 

-1 
2(1)+(-3)3 2(2)+(-3)(-1) -7 

but BA is not defined. 

Furthermore, even if both AB and BA are defined, in general 

AB -:P BA 

EXAMPLE A.3 Let 

A=[~ - ;] B= u -i] 
Then AB=[~ -;JU 2]=[-3 

-1 7 

BA=[~ -iH~ -1]=[ 2 
2 -1 

An example of the case where AB = BA follows. 

EXAMPLE A.4 Let 

6] 
3] .=AB 

-5 

A=[6 ~] B=[~ ~] 
Then AB = BA = [ ~ l ~ ] 

Notes: 

1. AO= OA =0 

2. AI=IA=A 

3. (A+ B)C =AC+ BC 

4. A(B + C) = AB + AC 

5. (AB)C = A(BC) = ABC 

6. a(AB) = (aA)B = A(aB) 

~] 

(A.12) 

(A.13) 
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It is important to note that AB = 0 does not necessarily imply A = 0 or B = 0. 

EXAMPLE A.5 Let 

Then 

A=(; 
AB=(; 

A.2 TRANSPOSE AND INVERSE 

A. Transpose: 

e-[ t lJ - -2 -2 

1J=[o o]=o -2 0 0 

431 

Let A be an n X m matrix. The transpose of A, denoted by AT, is an m X n matrix 
formed by interchanging the rows and columns of A. 

EXAMPLE A.6 

A=[ 1 -1 
2 
0 ~] AT= [ 1 

-1 

(A.14) 

If AT= A, then A is said to be symmetric, and if AT= -A, then A is said to be skew-symmetric. 

EXAMPLE A. 7 Let 

2 
4 

-1 -!] 
Then A is a symmetric matrix and B is a skew-symmetric matrix. 

1 
0 

-3 

Note that if a matrix is skew-symmetric, then its diagonal elements are all zero. 

Notes: 

1. (AT)T =A 
2. (A+ B)T =AT+ BT 

3. (aA)T = aAT 

4. (AB)T = BTAT 

B. Inverses: 

A matrix A is said to be invertible if there exists a matrix B such that 

BA=AB =I 

The matrix B is called the inverse of A and is denoted by A - 1
• Thus, 

A - 1A = AA - I = I 

(A.15) 

(A.16a) 

(A.16b) 
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EXAMPLE A.8 

Thus, 

Notes: 

1. (A - I) - l = A 

2. (A - 1 f = (AT) - I 

1 
3. (a A) - 1 = - A - 1 

a 
4. (AB)- 1 = B- 1A- 1 

REVIEW OF MATRIX THEORY 

Note that if A is invertible, then AB = 0 implies that B = 0 since 

A.3 LINEAR INDEPENDENCE AND RANK 

A. Linear independence: 

[APP. A 

(A.17) 

Let A= [a 1 a 2 a"], where a; denotes the ith column vector of A. A set of 
column vectors a; (i = 1, 2, ... , n) is said to be linearly dependent if there exist numbers a; 
(i = 1, 2, ... , n) not all zero such that 

(A.18) 

If Eq. (A.18) holds only for an a;= 0, then the set is said to be linearly independent. 

EXAMPLE A.9 Let 

Since 28 1 + (-3)8 2 + 8 3 = 0, 8" 8 2 , and 8 3 are linearly dependent. Let 

Then 

d,~m d,~m d,~m 

a,d, +a,d, +a,d, ~ [:J m 
implies that a 1 = a 2 = a 3 = 0. Thus, d 1, d 2 , and d 3 are linearly independent. 
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B. Rank of a Matrix: 

The number of linearly independent column vectors in a matrix A is called the column 
rank of A, and the number of linearly independent row vectors in a matrix A is called the 
row rank of A. It can be shown that 

Rank of A = column rank of A = row rank of A (A.19) 

Note: 

If the rank of an N x N matrix A is N, then A is invertible and A - 1 exists. 

A.4 DETERMINANTS 

A. Definitions: 

Let A= [a;) be a square matrix of order N. We associate with A a certain number 
called its determinant, denoted by det A or IAI. Let Mu be the square matrix of order 
( N - 1) obtained from A by deleting the ith row and jth column. The number A ,1 defined 
by 

is called the cofactor of a iJ· Then det A is obtained by 

or 

N 

detA = IAI = L aik A;k 
k=I 

N 

detA =!Al= L akiAk, 
k=I 

i = 1,2, ... , N 

j=1,2, .. . ,N 

(A.20) 

(A.2Ia) 

(A.2lb) 

Equation (A.2la) is known as the Laplace expansion of !Al along the ith row, and Eq. 
(A.21b) the Laplace expansion of IAI along the jth column. 

EXAMPLE A.10 For a 1 x l matrix, 

( A.22) 

For a 2 X 2 matrix, 

( A.23) 

For a 3 X 3 matrix, 
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Using Eqs. (A.2/a) and (A.23), we obtain 

( A.24) 

B. Determinant Rank of a Matrix: 

The determinant rank of a matrix A is defined as the order of the largest square 
submatrix M of A such that det M * 0. It can be shown that the rank of A is equal to the 
determinant rank of A. 

EXAMPLE A.11 Let 

2 
1 

-1 

Note that IAI = 0. One of the largest submatrices whose determinant is not equal to zero is 

Hence the rank of the matrix A is 2. (See Example A.9.) 

C. Inverse of a Matrix: 

Using determinants, the inverse of an N x N matrix A can be computed as 

and 

1 
A- 1 = --adjA 

detA 
(A.25) 

(A.26) 

where Aii is the cofactor of a;1 defined in Eq. (A.20) and "adj" stands for the adjugate (or 
adjoint). Formula ( A.25) is used mainly for N = 2 and N = 3. 

EXAMPLE A.12 Let 

~ -~i 
-1 -2 
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Then IAI = 11-i ol _ 311 
-2 3 21= -4-3(-7) = 17 -1 

1-i -~I -1-~ -31 I~ -~1 -2 

-lj -~I lj -31 - I~ -~1 [-4 3 
-~] adj A= -2 = 2 7 

-7 
lj -ii -lj -~I u ~I 

Thus, 

For a 2 x 2 matrix, 

(A.27) 

From Eq. (A.25) we see that if detA = 0, then A- 1 does not exist. The matrix A is called 
singular if det A = 0, and nonsingular if det A * 0. Thus, if a matrix is nonsingular, then it is 
invertible and A - 1 exists. 

A.5 EIGENVALUES AND EIGENVECTORS 

A. Definitions: 

Let A be an N x N matrix. If 

Ax= ,\x (A.28) 

for some scalar ,\ and nonzero column vector x, then ,\ is called an eigenvalue (or 
characteristic value) of A and x is called an eigenvector associated with ,\, 

B. Characteristic Equation: 

Equation (A.28) can be rewritten as 

(Al -A)x = 0 (A.29) 

where I is the identity matrix of Nth order. Equation (A.29) will have a nonzero 
eigenvector x only if AI - A is singular, that is, 

IAI-AI =0 (A.30) 

which is called the characteristic equation of A. The polynomial c(,\) defined by 

c(.A)=IAI-Al=.AN+cN-l,\N-l+ ··· +c 1.A+c0 (A.31) 

is called the characteristic polynomial of A. Now if .A 1, ,\ 2 , ••. , ,\i are distinct eigenvalues of 
A, then we have 

c(.A) =(.A -,\1)m1(.A -,\2)m2 ... (,\ -.A,}m, (A.32) 

where m 1 + m 2 + · · · +m1 = N and mi is called the algebraic multiplicity of .Ai. 
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THEOREM A.1: 

Let Ak (k = 1, 2, ... , i) be the distinct eigenvalues of A and let xk be the eigenvectors 
associated with the eigenvalues Ak. Then the set of eigenvectors x1, x2, ... , x1 are linearly 
independent. 

Proof. The proof is by contradiction. Suppose that xi> x 2 , ... , X; are linearly dependent. 
Then there exists a 1, a 2, ... , a; not all zero such that 

j 

a 1x 1 + a 2x 2 + · · · +a;X; = E akxk = 0 
K=I 

Assuming a 1 * 0, then by Eq. ( A.33) we have 

Now by Eq. ( A.28) 

and 

(A 21-A)(A 31-A) ·· · (A 1 1-A)[k~1 akxk] =0 

(A) - A)xk = ( A1 - Adxk 

(Aki - A)xk = 0 

Then Eq. ( A.34) can be written as 

a 1(A 2 - A1)(A 3 - A1) ···(A; - Ai)x 1 = 0 

( A.33) 

( A.34) 

(A.35) 

Since ,\k (k = 1, 2, ... , i) are distinct, Eq. (A.35) implies that a 1 = 0, which is a contradic­
tion. Thus, the set of eigenvectors x 1, x2 , ... , X; are linearly independent. 

A.6 DIAGONALIZATION AND SIMILARI1Y TRANSFORMATION 

A. Diagonalization: 

Suppose that all eigenvalues of an NXN matrix A are distinct. Let x1,x2, ... ,xN be 
eigenvectors associated with the eigenvalues Ap A2, ... , AN. Let 

p = (x1 X2 XN] (A.36) 

Then AP= A(x 1 X2 XN] 

= (Ax1 Ax2 AxN] 

= (A1X1 A2X2 ,\NXN] 

,\I 0 0 

0 ,\ 2 0 
= [x, X2 XN] =PA (A.37) 

0 0 ,\N 

,\I 0 0 

0 A2 0 
where A= (A.38) 

0 0 ,\N 
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By Theorem A. l, P has N linearly independent column vectors. Thus, P is nonsingular 
and p- 1 exists, and hence 

A1 0 0 

0 A2 0 
p- 1AP=A= (A.39) 

0 0 AN 

We call P the diagonalization matrix or eigenvector matrix, and J\ the eigenvalue matrix. 

Notes: 

1. A sufficient (but not necessary) condition that an N x N matrix A be diagonalizable is 
that A has N distinct eigenvalues. 

2. If A does not have N independent eigenvectors, then A is not diagonalizable. 

3. The diagonalization matrix P is not unique. Reordering the columns of P or multiply­
ing them by nonzero scalars will produce a new diagonalization matrix. 

B. Similarity Transformation: 

Let A and B be two square matrices of the same order. If there exists a nonsingular 
matrix Q such that 

( A.40) 

then we say that B is similar to A and Eq. ( A.40) is called the similarity transformation. 

Notes: 

1. If B is similar to A, then A is similar to B. 

2. If A is similar to B and B is similar to C, then A is similar to C. 

3. If A and B are similar, then A and B have the same eigenvalues. 

4. An N X N matrix A is similar to a diagonal matrix D if and only if there exist N 
linearly independent eigenvectors of A. 

A.7 FUNCTIONS OF A MATRIX 

A. Powers of a Matrix: 

We define powers of an N x N matrix A as 

An= AA··· A 

n 

A0 =I (A.41) 
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It can be easily verified by direct multiplication that if 

d, 0 0 

0 d2 0 
D= ( A.42) 

0 0 dN 

d" I 0 0 

0 d" 0 2 (A.43) then D"= 

0 0 d" N 

Notes: 

1. If the eigenvalues of A are A1, A2 , •.• , A1, then the eigenvalues of A" are A~, A2, ... , A7. 

2. Each eigenvector of A is still an eigenvector of A". 

3. If P diagonalizes A, that is, 

A, 0 

0 ,.\ 2 
p- 1AP=A= 

0 0 

then it also diagonalizes A", that is, 

,\" 
I 0 

0 A2 
p- 1A"P =A"= 

0 0 

0 

0 

0 

0 

,\" N 

since (P- 1AP)(P- 1AP) = p- 1A2 P = A2 

(P- 1A2 P)(P- 1AP) = p- 1A3P = A3 

B. Function of a Matrix: 

Consider a function of A defined by 

00 

( A.44) 

( A.45) 

(A.46) 

(A.47) 
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With any such function we can associate a function of an N x N matrix A: 
00 

f(A) = a0 l + a 1A + a 2A2 + · · · = E akAk 
k=O 

If A is a diagonal matrix D in Eq. (A.42), then using Eq. (A.43), we have 
00 

k=O 
oc 

0 

oc 

0 

00 

0 0 

If P diagonalizes A, that is [Eq. (A.44)], 

p- 1AP=A 

then we have 

and 

Thus, we obtain 

A= PAP- 1 

A2 = (PAP- 1)(PAP- 1) = PA2P- 1 

A3 = (PA2 P- 1)(PAP- 1 ) = PA3P- 1 

/(A)= P/(A)P- 1 

Replacing D by A in Eq. (A.49), we get 

/(A)= P 

0 0 

where Ak are the eigenvalues of A. 

C. The Cayley-Hamilton Theorem: 

0 

0 

0 

0 

p-1 
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(A.48) 

0 

0 

(A.49) 

(A.50) 

(A.51) 

(A.52) 

( A.53) 

Let the characteristic polynomial c(A) of an N x N matrix A be given by [Eq. (A.31)] 

c(A) = IAI -Al= AN+ cN_ 1AN-I + · · · +c 1A + c0 

The Cayley-Hamilton theorem states that the matrix A satisfies its own characteristic 
equation; that is, 

c(A) -AN+ c AN-I+ · · · +c A+ c I - 0 - N-1 I 0 - (A.54) 
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EXAMPLE A.13 Let 

A=[~ ~] 
Then, its characteristic polynomial is 

and 

I
A -2 

c( A) = IAI - Al = O 

c( A) = A
2 

- SA+ 61 = [ ~ ~ r -5 [ ~ ~] + 6[ ~ ~] 

=[~ ~)-[~ 155)+[~ ~] 
=[~ ~)=o 

Rewriting Eq. (A.54), we have 

[APP. A 

( A.55) 

Multiplying through by A and then substituting the expression (A.55) for AN on the right and 
rearranging, we get 

(A.56) 

By continuing this process, we can express any positive integral power of A as a linear combination of 
l,A, ... ,AN- 1. Thus, /(A) defined by Eq. (A.48) can be represented by 

N-1 

/(A)= bol + b1A + · · · +bN_ 1AN- l = L bmAm 
m-0 

In a similar manner, if A is an eigenvalue of A, then /(A) can also be expressed as 

N-l 

/(A) =bo+b1A + ... +bN-IAN-1 = L bmAm 
111-0 

( A.57) 

( A.58) 

Thus, if all eigenvalues of A are distinct, the coefficients bm ( m = 0, 1, ... , N - I) can be determined 
by the following N equations: 

f(Ad=bo+blAk+ ... +bN-1Az-l k=l,2, ... ,N (A.59) 

If all eigenvalues of A are not distinct, then Eq. (A.59) will not yield N equations. Assume that an 
eigenvalue A, has multiplicity r and all other eigenvalues are distinct. In this case differentiating both 
sides of Eq. (A.58) r times with respect to A and setting A= A;, we obtain r equations corresponding 
to A;: 

n=l,2, ... ,r ( A.60) 

Combining Eqs. (A.59) and (A.60), we can determine all coefficients bm in Eq. (A.57). 

D. Minimal Polynomial of A: 

The minimal (or minimum) polynomial m(A) of an N x N matrix A is the polynomial 
of lowest degree having 1 as its leading coefficient such that m(A) = 0. Since A satisfies its 
characteristic equation, the degree of m(A) is not greater than N. 
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EXAMPLE A.14 Let 

A=[~ ~] 
The characteristic polynomial is 

c( A) = /AI - Al =I A ~a A ~a I= (A - a )
2 

= A2 
- 2aA + a 2 

and the minimal polynomial is 

m(A)=A-a 

since m(A) =A - al= [ ~ ~] - a[~ ~] = [ ~ ~] = 0 

Notes: 

1. Every eigenvalue of A is a zero of m(.A). 

2. If all the eigenvalues of A are distinct, then c(.A) = m(.A). 

3. c(.A) is divisible by m(.A). 
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4. m(.A) may be used in the same way as c(.A) for the expression of higher powers of A in 
terms of a limited number of powers of A. 

It can be shown that m(.A) can be determined by 

c( .A) 
m(.A) = d(.A) (A.61) 

where d(.A) is the greatest common divisor (gcd) of all elements of adj(.AI - A). 

EXAMPLE A.15 Let 

A=[-~ -~ -~i 
3 -6 -4 

c( A) = /Al - A/ = [A ~ 5 
A ~ 4 ~ 2 ] 

-3 6 A+ 4 
Then 

=A3 -5A2 +8A-4=(A- l)(A-2) 2 

IA-4 -21 
6 A+4 -I~ A:41 

adj( AI -A]= 1-~ A~241 IA -5 6 I 
-3 A+ 4 

I 
1 A - 41 

-3 6 
-1,\-5 61 

-3 6 

f 

(A + 2)( A - 2) 

= -(A - 2) 
-6(A - 2) 

(A+ l)(A - 2) 

-6(A-2) 

-6(A-2) ] 
2( A - 2) 

3( A - 2) (A-2)(A-7) 
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Thus, d(A) =A - 2 and 

and 
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c( A) 
m( A) = -- = (A - I)( A - 2) = A2 

- 3A + 2 
d(A) 

-6 
3 

-6 

-6 ][ 3 2 - I 
-5 3 

-6 
2 

-6 

E. Spectral Decomposition: 

[APP. A 

It can be shown that if the minimal polynomial m(A) of an N X N matrix A has the 
form 

( A.62) 

then A can be represented by 

(A .63) 

where E, (j = 1, 2, ... , i) are called constituent matrices and have the following properties: 

1. I= E 1 + E2 + · · · + Ei 

2. Em Ek= 0, m =I= k 

3. Ez =Ek 
( A.64) 

4. AEk = EkA = AkEk 

Any matrix B for which B2 = B is called idempotent. Thus, the constituent matrices E1 are 
idempotent matrices. The set of eigenvalues of A is called the spectrum of A, and Eq. (A. 63) 
is called the spectral decomposition of A. Using the properties of Eq. ( A.64), we have 

and 

( A.65) 

( A .66) 

The constituent matrices EJ can be evaluated as follows. The partial-fraction expansion of 

1 1 
--=----------
m(A) (A -A 1)(A -A 2 ) ···(A -Ai) 
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leads to 

Then 

where 
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1 
kj=-;---­

n (Aj-Am) 
m=I 
m*j 

1 k1g1(,\) + k1g2(,\) + ... +k;g;(,-\) 
--= 
m(A) (A-Ai)(A-A 2 ) ···(A-A;) 

i 

gj(A) = CT (A -Am) 
m=I 
m*j 

Let ej(A) = kjgiA). Then the constituent matrices Ej can be evaluated as 

m=I 
m*j 

Ej = ej(A) = -;----

0 (Aj-Am) 
m=I 
m*j 

EXAMPLE A.16 Consider the matrix A in Example A.15: 

-~ -~i 
-6 -4 

From Example A.15 we have 

m(A) =(A - l)(A - 2) 

1 1 -1 1 
Then --= =--+--

m(A) (A - 1 )(A - 2) A - 1 A-2 

and e1(A) =-(A - 2) e2(A)=A-1 

[-3 6 

-~] Then E 1 =e 1(A) = -(A-21) = 1 -2 
-3 6 

E, ~ e,(A) ~ A - I ~ [ - ~ -6 -~i 3 
-6 -5 

A=A 1E 1 +A 2 E2 =E1 +2E2 

[-3 6 

-~J+2H 
-6 -6] [ 5 = 1 -2 3 2 = -1 

-3 6 -6 -5 3 

-6 -~i 4 
-6 -4 
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( A.67) 
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A.8 DIFFERENTIATION AND INTEGRATION OF MATRICES 

A. Definitions: 

The derivative of an m x n matrix A(t) is defined to be them x n matrix, each element 
of which is the derivative of the corresponding element of A; that is, 

: A(t)= [: a;1(t)] 
t t mxn 

d d d 
dta11(t) dt a 12( t) dt a ln(t) 

d d d 
dta2,(t) dt an( t) dtazn(t) 

d d d 
dt am,(t) dtamz(t) dtamn(t) 

Similarly, the integral of an m x n matrix A(t) is defined to be 

f A(t) dt = [! a;j(t) dt Lxn 
J a 11(t) dt J a 12(t)dt J a 1,,(t) dt 

Ja 21(t)dt J a22(t)dt J a2,,(t)dt 

J am 1(t)dt J am 2( t) dt Ja 11111 (t)dt 

EXAMPLE A.17 Let 

A= [ ~ '2] 
(3 

d l :, I 

d - ,2 
= [ ~ Then 

di 21 ) 
dtA = d d 3t 2 

-I -t] 
di di l J'tdt J,:t'dt H: ;] and fAdt = 

0 

u f 1 di 1 13 
dt 

0 0 

B. Differentiation of the Product of Two Matrices: 

If the matrices A( t) and B( t) can be differentiated with respect to t, then 

d d A( t ) dB( t ) 
-(A(t)B{t)] = -d-B(t) + A(t)-d-
dt t t 

( A.68) 

( A.69) 

(A. 70) 
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Properties of Linear Time-Invariant Systems 
and Various Transforms 

B.1 CONTINUOUS-TIME LTI SYSTEMS 

Unit impulse response: h( t) 

Convolution: y(t) =x(t)* h(t) = J
00 

x(T)h(t - r)dT 
-oo 

Causality: h( t) = 0, t < 0 

Stability: /Y.l lh(t)ldt < oo 
-oo 

B.2 THE LAPLACE TRANSFORM 

The Bilateral (or Two-Sided) Laplace Transform 

Definition: 
./ 

x(t)~X(s) 

00 

X(s)=J x(t)e-"dt 
-00 

1 f c +Joo 
x(t) = -. X(s)e 51 ds 

2'TT} c-joo 

Properties of the Bilateral Laplace Transform: 

Linearity: a 1x 1(t) + a2 x 2(t) ~ a 1 X,(s) + a 2 X 2(s), R' => R 1 n R2 

Time shifting: x(t - t 0 ) ~ e- 510 X(s), R' = R 

Shifting in s: e 501 x(t) ~x(s - So), R' = R +Re( so) 
1 

Time scaling: x(at) ~ );TX(s), R' = aR 

Time reversal: x( -t) ~x(-s), R' = -R 

Differentiation in t: dxd~t) ~ sX( s ), R' ::> R 

D .ff . . . ( ) dX(s) R' R 1 erentiat1on m s: - tx t ~ --, = 
ds 

J
I 1 

Integration: x( T) dr ~ -X(s), R' ::>Rn {Re(s) > O} 
- 00 s 

Convolution: x,(t)* x 2(t) ~x1(s)Xis), R' =>R, n R2 

445 
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Some Laplace Transforms Pairs: 

8(1) - 1, all s 
l 

u(t) - -, Re(s) > 0 
s 

1 
-u( -I) - -, Re(s) < 0 

s 
1 

lu(t) - 2 , Re(s) > 0 
s 
k! 

I le u( I) - ---i::J , Re( s) > 0 
s 

1 
e - 01u(t) - --, Re(s) > -Re(a) 

s+a 
1 

-e- 01u(-1) - --, Re(s) < -Re(a) 
s+a 
1 

te- 01u(t) - 2 , Re(s) > -Re(a) 
(s +a) 

1 
-1e- 01u(-1)-

2
, Re(s) < -Re(a) 

(s +a) 
s 

cos w 0 1u(t) - 2 2 , Re(s) > 0 
s +w0 

Wo 
sinw 01u(t)- 2 2 ,Re(s)>O 

s +w0 
s+a 

e-at cos w 0 1u(1) -
2 

, Re(s) > -Re(a) 
(s +a) + w~ 

Wo 
e- 01 sinw 01u(t)- 2 , Re(s)> -Re(a) 

(s+a) +w~ 

The Unilateral (or One-Sided) Laplace Transform 

Definition: 
Ji 

x(1)~X,(s) 

X 1(s) = la~x(1)e-s1 dt o-= lim(O-e) 
£ ->O 

Some Special Properties: 

Differentiation in the Time Domain: 

dx(t) 
dt -sX1(s) -x(O-) 

d 2x(t) 
dt 2 - s2 X1(s) - sx(O-) -x'(O-) 

dnx(I) 
-- -snx (s)-sn- 1x(O-)-sn- 2x'(O-)- · · · -x<n- 1>(0-) 

dtn I 
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Integration in the Time Domain: 

f
l 1 
x(T)dT- -X1(s) 

o- s 

!1 1 1 jo-
x( T) dT - -X1(s) + - x(T)dT 

-oc s s -oo 

Initial value theorem: x(O+) = lim sX1(s) 
s ->00 

Final value theorem: Jim x( t) = lim sX/ s) 
t---.. oc s ---.o 

B.3 THE FOURIER TRANSFORM 

Definition: 

.9" 
x(t)-X(w) 

00 

x ( w) = f x ( t ) e - jwt dt 
-OC 

1 00 

X ( t) = - j X ( w) ejwt d w 
21T -::<> 

Properties of the Fourier Transform: 

Linearity: a 1x 1(t) + a2 x 2(t) -a 1X 1(w) + a2 Xiw) 

Time shifting: x(t - t0 ) - e-jw10 X(w) 

Frequency shifting: ejw01x(t) -X(w -w0 ) 

Time scaling: x(at) - l~I x(:) 
Time reversal: x( - t) - X( -w) 

Duality: X(t)- 27Tx(-w) 

T. d'a . . d.x( t) . "'( ) 1me 111erentiat1on: -- - JWA• w 
dt 

F d 'ff . . ( . ) ( ) dX( w) requency 1 erent1at1on: - JI x t - ---
dw 

Integration: { x(T) dT-7TX(O)o(w) + _;_X(w) 
-oo }W 

Convolution: x 1(t)* xz(t)-X1(w)Xz(w) 

1 
Multiplication: x 1(t)x 2(t)- -X1(w) * X 2(w) 

27T 

Real signal: x(t) =xe(t) +x
0
(1)-X(w) =A(w) + jB(w) 

X( -w) = X*(w) 

Even component: xe(t)- Re{X(w)} =A(w) 

Odd component: x
0
(t) -jlm{ X(w)} = jB(w) 
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Parseval's Relations: 

{" x 1(A)X2(A)dA = {" X 1(A)x 2(A)dA 
-00 -00 

x 2 1 00 2 f I x ( t) I dt = - f I x ( w) I d w 
-oo 27r -00 

Common Fourier Transforms Pairs: 

o( t) +---+ 1 
o(t - to) +--+e-jwto 

I +---+ 27ro(w) 

efwol +---+ 21TO(w - Wo) 

COS w 0 t +---+ 7r[O(w - Wo) + D(w + wo)] 

Sin Wot+---+ - }7r[O(w - Wo) - D(w + Wo)] 

1 
u(t) +---+ 7rD(w) + -. 

JW 
1 

u(-t)+--+7rO(w)- -. 
}W 

1 
e-a'u(t) +---+ . , a> 0 

JW +a 
1 

te-a'u(t)+--+ 
2
,a>O 

(iw +a) 
2a 

e-altl +---+ a > 0 
a2 + w2' 

p/t)={~ ltl <a sin wa 
+--+2a--

ltl >a wa 

sin at { I 
-- +---+ p (w) = 

1Tt a 0 
2 

sgn t +---+ -. 
}W 

lwl <a 

lwl >a 

00 27r 
E o(t - kT) +---+ Wo E o(w - kwo), Wo = T 

k=-X k=-00 
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B.4 DISCRETE-TIME LTI SYSTEMS 

Unit sample response: h[n] 
00 

Convolution: y[n] = x[n] * h[n] = E x[k ]h[n - k] 
k= -oo 

Causality: h[n] = 0, n < 0 
00 

Stability: E lh[n]I dt < oo 
n = -oo 

B.S THE z-TRANSFORM 

The Bilateral (or Two-Sided) z-Transform: 

Definition: 

x[n] ~X(z) 
00 

X(z)= E x[n]z-" 
n= -oc 

1 
x[n] = -. ~X(z )z"- 1 dz 

2rr; c 

Properties of the z. Transform: 

Linearity: a 1x 1[n] +a2 x 2[n]+----.a 1X 1(z) +a2 Xz(z), R' ::iR 1 nR 2 

Time shifting: x[n - n0 ] +----. z- 110 X( z ), R' ::i R n (O < lzl < oo} 

Multiplication by z3: z3x[n] +----. x( :
0 

), R' = lz0 IR 

Multiplication by ei00 N: ei0011X[n] +----.X(e-i011z), R' = R 

Time reversal: x[ - n] +----. x( ~), R' = ~ 
dX(z) 

Multiplication by n: nx[n] '"""""+ - z , R' = R 
dz 

n 1 
Accumulation: E x[n]+----. _1X(z), R' ::iR n {lzl > l} 

k=-OC 1-z 

Convolution: X1[n]*Xz[n]'"-+X1(z)Xz(Z), R'::iRI nR2 

Some Common z. Transforms Pairs: 

o[n] +----.1, all z 

1 z 
u[n] '"""""+ 1 = --, lzl > 1 

1-z- z-1 
1 z 

- u[ - n - 1] '"""""+ _ 1 = --, lz I < 1 
1-z z-1 
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15[ n - m] +-+ z -m, all z except 0 if m > 0, or oo if m < 0 
1 z 

anu[n] +-+ -I = --, lzl > lal 
1 - az z - a 

1 z 
-anu[ -n - 1] +-+ = -- lzl < lal 

l-az- 1 z-a' 
az- 1 az 

na"u[n] +-+ 2 = 2 , lzl > lal 
( 1 - az - 1 ) ( z - a ) 

az- 1 az 
-na"u[-n - 1] +-+ 2 = 2 , lzl < lal 

( 1 - az - 1 ) ( z - a) 

(n + l)anu[n] +-+ 
1 

2 = [-z-]
2

, lzl > lal 
( 1 - az - i ) z - a 

z2 
- (cos f1 0 )z 

(cos f1on)u[n] +-+ 2 (2 n ) 1' lzl > 1 z - cos 0 z + 
(sin 0 0 )z 

(sin f1 0 n)u[n] +-+ 2 (
2 

n ) 
1 

, lzl > 1 
Z - COS Ho Z + 

z 2 
- (r cos f1 0 )z 

(rncosf1 0n)u[n]+-+ 2 (
2 

n) 2 ,lzl>r 
z - r cos Ho z + r 

(r sin 0 0 )z 
(rn sin f1on)u[n] +-+ 2 (2 n ) 2' lzl > r 

z - r cos 0 z + r 

1 N -N 
O<n<N-1 -a z 

- ~ +-+ , lz I > o 
othetw1se 1 - az- 1 

The Unilateral (or One-Sided) z-Transform: 

X 1(z) = L x[n)z-n 
n=O 

Some Special Properties: 

Time-Shifting Property: 

x[n -m) +-+z-mX,(z) +z-m+ 1x[-l) +z-m+ 2x[-2) + · · · +x[-m] 

x[n+m]+-+zmX1(z)-zmx[OJ-zm-lx[l]- ··· -zx[m-1) 

Initial value theorem: x[O] = lim X( z) 
z--H.<; 

Final value theorem: Jim x[N] = lim (1 - z- 1 )X( z) 
N->oo z-> I 
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B.6 THE DISCRETE-TIME FOURIER TRANSFORM 

Definition: 

S" x[n] ~x(O) 

oc 

X(O) = L x[n]e-Jnn 
n = -OC 

1 
x[n] = -j X(O)ein"dO 

217' 21T 

Properties of the Discrete-Time Fourier Transform: 

Periodicity: x[ n] ~ X( 0) = X( 0 + 217') 

Linearity: a 1x Jn]+ a 2 x 2[n] ~ a 1X 1(0) + a 2 Xi!1) 
Time shifting: x[n - n0] ~ e-Jnn 11 X(O) 

Frequency shifting: eillonx[n] ~ X(O - 0 0 ) 

Conjugation: x*[n] ~x*(-0) 

Time Reversal: x[ -n] ~ X( -0) 

T. S 1 .. []-{x[n/m] 1me ca mg. x<m> n -
0 

if n =km ~x(mO) 
if n *km 

F d'ff . . [ ] .dX(O) requency 1 erentiation: nx n ~; dO 

First difference: x[n] - x[n - 1) ~ (1 - e-in)X(O) 

n 1 
Accumulation: L x[k]~7rX(O)o(O)+ nX(O) 

Convolution: x 1[n]* x 2 [n] ~x/O)X2(0) 
1 

l - e-1 

Multiplication: x 1[n]x 2[n] ~ -X1(0) 0 X2(0) 
217' 

Real sequence: x[n] = xe[n] + x
0
[n] ~X(O) =A(O) + jB(O) 

X(-0) =X*(O) 

Even component: xJn] ~ Re{X(O)} =A(O) 

Odd component: x
0
[n] ~ j Im{X(O)} = jB(O) 

Parseval's Relations: 
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Some Common Fourier Transform Pairs: 

o[n]+-+ 1 
o[n - nol +---+ e-jfln., 

x[n] = 1+---+21T o(O), IOI$ 1T 

em0 " +---+ 27T o( fl - fl 0 ), IOI, lflol $ 1T 

cos n 0 n +---+ 7T[o(fl - fl 0 ) + o(fl + fl 0 )], IOI, Jfl 0J $ 1T 

sin fl 0 n +---+ - }1T[o(!1 - fl 0 ) - o(fl + fl 0 )], IOI, 11101$1T 
1 

u[n] +---+ 1T o(fl) + - ·fl' lfll $ 1T 
1 - e 1 

1 
-u[-n-1]+-+-7To(fl)+ -fl' IOl$7T 

1 - e ' 
I 

a"u[n]+-+ _.0 ,lal<l 
1 - ae 1 

1 
-a"u[-n -1]+-+ -·fl' lal > 1 

1 - ae 1 

1 
(n + l)a"u[n] +---+ . 2 , Jal < 1 

(1 - ae-1fl) 

1 - a2 

a lnl +---+ lal < 1 
1 - 2 a cos n + a 2 , 

lnl$N1 sin[n(N1 +i)) 
+---+ 

lnl > N 1 sin(fl/2) 

B.7 DISCRETE FOURIER TRANSFORM 

Definition: 

x[ n] = 0 

N-1 

X[k] = L x[n]W~n 
n=O 

outside the range 0 $ n $ N - 1 

x[n] ~X[k] 

k=0,1,. . .,N-1 

I N - 1 

x[n] = - L X[kJW,Vkn 
N n=O 

n = 0, 1, ... , N - I 

Properties of the DFT: 

Linearity: a1x 1[n] + a 2 x2[n] +---+ a1X.[k] + a 2 X2[k] 

Time shifting: x[n -n 0 lmodN+-+ W~"0X[k] 
Frequency shifting: W,Vk" 0 x[n] +-+X[k - k0 ]mod N 
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Conjugation: x*[n] ~x*[-k]modN 

Time reversal: x[ - nlmod N ~ X[ -k 1mod N 

Duality: X[ n] ~ Nx[ - k ]mod N 

Circular convolution: x 1[n] ®x 2[n] ~x1[k]X2[k] 
1 

Multiplication: x 1 [n]x 2[n]~ NX1[k]®X2[k] 

Real sequence: x[n] =xeln] +x
0
[n] ~x[k] =A[k] + jB[k] 

X[ -k lmod N = X*[k] 

Even component: xelnl~Re{X[k]} =A[k] 

Odd component: x
0
[n] ~ j Im{X[k]} = jB[k] 

Parseval's Relation: 

Note 

N-1 1 N - 1 

L lx[n]J
2

= - E Jx[k]J
2 

n=O N n=O 

N - 1 

X 1 [ n J ® X 2 [ n] = L X 1 [i J X 2 [ n - i J mod N 
i=O 

B.8 FOURIER SERIES 

x(t + T0 ) =x(t) 

Complex Exponential Fourier Series: 

00 

x(t)= L C1cejkw111 
k = -00 

1 !To/2 . ck= - x(t)e-1kw111 dt 
To -To/2 

Trigonometric Fourier Series: 

a oo 

x(t)= 
2
° + E (a1ccoskw 0 t+b1csinkw0 t) 

k=I 

2 JT0 /2 
a"= - x(t)coskw0 tdt 

To -To/2 

2 !To/2 
bk= -T. x(t)sin kw 0 tdt 

o -To/2 

Harmonic Form Fourier Series: 

x ( t ) = C 0 + E Ck cos (kw 0 t - lJ" ) 
k=I 
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Relations among Various Fourier Coefficients: 
ao z-=c0 ak=ck+c_k bk=j(ck-c-k) 

ck= i(ak -jbk) c_k = i(ak +jbk) 

Parseval's Theorem for Fourier Series: 
1 00 -f lx(r)l2 dr = E hl2 

To To k= -oo 

B.9 DISCRETE FOURIER SERIES 

x[n +N0 ] =x[n] 
N0 -1 

x[ n] = L ckejknun 
k=O 

27T n =­
o N 

0 

1 No- I 

ck= - L x[n]e-jkO,,n 
No n=O 

Parseval's Theorem for Discrete Fourier Series: 
1 N0 -1 N0 -1 

- E lx(n]l
2

= E ickl2 

No n=O k = O 



Appendix C 

Review of Complex Numbers 

C.1 REPRESENTATION OF COMPLEX NUMBERS 

The complex number z can be expressed in several ways. 

Cartesian or rectangular form: 

z =a+ jb ( C.J) 

where j = V-T and a and b are real numbers referred to the real part and the imaginm)' 
part of z. a and b are often expressed as 

a= Re{z} b = lm{z} 

where "Re" denotes the "real part of' and "Im" denotes the "imaginary part of." 

Polar form: 

(C.2) 

( C.3) 

where r > 0 is the magnitude of z and () is the angle or phase of z. These quantities are 
often written as 

r = lzl () = L z ( C.4) 

Figure C-1 is the graphical representation of z. Using Euler's formula, 

e18 =cos()+ jsin () (C.5) 

or from Fig. C-1 the relationships between the cartcsian and polar representations of z arc 

a = r cos() 

Im{zl 

b 

0 a 

Fig. C-1 

455 

z 

b = r sin () 

b 
()=tan - 1 -

a 

Re(:I 

( C.6a) 

( C.6b) 
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C.2 ADDITION, MULTIPLICATION, AND DMSION 

If z 1 = a 1 + jb 1 and z 2 = a2 + jb2, then 

Z1 +z2=(a1 +a2)+j(b1 +b2) 

z1z2 = (a 1a2 -b1b2) + j(a 1b2 + b1a 2) 

Z1 a1 + jb1 (a1 + jb1)(a2 - jb2) 
-= =-------
z 2 a2+jb2 (a 2+jb2)(a2 -jb2) 

(a1a 2 + b1b2) + j(-a 1b2 + b1a 2) 

a~+ b~ 

C.3 THE COMPLEX CONJUGATE 

The complex conjugate of z is denoted by z* and is given by 

Useful relationships: 

1. zz*=r 2 

z 
2. - = ei29 

z* 
3. z + z* = 2 Re{z} 

4. z - z * = j2 Im{ z} 

5. (z 1+z 2)*=zi+z! 

6. (z1z2)*=zfzi 

7. (;~)*=-:~ 

z* =a - jb = re-j9 

C.4 POWERS AND ROOTS OF COMPLEX NUMBERS 

The nth power of the complex number z = rei9 is 

zn = rnein9 = r"(cos n() + j sin n8) 

from which we have DeMoivre's relation 

(cos () + j sin () ( = cos n() + j sin n() 

[APP. C 

( c. 7) 

(C.8) 

( C.9) 

(C.10) 

(C.11) 

(C.12) 

(C.13) 

(C.14) 
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The nth root of a complex z is the number w such that 

wn = z = rej8 

Thus, to find the nth root of a complex number z we must solve 

wn - rej(J = 0 

which is an equation of degree n and hence has n roots. These roots are given by 

k = 1, 2, ... , n 
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( C.15) 

(C.16) 

(C.17) 
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Useful Mathematical Formulas 

D.1 SUMMATION FORMULAS 

D.2 EULER'S FORMULAS 

N-1 (1-aN 
L. a"= 1 - a 

11 = 0 N 
Ci * 1 

a=l 
00 1 
L,a"=--

11 = 0 I -a 
lal < 1 

"° ak 
L,a"=--

11 = k I - a 
lal < 1 

a 
L na" = 2 

11 = 0 (1-a) 

>< a 2 +a 
~ n2a"= ---l..J .1 

11 = 0 {I -a) 

e ± jfl = cos () ± j sin () 

cos () = H ejo + e - jll) 

1 

lal < 1 

lal < 1 

sin()= 
2

j ( ej8 - e-jfl) 

D.3 TRIGONOMETRIC IDENTITIES 

sin 2 
() +cos 2 () = 1 

sin 2 
() = HI - cos 20) 

cos 2 o = H 1 + cos 2 o ) 
sin 20 = 2 sin() cos() 

cos 20 = cos 2 
(} - sin 2 () = 1 - 2 cos 2 () 

sin( a± {3) =sin a cos {3 ±cos a sin {3 

458 
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cos( a± {3) =cos a cos (3 +cos a cos (3 

sin a sin (3 = t(cos(a - (3) - cos( a+ f3)] 

cos a cos (3 = t[ cos( a - (3) + cos (a + (3)] 

sin a cos (3 = t(sin(a -(3) +sin( a+ f3)] 

a+{3 a-(3 
sin a+ sin (3 = 2sin -

2
- cos -

2
-

a+{3 a-(3 
cos a+ cos (3 = 2cos -

2
- cos -

2
-

a cos a + b sin a = ../a 2 + b 2 cos (a - tan - 1 ~) 

D.4 POWER SERIES EXPANSIONS 

"" ak 1 1 
e" = L - = 1 +a+ -a2 + -a3 + · · · 

k=O k! 2! 3! 

n n(n-1) (n) (l+a) =l+na+ a 2 + ··· + ak+ ···+an 
2! k 

1 1 (-l)k+l 
In(l+a)=a--a 2 +-a 3

- ••• + ak+ ··· 
2 3 k 

D.5 EXPONENTIAL AND LOGARITHMIC FUNCTIONS 

In(af3) =In a+ In (3 

a 
In - = In a - In (3 

(3 

In a 13 = (3 In a 

lal < 1 
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D.6 SOME DEFINITE INTEGRALS 

a>O 

a>O 

a>O 



Index

A
Absolute bandwidth, 230
Accumulation, 172
Additivity, 18
Adjoint (or adjugate) matrix, 434
Advance, unit, 171
Aliasing, 280
All-pass filter, 332
Amplitude distortion, 225
Analog signals, 2
Analytic signal, 286
Anticausal sequence, 64
Anticausal signals, 59
Aperiodic sequences (see Nonperiodic sequences)
Aperiodic signals (see Nonperiodic signals)
Asymptotically stable systems, 373, 377
Auxiliary conditions

difference equations, 65
differential equations, 60

Average power, 5
normalized, 5

B
Band-limited signal, 231, 278
Bandpass signal, 231
Bandwidth

absolute, 230
energy containment, 277
equivalent, 275
filter (or system), 230
signal, 231

Bilateral (or two-sided) Laplace transform, 110
Bilateral (or two-sided) z-transform, 165
Bilinear transformation, 340
Bode plots, 265
Bounded-input / bounded-output (BIBO) stability, 19, 59, 64, 79, 99, 122, 145, 199

C
Canonical simulation

the first form, 384
the second form, 386

Canonical State representation
the first form, 384, 390
the second form, 386, 392

Causal signal, 59, 64
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Causality, 50, 58, 61, 64, 98, 122, 176
Cayley-Hamilton theorem, 371, 376, 439
Characteristic equation, 371
Characteristic function (see Eigenfunction)
Characteristic polynomial, 435
Characteristic values (see Eigenvalues)
Circular convolution, 307
Circular shift, 306
Cofactor, 433
Complex frequency, 218
Complex numbers, 455
Complex signals, 2
Compressor, 48
Connection between

the Fourier transform (continuous-time) and the Laplace transform, 217
the Fourier transform (discrete-time) and the z-transform, 293

Constituent matrix, 372, 377, 442
Continuous-time LTI systems, 56

causality, 122
described by differential equations, 60, 226
eigenfunctions, 59
frequency response, 223
impulse response, 56
properties, 58
response, 56
stability, 59
state space representation, 368
system (or transfer) function, 121

Continuous-time signals, 1
Continuous-time systems, 17
Controllability matrix, 406, 417
Controllable systems, 405, 417
Convolution

circular, 307
continuous-time, 57
discrete-time, 62
in frequency, 221
integral, 57
periodic, 75, 96
properties, 57, 62
sum, 62

Convolution property
discrete Fourier transform (DFT), 307
Fourier transform (continuous-time), 220, 225
Fourier transform (discrete-time), 297, 322
Laplace transform, 119
z-transform, 172, 187

Convolution theorem
frequency, 221, 257
time, 221, 255

D
Decimation-in-frequency, 355
Decimation-in-time, 352
Degenerative circuits, 159
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Delay, unit, 46
Determinants, 433

Laplace expansion, 433
Deterministic signals, 3
DFS (see Discrete Fourier series)
DFT (see Discrete Fourier transform)
DFT matrix, 349
Diagonal matrix, 428
Diagonalization matrix, 436
Difference equations, 65

recursive, 60
Differential equations, 60

homogeneous solution, 60
particular solution, 60

Digital signals, 2
Digital simulation of analog signals, 304
Dirac delta function (d-function) (see Unit impulse function)
Dirichlet conditions

for Fourier series, 213
for Fourier transforms, 217

Discrete Fourier series (DFS), 288
properties, 289

Discrete Fourier transform (DFT)
definition, 305
inverse, 305
N-point, 305
properties, 306

Discrete-time LTI systems
causality, 64
described by difference equations, 65
eigenfunctions, 64
finite impulse response (FIR), 66
impulse response, 61
infinite impulse response (IIR), 66
response, 61
stability, 64
state space representation, 366
system function, 175

Discrete-time signals, 1
Discrete-time systems, 17
Distortionless transmission, 225
Duality property

discrete Fourier series, 289
discrete Fourier transform, 307
Fourier transform (continuous-time), 220, 247
Fourier transform (discrete-time), 296

Duration-limited signal, 286

E
Eigenfunctions, 51

of continuous-time LTI systems, 59
of discrete-time LTI systems, 64

Eigenvalues (characteristic values), 51, 371
Eigenvectors, 372
Energy containment bandwidth, 277
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Energy content, 5
normalized, 5

Energy-density spectrum, 222
Energy signal, 5
Energy theorem, 222
Equivalence property, 38
Equivalent bandwidth, 275
Even signal, 3
Exponential sequences

complex, 13
real, 16

Exponential signals
complex, 9
real, 10

F
Fast Fourier transform (FFT)

decimation-in-frequency algorithm, 355
decimation-in-time algorithm, 352

Feedback systems, 19
FFT (see Fast Fourier transform)
Filter

bandwidth, 230
ideal band pass, 228
ideal band stop, 228
ideal low-pass, 227
ideal high-pass, 227

Filtering, 227, 273
Final-value theorem

unilateral Laplace transform, 150
unilateral z-transform, 205

Finite-duration signal, 113
Finite impulse response (FIR), 66
Finite sequence, 169
FIR (see Finite impulse response)
First difference, 297
Fourier series

coefficients, 212
complex exponential, 211
continuous-time, 211
convergence, 213
discrete (DFS), 288
harmonic form, 213
trigonometric, 212

Fourier spectra, 216, 293
Fourier transform (continuous-time), 216

convergence, 217
definition, 216
inverse, 216
properties, 219
tables, 222, 223

Fourier transform (discrete-time), 293
convergence, 293
definition, 293
inverse, 293



Index   465

Fourier transform (continued)
properties, 295
tables, 299, 300

Frequency
angular, 211
complex, 218
fundamental, 11, 211
radian, 11

Frequency response
continuous-time LTI systems, 223, 262
discrete-time LTI systems, 300, 326

Frequency selective filter, 227

G
Gain, 225
Gaussian pulse, 261
Generalized derivatives, 8
Generalized functions, 7, 37

H
Harmonic component, 213
Hilbert transform, 271
Homogeneity. 18

I
Identity matrix, 371
IIR (see Infinite impulse response)
Impulse-invariant method, 339
Impulse response

continuous-time LTI systems, 56
discrete-time LTI systems, 61

Impulse train, periodic, 238
Infinite impulse response (IIR), 66
Initial condition, 61
Initial rest, 61
Initial state, 418
Initial-value theorem

unilateral Laplace transform, 150
unilateral z-transform, 205

Initially relaxed condition (see Initial rest)
Interconnection of systems, 80, 123
Inverse transform (see Fourier, Laplace, etc.)
Invertible system, 55

L
Laplace transform

bilateral (two-sided), 110
definition, 110
inverse, 119
properties, 114, 132
region of convergence (ROC), 111
tables, 115, 119
unilateral (one-sided), 110, 124, 151

Left-sided signal, 114
Linear-phase filter, 334
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Linear system, 18
Linear time-invariant (LTI) system, 18

continuous-time, 56
discrete-time, 61

Linearity, 60, 115

M
Magnitude response, 224, 301
Magnitude spectrum, 216, 293
Matrix (or matrices)

characteristic equation, 435
characteristic polynomial, 435
conformable, 430
constituent, 372, 377, 442
controllability, 406, 417
diagonal, 428
diagonalization, 436
differentiation, 444
eigenvalues, 435
eigenvectors, 435
function of, 437
idempotent, 442
identity (or unit), 429
integration, 444
inverse, 431, 434
minimal polynomials, 440
nilpotent, 399
nonsingular, 367, 435
observability, 406, 418
power, 437
rank, 433
similar, 368
singular, 435
skew-symmetric, 431
spectral decomposition, 372, 377, 442
spectrum, 442
state-transition, 371
symmetric, 431
system, 367
transpose, 431

N
N-dimensional state equations, 367
Nilpotent, 399
Noncausal system, 17
Nonideal frequency-selective filter, 229
Nonlinear system, 17
Nonperiodic (or aperiodic) signals, 5
Nonrecursive equation, 66
Nonsingular matrix, 367
Normalized average power, 5, 32
Normalized energy content, 5
N-point DFT, 305
Nyquist interval, 281
Nyquist sampling rate, 281
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O
Observability matrix, 406, 418
Observable system, 406, 418
Odd signal, 3
Orthogonal sequences, 308
Orthogonal signals, 231

P
Parseval's identity (see Parseval's theorem)
Parseval's relation

discrete Fourier series (DFS), 315
discrete Fourier transform (DFT), 307
Fourier series, 244
Fourier transform (continuous-time), 221, 258
Fourier transform (discrete-time), 298

Parseval's theorem
discrete Fourier series (DFS), 290, 315
discrete Fourier transform (DFT), 307
Fourier series, 214
Fourier transform (continuous-time), 222, 258
Fourier transform (discrete-time), 361

Partial fraction expansion, 120, 174
Pass band, 227
Period, 4

fundamental, 4
Periodic convolution

continuous-time, 75
discrete-time, 96

Periodic impulse train, 238
Periodic sequences, 288
Periodic signals, 4
Phase distortion, 225
Phase response, 224, 301
Phase shifter, 269
Poles, 112
Power, 5

average, 5
Power series expansion, 174, 188
Power signals, 5

R
Random signals, 3
Real signals, 2
Recursive equation, 65
Region of convergence (ROC)

Laplace transform, 111
z-transform, 166

Relationship between
the DFT and the DFS, 305
the DFT and the Fourier transform (discrete-time), 306

Response
frequency, 223, 262, 300, 326
impulse, 56, 61
magnitude, 224, 301
phase, 224, 301
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Response (continued)
step, 58, 63
system, 302
zero-input, 60
zero-state, 60

Right-sided signal, 113
Rise time, 276

S
Sampled signal, ideal, 278
Samples, 2
Sampling, 1

interval, 2, 278
Nyquist, 281

rate, 281, 303
Nyquist, 281

Sampling theorem
in the frequency domain, 286
uniform, 281

Sequence, 1
complex exponential, 13
exponential, 16
finite, 169
nonperiodic, 5
periodic, 5
sinusoidal, 16

Sift-invariant, 18
Signal bandwidth, 231
Signals

analog, 2
analytical, 286
anticausal, 59
band-limited, 231, 278, 280
bandpass, 231
causal, 59, 64
complex, 2
complex exponential, 9
continuous-time, 1
deterministic, 3
digital, 2
discrete-time, 1
duration-limited, 286
energy, 5
even, 3
finite-duration, 113
left-sided, 114
nonperiodic, 5
odd, 3
periodic, 4
power, 5
random, 3
real, 2
real exponential, 10
right-sided, 113
sinusoidal, 11, 27, 29
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Signals (continued)
time-limited, 113
two-sided, 114

Signum function, 254
Similar matrices, 368
Similarity transformation, 367, 436
Simulation, 303, 337

by bilinear transformation, 340
canonical, 384, 386
impulse-invariance method, 339

Singular matrix, 435
Sinusoidal sequences, 16
Sinusoidal signals, 11, 27, 29
Spectral coefficients, 289
Spectral decomposition, 372, 377, 442
Spectrum (or spectra), 216

amplitude, 214
discrete frequency, 214
energy-density, 222
Fourier, 216
line, 214
magnitude, 216
phase, 214, 216
s-plane, 111

Stability
asymptotical, 373, 377
bounded-input / bounded-output (BIBO), 19, 59, 64, 79, 99, 122, 145, 176, 199

Stable systems, 19
State, 365
State equations

continuous-time, 374, 388, 409
discrete-time, 371, 382, 394

State space, 365
State space representation

continuous-time LTI systems, 368
discrete-time LTI systems, 366
canonical

the first form, 384, 390
the second form, 386, 392

State-transition matrix, 371, 376
State variables, 365
State vectors, 366, 369
Step response, 58, 63
Stop band, 227
Superposition property, 18
Systems

causal and noncausal, 17
continuous-time and discrete-time, 17
continuous-time LTI, 110
described by difference equations, 65, 100
described by differential equations, 60, 83
discrete-time LTI, 165
feedback, 19
invertible, 55
linear and nonlinear, 18
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Systems (continued)
linear time-invariant (LTI), 18, 56
memoryless, 17
stable, 19
time-invariant and time-varying, 18
with and without memory, 17, 58, 63

System function
continuous-time LTI systems, 121, 143, 374
discrete-time LTI systems, 175, 194, 373

System representation, 16
System response, 302

T
Testing function, 7

3-dB bandwidth, 230
Time convolution theorem, 221, 255
Time delay, 225
Time-invariance, 61
Time-invariant systems, 18
Time reversal, 117, 172, 220, 295, 307
Time scaling, 116, 219, 296
Time shifting, 116, 171, 219, 295, 306
Time-varying systems, 18
Transfer function, 121
Transform circuits, 125
Transforms (see Fourier, Laplace, etc.)
Two-sided signal, 114

U
Uniform sampling theorem, 281
Unilateral Laplace transform, 124, 148
Unilateral z-transform, 177, 202
Unit, advance, 171
Unit circle, 167, 176
Unit-delay, 171
Unit-delay element, 46
Unit impulse function, 6
Unit impulse sequence, 12
Unit ramp function, 45
Unit sample response, 61 (See also Impulse response)
Unit sample sequence (see Unit impulse sequence)
Unit step function, 6, 37
Unit step sequence, 12

Z
z-plane, 166
z-transform

bilateral (or two-sided), 165
definition, 165
inverse, 173
properties, 171, 184
region of convergence (ROC), 166
tables, 170, 173
unilateral (or one-sided), 177, 202

Zero-input response, 60
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Zero padding, 305
Zero-state response, 60
Zeros, 112
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