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For over a century, linguists have been trying to explain linguistics to other people who they believe
should be interested in their subject matter. After all, everyone speaks at least one language and most
people have fairly strong views about their own language. The most distinguished scholars in every
generation have written general books about language and linguistics targeted at educated laypeople
and at scholars in adjacent disciplines, and some of these books have become classics, at least among
linguists. The first great American linguist, William Dwight Whitney, published 7he Life and Growth of
Language: An Outline of Linguistic Science, in 1875. In the dozen years between 1921 and 1933, the
three best known English-speaking linguists in the world (Edward Sapir in 1921, Otto Jespersen in
1922, and Leonard Bloomfield in 1933) all wrote books under the title Language. All were very
successful and continued to be reprinted for many years. In our own time, Noam Chomsky, certainly
the most famous of theoretical linguists, has tried to make his ideas on language more accessible in
such less technical books as Language and Mind (1968) and Reflections on Language (1975). And
more recently, Steven Pinker's The Language Instinct (1995) stayed on the best-seller list for many
months.

Despite these efforts, linguistics has not made many inroads into educated public discourse. Although
linguists in the last hundred years have uncovered a great deal about human language and how it is
acquired and used, the advances and discoveries are still mostly unknown outside a small group of
practitioners. Many reasons have been given for this gap between academic and public thinking about
language, the most commonly cited reasons being: that people have strong and sometimes erroneous
views about language and have little interest in being disabused of their false beliefs; or that people
are too close to language to be able to see that it has interesting and complex properties. Whatever
the reason, the gap remains and is getting larger the more we learn about language.

The Handbook of Linguistics is a general introductory volume designed to address this gap in
knowledge about language. Presupposing no prior knowledge of linguistics, it is intended for people
who would like to know what linguistics and its subdisciplines are about. The book was designed to
be as nontechnical as possible, while at the same time serving as a repository for what is known about
language as we enter the twenty-first century.

If The Handbook of Linguistics is to be regarded as authoritative, this will be in large part because of
the identity of the authors of the chapters. We have recruited globally recognized leading figures to
write each of the chapters. While the culture of academia is such that academic authors find it
tremendously difficult to write anything for anyone other than their colleagues, our central editorial
goal has been to avoid this pitfall. Our emphasis on the reader's perspective sets The Handbook of
Linguistics apart from other similar projects.

The place of the field of linguistics in academia has been debated since its inception. When we look at
universities, we may find a linguistics department in either the social sciences or the humanities.
When we look at the American government agencies that fund university research, we find that the
National Endowment for the Humanities, the National Science Foundation, and the National Institutes
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of Health all routinely award grants for research in linguistics. So where does linguistics belong? The
answer is not in where linguistics is placed administratively, but rather in how linguists think. Here the
answer is quite clear: linguists by and large view themselves as scientists and they view their field as a
science, the scientific study of language. This has been true since the nineteenth century, when Max
Mueller could entitle a book published in 1869 The Science of Language and the first chapter of that
book “The science of language one of the physical sciences.”

The fact that linguistics is today defined as the scientific study of language carries with it the implicit
claim that a science of language is possible, and this alone takes many by surprise. For surely, they
say, language, like all human activity, is beyond the scope of true science. Linguists believe that their
field is a science because they share the goals of scientific inquiry, which is objective (or more
properly intersubjectively accessible) understanding. Once we accept that general view of science as a
kind of inquiry, then it should be possible to have a science of anything, so long as it is possible to
achieve intersubjectively accessible understanding of that thing. There are, of course, those who deny
the possibility of such scientific understanding of anything, but we will not broach that topic here.

We now know that the possibility of scientific understanding depends largely on the complexity and
regularity of the object of study. Physics has been so successful because the physical world is,
relatively speaking, highly regular and not terribly complex. Human sciences, by contrast, have been
much less successful and much slower to produce results, largely because human behavior is so
complex and not nearly so regular as is the physical or even the biological world. Language, though,
contrasts with other aspects of human behavior precisely in its regularity, what has been called its
rule-governed nature. It is precisely this property of language and language-related behavior that has
allowed for fairly great progress in our understanding of this delimited area of human behavior.
Furthermore, the fact that language is the defining property of humans, that it is shared across all
human communities and is manifested in no other species, means that by learning about language we
will inevitably also learn about human nature.

Each chapter in this book is designed to describe to the general reader the state of our knowledge at
the beginning of the twenty-first century of one aspect of human language. The authors of each
chapter have devoted most of their adult lives to the study of this one aspect of language. Together,
we believe, these chapters provide a broad yet detailed picture of what is known about language as
we move into the new millennium. The chapters are each meant to be free-standing. A reader who is
interested in how children acquire language, for example, should be able to turn to chapter 19 and
read it profitably without having to turn first to other chapters for assistance. But the physical nature
of a book entails that there be an order of presentation. We begin with general overview chapters that
consider the origins of language as species-specific behavior and describe the raw material with
which linguists work (languages of the world and writing systems), frame the discipline within its
historical context, and look at how linguists acquire new data from previously undescribed languages
(field linguistics). The book then turns to the traditional subdisciplines of linguistics. Here we have
followed most linguistics books in starting from the bottom, grounding language first in the physical
world of sound (phonetics) and moving up through the organization of sound in language
(phonology), to the combination of sounds into words (morphology), and the combination of words
into sentences (syntax). Meaning (semantics) usually comes next, on the grounds that it operates on
words and sentences. These areas are traditionally said to form the core of linguistics, because they
deal with the most formally structured aspects of language. Within the last few decades, however,
linguists have come to realize that we cannot understand the most formally structured aspects of
language without also understanding the way language is used to convey information (pragmatics) in
conversation (discourse) and in literature, and the way language interacts with other aspects of
society (sociolinguistics).

Fifty years ago, many of our chapters would have been absent from a book of this sort for the simple
but dramatic reason that these fields of inquiry did not exist: language acquisition, multilingualism,
sign language, neurolinguistics, computational linguistics, and all of the areas of applied linguistics to
which we have devoted separate chapters (the one area of applied linguistics that did exist fifty years
ago was language teaching).

The chapters are of a uniform length, approximately 10,000 words each, or about 25 printed pages.
This length is substantial enough for a major essay, while being short enough so as not to overwhelm
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the reader. Applied linguistics is divided into several distinct areas that would be of interest to
students and others who want to know what practical applications linguistics has. Because each of the
applied linguistics chapters covers a more specialized area, these chapters are somewhat shorter than
the rest (approximately 4,000 words each, or about 10 printed pages).

We have tried not to emphasize ideology, but rather to divide things up by empirical criteria having to
do with the sorts of phenomena that a given field of inquiry covers. We have thought long and hard
about whether some of the major areas, especially syntax and phonology, should be broken down
further, with a chapter each on distinct theoretical approaches. Our final decision was not to
subdivide by theoretical approaches, based on a belief that the reader's perspective is paramount in
books like this: readers of a companion do not want to know what the latest controversy is about or
who disagrees with whom or who said what when. Rather, they want to have a reasonable idea of what
linguistics or some subarea of linguistics can tell them. The authors have been able to do so without
going into the latest controversies, though these controversies may occupy the linguists’ everyday
lives. The one area to which we have devoted more than one chapter is syntax, but this reflects the
dominance of syntactic research in linguistics over the last half century.

We do not see this handbook as an introductory textbook, which would, for example, have questions
or exercises at the end of each chapter. There are already enough introductory linguistics texts. We
see it rather as an authoritative volume on what linguists know about language at the start of the
twenty-first century. Each chapter covers the central questions and goals of a particular subdiscipline,
what is generally accepted as known in that area, and how it relates to other areas.

When we embarked on this editorial enterprise, we expected to enjoy the interaction with many of our
most distinguished colleagues that the preparation of this book would entail, which is so much easier
now in the age of electronic correspondence. What we did not realize was how much we would learn
from these colleagues about language and linguistics, simply from reading their work and discussing
it with them. We thank all of the authors for this wonderful opportunity and we hope that the readers,
too, will share in the same great pleasure.
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1 Introduction

Among the inhabitants of some African forests about eight million years ago were ape-like creatures
including the common ancestors of chimpanzees and humans. Visualizing what these creatures were
probably like is easy enough; one conjures up an image of something resembling a modern gorilla,
living substantially in trees and walking on all four limbs when on the ground, and with a vocal
communication system limited to perhaps twenty or thirty calls, like a chimpanzee's. But what about
our ancestors’ appearance and behavior two million years ago? By that stage they were a separate
species from the ancestors of chimpanzees, but were not yet ~omo sapiens. How did these creatures
live, and in particular what sort of language did they have? Visualizing these more recent creatures is
harder. One feels that they must have been more like us, and in particular that their vocal
communication system must have been more sophisticated than that of their ancestors six million
years earlier. But how much more sophisticated? Which characteristics of modern human language did
this communication system now possess, and which did it still lack?

There is something eerie and yet fascinating about these intermediate ancestors. This fascination
underlies innumerable science fiction stories as well as the perennial interest in rumors that such
creatures may still exist, in some remote Himalayan valley perhaps. To many nonlinguists, therefore,
it seems self-evident that research on the linguistic abilities of such intermediate ancestors (that is,
research on the origins and evolution of human language) should be a high priority in linguistics. Yet
it is not. As a research topic, language evolution is only now beginning to regain respectability, after
more than a century of neglect. In the remainder of this section | will say something about the reasons
for this neglect before turning in sections 2-5 to the evidence recently brought to bear by
anthropologists, geneticists, primatologists and neurobiologists, many of whom have for decades
been more adventurous than linguists in this area. Then in section 6, will discuss the kinds of
contribution which some linguists also are now beginning to offer.

Many religions provide an account of the origin of language. According to the Judeo-Christian
tradition, God gave to Adam in the Garden of Eden dominion over all the animals, and Adam's first
exercise of this dominion consisted in naming them. The fact that there are now many languages
rather than just one is explained in the story of the Tower of Babel: linguistic diversity is a
punishment for human arrogance. So long as that sort of account was generally accepted, the origin
of language was not a puzzle. But when secular explanations for natural phenomena began to be
sought to supplement or replace religious ones, it was inevitable that a secular explanation was
sought for the origin of language too.

The fact that the origin of language must predate recorded history did not inhibit eighteenth-century
thinkers such as Rousseau, Condillac, and Herder, who were confident that simply by applying one's
mind to the situation in which languageless humans would find themselves one could arrive at
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worthwhile conclusions about how language must have arisen. Unfortunately there was no consensus
among these conclusions, and in the nineteenth century they came to seem increasingly feeble and
speculative by contrast with the far-reaching yet convincing results attainable in historical and
comparative linguistics (see chapter 5). At its foundation in 1866, therefore, the Linguistic Society of
Paris chose to emphasize its seriousness as a scholarly body by including in its statutes a ban on the
presentation of any papers concerning the origin of language. Most linguists still support this ban, in
the sense that they believe that any inquiry into the origin of language must inevitably be so
speculative as to be worthless.

Since the 1960s, the theory of grammar has come to be dominated by the ideas of Noam Chomsky,
for whom the central question of linguistics is the nature of the innate biological endowment which
enables humans to acquire a language so rapidly and efficiently in the first year of life (see chapter
19). From this viewpoint, it seems natural to regard the origin of language as a matter of evolutionary
biology: how did this innate linguistic endowment evolve in humans, and what are its counterparts (if
any) in other primates? But Chomsky has explicitly discouraged interest in language evolution, and
has even suggested that language is so different from most other animal characteristics that it may be
a product of physical or chemical processes rather than biological ones (1988: 167, 1991: 50). The
paradoxical result is that, while Chomskyan linguists endeavor to explain characteristics of individual
languages by reference to an innate linguistic endowment (or Universal Grammar), they are generally
reluctant to pursue their inquiry one stage further, to the issue of how and why this innate
endowment has acquired the particular characteristics that it has. To be sure, there are exceptions
(e.g. Newmeyer 1991, Pinker and Bloom 1990, Pinker 1994). Nevertheless, Chomsky's influence
means that linguists’ reluctance to tackle this area is eroding only slowly.

In view of what has been said, it is not surprising that there is a shortage of introductory surveys of
this topic from a linguistic point of view; but Aitchison (1996) can be recommended, as well as part Il
of W. Foley (1997). Hurford et al. (1998) is an up-to-date collection of contributions from a variety of
disciplines.

2 Evidence from Anthropology and Archeology

Anthropology is concerned not only with human culture but also with humans as organisms in a
biological sense, including their evolutionary development. (On human evolution in general, see e.g.
R. Foley (1995) and Mithen (1996).) Language is both a cultural phenomenon and also the most
salient distinguishing characteristic of modern Aomo sapiens as a species. The question of how and
why humans acquired language therefore interests both cultural and biological anthropologists. So
what light can anthropology shed on these questions?

The earliest direct evidence of language in the form of writing is no more than about 5,000 years old
(see chapter 3). It is therefore much too recent to shed any light on the origin of spoken language,
and we must resort to indirect evidence. Unfortunately the available evidence is doubly indirect. The
vocal apparatus (tongue, lips, and larynx) of early humans would tell us much if we could examine it
directly; but, being soft tissue, it does not survive, and for information about it we have to rely on
what we can glean from bones, particularly skulls. Alongside such evidence we have tools and other
artefacts, as well as traces of human habitation such as discarded animal bones; but, again, what is
available to us is skewed by the fact that stone survives better than bone and much better than
materials such as wood or hide. In view of this, the only relatively firm dates which anthropology can
provide are two terminuses, one after which we can be sure that language in its fully modern form did
exist and one before which we can be sure that it did not. For the long period in between, the
anthropological evidence is tantalizing but frustratingly equivocal; there are no uncontroversial
counterparts in the fossil record for specific stages in linguistic evolution.

We can be reasonably confident that modern-style spoken language evolved only once. This is not
logically necessary. It is conceivable that something with the communicative and cognitive functions
of language, and using speech as its medium, could have evolved independently more than once, just
as the eye has evolved independently more than once in the animal kingdom. However, if that had
happened we would expect to find evidence of it today, just as the eyes of octopuses, mammals, and
insects reveal by their structure that they have no common ancestor. Yet no such evidence exists. For
all their diversity, all existing languages display certain fundamental common properties of grammar,
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meaning, and sound, which is why Chomsky feels justified in claiming that, to a visitor from another
planet, it might seem that there really is only one human language. Moreover, a child who is removed
from her parents’ speech community at a young age can acquire natively any language whatever,
irrespective of what her parents speak; no child is born with a biological bias in favor of one language
or type of language. This means that language of a fully modern kind must have evolved before any
contemporary human group became geographically separated from the rest of the human race
(separated, that is, until the invention of modern means of transport). The first such clearcut
separation seems to have occurred with the earliest settlement of Australia by Aomo sapiens.
Archeological evidence suggests that that event took place at least 40,000 years and perhaps as long
as 60,000 or more years ago. We can therefore take this as a firm terminus ante quem for the
evolution of a form of language which is fully modern in a biological sense.

As for a terminus post guem, it is clear that spoken language with more or less modern articulatory
and acoustic characteristics presupposes something like a modern vocal tract. But how are we to
interpret “more or less” and “something like”? One thing is clear: the acoustic properties of many
human speech sounds, particularly vowels, depend on the characteristically human L-shaped vocal
tract, with an oral cavity at right angles to the pharynx (see chapter 7) and with the larynx relatively
low in the neck. This shape is characteristically human because in nearly all other mammals, and even
in human babies during the first few months of life, the larynx is high enough for the epiglottis to
engage with the soft palate so as to form a self-contained airway from the nose to the lungs,
smoothly curved rather than L-shaped, and quite separate from the tube which leads from the mouth
to the stomach. Having these two distinct tubes enables nearly all other mammals, as well as newborn
human babies, to breathe while swallowing. The adult human characteristic of a pharynx through
which both air and food must pass, on the other hand, is a vital contributor to the acoustic
characteristics structure of speech sounds. So when did this L-shaped vocal tract develop?

Lieberman (1984, see Lieberman and Crelin 1971) has claimed that even in Neanderthals, who did not
become extinct until about 35,000 years ago, the larynx was positioned so high in the neck as to
prevent the production of the full modern range of vowel sounds. He suggests that this linguistic
disadvantage may have been a factor in the Neanderthals’ demise. But his argument rests on an
interpretation of fossil cranial anatomy which has generally been rejected by anthropologists
(Trinkaus and Shipman 1993, Aiello and Dean 1990). An alternative view is that the L-shaped vocal
tract is a byproduct of bipedalism, which favored a reorientation of the head in relation to the spine
and hence a shortening of the base of the skull, so that the larynx had to be squeezed downward into
the neck (DuBrul 1958, Aiello 1996b). The question then arises: when did our ancestors become
bipedal? The general consensus among anthropologists is: very early. Evidence includes fossil
footprints at Laetoli in Tanzania, about 3.5 million years ago, and the skeleton of australopithecus
afarensis nicknamed “Lucy,” dating from over 3 million years ago. So, if bipedalism was the main
factor contributing to the lowering of the larynx, the L-shaped vocal tract must have emerged
relatively early too.

This conflicts with an opinion widespread among language origin researchers, namely that the
lowering of the larynx (with its concomitant increased risk of choking) was a consequence of the
evolution of more sophisticated language, not a precursor of it (a “preadaptation” for it, in Darwinian
terminology). But this predominant opinion, it may be argued, is to some extent a hangover from the
“brain-first” view of human evolution in general - the view that the superior intelligence of humans
evolved in advance of substantial anatomical changes, broadly speaking. This view was popular when
Piltdown Man, with its humanlike skull and ape-like jaw, was still thought to be genuine, but is now
generally rejected in the face of evidence for the small size of australopithecine and early human
skulls.

Mention of skulls raises the possibility of drawing conclusions about language from hominid brains. (I
use the term Aominid to mean “(belonging to) a creature of the genus australopithecus or the genus
homo.”) Brain size tells us nothing specific (though we will revert to it in section 6). But what of brain
structure? If it could be shown that an area of the modern human brain uniquely associated with
language was present in the brains of hominids at a particular date, it would seem reasonable to
conclude that those hominids possessed language. But this line of reasoning encounters three
problems. First, since brains themselves do not fossilize, determining their structure depends on the
interpretation of ridges and grooves on the inside of skulls, or rather of their counterparts on
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“endocasts” made from skulls. The region generally regarded as most closely associated with
grammar and with speech articulation in modern humans is Broca's area; but identifying an area
corresponding to Broca's area in hominid fossils has turned out to be highly controversial (Falk 1992).
Second, no area of the human brain, even Broca's area, seems to be associated with language and
nothing else. Third, Broca's area seems to have little or nothing to do with vocalization in monkeys, so
even if it can be established that a counterpart of Broca's area exists in a certain hominid, its function
in that hominid may not be linguistic. The implications of “brain-language coevolution,” as Deacon
(1997) calls it, are still frustratingly indeterminate.

Some scholars have connected language with the evolution of “handedness,” which is much more
strongly developed in humans than in other animals (Bradshaw and Rogers 1992, Corballis 1991). In
most people the right hand is the dominant hand, controlled from the left side of the brain where the
language areas are usually located. It is tempting to see this shared location as more than mere
coincidence. If so, linguistic conclusions might perhaps be drawn from ingenious tests that have been
carried out on fossil stone tools, to determine whether the people who made them were or were not
predominantly right-handed. On the other hand, the correlation between language and handedness is
far from exact: left-handedness neither entails nor is entailed by right-brain dominance for language.
Also, even if evidence of a strong preponderance of right-handers in some group of hominids is taken
as firm evidence of linguistic capacity, it furnishes no details about the nature of that linguistic
capacity.

Let us turn from biology to culture. Common sense would suggest that a relatively sudden jump in
the sophistication of human linguistic behavior, if it occurred, should leave immediate traces in the
archeological record in the shape of a sudden jump in the sophistication of preserved artefacts (tools,
ornaments, and artwork). So does any such jump in sophistication occur, and when? There is indeed a
big increase in the variety and quality of tools found in Europe and Africa around 40,000 years ago,
followed by the famous cave paintings of Lascaux and elsewhere from about 30,000 years ago. But
this is inconveniently late as a date for the emergence of fully modern language, in that it is
contemporary with or even more recent than the latest plausible date for the settlement of Australia.
That has not discouraged some scholars from using this kind of evidence to argue that language
evolved “late”; but on examination it generally turns out that what these scholars mean by “language”
is not what linguists mean by it, but rather the self-conscious use of symbols (Noble and Davidson
1996). Moreover, there is scattered but intriguing evidence of “cultural” behavior thousands of years
earlier, such as burial pits, incised bones and the use of red ochre pigment for body decoration. The
implications of this for language are unclear, but it may be significant that some of the dates involved
are not far removed from a milestone indicated by genetic evidence, to which we now turn.

3 Genetic Evidence

Since the late 1970s, molecular genetics has opened up entirely new techniques for assessing the
relationship of humans to each other and to other primates. (It is genetic evidence which tells us that
we are separated by only about five million years from the ancestor which we share with the
chimpanzees.) Since the 1950s it has been known that the information which differentiates an
individual genetically from all other individuals (except a possible identical twin) is carried by DNA
(deoxyribonucleic acid) in chromosomes located in every cell in the body. Geneticists can now
compare individuals and groups in terms of how much of their DNA is shared. Moreover, they can do
this not only in respect of the DNA in the cell's nucleus, which is inherited from both parents, but also
in respect of the DNA in the cell's mitochondria - some of the so-called “organelles” which the cell
contains in addition to its nucleus. What is important about mitochondrial DNA is that it is inherited
from the mother alone. It follows that the only reason that there can be for any difference between
two people's mitochondrial DNA is inaccurate inheritance due to mutation; for, without this
inaccuracy, both of them would have exactly the same mitochondrial DNA as their most recent shared
ancestor in the female line. So, assuming that mutation in DNA occurs at a constant rate, the extent of
difference between two people's DNA is an indication of the number of generations which separate
them from the most recent woman from whom both are descended through her daughters, her
daughters’ daughters, and so on.

Cann et al. (1987) used this technique to try to locate in time and space the most recent woman from
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whom all living humans are descended in the female line. With the help of elaborate statistical
techniques, they argued that this woman lived roughly 200,000 years ago in Africa, hence the
nickname “African Eve.” Both the African location and the date corresponded quite closely to the “out-
of-Africa” scenario for early homo sapiens proposed on independent grounds by some archeologists,
so the two theories provided mutual support. The nickname “Eve” is convenient but unfortunate,
because it suggests that, apart from Eve's male partner or partners, none of her contemporaries has
any descendants alive today. That is a fallacy; all one can say is that anyone alive today who is
descended from a female contemporary of Eve must be linked to that woman through at least one
male ancestor. However, the argument of Cann and her colleagues does suggest that there was a
population bottleneck relatively recently in human prehistory, such that most of the humans alive
around 200,000 years ago, scattered over large areas of Africa, Europe, and Asia, have indeed left no
surviving descendants. Why should this be?

Many scholars have been tempted to suggest that what was special about Eve's community - the
characteristic which enabled their descendants to outperform other humans and which discouraged
interbreeding with them -must have been superior linguistic abilities, presumably newly acquired.
This is only a guess, however. Cann herself has more recently mentioned one of many alternative
possibilities: infectious disease (Cann et al. 1994). But the possible link with language evolution has
been popularized by Cavalli-Sforza and Cavalli-Sforza (1995) and by Ruhlen (1994), whose supposed
reconstructions of Proto-World vocabulary might, if genuine, be roughly contemporary with Eve. An
equivocation on “mother tongue” underlies this view, however. Even supposing it were possible to
reconstruct the most recent language from which all contemporary languages are descended, it would
be a remarkable coincidence if that ancestral language (the “mother tongue” in a historical linguistic
sense) were also the first linguistic variety with fully modern characteristics (the “mother tongue” in a
biological sense). So, once again, we are faced with evidence which, though tantalizing, does not
point to any firm conclusion.

4 Primatological Evidence

No living primate apart from man is equipped to speak. However, three areas of current research on
primates may shed light on language evolution. These involve primate vocal call systems, primate
cognitive abilities (particularly their knowledge of social relationships), and the results of experiments
involving teaching sign language and artificial signaling systems to apes.

4.1 Vocal call systems

Until a few decades ago, it was generally thought that the calls uttered by all animals, including
monkeys and apes, were exclusively reflections of physical or emotional states such as pain, fear,
hunger, or lust. In this respect, the portion of the human vocal repertoire which primate call systems
seemed to resemble most closely was the portion consisting of involuntary sounds such as cries of
pain, laughter, or sobbing. No linguists have been reluctant to contemplate an evolutionary link
between these cries and primate vocalizations. But primate “vocabularies” were thought to lack a
central element of human vocabularies: referential calls identifiable with specific objects or classes of
objects in the external world. Given that assumption, it was easy to dismiss animal calls systems as
irrelevant to human language. However, students of animal behavior were becoming increasingly
uncomfortable with this assumption, and Cheney and Seyfarth (1990) developed a particularly elegant
and convincing way of testing it systematically. (On animal communication generally, see Hauser
1996; on the calls of chimpanzees in the wild, see Goodall 1986.)

In the 1970s and 1980s, Cheney and Seyfarth spent years investigating the behavior of vervet
monkeys in their native habitat, the Amboseli National Park of Kenya. These small monkeys utter
distinct warning calls for different types of predator, notably leopards, snakes, and eagles, for which
different types of evasive action are appropriate: they run up trees to escape leopards, peer at the
ground around them to avoid snakes, and hide in bushes to evade eagles. This kind of apparent
referentiality had been noticed before, not just among vervets; but such awareness had not shaken
the general conviction among both zoologists and linguists that animal cries were basically emotional
or affective in content rather than referential. In crude terms, a vervet’ s eagle call would be
interpreted as linked not to something in the outside world (“There's an eagle!”) but rather to its
internal state (“l am experiencing eagle-fear!” or “I feel an urge to hide in bushes!”). To be sure, if one
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vervet uttered the eagle call, others might take evasive action too; but this could only be because
these others saw the eagle for themselves and hence experienced the same emotion (it was thought).

Cheney and Seyfarth showed this interpretation to be incorrect by a crucial experiment. They made
recordings of predator warning calls and played them back from hidden loudspeakers in the absence
of the relevant predators. If the traditional interpretation of the warning calls was correct, the vervets
would be predicted to take no evasive action in response to these bogus calls. They might look
around for the relevant predator but, failing to see one, they would not experience the relevant fear
reaction and so would do nothing. However, what Cheney and Seyfarth found was that the vervets
reacted to the bogus calls just as if they were genuine, by taking the appropriate evasive action. The
call itself was the trigger to act, not the emotion or physical state engendered by the sight of a
predator. Warning calls therefore really do contain referential information about the environment, on
which vervets can act appropriately. To this admittedly limited extent, therefore, they resemble words
of a human language.

A second respect in which human language differs from animal cries, it used to be thought, is that
only human language can be unreliable. If an animal cry is an automatic response to an emotional or
physical stimulus, its reliability is in some sense guaranteed. Humans, on the other hand, can tell lies
or make mistakes. But Cheney and Seyfarth showed that in this respect too the gap between vervet
monkeys’ calls and human language is less than was once thought. Vervets’ use of their warning calls
is not entirely innately determined; for example, young vervets will often utter the eagle call even
when they have seen something in the sky which is not an eagle or not even a bird at all, such as a
falling leaf. And adult vervets react differently to young vervets’ calls too. Instead of taking immediate
evasive action, as they would if they had heard an adult call, they first check for themselves whether
the relevant predator is present and, if not, ignore the call. It seems to be through observing when its
calls are acted upon and when they are ignored that a young vervet refines its innate repertoire of
vocal reactions into accurate warnings deployed according to the conventions of the adult community.

These observations show that, for vervets, calls have a content which is independent of their own
physical or emotional state. Cheney and Seyfarth were also able to show that, in judging the reliability
of a call that it hears, a vervet goes beyond merely identifying the caller. It is clear that vervets can
distinguish individual “voices,” because when a young vervet utters a cry of distress the adults in
earshot will look towards that individual's mother, as if expecting her to respond. Cheney and
Seyfarth compared reactions to recordings of different voices uttering a variety of calls. In the absence
of a genuine eagle danger, hearers will become habituated to and hence ignore recorded eagle alarms
in the voice of vervet A, but will still react to alarms in the voice of vervet B. But, even when so
habituated to vervet A, they will not ignore a recording of vervet A uttering a call of a different kind
(say one of the repertoire of calls relating to individual or group interactions). Vervets can evidently
distinguish, in respect of another vervet, those topics on which it is a reliable witness from those on
which it is unreliable.

To be sure, the vervet call system has no grammatical organization remotely resembling that of
human language, and the same is true of all other primates’ call systems. Nevertheless, the
observations of Cheney, Seyfarth, and others tend to show that the differences between primate call
systems and human language are not so great as was once thought, and hence weaken the case for
denying any evolutionary connection between them.

4.2 Cognitive abilities

Long-term observations of primate groups in the wild, such as those of Goodall and Cheney and
Seyfarth mentioned in section 4.1, show that primates know many more details about themselves,
their conspecifics and their environment than was previously suspected. In particular, they can
distinguish kin from nonkin, and by remembering who has done what to whom they can distinguish
allies from enemies. This is relevant to language inasmuch as a fundamental characteristic of
language is the ability to represent grammatically the roles of participants in a situation (Bickerton
1990, 1995). For example, the sentence John gave Mary a banana represents a situation in which John
is the agent, Mary is the goal and the banana is the patient or “theme” in relation to an act of giving.
In the terminology of semantics, such a set of relationships between participants in a situation is
called a “thematic structure” or “argument structure” (see chapter 12). Higher primates do not produce
sentences, but they certainly have mental representations of thematic structures of the kind which
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underlie sentences. To that extent they have evolved to a stage of cognitive readiness for language.

One of the Rubicons which have been claimed to separate humans from other animals is that, whereas
other animals may possess “procedural” knowledge (“knowledge-how”), only humans have access to
“propositional” knowledge (“knowledge-that”). (In similar vein, Donald (1991) distinguishes between
“episodic,” “mimetic,” and “mythic” culture, among which only “episodic” culture is available to
nonhumans.) If this is correct, it is tempting to see propositional knowledge as a prerequisite for
language. In assessing whether it is correct, however, one immediately encounters a risk of circularity.
If “propositional knowledge” means simply “knowledge of a kind which can only be represented in
sentence form,” then it is not surprising that propositional knowledge should be restricted to
sentence-users, that is, to humans; but then to say that animals lack it is to say no more than that
animals lack language. On the other hand, if “propositional knowledge” is defined so as to make it
logically independent of language, such as in terms of thematic structure, it is by no means so clear
that this Rubicon exists.

At least two further considerations support the idea that primates have access to “knowledge-that.”
One is the extent to which, in the admittedly artificial conditions of the laboratory, chimpanzees can
acquire and display awareness of abstract concepts such as “same” and “different” and apply them by
reference to a range of criteria such as color and size (Premack 1976). The other is the fact that
primates can apparently indulge in deception, or display what has been called “Machiavellian
intelligence” (Byrne and Whiten 1988, Sommer 1992). In interpreting “Machiavellian” behavior it is of
course necessary to guard against overenthusiastic ascription of human personality traits to animals.
Nevertheless, this behavior suggests that primates are capable of conceiving of situations which do
not exist, that is to think in an abstract “propositional” fashion, and hence reinforces the
worthwhileness of looking for precursors of language in other species.

Social relationships among primates are both more complex and less stereotyped than among other
mammals, and it has been suggested that social factors may outweigh communicative ones in
fostering language evolution. Dunbar (1996) and others have drawn attention to the relationship
between group size, brain size, and social grooming in various primate species. Grooming is
important in fostering group cohesion; on the other hand, time devoted to grooming increases
exponentially as group sizes increase, thereby reducing the time available for other essential tasks
such as food gathering. Dunbar suggests that language provided a way out of this dilemma: it is a
form of vocal grooming, with the advantage that by means of language one can groom many other
individuals at once. Traces of this original function can be observed in the extent to which, even
today, language is used for gossip and for cementing social relationships rather than for the more
abstract representational and information-conveying purposes which tend to interest grammatical
theorists and philosophers.

4.3 Sign language experiments

Apes do not have vocal tracts fitted for speech, but their arms and hands are physically quite capable
of forming the signs of deaf languages such as American Sign Language (ASL). In the 1970s great
excitement was generated by experiments which purported to show that chimpanzees could learn
ASL, so that language could no longer be regarded as a uniquely human attribute (Terrace 1979,
Gardner et al. 1989). Linguists in general hotly denied that the sign sequences produced by
chimpanzees such as Washoe and Nim could be regarded as genuine syntactic combinations or
complex words, pointing to the fact that the chimpanzees’ sign sequences never reached the variety
and complexity of those of fluent human ASL signers. The chimpanzees’ supporters, on the other
hand, argued that the kinds of sign combination which chimpanzees produced were quite similar to
the word combinations which human babies produce at the “two-word” or “telegraphic” stage of
language acquisition, so that, if what the chimpanzees did was not a manifestation of language, one
could not call babies’ “telegraphic” speech a manifestation of language either. (We will return to this
implication in section 6.) In the present context the issue is not whether the chimpanzees’ and other
apes’ signing behavior can properly be called linguistic (which is in any case largely a sterile point of
terminology), but whether this behavior sheds any light on language evolution.

One effect of the ape language experiments was to give new life to the old idea that language in
humans may have originated in gesture, and only later been transferred to the vocal channel
(Armstrong et al. 1995). Just as apes can sign without a human vocal tract, so could our
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australopithecine ancestors have communicated by sign before their vocal tracts had become capable
of modern-style speech, perhaps. One of the attractions of this proposal has always been that it
seems to provide a solution to the problem of how humans originally learned to handle the arbitrary
relationship between words and meanings. The apparent solution lies in the fact that many signs in
ASL and other sign languages are motivated (“iconic”) rather than arbitrary (“symbolic”); that is, they
resemble or recall in some way their referents in the outside world, while many other signs were once
more clearly motivated than they are now. The proportion of sign language vocabularies which is
iconic is far greater than the proportion of iconic (onomatopeic) words in spoken language
vocabularies. These motivated manual signs could have constituted a scaffolding, so to speak, to
assist the more difficult task of mastering arbitrary signs, whether manual or vocal. But the attraction
of this reasoning disappears as soon as one recalls that vervet monkeys’ call vocabulary is just as
symbolic as most words of human language. Vervets’ eagle, leopard, and snake calls do not in any
way resemble or sound like eagles, leopards, or snakes. So, even if one regards the use of symbolic
signs as a communicative Rubicon, it is a Rubicon which has been crossed by any nonhuman species
with a clearly referential call vocabulary, and was almost certainly crossed by our primate ancestors
long before the appearance of hominids.

More relevant to language evolution, perhaps, is what can be gleaned from observation of the bonobo
(or pygmy chimpanzee) Kanzi (Savage-Rumbaugh et al. 1993, Savage-Rumbaugh and Lewin 1994).
Savage-Rumbaugh set out to train Kanzi's mother in both sign language and the use of a keyboard of
arbitrary wordsigns or “lexigrams,” while the infant Kanzi was left to play and watch what was going
on unmolested. The mother turned out to be an unpromising pupil; Kanzi, on the other hand,
developed spontaneously a form of communication involving both manual signs and lexigrams, and
also showed a surprising ability to understand spoken English - a somewhat more accurate
understanding, in fact, than the two-year-old daughter of one of Savage-Rumbaugh's colleagues, at
least within a deliberately limited range of syntactic constructions.

Savage-Rumbaugh argues that Kanzi shows evidence of rule-governed use of signs and lexigrams,
and one may if one wishes call this set of rules a syntax. But it seems overhasty to conclude, as
Savage-Rumbaugh does, that the difference between Kanzi's syntax and that of human languages is
only in degree of complexity, not in kind. Of the two rules which Kanzi has invented rather than
merely copied from human sign use, one (“lexigram precedes gesture”) clearly has no human
counterpart, while the other (“action precedes action, sign order corresponding to order of
performance,” as in chase hide or tickle bite) is interpretable as purely semantic or pragmatic rather
than syntactic. Moreover, Kanzi's “utterances” are nearly all too short to permit clearcut identification
of human-language-like phrases or clauses. A more conservative conclusion would be that Kanzi may
indeed have invented a kind of rudimentary syntax, but it cannot be straightforwardly equated with
the kind of syntax that human languages have. A task for the language evolution researcher, then, is
to account for the differences between what the bonobo does and what humans do.

5 Neurobiological Evidence

To investigate systematically the relationship between language and the brain, one would need to
carry out surgical experiments of an ethically unthinkable kind. Our knowledge has therefore to be
gleaned in a relatively haphazard fashion, from the linguistic behavior of people suffering from brain
damage due to accident or cerebral hemorrhage. This is less than ideal, because the extent of the
damage is of course not subject to any experimental control and is determinable only indirectly,
through methods such as magnetic resonance imaging (MRI), which is like an X-ray but much more
detailed, and positron emission tomography (PET), which measures minute changes in bloodflow. With
the patient's consent, it is also possible to test the linguistic effect of stimulating areas of brain tissue
directly in the course of surgery for purposes such as the control of epilepsy (Calvin and Ojemann
1994). Not surprisingly, the literature on such research, though extensive, is somewhat confusing.
However, it does suggest answers (though by no means conclusive ones) to two broad questions
relevant to language evolution. The first question concerns the relative priority of the vocal and
gestural channels for speech. The second concerns the extent to which syntax is an outgrowth of a
general increase in the sophistication of hominids’ mental representation of the world, including
social relationships, and the extent to which it is an outgrowth of some more specialized
development, such as better toolmaking, more accurate stone-throwing, or more fluent vocalization.
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Before we consider these broad questions, it is worth emphasizing that the relationship between
particular functions and particular brain locations is not clearcut and unchanging, either in the
individual or in the species. Exercising one finger can increase the area of brain cortex devoted to
controlling it, and in many blind people the cortex areas for finger control are larger than average.
This functional plasticity is particularly evident in early infancy, so that a young child who suffers
massive damage to the left brain hemisphere (where the control of language is generally located) may
nevertheless acquire a considerable linguistic capacity, controlled from the right hemisphere. Indeed,
without such plasticity and scope for functional overlapping it is hard to see how language could have
evolved at all, because it must have involved a new role for parts of the brain which originally served
other functions.

The brain region which seems most clearly implicated in regulating grammar is Broca's area, in the
frontal lobe of the left hemisphere. In view of the scope for overlap in functions, it seems reasonable
to predict that, if language was originally gestural, Broca's area would be relatively close to that part
of the brain which controls movement of the hands; but it is not. Control of bodily movements resides
on the so-called motor strip, just in front of the central sulcus or Rolandic fissure which separates the
frontal lobe from the parietal lobe. Broca's area is indeed close to the motor strip; but it is closest to
that part of the strip which controls not the hands but, rather, the tongue, jaw, and lips. Moreover, a
similarly located Broca's area seems to be just as relevant to the grammar of sign language, even
among people deaf from birth, as it is to the grammar of spoken language (Poizner et al. 1987).

Conceivably, the region for grammatical control could have migrated, so to speak, if the predominant
channel for language switched from gesture to speech. However, since the present location of Broca's
area does not prevent it from playing a role in sign language, a hypothetical language area located
close to the manual section of the motor strip could presumably have retained its original control over
grammar even while the vocal apparatus took over from the hands. So it seems more likely that the
linguistic function exercised by Broca's area has not migrated, and its present brain location reflects
the fact that human language has always been predominantly vocal.

Damage to Broca's area affects grammar and also the articulation of speech much more than
vocabulary. Broca's aphasics can generally produce appropriate nouns, adjectives, and verbs for what
they are trying to say; it is the task of stringing them together in well-formed sentences with
appropriate grammatical words (determiners, auxiliaries, and so on) which causes them trouble. A
complementary kind of aphasia, involving fluent grammar but inappropriate or nonsensical
vocabulary, is associated with damage elsewhere in the left hemisphere, in a region of the temporal
lobe and part of the parietal lobe known as Wernicke's area. In Wernicke's aphasics the grammatical
equipment to talk about the world is intact, but access to the concepts for organizing their experience
of the world (insofar as one can equate concepts with items of vocabulary) is disrupted. Wernicke's
aphasia is therefore problematic for any suggestion that conceptual relationships such as thematic
structures (mentioned earlier) were not merely a necessary condition for the evolution of syntax but,
rather, the main trigger for it. On the basis of that suggestion, one would expect lexical and
grammatical disruption regularly to go hand in hand, rather than to occur independently. So, in
answer to our second question, the characteristics of Wernicke's aphasia suggest that, for syntax to
evolve as it has, something more specialized than just general conceptual sophistication was
necessary.

Various suggestions have been made concerning this more specialized ingredient. Some scholars
have appealed to the hierarchical organization of relatively complex behaviors involving tools (e.qg.
Greenfield 1991). Calvin (1993) has pointed out the neurobiological advances necessary for muscular
control in accurate throwing, and has suggested that the relevant neural structures may have been
coopted for rapid, effortless syntactic organization of words in speech. Such approaches do not,
however, account for the proximity of Broca's area to that part of the motor strip which controls the
mouth in particular. One suggestion which exploits that proximity will be discussed in the next
section.

6 Linguistic Evidence

It may seem paradoxical that the section on linguistic evidence for the origins of language has been
left until last. However, as explained in section 1, linguists have been relative latecomers to this field.
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Their contributions can be divided into those focussing on the relationship between language and
“protolanguage” and a more recent and disparate group focussing on the evolutionary rationale for
particular aspects of modern grammatical organization.

6.1 Protolanguage and “true” language

Students of language contact distinguish between pidgins, which are used as second languages in
situations of regular contact between people with mutually unintelligible mother tongues, and creoles,
which arise when children acquire pidgins natively. The creolization process involves faster spoken
delivery and the rapid appearance of new grammatical features which may be expressed
unsystematically or not at all in the parent pidgin. Study of creole formation, especially among
children of workers on Hawaiian sugar plantations, led Bickerton (1981) to the controversial proposal
that, in environments where creoles originate, the universal human linguistic “bioprogram” reveals its
characteristics most plainly, because the local speech community lacks entrenched grammatical
habits which might interfere with it.

Since proposing the bioprogram hypothesis, Bickerton has turned his attention to how the
bioprogram may have evolved, and to what sort of linguistic capacity may have preceded it (1990,
1995). He has suggested that what preceded it is still present and in use among humans in certain
situations: in “touristese,” in the speech of people who are intoxicated or suffering from some kinds
of brain damage, and especially in the “two-word” or “telegraphic” stage of infant speech already
mentioned in section 4. This kind of language lacks any systematic grammar, so to understand it one
must rely heavily on semantic and pragmatic cues. In particular, it lacks any systematic encoding of
thematic structure of the kind which, in “true” language, allows us to distinguish reliably between
agents, patients, beneficiaries, instruments, and so on (see section 4). In the English sentence JoAn
killed a crocodile, the identity of the agent and the patient is reliably indicated by word order, while in
the Latin sentence Johannes crocodilum interfecit it is the endings -s and -m which serve this
purpose; however, on hearing an English-based protolanguage utterance such as John crocodile kill
one cannot know whether to mourn or rejoice without the help of contextual or background
knowledge.

One striking fact about hominid evolution is that increase in brain size was not steady. Rather, there
was a first burst of brain expansion between 2 and 1.5 million years ago, as Aomo habilis and homo
erectus came to replace the earlier australopithecines, followed by a second burst within about the
last 300,000 years, as homo sapiens came to replace homo erectus (Aiello 1996a). Various factors,
such as diet and group size, have been invoked to explain this. Bickerton's approach to the problem is
to ask why homo erectus, though capable of quite sophisticated toolmaking, failed to make any
significant technological or cultural advance for over a million years. His answer is that Aomo erectus
was endowed not with “true” language but only with protolanguage. Those hominids were at least as
aware of social relationships as present-day apes are, and could represent thematic structures (who
did what to whom) mentally; but they had no reliable linguistic tool for talking about these
relationships or expressing these mentally represented structures. Linguistically, they were trapped
throughout their lives at the two-word stage of the modern toddler.

Bickerton thus provides an intriguing, though speculative, answer to the question of what held Aomo
erectus back for so long. But how did humans ever get beyond protolanguage? Bickerton's answer is
that new neural connections in the brain allowed speech to be hooked up to thematic structure. This
would have yielded a sudden and dramatic improvement in the reliability and versatility of language,
and hence set the stage for the rapid advances of the last quarter of a million years. What is less clear
is why the neural hookup should have occurred when it did, rather than earlier or later. Bickerton's
scenario also supplies no particular reason why grammar should be more closely associated in the
brain with control of the vocal tract than with the organization of vocabulary. But his proposals
certainly suggest one way of reconciling the Chomskyan view of modern human language as
gualitatively unique with the need to accommodate it somehow in an account of human evolution.

6.2 Actual grammar versus conceivable grammars

Is the sort of grammar that languages have the only kind that they could conceivably have, or does
grammar-as-it-is represent only one of many directions which linguistic evolution might have taken?
This is an ambitious question, and there is no guarantee that it can be answered; however, it is the
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sort of question which only linguists, among the various contributors to language evolution studies,
are equipped to tackle.

If one says that the characteristics of grammar-as-it-is are inevitable, one is saying in effect that
grammar is as it is for the same sort of reason that the cells in honeycomb are hexagonal rather than
(say) square. It would be futile to look for a hexagonal-cell gene in the genetic endowment of bees.
This is because, when numerous creatures are trying to build cells in a confined space, each exerting
the same outward pressure in all directions, the outcome will inevitably be a hexagonal pattern for
reasons not of biology but of physics and mathematics. That is the kind of possibility that Chomsky
has in mind when he says that the ability to learn grammars “may well have arisen as a concomitant of
structural properties of the brain that developed for other reasons” (quoted by Pinker 1994: 362).
Chomsky has not looked for such structural properties of the brain himself, preferring to concentrate
on Universal Grammar itself rather than on what may underlie it. But some researchers are now using
computer simulation to explore what happens when a signaling system with certain initial
characteristics is set up to be adaptable so as to fit better the needs of the system's “users” (Batali
1998, Berwick et al. 1998, Steels 1997). If common trends emerge from these experiments, and if
these trends correspond to identifiable aspects of grammar and vocabulary, that may indicate that the
aspects in question were bound to evolve as they have, irrespective of the fact that it is in the
language of humans that they appear rather than in a “language” used by dolphins or Martians. Any
firm findings in this line lie in the future, however.

What of aspects of grammar which are not inevitable in this sense? A central issue is whether or not
all aspects of grammar are well-engineered responses to selection pressures to which humans are
subject. Modern evolutionary theory by no means requires the answer yes. Many characteristics of
organisms are mere byproducts of historical accident, and some characteristics are badly engineered
for the purposes which they serve. An example is the mammalian eye, in which light has to pass
through nerve fibres before it reaches light-sensitive tissue, and the optic nerve causes a blind spot at
the point where it passes through the retina (Williams 1966, 1992). (Octopuses’ eyes are more
efficient from this point of view.) Natural selection can only tinker with what is genetically available,
and perfect outcomes are often beyond its reach. So how much of grammar is well engineered, and
how much of it is less than perfect owing to historical constraints?

Pinker and Bloom (1990) and Newmeyer (1991) are inclined to emphasize the positive aspects of
grammatical engineering. That is understandable against the background of Chomsky's emphasis on
neutral or even negative aspects. A different tack is taken by Carstairs-McCarthy (1998, 1999), who
argues that the grammatical distinction between sentences and noun phrases, despite its familiarity
and apparent inevitability, is in fact a piece of mediocre engineering, reflecting the cooption for
syntactic purposes of neural mechanisms which evolved originally for the organization of the speech
chain into syllables. He suggests that many of the syntactic habits of sentences, verbs, and noun
phrases are reflections of the phonological habits of syllables, syllable nuclei (usually vowels), and
syllable margins (consonants). This view is consistent with the proximity of Broca's area to the oral
portion of the motor strip, as well as the frequent coincidence of grammatical and phonetic symptoms
in Broca's aphasia. The invocation of imperfections in linguistic engineering as clues to the
evolutionary origin of language is quite new, however, and it remains to be seen how fruitful it will be.

7 Conclusion

This tour of recent work on the origins of language has revealed few solid, uncontroversial
conclusions. Nevertheless, the field is entering an exciting period. The long freeze in relations
between linguists and other language origin researchers is at last beginning to thaw, just when
discoveries in archeology, anthropology, primatology, and brain science are all helping to shed new
light on the topic from a variety of directions. Will the evolution of language eventually come to be
seen by linguistic theorists as not merely a quaint sideline but an essential source of evidence about
why Universal Grammar is as it is? My guess is that it will, though the process may take a decade or
more. Certainly, the justification for the Paris Linguistic Society's ban no longer exists.
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1 Introduction

The aim of this chapter is to provide readers with an overview of current views on the distribution of
the languages of the world and on the genetic relations among those languages. Needless to say, the
mention of individual languages will be on a selective basis, with emphasis on those languages that
are most widely spoken or that have played an important role in history, although some departure
from this principle will necessarily be made for parts of the world, like the Americas, Australia, and
New Guinea, where there are few languages with large numbers of speakers.

The best currently available detailed account of the distribution of the world's languages, with
information on geographic location, number of speakers, and genetic affiliation, is Grimes (1996a),
which is accompanied by Grimes (1996b) and Grimes and Grimes (1996). This work lists over 6,700
languages spoken in the world today or having recently become extinct. While this figure is towards
the high end of estimates that would be given by linguists, it is nonetheless a reasonable estimate,
based where possible on a linguists’ definition of “language” (as opposed to “dialect”) as a speech
variety that is not mutually intelligible with other speech varieties. This definition brings with it a
number of ancillary problems. For instance, testing mutual intelligibility is far from straightforward
(Casad 1974). There are, moreover, complicated cases, like intelligibility that is greater in one
direction than the other, i.e. speakers of A understand B better than speakers of B understand A, and
dialect chains, i.e. a geographic chain of dialects A—B— ... —N such that each dialect is mutually
intelligible with its neighbor(s), but the extremes of the chain, A and N, are not mutually intelligible.
Added to this is the fact that for many speech varieties serious tests of mutual intelligibility have
simply not been carried out.

The question of the genetic affiliation among the languages of the world is one that is currently
fraught with controversy, in particular between those who adopt a cautious stance, accepting that
languages are genetically related only in the face of overwhelming evidence, and those who are more
willing to accept genetic relatedness among languages on the basis of less compelling evidence. In
this survey, | have in general included only language families that are universally or almost universally
recognized by linguists, and | have specifically added notes of caution where | use terms that cover
larger potential genetic groupings of languages. At the same time, this survey does have a duty to
inform the reader about more speculative hypotheses that have gained the support of some
reasonable set of linguists. | have therefore included notes on possible more widespread groupings,
largely following Ruhlen (1994: 15-34). The other book dealing with the classification of the world's
languages, Ruhlen (1987), likewise adopts in general an approach that includes both traditionally
accepted and currently debated genetic groupings, though with an equally undisguised bias towards
the latter; but the critical approach to less widely accepted groupings does not extend to its treatment
of languages of the Americas.
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In the space available, | have limited myself to geographic distribution and genetic affiliation,
although there are a number of other questions that might have been touched on, such as the ways in
which languages influence one another by contact, and more generally the historical processes that
have given rise to the present-day distribution of the world's languages. Recent literature dealing with
this latter problem includes Nichols (1992), Dixon (1997), and Nettle (1999).

Many of the references for individual language families are to volumes in the following series:
Cambridge Language Surveys (Cambridge University Press, ongoing), Routledge Language Family
Descriptions (Routledge, discontinued and effectively replaced by the following), Curzon Language
Family Descriptions (Curzon, ongoing).

2 Languages of Europe and Northern Asia
2.1 Indo-European languages

The Indo-European language family (Ramat and Ramat 1998) covers most of Europe and spreads,
with some breaks, across Iran and Central Asia down into South Asia. As a result of colonial
expansion, it is now also dominant in the Americas and in Australia and New Zealand. In Europe itself,
only a few peripheral areas are occupied by non-Indo-European languages, in particular areas where
Basque and some Uralic languages are spoken and parts of the Caucasus. The Indo-European family
subdivides into a number of well established branches.

The Germanic languages (Kénig and van der Auwera 1994) are the dominant languages of
northwestern Europe, extending into central Europe. This is the language family that includes English,
and also Dutch, German, and the Scandinavian languages (including Danish, Norwegian, Swedish, and
Icelandic); an offshoot of German with considerable admixture from Hebrew-Aramaic and Slavic is
Yiddish, the traditional language of Ashkenazi Jews and a widely spoken language of eastern Europe
before the Holocaust. The Scandinavian languages form North Germanic, while the other languages
cited are West Germanic; a third subbranch of the family, East Germanic, is now extinct, the only
substantially attested language being Gothic.

The Celtic languages (Ball 1993, MacAulay 1993) were once also dominant languages of western and
central Europe, but with the expansion of Germanic and Romance languages in particular they have
retreated to the western fringes of Europe, the living languages being Welsh in Wales, Irish on the
west coast of Ireland, Breton in Brittany (France), and Scots Gaelic in northwestern Scotland.

The Romance languages (Harris and Vincent 1988, Posner 1996) occupy most of southwestern
Europe, and are the descendants of Latin, the language of the Roman Empire. Strictly speaking, the
branch of Indo-European is Italic, since it includes a number of languages other than Latin that died
out by the early centuries of the Common Era as a result of Roman and Latin expansion, so that all
living Italic languages are in fact Romance languages. The major living languages are French, Catalan,
Spanish, Portuguese, Italian, and Romanian.

Turning to eastern Europe, the northernmost Indo-European branch is Baltic, now consisting of the
two languages, Lithuanian and Latvian. The Baltic languages have a particularly close relation to the
Slavic (Slavonic) languages (Comrie and Corbett 1993), now dominant in much of eastern and central
Europe and including three subbranches. The East Slavic languages are Russian, Belarusian
(Belorussian), and Ukrainian. The West Slavic languages include Polish, Czech, and Slovak. The South
Slavic languages are Slovenian, Serbo-Croatian, Bulgarian, and Macedonian. As a result of ethnic
differences, what linguists would, on grounds of mutual intelligibility, consider a single Serbo-
Croatian language is now often divided into Serbian and Croatian, with Bosnian sometimes added as a
third ethnic variety.

Two further branches of Indo-European, each consisting of a single language, are found in the
Balkans. Albanian consists of two dialect groups, Gheg in the north and Tosk in the south, which
might well be considered distinct languages on the basis of the mutual intelligibility test, although
there is a standard language based on Tosk. Hellenic includes only Greek, although it is customary to
give a different name to the branch, in part because it includes varieties of Greek over more than
three millennia, from Mycenean through Classical Greek and Byzantine Greek to the modern language.
Armenian, spoken primarily in Armenia though also in the Armenian diaspora originating in eastern
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Turkey, is another branch of Indo-European consisting of a single language, although the differences
between Eastern Armenian (spoken mainly in Armenia) and Western Armenian (spoken originally
mainly in Turkey) are considerable, and there are two written languages.

Finally, with respect to the living languages, the Indo-Iranian languages are spoken from the
Caucasus to Bangladesh. Indo-Iranian divides into two sub-branches, Iranian and Indo-Aryan (Indic),
the latter occupying an almost continuous area covering most of Pakistan, northern India, Nepal, and
Bangladesh. The most widely spoken Iranian languages are Persian (Iran), with national variants Tajik
(in Tajikistan) and Dari (in Afghanistan), Kurdish (mainly in the border area of Turkey, Iran, and Iraq),
Pashto (in Afghanistan and Pakistan), and Balochi (in Pakistan).

The Indo-Aryan subbranch of Indo-Iranian (Masica 1991) includes Sanskrit, the classical language of
Indian civilization; Pali, the sacred language of Buddhism; and a large number of modern languages,
of which the most widely spoken are Hindi and Urdu, essentially different national forms of the same
language, in India and Pakistan respectively; Sindhi and Western Panjabi (Lahnda) in Pakistan; Nepali
in Nepal; and Kashmiri, Eastern Panjabi, Gujarati, Rajasthani, Marathi, Bhojpuri, Maithili, Assamese,
and Oriya in India; Bengali in India and Bangladesh; and Sinhala, geographically separated from the
other Indo-Aryan languages in Sri Lanka. It should also be noted that the various Romani languages,
spoken by Rom (Gypsies), belong to the Indo-Aryan group of languages.

In addition, two branches of Indo-European consist of extinct but well attested languages. The best
known of the Anatolian languages, spoken in what is now Turkey, is Hittite, language of a major
ancient empire (seventeenth-twelfth centuries BCE). Tocharian is a family of two closely related
languages, attested in texts from the latter half of the first millennium CE in what is now the Xinjiang
region in northwestern China.

2.2 Uralic languages

The Uralic language family (Abondolo 1998) must once have been spoken over a continuous part of
northeastern Europe and northwestern Asia, but inroads by other languages, primarily Indo-European
and Turkic, have isolated many of the Uralic branches and languages from one another
geographically. The family falls into two clear subgroups, Finno-Ugric and Samoyedic. The Samoyedic
languages, all with small numbers of speakers, are spoken along the northern fringe of Eurasia,
roughly from the Kanin peninsula to the Taymyr peninsula.

Finno-Ugric divides in turn into a number of branches: Balto-Finnic (around the Baltic Sea), Saamic
(Lappish) (northern Scandinavia to the Kola peninsula), Volgaic (on the Volga, although the unity of
this branch is now questioned), Permic (northeastern European Russia), and Ugric (western Siberia and
Hungary, though the unity of Ugric is also questioned). The most widely spoken languages are two
Balto-Finnic languages, Finnish and Estonian, and one of the Ugric languages, Hungarian. It should be
noted that the present location of Hungarian is the result of a long series of migrations, so that
Hungarian is now far distant in location from its closest relatives within Finno-Ugric.

2.3 Altaic families

Altaic is a proposed genetic grouping that would include minimally the Turkic, Tungusic, and
Mongolic families, perhaps also Korean and Japanese. Each of these components is a well established
language family, and Altaic lies perhaps at the dividing line that separates proponents of wide-
ranging genetic groupings of languages from those that remain skeptical. Here the various families
and the languages they contain will be noted without any commitment to the unity of the overall
grouping.

The Turkic languages (Johanson and Csaté 1998) are spoken, with interruptions, in a broad belt
stretching from the Balkans in the west through the Caucasus and Central Asia and into Siberia.
Classification of the Turkic languages has always been problematic, in part because most of the
languages are very close to one another linguistically, in part because population movements and
even, in recent times, language politics have tended to overlay new distinctions on old ones. It is
recognized that two languages form separate branches of the family: Chuvash, spoken in the Chuvash
Republic (Russia) on the Volga, and Khalaj, spoken by a small and dwindling population in the Central
Province of Iran. Johanson and Csaté (1998: 82-3) propose four other branches, listed here with
representative languages. Southwestern (Oghuz) Turkic includes Turkish (Turkey), Azeri (Azerbaijani)

http://www .blackwellreference.com/subscriber/uid=532/tocnode?1d=g9781405102520... 30.11.2007



2. Languages of the World : The Handbook of Linguistics : Blackwell Reference Online Sayfa 4/ 16

(Azerbaijan, northwestern Iran), and Turkmen (Turkmenistan, also Iran and Afghanistan).
Northwestern (Kipchak) Turkic includes Kumyk and Karachay-Balkar (both spoken in the Caucasus),
Tatar and Bashkir (both spoken on the Volga), Kazakh (Kazakhstan and northwestern China), and
Kirghiz (Kyrgyzstan). Southeastern (Uyghur) Turkic includes Uzbek (Uzbekistan) and Uyghur (mainly in
northwestern China). Finally, Northeastern (Siberian) Turkic includes Tuvan and Altai (Oyrot) in
southern Siberia and Yakut (Sakha) in the huge Sakha Republic in Russia.

The Tungusic languages have few speakers, scattered across the sparsely populated areas of central
and eastern Siberia, including Sakhalin Island, and adjacent parts of northeastern China and Mongolia.
One Tungusic language, Manchu, is well known in history as the language of the Manchu conquerors
who established the Qing dynasty in China (1644-1911), but all but a few ethnic Manchu now speak
Mandarin.

The Mongolic languages are spoken primarily in Mongolia and adjacent parts of Russia and China,
although there is also one Mongolic language in Afghanistan while Kalmyk is spoken in Kalmykia
(Russia) on the lower Volga. The most widely spoken Mongolic language is Mongolian (Mongolia,
northern China), although both Buriat (to the south and east of Lake Baikal) and Kalmyk are languages
of constituent republics of the Russian Federation.

The other two potential members of the Altaic family are Korean and Japanese. Korean (Sohn 1999) is
a single language. Japanese (Shibatani 1990) is strictly speaking a small family, including not only
Japanese but also the Ryukyuan languages, which are not mutually intelligible with Japanese or with
each other; the family is sometimes called Japanese-Ryukyuan.

2.4 Chukotko-Kamchatkan languages

Chukotko-Kamchatkan is a small language family spoken on the Chukotka and Kamchatka peninsulas
in the far northeast of Russia. All of the languages, which include Chukchi, are endangered.

2.5 Caucasian families

Some of the languages spoken in the Caucasus belong to language families already mentioned, in
particular Indo-European (Armenian, Iranian) and Turkic. But there remain a large number of
languages that do not belong to any of these families. These languages are referred to as Caucasian,
but it is important to note that this is essentially a negative characterization. Indeed, it is currently
believed that there are two or three families represented among the “Caucasian” languages.

The Kartvelian (South Caucasian) family is spoken in Georgia with some extension into Turkey, and
the main language, the only one to be used as a written language, is Georgian, the official language of
the Republic of Georgia.

The other two Caucasian families are Northwest Caucasian (West Caucasian, Abkhaz-Adyghe) and
Northeast Caucasian (East Caucasian, Nakh-Daghestanian), although Nikolayev and Starostin (1994)
present a detailed argument for considering them to constitute a single North Caucasian family; | will
treat them separately here.

The Northwest Caucasian languages are spoken in Abkhazia, the northwestern part of the geographic
territory of the Republic of Georgia, and in parts of Russia to the north of this. The main languages
are Abkhaz (in Abkhazia) and the varieties of Circassian (Kabardian and Adyghe) spoken in Russia and
by a sizeable diaspora in the Middle East.

The Northeast Caucasian languages are spoken primarily in the constituent republics of the Russian
Federation of Chechnya, Ingushetia, and Daghestan, with some spillover into Azerbaijan. The
languages with the largest numbers of speakers are Chechen (Chechnya) and Avar (Dagestan).

2.6 Other languages of Europe and northern Eurasia

A number of other languages or small language families are or were spoken in Europe or northern
Asia but do not, at least unequivocally, belong to any of the above families. Basque is a language
isolate spoken in the Pyrenees, divided by the Spain-France border. Etruscan was the language of
Etruria in northern Italy before the spread of Latin; it is now known to be related to two less well
attested languages, Rhaetian in the Alps and Lemnian on the island of Lemnos (Limnos) in the
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Aegean. Hurrian (sixteenth century BCE) and Urartean (ninth to seventh centuries BCE) are two related
extinct languages once spoken in eastern Anatolia.

The Yeniseian family of languages has only one survivor, Ket, spoken on the Yenisei River in western
Siberia, although other languages are known from historical records that became extinct from the
eighteenth to the twentieth centuries. Yukaghir, spoken in the area of the Kolyma and Indigirka rivers
in northeastern Russia, is sometimes treated as a language isolate, although many linguists believe
that it is distantly related to Uralic. Nivkh (Gilyak) is a language isolate spoken at the mouth of the
Amur River and on Sakhalin Island. Ainu (Shibatani 1990) is a virtually extinct language isolate spoken
in northern Japan (Hokkaido Island). Some or all of the languages mentioned in this paragraph are
often referred to collectively as Paleosiberian or Paleoasiatic, but this is essentially a negative
characterization (they do not belong to any of the established language families), with no implication
that they are related to one another.

2.7 Proposals for larger groupings

Two similar, but not identical, proposals have been made for grouping together a large number of the
language families found in Europe and northern Asia. The Nostratic proposal, first worked out in
detail by Illi¢c-Svity¢ (1971-84), would include at least Indo-European, Uralic, Altaic, Afroasiatic (see
section 4.1), Kartvelian, and Dravidian (see section 3.1). Eurasiatic, the subject of ongoing work by
Joseph H. Greenberg, would include at least Indo-European, Uralic, Altaic, Chukotko-Kamchatkan,
Eskimo-Aleut (see section 5.1), and possibly also Nivkh. For possibilities including some of the other
languages, see section 3.10.

3 Languages of Southern, Eastern, and Southeastern Asia and Oceania

This section deals primarily with languages of southeast Asia and its island extensions into Oceania.
There is unfortunately no up-to-date general survey of southeast Asia, or indeed of the individual
language families, although James Matisoff is working on one for Cambridge University Press. Things
are somewhat better for the islands, although this is an area where there is rapid ongoing work
leading to frequent changes in accepted genetic classification.

3.1 Dravidian languages

The Dravidian languages (Steever 1998) are the dominant languages of southern India, with Tamil
also spoken in northern Sri Lanka. The Dravidian family is divided into four branches, Northern,
Central, South-Central, and Southern, although the four main, literary languages belong to the last
two branches. Telugu, the language of the Indian state of Andhra Pradesh, is a South-Central
Dravidian language, while the following are South Dravidian: Tamil (Tamil Nadu state in India,
northern Sri Lanka), Malayalam (Kerala state in India), and Kannada (Karnataka state in India).

3.2 Austro-Asiatic languages

Austro-Asiatic languages are spoken from eastern India across to Vietnam and down to the Nicobar
Islands and peninsular Malaysia, although in most of this region they are interspersed among other,
more widely spoken, languages. The family has two branches, Munda and Mon-Khmer. Munda
languages are spoken in eastern India and some neighboring regions. Most of the languages have
small numbers of speakers, the main exceptions being Santali and Mundari. Mon-Khmer languages
start in eastern India, but their largest numbers are in Myanmar, Thailand, Malaysia, Cambodia, Laos,
and Vietnam. While most have few speakers, there are two notable exceptions. Khmer (Cambodian) is
the dominant language of Cambodia, while Vietnamese is the dominant language of Vietham. Another
historically important Mon-Khmer language is Mon, still spoken in the delta area to the east of
Yankon (Rangoon), as the Mon played an important role in the development of Burmese and Thai
culture. Vietnamese is typologically quite unlike the other Mon-Khmer languages and has undergone
considerable influence from Chinese, with the result that its membership in Mon-Khmer was for a
long time not recognized.

3.3 Sino-Tibetan

Sino-Tibetan is one of the world's largest language families in terms of numbers of speakers, and
includes the language most widely spoken as a native language, namely Mandarin Chinese. Sino-
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Tibetan languages are spoken primarily in China, the Himalayan region of India and Nepal, and
Myanmar, with excursions into some neighboring countries, in addition to a large Chinese diaspora.
(Ethnic Chinese make up, for instance, some three-quarters of the population of Singapore.) Our
understanding of Sino-Tibetan has been increased considerably in recent years by the availability of
descriptions of the less widely spoken languages; a major impetus here has been the Sino-Tibetan
Etymological Dictionary and Thesaurus project (see
http://www.linguistics.berkeley.edu/lingdept/research/stedt/) at the University of California at
Berkeley.

The usual classification splits the family into two branches, Sinitic (consisting essentially of the
Chinese languages; Norman 1988) and Tibeto-Burman. Recently, van Driem (1997) has proposed, on
the basis of the most recent reconstructions of the phonology of Old Chinese, that Sinitic may actually
be a subbranch of Tibeto-Burman, grouped most closely with the Bodic languages - the family as a
whole would thus more properly be called Tibeto-Burman. In what follows, | will retain the traditional
classification, though emphasizing that this is more for convenience than through conviction.

Sinitic consists primarily of the various Chinese languages, which in terms of mutual intelligibility are
clearly sufficiently different from one another to be considered distinct languages, even if all stand
under the umbrella of a reasonably homogeneous written language. The major varieties are Mandarin,
Wu (including Shanghai), Gan, Hakka, Xiang, Yue (Cantonese), Northern Min, and Southern Min
(including Taiwanese).

The main groupings within (traditional) Tibeto-Burman are Baric, Bodic, Burmese-Lolo, Karen, Nung
(Rung), and Qiang; proposals for subgrouping vary. The Baric languages include Meithei (Manipuri) in
Manipur State, India. Bodic includes a number of languages spoken in the Himalayas, the most widely
spoken and culturally important being Tibetan. The Burmese-Lolo languages are spoken mainly in
Myanmar and southern China and include Burmese. The Karen languages are spoken in Myanmar and
adjacent parts of Thailand, the most widely spoken being S'gaw Karen (White Karen). The Nung and
Qiang languages are spoken in Myanmar and southern China.

3.4 Daic languages

Daic is one of a number of names (others including Tai-Kadai and Kam-Tai) for a family of languages
with three branches, Kadai, Kam-Sui, and Tai. Kadai and Kam-Sui contain languages with small
numbers of speakers spoken in southern China and parts of Vietnam. Tai, by contrast, includes two of
the dominant languages of southeast Asia, namely Thai (Thailand) and the closely related Lao (Laos).
Other Tai languages are spoken in these countries and in southern China, though with some
excursions into Vietham and Myanmar. The most widely spoken Tai language of China is Zhuang. It is
now conventional to use the spelling Thai for the language, Tai for the branch, and Daic for the
family.

3.5 Hmong-Mien (Miao-Yao) languages

The Hmong-Mien or Miao-Yao languages are spoken in parts of southern China and stretching into
southeast Asia, especially Vietnam. Hmong and Mien are the indigenous ethnic names, while Miao and
Yao are the Chinese equivalents. Hmong and Mien are the two branches of the family, and each
consists of several languages. The most widely spoken variety is Hmong Njua (Western Hmong) in
China and Vietnam.

3.6 Austronesian languages

Austronesian is one of the most extensive families, covering almost all the islands bounded by an
area from Madagascar in the west via Taiwan and Hawaii to Easter Island in the east and down to New
Zealand in the south, with the exception of most of New Guinea and all of Australia. Although
predominantly an island language family, Austronesian languages are also dominant in peninsular
Malaysia, while the Chamic languages are spoken in coastal areas of Vietham and Cambodia as well as
on Hainan Island, China. An overview of the Austronesian languages by Robert Blust is in preparation
for Cambridge University Press.

Although the Austronesian languages of Taiwan are very much minority languages on an island where
varieties of Chinese have become dominant, the internal diversity among the Austronesian languages
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of Taiwan, the so-called Formosan languages, is greater than that in all the rest of Austronesian put
together, so there is a major genetic split within Austronesian between Formosan and the rest, the
latter now usually called Malayo-Polynesian (although in some earlier work this term was used for the
family as a whole). Indeed, the genetic diversity within Formosan is so great that it may well consist of
several primary branches of the overall Austronesian family.

The basic internal classification of Malayo-Polynesian is reasonably well established. The primary
branchings are into Western Malayo-Polynesian and Central-Eastern Malayo-Polynesian, with the
dividing line running to the east of Sulawesi and through the Lesser Sunda islands. Western Malayo-
Polynesian thus includes all the languages of the Philippines, the Asian mainland, western Indonesia,
and Madagascar. It also includes all the Austronesian languages with large numbers of speakers,
including Malay-Indonesian, the different national varieties of what is essentially the same standard
written language, though with radically different local spoken varieties. Other widely spoken
languages of Indonesia are Acehnese, Toba Batak, Lampung, and Minangkabau (all on Sumatra),
Javanese, Madurese, and Sundanese (all on Java), Balinese (on Bali), and Buginese and Makassarese (on
Sulawesi). Widely spoken languages of the Philippines include, in addition to the national language
Tagalog, the following: Bikol, Hiligaynon, llocano, Pampangan, Pangasinan, and Waray-Waray. The
other major Western Malayo-Polynesian language is Malagasy (Madagascar).

Central-Eastern Malayo-Polynesian further divides into Central Malayo-Polynesian and Eastern
Malayo-Polynesian, the former comprising a number of languages spoken in parts of the Lesser
Sunda islands and of southern and central Maluku. Eastern Malayo-Polynesian divides in turn into
South Halmahera-West New Guinea and Oceanic, with the former including Austro-nesian languages
of southern Halmahera and parts of northwest Irian Jaya. Oceanic includes all other Austronesian
languages of Melanesia, Micronesia (except that Palauan and Chamorro are Western Malayo-
Polynesian), and Polynesia. Oceanic thus includes the Polynesian languages, spoken in the triangle
whose points are Hawaii in the north, Easter Island in the east, and New Zealand in the south.
Polynesian languages include Hawaiian, Tahitian, Maori, Samoan, Tuvaluan, and Tongan. Genetically
just outside Polynesian within Oceanic is Fijian. Kiribati (Gilbertese) is a Micronesian language, also
within Oceanic but outside Polynesian.

3.7 Papuan families

The island of New Guinea and immediately surrounding areas form the linguistically most diverse area
on earth, with over 1,000 languages spoken by a population of between six and seven million. While
some of the coasts of New Guinea itself and most of the smaller islands of the New Guinea area are
occupied by Austronesian languages, most of the interior, together with some coastal and island
areas, are occupied by so-called Papuan languages. The term “Papuan” is basically defined negatively
as those languages of the New Guinea area that are not Austronesian. Until recently, two radically
different approaches to the internal classification of Papuan languages prevailed among specialists.
On the one hand, Wurm (1982) divided the languages into five major “phyla” (i.e. large-scale families)
and six minor phyla, plus seven or more language isolates. The most widespread of these large
families is the Trans New Guinea phylum, containing most of the languages spoken across the
highland backbone of the island but also extending southwest as far as Timor and neighboring
islands. The other major phyla in this classification are: West Papuan (northern Halmahera and parts
of the Bird's Head in Irian Jaya), Geelvink Bay (part of the north coast of Irian Jaya, to the east of the
Bird's Head), Torricelli (western parts of the north coast of Papua New Guinea), Sepik-Ramu (large
parts of northwestern Papua New Guinea), and East Papuan (on islands from New Britain eastwards to
the Solomons). (Note that Geelvink Bay is now called Cenderawasih Bay; the Bird's Head was formerly
called the Vogelkop.) Foley (1986), by contrast, maintains that work to date allows only the
identification of about sixty genetic units, with internal diversification about as for Romance, among
the Papuan languages, with higher-level relations among them remaining a task for future research.

Ongoing work, some of it published in Pawley (1999) and including contributions by Foley among
others, suggests that there may well be a firm basis for using traditional comparative methods for a
stripped-down version of the Trans New Guinea family, which would still include a substantial number
of the smaller genetic units found along the backbone of the main island, although by no means all of
Wurm's Trans New Guinea phylum finds justification in the ongoing work. But this does indicate that
the time may be ripe or nearly ripe for a more systematic look at genetic relations among the Papuan
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languages.

As can be imagined from the low average ratio of speakers to languages, most Papuan languages
have few speakers. The languages listed by Grimes (1996a) as having more than 100,000 speakers
are Enga, Chimbu, and Medlpa in the highlands of Papua New Guinea, and Western Dani, Grand Valley
Dani, and Ekari in the highlands of Irian Jaya. It is a general pattern that languages with more
speakers tend to be found in the highlands, whose valleys are also the area of greatest population
density.

3.8 Australian families

The classification of Australian languages is in something of a turmoil at present. Dixon (1980)
proposed that all Australian languages form a single family, with the exception of Tiwi, spoken on
islands off the north coast, and Djingili, in the Barkly Tableland. In a more recent work, Dixon (1997)
takes a different stand, suggesting that the peculiar social history of Aboriginal Australia, with the
absence of major power centers and continual contact among languages, may make the traditional
comparative method unworkable for Australia. Many Australianists nonetheless retain the concept of
language family, with about twenty language families in Australia, perhaps all or most being related
as a single Australian language family. In particular, there is widespread acceptance of a Pama-
Nyungan family that would include the languages spoken in most of the island-continent except
some of those in the far north, although Dixon (1997) explicitly rejects the genetic unity of Pama-
Nyungan. A new synthesis of Australian languages, to replace Dixon (1980), is currently in
preparation by Dixon and others. No Australian language has a large number of speakers, the most
viable languages having at most a few thousand.

The records of the extinct Tasmanian languages are sparse, and Dixon (1980) concludes that they are
insufficient to exclude the possibility that they may have been related to Australian languages, though
equally they are insufficient to establish such a relationship (or any other). Speakers of the Tasmanian
languages must have been separated from the rest of humanity for about 12,000 years, from the time
rising waters created the Bass Strait to the first visits by Europeans, making them the most isolated
human group known to history; the genocide visited upon the Tasmanians in the nineteenth century
is thus also a scientific tragedy of the first order.

3.9 Other languages of southern, eastern, and southeastern Asia

A number of living languages spoken in this region have so far eluded genetic classification, in
particular Burushaski spoken in northern Pakistan, and Nahali (Nihali) in central India. Burushaski is
reasonably well described, while Nahali is in urgent need of a detailed description. The Andamanese
languages, spoken on the Andaman islands (politically part of India) also lack any widely accepted
broader genetic affiliation.

In addition, reference may be made to two extinct languages. Elamite was the language of Elam, an
important empire in what is now southwestern Iran around 1000 BCE; it is possible that it may be
related to Dravidian (McAlpin 1981). Sumerian was the language of ancient Sumer, and is noteworthy
as being probably the first language to have had a writing system; it was still used as a literary
language in the Old Babylonian period, although before or during this period it was replaced as a
spoken language by Akkadian (see section 4.1).

3.10 Proposals for larger groupings

For the suggestion that Dravidian might belong to the proposed Nostratic macro-family, see section
2.7.

Benedict (1975), building largely on his own earlier work, proposes an Austro-Tai macro-family that
would include Austro-Asiatic, Daic, Hmong-Mien, and Austronesian. Ruhlen (1994: 24-8) reports on
attempts to set up a Dene-Caucasian grouping that would include Na-Dene (see section 5.1),
Yeniseian, Sino-Tibetan, Nahali, Sumerian, Burushaski, North Caucasian, and Basque (for some of
these languages, see section 2.6).

Greenberg (1971) proposed an Indo-Pacific grouping that would include all Papuan languages plus
the Andamanese and Tasmanian languages, but this proposal does not seem to have been taken up in
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detail by other linguists.

The possibility of a link between (some) Australian and (some) Papuan languages is mooted by Foley
(1986).

4 Languages of Africa and Southwestern Asia

The starting point for recent discussions of the classification of African languages is Greenberg
(1963), who proposes a fourway division into Afroasiatic, Niger-Congo (Niger-Kordofanian), Nilo-
Saharan, and Khoisan families. Afroasiatic and Niger-Congo are now generally accepted, while more
controversy has surrounded Nilo-Saharan and Khoisan.

4.1 Afroasiatic languages

The Afroasiatic (formerly Hamito-Semitic) family is the dominant language family of most of north
Africa and large parts of southwestern Asia, and although individual languages have contracted or
extended their geographical distribution, this distribution of the family as a whole goes back to
antiquity. The family is generally considered to have six branches: Semitic in southwestern Asia,
Eritrea, and much of Ethiopia, also of course now in most of North Africa as a result of the spread of
Arabic; Egyptian in older times in Egypt; Berber across most of the rest of north Africa (though now in
retreat before Arabic in most of this area); Chadic, in a belt centered on northern Nigeria and
southern Niger; Cushitic in the Horn of Africa (Somalia, Djibouti, much of southern Ethiopia, and
extending into Kenya and Tanzania to the east of Lake Victoria); and Omotic along the Omo River in
southeastern Ethiopia. Omotic languages were formerly, and are still sometimes, considered a
subbranch of Cushitic. There is need for an up-to-date survey of the family as a whole; in the
meantime, reference may be made to Diakonoff (1988).

The Semitic languages are the best studied of the Afroasiatic branches, and Semitic languages can be
traced back almost to the beginning of written history. The most recent survey is Hetzron (1997). The
Semitic branch is divided into two subbranches, East Semitic and West Semitic. The East Semitic
branch is extinct, although it contains Akkadian, the language of the Babylonian and Assyrian
civilizations. West Semitic contains all the living Semitic languages as well as several historically
important dead languages. The subdivision of West Semitic is more controversial, especially as
regards the position of Arabic. The widely accepted current classification as given in Hetzron (1997)
divides West Semitic into Central Semitic and South Semitic. Central Semitic subdivides into Arabic
and Northwest Semitic. The older classification would put Arabic in South Semitic, and thus use
Northwest Semitic for the other subbranch of West Semitic. The classification of Hetzron will be
followed in the presentation here.

Arabic was, until the spread of Islam, the language of part of the Arabian peninsula, but as the
language of Islam it has spread through much of southwestern Asia and north Africa, replacing the
languages previously spoken across most of this area and becoming one of the modern world's major
languages. The standard written language is still firmly rooted in the language of the Koran and
medieval Arabic literature, but spoken varieties of Arabic are sufficiently different from one another
that mutual intelligibility is not possible between extreme varieties. However, only one variety of
Arabic has developed as a separate written language, namely Maltese.

Northwest Semitic includes the Canaanite languages and Aramaic. The best known of the Canaanite
languages is Hebrew, used as the spoken and written language of the Jews until the early centuries
CE, then as a written and liturgical language by Jews throughout the middle ages, to be revived as a
spoken language starting in the late nineteenth century and reaching its culmination as an official
language and the dominant spoken language of Israel. The other Canaanite languages are all extinct,
the best known being Phoenician. Aramaic was a major lingua franca of the Near East from the eighth
century BCE, but at present varieties of Aramaic are spoken in enclaves in Syria, Iraq, and Iran.

South Semitic includes the South Arabian languages spoken on the southern fringe of the Arabian
peninsula. Most living South Semitic languages belong to the Ethiopian Semitic subgroup, and include
Ambharic, the dominant language of Ethiopia; Tigrinya, an important regional language of Ethiopia and
Eritrea; and Tigré, another regional language of Eritrea. In addition, Ethiopian Semitic includes Ge'ez,
the extinct language still used liturgically by the Ethiopian Church.
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Egyptian, by which is meant here Ancient Egyptian, is a single language attested in various historical
stages from the earliest writing in Egypt. The hieroglyphic writing system and its offshoots were used
into the Common Era, but were soon replaced after Christianization by a Greek-based script, and this
later variety of the language is called Coptic. Coptic survived as a spoken language to the late middle
ages, when it was finally replaced completely by Arabic, although it continues in use as the liturgical
language of the Coptic Church. A recent survey is Loprieno (1995).

The Berber languages are spoken in a scattered pattern across north Africa from just east of the
Egypt-Libya border, though they are strongest in mountainous parts of Algeria and especially
Morocco, and in the desert parts of Mali and Niger. Among the most widely spoken varieties are
Kabyle (Algeria), Chaouia (Algeria), Tarifit (Northern Shilha) (Morocco, Algeria), Tachelhit (Central
Shilha) (Morocco, Algeria), Tamazight (Southern Shilha) (Morocco, Algeria), Tamashek (the language of
the Tuaregs, mainly in Mali and Niger).

Most of the Chadic languages have few speakers, but there is one significant exception, namely
Hausa, the dominant indigenous language of northern Nigeria and southern Niger. Hausa is widely
used as a lingua franca by speakers of other neighboring Chadic and non-Chadic languages.

The most widely spoken Cushitic languages are Somali (mainly in Somalia and Ethiopia), Sidamo
(Ethiopia), Oromo (Galla) (Ethiopia), Afar (Ethiopia, Eritrea, Djibouti), and Bedawi (Beja) (Sudan). The
most widely spoken Omotic language is Wolaytta (Ethiopia).

4.2 Niger-Congo languages

Niger-Congo languages cover most of Africa south of a line drawn from the mouth of the Senegal
River in the west to where the equator cuts the coast of Africa in the east, with the major exception of
the area in southwestern Africa occupied by the Khoisan languages. There are also considerable
excursions of Niger-Congo to the north of this line, and less significant excursions of non-Niger-
Congo languages to the south of this line, e.g. Cushitic and Nilotic languages spoken to the east of
Lake Victoria. The internal structure of the Niger-Congo family was first worked out in detail in
Greenberg (1963), although a number of changes have been proposed in more recent work, several of
which are still the subject of debate. The most recent overview is Bendor-Samuel (1989), and the
classification given there will be followed here.

One branch of Niger-Congo is spoken outside the area delimited above, namely Kordofanian, spoken
in the Nuba mountains of Sudan, to the south of EI-Obeid. While Greenberg considered Kordofanian
genetically the most distant of the languages in the overall family, thus naming the family as a whole
Niger-Kordofanian with two coordinate branches Kordofanian and Niger-Congo, the current view is
rather that Kordofanian is at least no more distant genetically from the core of the family than are the
Mande languages, and the name Niger-Congo is current for the family as a whole. It should be noted
that one group of languages assigned tentatively by Greenberg to Kordofanian on the basis of
fragmentary material, namely Kado or Kadu (formerly called Kadugli-Krongo), is now believed not to
be Kordofanian or Niger-Congo, and perhaps Nilo-Saharan (Bender 1997: 25).

The Mande languages are spoken over most of west Africa to the west of 5°W and to the south of 15°
N, although considerable parts of this territory, especially near the coasts, are occupied by other
branches of Niger-Congo (Atlantic and Kru). Mende languages include Bambara, the major indigenous
language of Mali, and some closely related languages such as Maninka; Jula, spoken in Cote d'lvoire
and Burkina Faso; Kpelle, the major indigenous language of Liberia; and Mende, the major indigenous
language of Sierra Leone.

In Bendor-Samuel (1989: 21) the rest of Niger-Congo, once Kordofanian and Mende have been
removed, is referred to as Atlantic-Congo, with Atlantic and ljoid as the genetically next most
divergent groups, the remainder being referred to as Volta-Congo. The remaining Niger-Congo
groups, i.e. Bendor-Samuel's Atlantic-Congo, will be treated together in what follows.

Atlantic languages are spoken, predominantly in coastal areas, from the Senegal River in the north
down into Liberia, although the most widely spoken Atlantic language, Fula (Fulfulde, Peul) has a
different distribution. The Fulani, as the speakers of Fula are called, are pastoralists whose range is
between the rain forest to the south and the desert to the north, with traditional seasonal moves
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along a north-south axis; the language is spoken in pockets from the Atlantic coast into Sudan and
even Ethiopia, with concentrations in northern Nigeria and northern Cameroon. Another widely
spoken Atlantic language is Wolof, the major indigenous language of Senegal.

The Kru languages are spoken in Liberia and southwestern Cote d'lvoire, with relatively small numbers
of speakers. Kru was included in Kwa (see below) by Greenberg (1963).

The Gur (Voltaic) group cover most of Burkina Faso, spreading also into northern parts of countries to
the south. The Gur language with by far the largest number of speakers is Moore, the dominant
indigenous language of Burkina Faso. One language sometimes considered to be Gur is Dogon,
spoken around Bandiagara in Mali and adjacent parts of Burkina Faso, but current opinion questions
this assignment and in Bendor-Samuel (1989) Dogon is considered at least provisionally a separate
branch within Volta-Congo.

To the south of the Gur languages and continuing to the coast are the Kwa languages, stretching
roughly from the Bandama River in the west to the Benin-Nigeria border in the east. The precise
extent of Kwa has shifted considerably since Greenberg (1963), and not all the innovations have been
generally accepted. In Bendor-Samuel (1989), the term Kwa covers essentially Greenberg's Western
Kwa, with his Eastern Kwa being mostly reassigned to Benue-Congo (see below). The least
controversial part of these changes is the exclusion of Kru (see above) and ljo (see below) from Kwa.
In what follows, as in the geographical description given above, the restricted sense of Kwa as in
Bendor-Samuel (1989) will be followed. Kwa languages, in this narrow sense, include Baule, an
important regional language of southern Coéte d'lvoire; the Akan dialect cluster (Twi-Fante), the major
indigenous language of Ghana; the Ga-Dangme dialect cluster, including Ga, the major indigenous
language of the Ghanaian capital Accra; and the Gbe dialect cluster, including Ewe, a widely spoken
indigenous language in Ghana and Togo, and Fongbe, the most widely spoken indigenous language
of Benin.

ljo, now usually considered a distinct branch of Niger-Congo, is spoken around the delta of the Niger
River in Nigeria, and is the major indigenous language of Nigeria's Rivers State. Different varieties of
ljo are not all mutually intelligible, the most prestigious varieties being Kolokuma and Kalabari.

The Adamawa-Ubangi languages are spoken in a belt from eastern Nigeria into Sudan, with the main
concentration in the Central African Republic. The languages of the Adamawa subgroup are spoken to
the west, those of the Ubangi subgroup to the east. The most widely used Adamawa-Ubangi language
is Sango, which is the national language of the Central African Republic; historically, it is a creole
derived primarily from the Ubangi language Ngbandi.

The remaining branch of Niger-Congo, Benue-Congo, covers most of sub-Saharan Africa from the
western border of Nigeria eastwards to the Indian Ocean and southwards to the Cape. Most of this
area and population falls under Bantu, but from a historical linguistic viewpoint Bantu is a rather low-
level subgroup within Benue-Congo and the present geographical distribution of Bantu is the result of
an expansion from the Nigeria-Cameroon border area that took place for the most part within the last
two millennia. The most widely spoken Benue-Congo languages outside Bantu are Yoruba, an official
language in southwestern Nigeria; Edo, to the southeast of Yoruba; Nupe, to the northeast of Yoruba;
Igbo, an official language in central southern Nigeria; Ibibio-Efik to the east of the Niger delta in
Nigeria; and Tiv, a regionally important language of eastern Nigeria.

As already implied, the Bantu languages occupy most of Africa from the Nigeria-Cameroon border to
the east and south, including several major indigenous languages. The most widely spoken Bantu
language is Swahili, originally the language of Zanzibar and the adjacent coast, although it has now
spread as a lingua franca and also, especially in Tanzania, as a first language across large parts of
east Africa; it is the official language of Tanzania and an official language in Kenya. Comorian, the
indigenous language of the Comoros, is closely related to Swahili. Several other widely spoken Bantu
languages are here listed primarily by country: Fang (Equatorial Guinea, Gabon), Bangala (Congo-
Kinshasa), Kituba (Congo-Kinshasa), Lingala (Congo-Kinshasa), Kikongo (Congo-Kinshasa, Angola),
Luba-Kasai (Congo-Kinshasa), Luba-Shaba (Congo-Kinshasa), Zande (Congo-Kinshasa and
neighboring countries), Northern Mbundu (Angola), Southern Mbundu (Angola), Gikuyu (Kenya),
Kamba (Kenya), Luyia (Kenya), Luganda (Uganda), Nyankore (Uganda), Soga (Uganda), Kirundi
(Burundi), Kinyarwanda (Rwanda) - Kirundi and Kinyarwanda are essentially different national variants
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of the same language - Chagga (Tanzania), Haya (Tanzania), Makonde (Tanzania, Mozambique),
Nyamwezi (Tanzania), Sukuma (Tanzania), Lomwe (Mozambique), Makua (Mozambique), Sena
(Mozambique), Tsonga (Mozambique, South Africa), Nyanja (Malawi, Mozambique, Zambia), Tumbuka
(Malawi, Zambia), Yao (Malawi, Tanzania), Nyakyusa-Ngonde (Malawi, Tanzania), Bemba (Zambia),
Luvale (Zambia), Tonga (Zambia), Northern Ndebele (Zimbabwe), Shona (Zimbabwe, Zambia,
Mozambique), Tswana (Botswana, South Africa), Southern Sotho (Lesotho, South Africa), Swati
(Swaziland, South Africa), Northern Sotho (Pedi) (South Africa), Tsonga (South Africa), Venda (South
Africa), Xhosa (South Africa), Zulu (South Africa).

4.3 Nilo-Saharan families

Nilo-Saharan, as proposed by Greenberg (1963), has proven to be more controversial than either
Afroasiatic or Niger-Congo, although the most recent survey of the Nilo-Saharan languages (Bender
1997) is positive. The internal structure of Nilo-Saharan is also more controversial. In what follows |
have therefore limited myself to citing some of the more widely spoken Nilo-Saharan languages and
the branches of the family to which they belong.

Nilo-Saharan languages are not spoken in a continuous geographical area, and even in the areas
mentioned below they are often interspersed with Afroasiatic (Chadic, Cushitic, also Arabic) and
Niger-Congo languages. One Nilo-Saharan area is the middle course of the Niger River; another is
Chad; a third is the Nile around the Egypt-Sudan border; while a fourth includes parts of southern
Sudan, westernmost Ethiopia and Eritrea, northeastern Congo-Kinshasa, and parts of Kenya and
Uganda to the north and east of Lake Victoria.

The westernmost language, or rather cluster of closely related languages, assigned to Nilo-Saharan is
Songay, spoken along the Niger river in an area including the town of Timbuktu, although it is also
the living language whose inclusion in Nilo-Saharan has proven most controversial (Bender 1997: 59).
Another major western Nilo-Saharan language, assigned to the Saharan branch of the family, is
Kanuri, the dominant indigenous language of Bornu State in northeastern Nigeria. Within the For(an)
branch, mention should be made of For (Fur), spoken in the Darfur region in west-central Sudan.

Most of the more widely spoken Nilo-Saharan languages belong to the East Sudanic and Central
Sudanic branches. East Sudanic includes the Nubian languages of the Egypt-Sudan border area, of
which the most widely spoken is Nobiin. It also includes the Nilotic languages, a grouping which
includes the Luo (Lwo) languages Acholi (Uganda), Lango (Uganda), Alur (Uganda, Congo-Kinshasa),
and Luo (Dholuo) (Kenya); the Dinka-Nuer languages Jieng (Dinka) (Sudan) and Naadh (Nuer) (Sudan);
the Eastern Nilotic languages Maasai (Kenya, Tanzania), Turkana (Kenya), Karamojong (Uganda), and
Teso (Uganda, Kenya), and the Southern Nilotic language Kalenjin (Kenya). Central Sudanic includes
Ngambay (Sara-Ngambay) (Chad), Lugbara (High Lugbara) (Congo-Kinshasa, Uganda), Mangbetu
(Congo-Kinshasa), Ndo (Congo-Kinshasa), and Badha (Lendu) (Congo-Kinshasa).

It has been suggested that Meroitic, the extinct language of the Meroé civilization (ca. 2300-1600 BP),
might be a Nilo-Saharan language, but Bender (1997: 32) considers the available data insufficient to
resolve the issue. Finally, it should be noted that there are some as yet virtually undescribed
languages spoken in the general Nilo-Saharan area that are as yet insufficiently known to establish
whether or not they might be Nilo-Saharan. Many Nilo-Saharan and possible Nilo-Saharan languages
are spoken in regions of current unrest (southern Sudan) or recent unrest (Ethiopia), which accounts
in part for the rather poor state of our knowledge of such languages.

4.4 Khoisan families

The Khoisan languages are spoken predominantly in southwestern Africa. The area occupied by
Khoisan languages has certainly contracted as a result of the spread of Bantu and, more recently,
Indo-European languages, and all Khoisan languages have small numbers of speakers, with the
largest, Nama (Khoekhoe), spoken in Namibia and South Africa, having an estimated 146,000 (Grimes
1996a: 323). Two otherwise unclassified languages of East Africa, namely Hadza and Sandawe of
Tanzania, were proposed for inclusion in Khoisan by Greenberg (1963). However, even the genetic
unity of Khoisan with the exclusion of Sandawe and Hadza is not accepted by all specialists, some of
whom prefer to treat Northern Khoisan, Central Khoisan, and Southern Khoisan as distinct families.
Sands (1998) is a recent treatment, concluding that there are striking parallels among the three
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nuclear branches of Khoisan plus Hadza and Sandawe, but that it is not clear to what extent this
reflects common genetic origin versus contact.

4.5 Proposals for larger groupings

The proposal that Afroasiatic might form part of a larger Nostratic macro-family was discussed in
section 2.7. Proposals that Niger-Congo and Nilo-Saharan might be distantly related are considered
worth following up both in Bendor-Samuel (1989: 8-9) and by Bender (1997: 9).

5 Languages of the Americas

The internal and external genetic affiliations of the indigenous languages of the Americas have given
rise to considerable debate in recent years, with proposals ranging from a total of three families
(Greenberg 1987) to almost 200 (Campbell 1997). Since Campbell (1997) lists securely assured
genetic units, but then also discusses proposals for broader genetic groupings, his account can serve
as a survey that covers the range of proposals. In the space available, it would not make sense to list
and discuss up to 200 genetic units, so in what follows a very selective choice will be made,
concentration on larger families and languages with larger numbers of speakers.

5.1 Languages of North America
The languages of North America are surveyed in Mithun (1999).

The northern fringe of North America is home to the Eskimo-Aleut family. The family has two
branches, Aleut, spoken on the Aleutian islands, and Eskimo. The latter starts in eastern Siberia and
then stretches from Alaska to Greenland. Eskimo is properly a family of languages, with a major
division between Yupik (Siberian and southern Alaskan varieties) and Inuit-Inupiak in northern Alaska,
Canada, and Greenland. Greenlandic is the variety with most speakers, and is the national language of
Greenland.

Another major family of North America is Na-Dene, although the precise extent of the family is
controversial. Its core is Athabaskan, comprising most of the languages of the interior of Alaska,
northwest Canada, with some languages (all extinct or moribund) in Oregon and northern California,
and then a flowering in the geographically remote Apachean languages of the southwestern USA,
including Navajo. It is established that the recently extinct Eyak language, spoken at the mouth of the
Copper River in Alaska, is genetically related to Athabaskan, to give Athabaskan-Eyak. Less certain is
whether Tlingit, (spoken on the Alaska panhandle) is related to these, which would justify the more
inclusive term Na-Dene, and even more questionable whether Haida (spoken on Queen Charlotte
Island) should be added.

Other language families of the Pacific Northwest include Wakashan (British Columbia and adjacent
Washington state; the family includes Nootka) and Salishan (British Columbia, Washington state, with
some excursion into ldaho and Montana). Other language families of California, sometimes extending
to adjacent areas, are Miwok-Costanoan, Chumashan, and Yuman. The small Keresan family and the
language isolate Zuni of New Mexico, though small in number of speakers (each in the thousands) are
among the most vigorous indigenous languages of the USA, with high rates of acquisition by children.

The Siouan languages are a major language family of the North American Plains, stretching from
north of the US-Canada border through the Dakotas, Minnesota, and Wisconsin down to Arkansas,
with outliers historically almost as far south as the Gulf and in Virginia. The Muskogean family,
formerly concentrated in the southeastern USA, includes Choctaw, Chickasaw (these two arguably
dialects of a single language), Alabama, and Seminole.

The Iroquoian languages are spoken around the Great Lakes, apart from Cherokee, originally spoken
in Georgia; the family also includes Tuscarora, Huron (extinct), Seneca, and Mohawk. The Algic
(Algonquian-Ritwan) family covers much of the northeast of North America, though also extending
into western Canada and with two outliers on the Great Plains (Cheyenne and Arapaho). The family
includes Blackfoot, the various forms of Cree spoken in Canada, and Ojibwa in Canada and the USA.
These are all Algonquian languages. The two Ritwan languages, Wiyot (extinct) and Yurok (moribund),
though indubitably related to Algonquian, are spoken in California.
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Uto-Aztecan is one of the major language families of North America, spreading also into Meso-
America. The Northern Uto-Aztecan languages include Shoshone, Comanche, Ute, and Hopi; while the
Southern Uto-Aztecan languages include Pima-Papago (O'odham) in Arizona and Sonora; Cora and
Huichol in Nayarit and Jalisco; and Nahuatl in central Mexico. Nahuatl was the language of the Aztec
empire.

5.2 Languages of Meso-America

The languages of Meso-America are surveyed in Sudrez (1983). The Uto-Aztecan family was
discussed in section 5.1.

Other major language families of Meso-America are Otomanguean, Mixe-Zoquean, and Mayan. The
Otomanguean languages are spoken mainly across the isthmus of Mexico, especially its southern part
(Guerrero, Oaxaca, Puebla), including the Zapotecan languages and Mixtec, although some
Otomanguean languages, such as Otomi, are spoken further north and separated from the mass of
Otomanguean languages. Mixe-Zoquean languages are spoken in a number of geographically
separated groups in the isthmus of Mexico; the Olmecs, the first of the great Meso-American
civilizations, seem to have spoken a Mixe-Zoquean language. The Mayan languages cover or covered
most of Mexico east of the isthmus and also Guatemala and Belize; individual languages include
Yucatec, Chol, Kekchi, and K'iche’ (Quiché); although Chol does not have one of the highest humbers
of speakers among Mayan languages, it is important historically as the most direct descendant of the
language of the Mayan hieroglyphic inscriptions.

For Chibchan languages of Meso-America, see section 5.3.
5.3 Languages of South America

For Amazonian languages, Dixon and Aikhenvald (1999) provide a survey; a comparable survey for
Andean languages is in preparation by Willem Adelaar and Pieter Muysken for Cambridge University
Press. Campbell's (1997) discussion of South American languages is based on Kaufman (1990).

The Chibchan language family includes a number of languages scattered from Costa Rica in the west
through Panama to Colombia in the east. Cariban languages are scattered across northeastern South
America, mostly to the north of the Amazon, although some languages are spoken as far west as
Colombia and there is a geographically isolated group well to the south along the upper course of the
Xingu River.

The precise extent of the Arawakan family is a matter of ongoing debate, although the group of
languages that are clearly genetically related are sometimes referred to as Maipurean. They are
scattered at great distances from one another across much of northern South America, from the
Caribbean coast as far south as Paraguay, with Garifuna (also misleadingly known as Black Carib)
spoken in Central America.

Tucanoan languages are spoken in northwestern South America (Colombia, Ecuador, Peru, adjacent
parts of Brazil). Panoan languages are spoken in the Peru-Brazil border area, with some spillover into
Bolivia, while the Tacanan languages, now believed to be related to Panoan in a Panoan-Tacanan
family, are spoken in Bolivia with some spread into Peru. The Gé (Je) family is spoken in Brazil. Tupian
languages are spoken both on the Amazon River and its tributaries and in an area that includes
Paraguay and adjacent parts of Brazil, Bolivia, and Argentina. The most widely spoken Tupian
language is Paraguayan Guarani, spoken by 95 percent of the population of Paraguay and a national
language of the country.

Quechumaran includes the Quechua and Aymara branches, although the nature of the relationship
between Quechua and Aymara - genetic or contact - continues to be debated. Quechua is strictly
speaking a language family rather than a single language, since different varieties are not mutually
intelligible; in terms of numbers of speakers, it is the largest indigenous language family of the
Americas. Quechua was the language of the Inca empire, and partly as a result of this empire and later
use as a lingua franca by the Spanish administration it achieved a spread from Colombia in the north
to Argentina in the south, although most speakers are in Peru. The most widely spoken Quechua
languages are South Bolivian Quechua in Bolivia, Cuzco Quechua in Peru, and Chimborazo Quichua in
Ecuador. Aymara is spoken predominantly in western Bolivia.
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5.4 Proposals for larger groupings

For proposals that would group Eskimo-Aleut as part of Eurasiatic, see section 2.7. For proposals that
would group Na-Dene with Sino-Tibetan and possibly other families, see section 3.10. Otherwise, the
main proposal is that of Greenberg (1987) to group all the remaining indigenous languages of the
Americas into a single Amerind family.

There are also more modest proposals for larger genetic units within the indigenous languages of the
Americas, excluding Eskimo-Aleut and Na-Dene, of which Penutian and Hokan are perhaps the most
engrained in the literature. Penutian would group together a number of languages and language
families of the northern part of western North America, including at least: Maidu and Miwok-
Costanoan (together California Penutian); Chinookan; Coos, Kalapuyan, and Yakonan (together
Oregon Penutian); Klamath-Modoc and Sahaptin (together Plateau Penutian); and Tsimshian. Hokan
would group together a number of languages and language families of the southern part of western
North America and extending into Meso-America, including at least: Yuman; Karok-Shasta, Pomo, and
Yana (Northern Hokan); Chumash, Salinan, and Seri; Tequistlatecan (Chontal of Oaxaca); and Washo.

6 Pidgin and Creole Languages

Since the main concern of this survey is the geographic distribution of languages as spoken by native
speakers, pidgin languages (Holm 1989) will only be considered to the extent to which they are being
creolized. Pidgin languages that are relevant in this way include the closely related Krio of Sierra
Leone, Pidgin of Cameroon, and Pidgin of Nigeria, all of which are English-based pidgins undergoing
creolization and widely used as lingua francas in the relevant countries. In addition, mention must be
made of the closely related Tok Pisin of Papua New Guinea, Pijin of the Solomon Islands, and Bislama
of Vanuatu, all likewise English-based pidgins undergoing creolization and widely used as lingua
francas.

Otherwise, creole languages are particularly prevalent in the Caribbean and the islands of the Indian
Ocean. They include English-based Sranan, the lingua franca of Suriname, and the French-based
creoles of Haiti in the Caribbean and Mauritius, Réunion, and the Seychelles in the Indian Ocean. The
case of Sango, in origin a creolized form of Ngbandi, was discussed in section 4.2.

7 Deaf Sign Languages

Most works on languages of the world deal exclusively with spoken languages, and this is certainly
the emphasis of this survey. Recent work on deaf sign languages has shown, however, that deaf sign
languages are languages in their own right, differing considerably in structure from the spoken
languages used in the same territory (see chapter 22). Indeed, genetic relations among deaf sign
languages often do not match those of the “corresponding” spoken languages, e.g. American Sign
Language (ASL) is more closely related to French Sign Language than it is to British Sign Language.
Grimes and Grimes (1996) list 104 deaf sign languages, though without giving any internal genetic
classification, and it is unfortunately true to say that our knowledge of all but a handful of deaf sign
languages (such as ASL) is so poor that it is not at present possible to undertake such a task. This is
clearly an area that merits further investigation.
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Chapters on writing systems are very rare in surveys of linguistics - Trager (1974) and Mountford
(1990) are the only ones that come to mind. For a century or so - since the realization that unwritten
languages are as legitimate a field of study, and perhaps a more important one, than the world's
handful of literary languages - writing systems were (rightly) seen as secondary to phonological
systems and (wrongly) set aside as unworthy of study or at best irrelevant to spoken language. The
one exception was I. J. Gelb's attempt (1952, reissued with additions and corrections 1963) to create a
theory of writing informed by the linguistics of his time. Gelb said that what he wrote was meant to be
the first word, not the last word, on the subject, but no successors appeared until after his death in

1985. Although there have been few linguistic explorations of writing, a number of encyclopedic
compilations have appeared, concerned largely with the historical development and diffusion of

writing,2 though various popularizations, both new and old, tend to be less than accurate (Daniels
2000). Daniels and Bright (1996; The World's Writing Systems. hereafter WWS) includes theoretical and
historical materials but is primarily descriptive, providing for most contemporary and some earlier
scripts information (not previously gathered together) on how they represent (the sounds of) the
languages they record.

This chapter begins with a historical-descriptive survey of the world's writing systems, and elements
of a theory of writing follow. Only one piece of theoretical machinery needs to be introduced in
advance: the typology for categorizing the variety of scripts that have been used over the last five
millennia or so. In the order they came into being, the six types of writing system are: /ogosyllabary
(more precisely morphosyllabary), in which each character stands for a morpheme, and the characters
can be used for the sound of the morpheme as well as for its meaning (in C.F. Hockett’ s formulation:
“unit symbols represent syllables but with homophones distinguished” [1997: 381]) - there can be no
purely logographic script; sy/labary, in which each character stands for a syllable; abjad (the Semitic-
type script), in which each character stands for a consonant; a/phabet (the Greek-type script), in which
each character stands for a consonant or a vowel; abugida (the Sanskrit-type script), in which each
character stands for a consonant accompanied by a particular vowel, usually /a/, and the other vowels
(or no vowel) are indicated by consistent additions to the consonant symbols; and featural script (the
Korean type), in which the shapes of characters correlate with phonetic features of the segments they
designate.

Writing was independently invented at least three times, in West Asia, in East Asia, and in Central
America. Details and references for the information summarized below can generally be found in

wws.>

1 Writing and History

1.1 Old world logosyllabaries and their relatives
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The first known writing system was Mesopotamian cuneiform. The first language to be written was
Sumerian. The first writing surface-cum-material was clay, and the first writing implement was a reed
stylus of triangular cross section: a scribe would shape a suitably sized patty of clay and smooth its
surfaces, then touch a corner of the stylus to the surface, leaving shallow wedge-shaped impressions
(hence the name, from Latin cuneus ‘wedge’). From one to a dozen or so wedges make up a single
cuneiform sign. A limited repertoire of wedge orientations combine in a limited range of patterns that
recur in the individual “signs” (but there is no connection between the patterns and the sounds or
meanings represented by the signs: see figure 3.1).

The first recognizable documents come from about 3200 BCE from the city of Uruk, and the script
remained in use, recognizably the same, down to at least the third century CE (Geller 1997). Each
Sumerian sign (and there were something over a thousand of them) originally stood for a Sumerian
word, and was a picture of the object named by the word. (It took a very short time - measured in
decades - for the recognizable pictures, which were hard to draw with a stylus on clay, to turn into
the patterns of wedges.) Signs for objects could also be used for related verbs: a leg could represent
“walk,” for instance. But also, since Sumerian words were mostly just one syllable long (consonant-or
vowel-initial, open or closed), the signs that stood for those syllables could also be used for other
similar words for items that could not be easily pictured; one of the earliest examples is the sign for &/
“arrow” also being used for # “life.” (Such reuse is called the rebus principle.) As soon as signs came
to be used in these transferred ways, they could also be used to record the wide variety of
grammatical affixes of Sumerian. The reader could then know the writer's exact intent even when the
content was not the stereotyped accounting documents that were, as probably everywhere, the raison
d'étre of the writing system in the first place - even if the writer was not present to explain the text -
so that literary and religious compositions of various sorts were soon written down. (The number of
such texts never came close to matching in quantity the mundane economic documents.) The vast
majority of cuneiform documents record everyday transactions of the widest variety, and clay tablets
are close to imperishable (if they have been baked, they are imperishable; if they have only been sun-
dried, they can be damaged by water), so that Mesopotamian civilization emerges as the best
documented until recent Europe.

4 xi “mix"” cf. ¥ sa
a-+ n cf, -+ an “god”
-11a mud “fear” cf. ~1de ig “doorleaf”
~la-~ kun “tail”
e kam (number determinative) cf, ~+ be |
=iy gl “entangle” cf. za

Figure 3.1 Parts of cunieform signs do not reflect their sound or meaning

The Sumerian language eventually went out of use, to be replaced by the Semitic language Akkadian,
but Sumerian remained a language of liturgy and scholarship; and cuneiform writing was used for
Akkadian. Akkadian cuneiform is more complicated than Sumerian, because any given sign could have
sound value(s) based on its Akkadian meaning(s) as well as its Sumerian, and many syllables could be
represented by several different signs, or could be spelled in different ways, and because the
Akkadian sound system differs considerably from the Sumerian, and moreover signs could still be
used for their meanings rather than their sounds without any indication of such use; in this limited
way, a logosyllabic writing system includes isolated instances of purely logographic writing. However,
of the 600 or so signs in the Akkadian signlist, only about 200 would be used in any particular time
period or area (a selection is shown in table 3.1; the Neo-Assyrian shapes are used in these
illustrations). A device for clarifying the writing is the use of determinatives, signs (again taken from
the normal repertoire) indicating the semantic sphere of the items they accompanied: personal
names, wooden objects, cities, countries, plural nouns, etc.

Cuneiform was also used for many other languages of the ancient Near East, such as Elamite, Hurrian,
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and Urartian, and in these adaptations from Akkadian usage, the script was more syllabic than
logographic. An exception is seen in Hittite, which incorporates both Sumerian and Akkadian spellings
into texts that nonetheless were to be read in Hittite.

A language that was never written in cuneiform, because it had developed its own writing system, is
ancient Egyptian. Rudimentary hieroglyphic writing appears shortly after the beginnings of cuneiform,
and it is speculated that the idea of writing somehow came from Sumer to Egypt; but from the very
beginning there is no visual similarity and, more important, the sounds recorded are not syllables, but
consonants only. Egyptian hieroglyphs remained recognizable pictures over the 3,500 years they were
in use; but from quite early on, a cursive interpretation of them, known as hieratic, was used on
papyrus. (Cursive: written with speed, character forms affected by the connection of strokes written
separately in formal or monumental styles.) The demotic script emerged considerably later, in
connection with a later form of the Egyptian language; there is a one-to-one relationship of hieratic
and hieroglyphic signs, but demotic cannot be automatically transposed into the other two scripts.

-a -e -i -u a- e- i- -
P = I~ " -
b I-J:T — = I-::l' LH tﬁ
t S| s -EE]
d =N (I = =3 = o1
g
k = <E Il
g £l ~Tlé, e = “Me | R
q e
5 S = ||
z it ali ==l R =l
5 =1 =kl g =
§ |El ¥ » (I~ £ B hand = =l
m E] ' = i =" &1 e 1T
n gl e ks -t -l Emw | =TH
| ~El ~ETT i3] =l EN0 | ORI | Ele
e | E=n =l an | @-nd =g 5 B!
W
y cHf
X L a -1 a-~ 41
¥ a..*_
@ [ mar| =w| = [( =M=

* The following CVC signs are also used: dim =%, dim &1, giv =N, wr &8, kel &1, kil £,
kin EIL bul =, fag €018, b (01, vig 30 suk . tam 2]T5, fin 04 (from WWS: 57,

Egyptian hieroglyphic signs represent one, two, or three consonants (table 3.2). (The
monoconsonantal signs were never used as a discrete subsystem for writing Egyptian, so charts of an
“Egyptian alphabet” are misleading.) Many signs also function logographically only. Determinatives are
used much more systematically than in cuneiform, as are phonetic complements - signs that give
clues to the relevant reading of a logogram. (They are also found in cuneiform.)
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b J mh - p 0 whn g

; % mi i p: P4 wd i
bis i mi s pds i whm ]
bh . mn =3 ph & wn o2
bi: f mnw o pr 2 wn +
bi o mr - w b wp W]
bit & mr f w3 # wr T
f . ms fi wid i wsr 1
m B msn - wih T WSX &
m. > mt - wis i WSX o
ms’ e mt s w' - wim e
mdh o mw = w'r i

Egyptian influence is assumed, but cannot be demonstrated, in the initial development of the writing
systems that have spread to all the world except (until recently) East Asia. This development is first
certainly seen in the handful of so-called “Proto-Canaanite” inscriptions from the second quarter of
the second millennium BCE in the Levant. In the fourteenth century, a 27-letter abjad (with three
supplemental letters) clearly standing in the main line of development is well attested at ancient
Ugarit (it is written in wedges with a stylus on clay but has no other relation to Mesopotamian
cuneiform). This large inventory continued to be used for inscriptions in the South Arabian languages
and was taken across to Africa by Sabean colonists who passed it on to the Aksumite kingdom in
present-day Ethiopia and Eritrea (by the fourth century CE).

By 1000 BCE or so, a 22-letter script similar to the Hebrew abjad was in wide use (the scattered
examples that have been found vary sufficiently to suggest some lengthy period of separate
developments; Naveh 1987). Over the next few centuries, indirect methods of indicating vowels
developed in Aramaic and Hebrew (but not Phoenician) scribal traditions - to oversimplify, diphthongs
(whose glide portions were written with the corresponding consonant letters) contracted into long
vowels of related colors, and the consonant letters came to be used for other long vowels as well
(matres lectionis. “mothers of reading” in Latin), albeit not obligatorily until well into the Common Era,
and then only in Mandaic and Arabic. The Aramaic group of scripts tended to cursive developments,
one of them surviving in Syriac (Estrangelo and Serto are the principal variants). Another is Nabatean,
used by an Arab tribe to write Aramaic and from which a distinctive script for the Arabic language
emerged (table 3.3). The Arabic language preserved the full panoply of Proto-Semitic consonants, and
the script includes diacritic dots to distinguish both letters whose shapes merged during its Nabatean
prehistory and letters for sounds that had merged in Aramaic but not in Arabic (figure 3.2).
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Value® Ugaritic Sabear® Phoenician Hebrew Mandaic Estrangelo Serfo Arabic

"("a) - g ¥ N @ = { & 1
b B n ) 2 = s |B
8 T 1 n A Y 2 o
(h) ¥ W t o
d hu ™ 4 ) = 1 v i ¢
h |-} = i 3 i a ™ o |b ¢
W e @ Y 1 = a o |x £
z i X I 1 I \ i la s
h (k) ¥ Y B n . N . |ld
t L 0 @ v yi i e
Y # 7 z ? - 4 « |Z 3
k = f ¥ =Ty [ Aav sy |s
(%) @ 3 5 -
1 m 1 L ) J A w5
(8) e H b b
n - ! f a1 " . iy |2 &
A B by © ¢
; < e o ¥ s B -
p = ¢ 1 D7 » a a|lq &
5 m A he Y - . sk 9
q o ¢ ¥ i? cd o a8 1 J
r o ) 9 a = | ¢ |m
5 % w n oy
£(0) z 8 W v & - a |m @
(4) € T W
(1) = la Y
("u) i

(5) i

(d) B

{di} -

* Where two forms are shown, that on the right ocours at the end of a word.
" {Ugaritic and Sabean values); {Mandaic values).
“CF table 3.11 for the anclent order of the Sabean abjad.
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Proto-Semitic *t *t *h *x *d *d *s *% *t %t * %

]

Aramaic t h d 5 t ‘

Arabic t t h X d s d t z 2 B

s s oo ol e g

e L

Figure 3.2 Sources of Arabic dotted letters

Two script traditions that ultimately left no issue are found at opposite ends of the ancient Near East
(table 3.4). Several (logo)syllabic writing systems are found around the Aegean Sea - “Hittite”
hieroglyphs (fifteenth to eighth centuries BCE) in western Anatolia, Linear B (sixteenth to thirteenth
centuries BCE) in Crete, and Cypriote syllabary (eighth to third centuries BCE) in Cyprus (as well as
some presumed antecedents of the latter two, including the still enigmatic Linear A) - for Luvian and
two stages of Greek respectively. They are basically pictographic like Egyptian, but they record
syllables, not consonants only, and representatives of earlier stages have not been found, so their
origin is mysterious. To the east in Iran, a cuneiform script was devised for recording Old Persian (500
BCE). Some of its characters represent syllables, others consonants (probably combining features of
the cuneiform and Aramaic scripts that were simultaneously in use in the Persian Empire), but oddly
despite its wedge components, it was not used on clay.

A contemporary development in East Asia was the invention of writing for Chinese. While the earliest
attested inscriptions (late Shang dynasty, ca. 1200 BCE) are “oracle bone” communications with the
gods, most likely writing began there for the same mundane commercial reasons as elsewhere, but
only perishable materials were used. The principles of writing Chinese have not changed over more
than 3,000 years, though the esthetics and the shapes of the characters certainly have. Earliest written
Chinese, like Sumerian, used primarily monosyllabic morphemes, but the combination of phonetic
and semantic information was made explicit and obligatory in most “characters” so that the vast
majority of characters comprise two parts (table 3.5), and there are considerably more characters in
the repertoire. While the biggest dictionaries list upwards of 60,000, an inventory of 5,000 or so
characters is adequate for most needs.

Chinese writing was tried for both Korean and Japanese, with unsatisfactory results in both cases.
Japanese developed a pair of syllabaries (kana) from a selected group of characters that had been in
use for their syllabic value. Hiragana are used for writing grammatical morphemes attached to
Chinese characters (kanji) that are used for content words, and katakana are used for foreign words
(table 3.6). Korean struggled with characters longer than Japanese and came up with a unique script
described below.
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An additional 16 characters represent variant sounds, and 11 mone occur so rarely that they
have not been identified. There are also a considerable number of ideograms, identifying
commodities; which are not used as logograms in Mycenean Greek prose.

" Only the boxed Old Persian characters unambiguously identify the vowel of the syllable;

a vowel character is required elsewhere (all -a signs used alone stand either for the bare
consonant or for the consonant followed by short a).

Phonetic

Semantic L gong e jidn 34 o ofr fin

A “person” {1 hong “paunch” {§ gitn “servant” K jido “lucky”  f b (a name)

F “hand” 1L kding “bear”  H jign “drum”™ & ndo “scratch”  #fi b0 “strew”

K “water”  {L jiang “stream” & lidn (a viver) % jido “sprinkle” # pin “ricewater”
#ovsilk® AL hong “red” A jian “silk cloth” % rito “roll up” & fian “translate”
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Hiragana Katakana
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n- i = ¥ i (2] 7 = A T ¥
h- (7 ok -3 o~ A A E ) P iR
b- i 3 A < 3 4 £ = ol b
P- (7 4 142 - - F +A ¥ 7 o~ i
m- x =1 ir i % = z & # e
y- = = wh e + - - - =, E |
r- (51 y Ea) h 5 7 U I L o
wW- H - - - % 7 = = = =

The syllabic nasal (hi. A, ka. ) comes at the end of the lisk

Vowel length is indicated in kana by doubling, or more often with a following dash: &3 or & —
is g, Geminate consonants are written in kana with a preceding subscript hi. -2, ka. # fu; thus hi.
& 2 ka, T Frakka.
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Table 3.7 Brahmi-derived scripts of South and Southeast Asia®

Eharoshthi - Bralwmi Devanagari Gujaveli Guronukli Bengali Chriya Sinhala Kanwada
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ph ] nd o aH w 1]

b & ey g & w  uu n am
bh # - = nw A

m - I u + o H u 1] £
¥ ol ol w e o ] 5 i Py
r & e 0 L q 1 5.8 H w
| @ =N W % o A 3 1] Lr]
v & ru &l g a 3 2 i an
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h b A am & w W F i w
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* Some letters inonly one ora few scripts, e.g. the Sinhala prenasalized series, are omitted.
Phonetic values of letters may not be exact, especially in later (rightward in table) scripts.

1.2 From abjad to alphabet and abugida

Abjads seem well suited to Semitic languages, which are supposed to involve consonantal “roots” and
vowel “patterns” (though this analysis is increasingly recognized as an artefact of the Arabic writing
system as it was available to the Arab grammarians who devised it), but are less appropriate to Indo-
European languages where vocalization is more unpredictable than in Semitic. Two different schemes
for the obligatory recording of vowels emerged. The first, seen with the first attempts to write Greek
with the Phoenician abjad, probably around 800 BCE, seems accidental and inevitable: Semitic has a
larger repertoire of consonants than Greek, and (phonemic perception being what it is), the letters
representing sounds, especially laryngeals, not found in Greek would be heard as indicating the
succeeding vowels. Thus Phoenician was taken to represent /a/, ‘h’ for /e/, 'y’ for /i/, "’ for /o/, and
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‘w’ for /u/. And so the alphabet was born. The correspondences are seen in both the shapes of the
letters and their positions in the respective alphabetical orders. Greek settlements used slightly
varying inventories of letters; the most significant for the history of writing was in Italy, where the
alphabet was passed on to the Etruscans and other local peoples, and in turn from the Etruscans to
the Romans.

The second Indo-European adaptation of the Semitic abjad occurred in India (table 3.7), probably no
earlier than the third century BCE (Falk 1993). Here the method was not separate letters for vowels,
but appendages - left, right, above, or below - to the consonant letters to designate the vowels (short
other than a, and long) and diphthongs of the Indic and Dravidian languages, using the type | call
abugida (table 3.8). The first language written with the Kharoikhi and Brahmi scripts was Prakrit (a
colloquial variety that developed later than the Sanskrit “literary” language); it was several centuries
before it became licit to write down the sacred Sanskrit texts that had been preserved orally for
hundreds of years. Limited communication between the sundry regions and polities of India, as well
as differences in writing materials, led to considerable diversity in appearance of the script, and
Sanskrit texts as well as local languages would be written in each locality's distinctive hand, but the
abugidic principle remained uniform. A consonant-final word had a mark to indicate that the final
letter was pronounced vowelless, and immediately adjacent consonants (whether in the same syllable
or not) were written by combining reduced forms of the consonant letters into a single symbol (figure
3.3). Today, ten standardized scripts serve the Indian subcontinent's literary Indo-Aryan and
Dravidian languages.

The Indic style of writing was carried by Buddhist missionaries throughout Southeast Asia, where
essentially the same principle remains at work in such diverse-looking scripts as the Thai and Lao,
Burmese, Khmer (Cambodian), and Javanese, as well as a host of less standardized ones. The
missionaries also brought writing to Tibet late in the first millennium CE (apparently from southern
India, though the lineage of the Tibetan script is not entirely clear). Here, though, consonant clusters
were not notated by combining symbols into a single character regardless of syllable division. Rather,
the end of every syllable is marked with a dot, so that syllable-final consonants are kept separate
from syllable-initial consonants, while vowels are still indicated by additions for e, /, o (above), and v
(below).

a i i i u i € i o au
Brahmi k + + £ F + * + + ¥ ¥
g A A A R A A A ! n T
Devanagari kK ® = t = ® % % &5 = @
g | m fir i 1 i 7 i 7t i
Oriva k @ o g @ =1 Q@ & e S
’ g © @ & @ § @ @ & ;¢ <@
Javanese k A it} w1 qam aymans
B r i | e marn

Missionaries had been active in Europe as well. The Roman alphabet accompanied the Roman church
with its Latin liturgy throughout western Europe, but in the Eastern church, where the liturgy was
conducted in local languages, separate scripts were devised for a number of languages (table 3.9) -
among them Coptic, Gothic, Armenian, and Georgian (fourth century), and, for Old Church Slavonic,
Glagolitic and Cyrillic (ninth century). Coptic and Gothic are adaptations of the Greek alphabet; as is
seen by the inherited letter order, the next two are inspired by it, though the shapes of the letters
seem to be independent creations; the last two appear to be based on cursive and formal Greek
writing respectively. All these alphabets except Gothic require considerably more letters than the
Greek (Coptic's additions are taken from demotic Egyptian script). Northern and northwestern Europe
saw local developments of runes for Germanic languages (first to ninth centuries) and Ogham for Irish
(fifth to seventh centuries); both reveal the influence of the Latin alphabet (table 3.10).
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* Obsolete letters, no longer used in Georglane,
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Runes Ogham
f F *fehu “wealth” b i Beithe “birch”
u h *Gruz “aurochs” 1 n  Luis “blaze”
p F *purisaz “giant” f m  Fern “alder”
a F ansuz “god” 8 m  Sail “willow”
r K *raipd “riding” n m Nin “fork”
*kaunaz  “ulcer” h | (hUath “fear”(?)
k <} *kénaz “torch” d U Dair “oak”
*kano “skiff” t Y Tinne “metal rod”
g X *gebo  “gift” c W con “hazel”
w P *wunjd  “joy” q W Queirt “bush”
h H “*hagalaz “hail” m / Muin “neck”
n } ‘*naupiz  “need” g #  Gort “field"”
i 1 tisa- “jce” ng # (n)Gétal  “wounding”(?)
i 5 *jéra- “year” z #  Straif “sulfur”
i I “*eihwaz “yew tree” r #  Ruis “red(ness)”
p L *perp- ? a v Ailm ?
z Y Calgiz “sedge” (7) o =% Onn “ash-tree”
s h *sowuld “sun” u =w Ur “earth”
t T *teiwaz  god Tyr e ww Edad ?
b B *berkana- “birch twig"” i weww [dad ?
e M *ehwaz  “horse” ea % FEbad ?
m P *mannaz “man” oi o Or “gold”
I T *laguz “water” ui = Uilen “elbow”
ng 9 ‘tinguz god Ing ia g Pin “pine”
d P *dagaz “day” ae B Emancholl “double c¢”
o & *opila “inherited land”
Brahmi Devanagari
Vkha + L ya=1 khya Fka+®la=%kia Fha + Wga=8ksa
Lpa+Ata= g pla gha+Fna=%hna & ksa + 9 ma = SWksma
Oriya Javanese
QAeha+ @ na=Q ghna ae N + o la = a9 nla mala + am ha = ov-m lha

Qsa+ 8 tha=Q stha
@ da + o din =& ddha

Lﬂn!-jﬂ+cnbﬂ=ﬁ;ﬁfﬂ
n..-nb.l’l+-cmﬁﬂ=aabﬁﬂ

mdﬂ+muﬂ=4§dﬂﬂ

Figure 3.3 Some consonant clusters in South and Southeast Asian scripts
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Meanwhile, the Semitic scripts could not go forever with no means of explicitly indicating vowels. The
first one to innovate such a device was the Ethiopic (table 3.11), which became an abugida suddenly
at the same time as the country adopted Christianity (ca. 350); apparently some knowledge of Indic
writing was involved, though the shapes of the vowel indicators are not similar in the two systems,
and the basic consonants do not retain their shapes so rigorously as in India. Perhaps the ancient
Christian communities of western India supplied personnel for the trading voyages that regularly
crossed the Arabian Sea with the monsoons, and the idea, though not the details, of Indic writing

went with them.
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Value | -1 i - - =3 -0 Sabean

h ] 13 v y LA ] 13 h y
1 f fr fi A i\ [} fr | 1
h L] i i, 4 ih ih i h Wy
m m o b ! “ et | " T m |
5 i - ] ) uy I y q 4
r 2 4 L & L C c W O
5 0 it i ) n n i s 3
q ¥ + T » t ¥ $ r )
q” + T ® £ - b n
b ] i+ il U] L 4l n t X
t + + + L + r + g t
X 4 r 1 2 " 1 < k f
% *r- I N 2 s n 4
n Y ¥ 1. 5 L 1 X ™
% h b h Y h h b -] &
k ] 1r ([ hy . ! [ g" B
K™ I he % n w f o
w (] . T T T (i 3 P ’ !
‘ 1] i g %, % % (1] F J a
z [} t- il. H i N p d 8
y f ¢ 3 ] - £ r- g 1
d [ % R, & [ 3 & A d H
g 1 * 1 o 1 1 4 Y T
g" * * A 1 T l o
t m ar m ) m T m z X
p A b L3 % A K ] 3 H
5 A 8 7 L1 8 3 2 y :
d B (i3 1 1 1 é ’ o g
f &, + & 4 4 % E T §
p T T T 5 T T 7

Syriac was the first Semitic script to add optional symbols with the effect of denoting vowels: at first
they were a single dot that marked a “fuller” vowel above the consonant it followed and a weaker
vowel below; these developed into, on the one hand, markers of grammatical categories, and on the
other, markers of vowel quality. This system has survived to the present in Eastern Syriac. In the
western area, the optional symbols were Greek vowel letters, written small, that could be placed above
or below their consonants. In Hebrew, several scholarly circles devised different sets of marks for
indicating vowel quality, prosodic and syntactic characteristics of the text, and liturgical melodies (the
Tiberian system is the only one still in use). Arabic marks the three short vowels and a number of
morphophonemic phenomena (with, as mentioned, all long vowels obligatorily notated within the line
of consonantal letters). In all three languages (table 3.12), a major impetus for adding vowel (and
accentual and musical) notation (“pointing”) outside the consonantal text was the preexisting text of
Scripture, which needed to be preserved in full detail; an explanation for the complications of Arabic
is that the pointing seems to have been added by speakers of a different dialect from that used by the
scribes who recorded the consonantal text of the Qur'an (Versteegh 1997: 56).
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Hebrew Syriac (Eastern) Syriac (Western) Arabic
1 =3 -= e = (— -in)
€ o2 —= ) R
E oyt T -= 3
a -3 -= i 2 an)
3 73 ~a(a) o e
o —a - dm —=q
u o3 -3 a Q= :;? :,__3{14”!}
@ o7 o
a =3
8 -2
a _—I;.:
i} =3

While vowel notations were being devised for the major Semitic literary languages, the same was not
happening for the Iranian languages that gradually adopted Aramaic writing, specifically the
Manichean script: among others, in the west Parthian and Pahlavi, in the east Sogdian. Rather than a
brusque adaptation, as described for Greek and Prakrit, the Iranian scribes apparently continued to
keep their records in Aramaic, but as knowledge of Aramaic deteriorated, Iranian forms crept in.
Eventually a system developed whereby many words that were pronounced as Iranian continued to be
written with the Aramaic spellings - but with grammatical affixes spelled in proper Iranian. In effect,
Pahlavi and so on were written logoconsonantally (Skjeervg 1997). (Moreover, a number of letters
merged in shape, making these texts very difficult to read letter by letter, so the logogram gestalts
are better than Iranian spellings would be.)

When it came time, however, to preserve in writing the oral tradition of the Zoroastrian scripture, the
Avesta (which was in danger of being lost because the language was no longer clearly understood -
the texts were preserved purely as long stretches of sound), a new Avestan alphabet was devised (fifth
to sixth centuries CE) that used the shapes of the earlier Aramaic-based Iranian consonant letters,
added new ones built on them, and thanks to familiarity with Greek, included letters for many vowels
(table 3.13).
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Manichean  Parthian  Pahlavi  Book Source of
< Aramaic  Inscrips  Psalter  Pahlavi Avestan  Avestan®  Sogdian
% " ¥ aa a w aa - A Phl. L aa
w h Av.at
- Av. b
- @ Phl. ay
popw &0 Avds
e aan ?
b L™ 2 bhow 1 bW Ay b Phl. b ] b, B
B > B i 33 BY O BB PhL? ooy
d e [» ddb 9 i d.y .y d Ps. & .8
e B ?
hih) v | & e vi 23 Gke - a0
w . 3 waod =1 y waua| g uid PhL ®  wii
2 t § %2 I f =z J & 2 Phl. I z
h (k) ad Mo hox w hx v x" Phl 2 oy h
t | w % Avr
¥ . ) y&i E +3 8 ¥&L]| ~e &1 PhL 4 wéi
e ee IPhl. &
k o K o K 4 4 9 k. i (Y k Phl. S ) k
PO | Ps. k
1@ Aoy i Y Y r  Phl Y 3
L o Phi. ('} @)
L o Phi. 1 [6]
m ud, e B om 5 & m i,ﬁ m, m Phl. % m
n & |J n L N { n Phl. s n
1 f Avon
R - £: 'j: ?
g O.n
4 = - as gy sh s PhlL e
3 0 Phl. s
- v | > =r k=wr g B —F— 7
P -8 |2 pb a g pbf| &y pf Phl & P
® B Avp
sled (¢ |8 &8 wediz e | Ps. = &
€ C A f
q  um oy b % gs 2  Phle
r LA » rat pmwt y r ) * r
i w |k &2 A3, wy & *:::LJ f; Phl. P
t “ | » nd o w bd w t  Ph b, 2y g
L. anl
Cf Vv 2

* Iranian fonts courtesy of 2 Oktor Skjerve, Harvard University.
¥ According to Hoffmann 1988, summarizing Hoffrmann and Narten 1989,
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Uyghur Mongolian Manchu
g 1 a i a T s &
B n . : = { dz -
i A .
T T ouy é i E & ts a#
w q 6 il i ﬂ 8] T g &
z
« n " u 7 2 v
. 3 ng () A i 1 ¢ $
¥ ¢ q - a i’ d 1,
k
j Y a7 = " ; i
d(&)
<1 o o " . .
5 o § == % T t5h U
td ]:Z A
p j e -3 dz
1 _. 5
& 9 1 : . dzh 1.
r A = 22 I oe e
s u F
3 kh
;“ | A 2 3 .
: i yi 1 gh & m e
I E kgy g | h 5 y o
Z I
< § b oy v a
- ) ) p i
E 4 o
g Sy B ¢

purely as long stretches of sound), a new Avestan alphabet was devised (fifth
to sixth centuries Ci) that used the shapes of the earlier Aramaic-based Iranian
consonant letters, added new ones built on them, and thanks to familiarity
with Greek, included letters for many vowels (table 3.13).

With the spread of Inner Asian polities, Altaic languages came into contact with Iranian ones: Turkic
Uyghur, Mongolic Mongolian, and Tungusic Manchu in turn adopted (but scarcely adapted) Iranian
writing, specifically Sogdian (turning it vertical to conform to the Chinese esthetic). This old
Mongolian script is being revived in newly democratic Mongolia (table 3.14).

The Mongolian emperor Kubla Khan (thirteenth century), recognizing the inadequacy of Mongolian
script for the variety of languages used within his realm, commissioned the Tibetan monk hPags pa to
create a script to be used for Mongolian, Tibetan, Chinese, etc. (in the event, it was used primarily for
Mongolian), and the script that bears hPags pa's name is modeled closely on Tibetan as to shape
(though severely squared up) but is written in columns; it retains the abugidic principle, but places all
the non-a vowel indicators after (i.e. below) the consonant they follow, and gives up indication of
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syllable boundaries (table 3.15).

Acquaintance with the hPags-pa script and deep familiarity with the Chinese grammatical tradition, as
has been demonstrated by careful philological investigation (Kim-Renaud 1997), underlie the Korean
alphabet, promulgated by King Sejong in 1443. It goes beyond both of these, however, in recognizing
the separate existence of syllable-final consonants (as Chinese theory did not), identifying them with
the initials that had been recognized by Chinese grammarians. Consonants and vowels receive very
differently shaped symbols: the basic consonant signs are explicitly iconic representations of the
vocal tract involved in producing each, and the basic vowel signs relate to the fundamental principles
“heaven,” “earth,” and “man.” Korean is thus a featural script (Kim 1980 [1988], Sampson 1985); and
the consonants and vowel of each syllable are written within a square space, in imitation of Chinese
characters, so that it is featural, alphabetic, and syllabic all at once (figure 3.4). Three of the scripts of
western Eurasia have been adapted to write many languages during the last millennium or so: Roman-
based alphabets and Arabic-based alphabets and abjads tend to account for new sounds by adding
diacritics to existing letters, while Cyrillic-based ones tend to add new lettershapes.

1.3 Logosyllabaries of the New World and syllabaries of the modern world

Outside the two great old world families of writing systems, the Semitic-derived and the Chinese-
derived, which converge in Korean writing, two further phenomena must be mentioned. First, in
Meso-America, a large number of inscriptions are known, in upwards of a dozen different forms of
writing or proto-writing. The interrelations of these systems are still being puzzled out, but the best
understood one, the Maya hieroglyphs (perfected by the ninth century CE), has proven to be a
logosyllabic script quite similar in structure to Sumerian (table 3.16).

Ti hPp Ko Ti hPp Ko Ti hPp Ko Ti hPp Ko

k Tm Ty gom T e @ om 7| i om0
= ¥ ma

C ¥ = M Zh & = i € m *|& =
t A m = | th § m B |d § = ® |n % = w
P § oy M ph 4 = o b & = *© m #y O
ts g = tsh & =m dz £ =
(a) & = Z 8 m™ z ¥ =
w X =3 ¥y w r & = ] Yo 2
u - i -
f = i 4 = s & =™~ 4 | s M
h 5 &= ¥ (a) W
1 — o~ ] B o= sy = E = = i 2 =
ey 1 wu B
ay | a ;

Second, there are upwards of a dozen cases of scripts independently devised in modern times -
invented by people who could not read or write in any language, but simply were aware of the
existence of writing (usually that of Christian or Muslim missionaries). Earliest and most familiar is the
Cherokee syllabary, devised in the 1820s by Sequoyah (table 3.17A). Over the next century or so, a
number of syllabaries were invented in Africa, as well as some in North and South America and in
Oceania.

This rapid survey of the world's writing systems closes with mention of scientifically created scripts,
informed by phonetic science. Noteworthy is the Cree script of the Methodist missionary James Evans
of the early 1840s (it and adaptations are used for several languages of Canada); it is featural-cum-
abugida (table 3.17B). The two prominent shorthand systems, Pitman (1837) and Gregg (1888), are
featural. So are some scripts devised by phoneticians for close recording of speech, but none of them
remained in use; the International Phonetic Alphabet and similar systems used by various language
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specialists are in effect greatly extended alphabets, with featural diacritics available for additional
subtlety (Pullum and Ladusaw 1996).

H} pa “rope” Hl pam “night”
ﬁ s Hﬂ“’\'” EL 40 "I'lﬁl."id“
2] c} ilkta “read” v} palpta “tread on”

Figure 3.4 Korean syllable formation
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A Cherokee

- -¢ -i -0 -u -u=I[3]
a D e R i T o wlu v i
ga §8 ka O ge F gi ¥ go Algu J|gv E
ha | he ¥ hi 4 ho I |hu T |hvy &
la w le ¢ i P lo Gllu M|lv A4
ma &£ me i mi H mo 9 (mu ¥
ni 6 hna L nah Gine A ni h no & | nu 9 |nv O
qua [ que & qui P quo ¥ |quu @iquv &
5 @ sa U se 4 si b so %+ (su &|sv R
da L ta W de § te Gldi 4 HJ|de VYV |du §|dv
dla & tla [ tle L tli C tle 4 |[tlu P|tv P
tsa G tse ¥ tsi b tso K |tsu d |tsv C
wa G we & wi @ wo &(wu &|wv €
ya ve B vi N yo f|yu Glyv B
B. Cree®

- o =) -1 Final C

] 7 i A 0 = a < -h .
pé W pi A po = pa < P '
té U ti m to - ta & -t :
ke 9 ki P ko d ka b -k
cé a2 ci P co J ca L -C =
mé =1 mi r mao o ma L -m &
ne - ni o no A na a -n }
56 4 si ¢ S0 4 5a 5 -5 "
& L 8i I S0 o Sa s -§ 2
ye 4 yi - yo < ya e -y o
wi v wi .S wo = wa - -W a
reé ~ ri ~ o 7 ra 5 -r i
[ = li - lo - la -1 4

* Adot above the syllable (except for the -f sories) marks a long vowel,

2 Writing and Language
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The theoretical aspects of writing systems presented here are grounded in a fundamental observation:
writing is not like language, and it is not like language for biological reasons. The human language
faculty evolved over some many generations, so that no human infant can avoid learning the language
of the environment. No child, however, can learn to read or write simply by watching other people
read or write: explicit instruction is required. For writing is so recent (anthropologically speaking) that
no special capacity for it can have evolved - especially since literate populations have not reproduced

in preference to nonliterate ones!

From this observation it follows that writing need not be structured or described in the same way as
language, and in fact some language-derived analytical tools are not so well suited to writing. The
linguistic terms phoneme, morpheme, and so on refer to an unconscious property of language (and
other realms of human behavior). Each item in a class of “~eme”-designated things is an abstraction,
its identity defined by its contrasts with all the other items in that class, and comprising a group of

instantiations of the thing. Thus the English phoneme /t/ includes the conditioned allophones [th] (in
most circumstances), [t] (after /s/), and ['] (sometimes for some speakers); the English morpheme
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{past} includes the conditioned allomorphs /t/, /d/, and /id/. Every language includes a fairly small
inventory of phonemes, and every morpheme is realized with phonemes; every stretch of speech is
made up entirely of morphemes, which are made up entirely of phonemes. Here the unconscious-
ness is important: since writing is not an unconscious, built-in feature of a mind (as language is), it
cannot a priori be assumed to be analyzable in a parallel way. Rather, all writing systems were at
some point consciously devised (and, not infrequently, are deliberately modified). The phonemic
organization of various phenomena was recognized only a century or so ago, so it is not surprising
that the designed writing of language differs in several ways from the evolved speaking of language.

First, writing systems, unlike languages, do not all operate the same. Different writing systems relate
to the sound systems they record in fundamentally different ways (in at least the six types identified
above). These concern both the amount of speech each symbol represents, and the level of analysis
the symbols embody.

Second, despite American structuralist attempts to approach writing as a subsystem of language,
writing systems do not work like linguistic systems; there is no “emic” level, and the popular term
grapheme is misleading. For instance, many alphabets use a pairing of symbols - capitals and
lowercase, majuscule and minuscule - that has no equivalent in sound systems. Arguments can be
made on both sides of the question as to whether ‘a’ and ‘a’ are members of the same grapheme
(allographs). But more basically, no coherent definition of grapheme can be agreed on. Is it (like a
phoneme) one of the set of elements comprising a writing system? (Then ‘a’ and ‘a’ might both be
graphemes ... but how is their relationship to be captured?) Is it (like a tagmeme) a correlation of
sound and symbol? (Then ‘ea’, ‘ee’, and ‘e-e’ might all be graphemes of English ... but is then several
different graphemes?) Is it (like a morpheme) a minimal extent of something? (Then the
Mesopotamian cuneiform signs in figure 3.1 might all contain the same grapheme ... though there is
no phonetic or semantic similarity among these signs, and the recurring pattern by itself is xi.) The
difficulty is that all these characterizations are reasonable for different writing systems, but no one
characterization fits everything one might be tempted to call a grapheme. The upshot is that
grapheme has become nothing more than a pretheoretic, fancy, scientific-sounding word for “letter”
or “character” and ought not to be part of technical discourse. (“Allograph,” however, remains useful
for conditioned variants of lettershapes, as in the final variants in Greek and Hebrew, or the conjoined
consonants in Indic scripts.)

Third, language is constantly changing, while writing generally obeys tradition and does not readily
respond to changes. Simplification in some areas of language is accompanied by complication in
other areas, as a language's overall “efficiency” tends to remain constant; but a script's efficiency - its
“goodness of fit” to its language - is maximal when it is devised, and deteriorates thereafter.

Fourth, writing systems can be altered by fiat. Kemal Atatiirk could not have ordered the minority
peoples of Turkey to stop speaking their languages and use only Turkish, but he could decree that the
Turkish language would be written with a Roman alphabet rather than an Arabic one beginning on
November 3, 1928. Noah Webster could not successfully tell Americans to not split infinitives, say,
but he could successfully recommend dropping the <u> from words like <colour>.

(Fifth, and in the wider picture probably most important, written language differs in significant ways
from spoken language; the way most directly related to the physical existence of writing is the
evanescence of speech versus the protracted availability of writing. Questions of literacy and society,
of literacy and the individual are beyond the scope of this chapter [see Street and Besnier 1994].)

Writing systems, then, must be investigated on their own terms. Their changes in appearance over the
centuries - their “outer form” - have attracted the most study and are well documented (see note 2),
but most interesting to this author are questions of the origin of writing and the relation of the
graphic shapes of script to the phonological shapes of language - their “inner form” (Coulmas 1996:

234).

My approach to the origin of writing arose from dissatisfaction with the received view that there are
three types of writing system - logography, syllabary, alphabet - and that the history of writing
systems shows that all development has proceeded in that order and can only do so, with alphabets

as the last and “best” type. This view is most closely associated with I. J. Gelb, and in order to make it
work, he had to claim that what underlay the Greek alphabet was a syllabary. But since the Phoenician
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script does not explicitly denote syllables, Gelb had to claim that the characters of the Phoenician and
other Northwest Semitic scripts in fact recorded syllables - but syllables with indeterminate vowel. As
regards the Indic and Ethiopic scripts, which denote syllables but derive from alphabets, he simply
threw up his hands (1963: 188).5 Two problems are immediately obvious. It is counterintuitive to call
Northwest Semitic scripts syllabaries; and anyway, from only one example of the innovation of an
alphabet, a general principle can hardly be drawn.

The solution is to recognize that the old tripartite typology is inadequate, and to replace it with the
sexpartite one used above. Once abugidas are distinguished from syIIabaries,6 a different historical
sequence can be identified, which no longer privileges the alphabet teleologically. Furthermore, this
dichotomy also proves useful regarding the modern creation of scripts: scripts invented by persons
who cannot read are syllabaries (not abugidas, not abjads, or alphabets). It can also be seen that it is
not really the alphabet that represents the great intellectual achievement in linguistic analysis, but the
abjad.

2.1 Origin of writing

The key to the history of writing is the primacy of the syllable. Psycholinguists find that people not
literate in an alphabetic script are unable to manipulate portions of the speech stream at the level of
the segment (Daniels 1988);7 phonologists increasingly work with levels of analysis other than that of
the segment or individual sound (but none seems to have broken entirely with the C's and V's of
alphabet-based analysis). The inventions by untutored writing-inventors record syllables. Many
nonliterate peoples keep graphic records that perhaps operate on the level of the word. These records
do not turn into writing, however (the “reader” cannot determine exactly what sentences the
delineator had in mind). Why did the pictographs used in Sumer, China, and Meso-America turn into
writing systems? My view is that it is because the Sumerian, Chinese, and ancient Mayan languages
were largely monosyllabic (meaning that most morphemes are just one syllable long). Thus each
pictograph representing a word also represented a single syllable. It was thus easy, via the rebus
principle, to record other similar-sounding words, words that did not lend themselves to pictography
since they did not denote simple objects —as in the Sumerian example #/ “arrow” for ¢/ “life.”
Grammatical morphemes too were soon included in the script stream, and writing was accomplished.

Writing is thus defined as a system of more or less permanent marks used to represent an utterance
in such a way that the utterance can be recovered more or less exactly without the intervention of the
utterer. Implicit in this definition is the insistence that all writing is phonologically based, as stressed
by John DeFrancis (1989); excluded are what Gelb calls “forerunners of writing” (DeFrancis shows that
none of the “forerunners” actually “foreran” writing) and what Sampson calls “semasiographic
systems.” In Mesopotamia, what has been identified as an early accounting device, small clay objects
(“tokens”) that may have served as counters for commodities and were sometimes gathered inside a
hollow ball of clay, sometimes after being impressed on the outside of the ball, might have prompted
the notion of incising pictographs on lumps of clay and might underlie the shapes of early numerals
in cuneiform (cf. Schmandt-Besserat 1992). The suggestion that the shapes of some tokens relate to
early, abstract cuneiform signs is purely speculative, since there is no way to know what any particular
token may have represented, nor whether there was any sort of uniformity in such representation
across the vast extents of time and space from which they have been recovered.

Explanations for the fact that Egyptian hieroglyphics record only consonants are embryonic. But since
Egyptian writing never become purely phonetic - logographs and determinatives remained fully in use
to the very end of the tradition - we must turn to the abjad for the second great advance in writing,
the first that can truly be called an invention. Evidence exists that Mesopotamian scholars recognized
an affinity between signs for syllables beginning with the same consonant, and affinity between signs
for syllables ending with the same consonant; but there is no evidence that affinity between (what we
recognize as) the same consonants at the beginnings and ends of syllables was recognized. (In the
Chinese grammatical tradition, syllables were identified according to their initial [consonant] and
everything else [vowel + tone + final consonant].) So the greatest stroke of genius in the history of
writing was the recognition that syllable-beginnings could be identified with syllable-endings, and
the resulting unities could be represented by a single symbol wherever in a word they occurred. These
symbols are the consonant letters. And, of course, many fewer consonant letters than syllable signs
are needed for just about any language.
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2.2 Script direction

| suspect, too, that the stroke of genius came from a left-handed individual. Most people are right-
handed; most writing runs left-to-right (“dextrograde”) or top-to-bottom. These are convenient
directions for avoiding smeared ink (or clay) and for clear sight of the line of writing. But the direction
of the earliest Northwest Semitic writing (and also the normal direction for Egyptian writing) is right-
to-left (“sinistrograde”). This choice makes sense if it was initially made by a left-hander - a left-
hander of great prestige, as would certainly befit the inventor of a writing system so much easier to
learn than a syllabary or, especially, a logosyllabary (or logoconsonantary). Script direction proves to
be a very tenacious attribute of a writing system: so long as the tradition remains unbroken, the
direction does not change. Only with a “brusque” transition is an alteration found: this happened with
the transfer to Greece: the earliest Greek inscriptions are boustrophedon (running in opposite
directions in alternate lines), then the left-to-right order prevails. The transfer to Etruscan must have
been early and “gentle,” since the direction remained sinistrograde, but the Latin adaptation was less
so, since early boustrophedon soon gave way to dextrograde.

Script direction depended on external factors. The Iranian languages all remained “gently”
sinistrograde. Syriac scribes, however, would avoid the mechanical problems in such a script by
rotating the page 90° counterclockwise and writing downward and left to right, turning the page back
for reading in the traditional direction. (This accounts for the skewed orientation of the Greek-letter
vocalizations.) Perhaps this practice was maintained for Sogdian and along with the dominant Chinese
culture accounts for the columnar (and left-to-right) writing of the Uyghur, Mongolian, and Manchu
traditions. hPags-pa, too, doubtless imitates this tradition. But another local script derived from
Tibetan, the Lepcha of Sikkim, was written in columns from right to left - as if Tibetan was rotated
clockwise to attain columns in imitation of Chinese.

2.3 Script transmission

Many “gentle” steps brought Aramaic script via Iranian and Altaic languages far to the east in Asia, as
described above. But it is the “brusque” transfers that lead to the development of new script types.
The accidental alphabet of (Indo-European) Greek has been mentioned. But at the other end of the
ancient Near East, the Persian Empire impinged on the Indian world. The Persians brought the Aramaic
abjad with them; and some bilingual inscriptions, in Aramaic and (Indo-European) Prakrit, were
erected in the northern borderlands. But the Prakrit is not simply written in a variant of Aramaic script;
as with Greek, vowel notation was added: not, though, with letters inserted among the consonants,
but in abugida style. What lay behind this innovation? The rich grammatical tradition associated with
the name of Panini was already well developed by the time writing appeared in India, and it fully
understood syllables, vowels, and consonants.

Tibet, too, supported a grammatical tradition. The Tibetan language is typo-logically quite different
from the inflecting Semitic and Indo-European languages met so far: it is isolating, so it could be
advantageous for a Tibetan script not to merge adjacent morpheme-final and - initial consonants as
was done in the Indic scripts (see figure 3.3). Thus the syllable boundary marker was devised, while
the basic abugidic principle of inherent basic vowel plus appendages for other vowels continued in
use. Significantly, neither Iranian nor Mongolian culture supported a grammatical tradition, and the
hPags-pa script gives up the Tibetan innovation; the morphological type differs yet again, and
perhaps explicit syllable boundaries are less important for an agglutinative language like Mongolian.
Lastly, as already mentioned, the Korean grammatical tradition played an important part in the design
of the most sophisticated script yet devised. Every script reflects some degree of “native speaker
analysis” (O'Connor 1983); the lesson of the Asian sequences of transmission is that real innovation in
script transfer must be informed by grammatical understanding of the language that is to be written -
metalinguistic knowledge of one's language: the result of deep study, not simple copying.
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R D W kKOG & & P A Y H B P & M & 4
e a la tsi nahwauwe i ne mogi yi si tlv o Ilu le ha

&9 W B b @& A T' A 4 ¥ 4 ¢ C % &L U
wo tlo ta yv Iv hi 5 yo hu go tsu muse so th qui quesa
W

L Z o R h 5 VF L E T ¢ 8 & ™ Jd
quano ka tsv sv ni ga do ge da gv wii u ye hv dv gu

K v 6 ¢ ¢ ¥ 1 6 8 &8 G i O +& &
tso quonu na lo yu tse di wv du de tsa v nv te ma su tlu

¥ F HL « ¢ 1 L v @& & A &

he ho mi tla ya wa ti tle na quudla me quv

Figure 3.5 Sequoyah's syllabary order (read left to right)

2.4 Letter order

A property possessed by many writing systems with a limited inventory of signs is a canonical order in
which the signs are learned and which becomes an organizing principle for lists of words and for
other things as well. Such orders may be arbitrary or motivated; and virtually the only motivated sign-
order is phonetic.8 The Indic scripts, following the native grammatical tradition, placed the vowels (in
two groups) before the occlusives (back to front of mouth; within each place of articulation voiceless,
voiced, and nasal; for each stop unaspirated and aspirated), which are followed by the continuants
(see table 3.7). Modern syllabaries (including current usage for Japanese) are usually presented in a
consonant versus vowel grid, with the consonants in some phonetically justified order (see table 3.6)
- though the order for Cherokee used in textbooks follows the order of the corresponding consonants
in English (see table 3.17A). Some of the syllabaries devised in recent centuries in fact have no
standard order; others, including Cherokee, seem to be presented in nothing but the order in which
the symbols were devised by the creator (figure 3.5).

This is the best we can say for the familiar order a, b, ¢,... as well. Despite centuries of conjecture -
involving lettershape, phonetics, the names of the letters, and doubtless other considerations - no
convincing account has ever been suggested. This order is found in the earliest abecedaries, from the
fourteenth century BCE- and any speculation must take into account that five letters were dropped
from the original 27 (seen in Ugaritic) to give the Hebrew-Aramaic sequence (see table 3.3). This
sequence is modified in Arabic to bring together the letters that share a common basic shape and are
distinguished only by dotting. Less familiar is the order recently discovered to have been used for the
ancient South Arabian letters (and still more recently found at Ugarit), to which the standard Ethiopic
order is similar (see table 3.11). The (North) Semitic order is also known in Ethiopia - since the

Hebrew letter names appear as headings to the 22 parts of Psalm 119 (118) in the Septuagint9 -
where, labeled abugida, it serves some liturgical functions. Similarly, when the ancestral order is

referred to in Arabic, it is called abjad””. (The vocalization of the Ethiopic word reflects the standard
order for presenting the seven notated vowels.)

The ancestral Semitic order remains familiar to modern Arabic-speakers because of the “organizing
principle” property mentioned above. The sequence of letters, being fixed, could label any sequence
of things. This is equivalent to a sequence of ordinal numerals - and even after dedicated characters
for numerals (as opposed to tallies: 1 stroke for 1, 2 strokes for 2, etc.) were introduced (first in India
in the first half of the first millennium CE, then to the Islamic world around 800, including zero,
thence to Europe around 1000), letters have continued to be used as numerals in limited contexts in
Greek, Greek-derived, and Semitic scripts. Arabic's letters have been reordered with the additional
ones inserted by shape within the inherited sequence, but the inherited numerical values are not
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altered; the new letters represent the values 500-1000.

Several alphabets have retained letters unneeded for any phonetic value because of already associated
numerical values (such as Greek Digamma = 6). This phenomenon and the consistency of correlation
of each nonad of letters with an order of numbers (Hebrew Alep-Tet = 1-9, Yod-%ade = 10-90,
Qop-Taw = 100-400) leads Gamkrelidze (1994) to see this as a guiding principle in the creation of
the Greek-based Eastern Christian alphabets, which do suspiciously contain multiples of nine letters.
If this principle had been in operation from the beginning, however, one would expect five empty-
letter numerals in Hebrew-Aramaic script, preserving the earlier total of 27.

Letters added to an abjad or alphabet are usually ordered at the end, as with the Greek
“supplementals” after Tau, which corresponds to Taw, the last letter of the parent abjad - and, in fact,
as with the last three Ugaritic letters. Sometimes letters are inserted according to graphic similarity
(as in Arabic) and sometimes phonetic (as in Cyrillic). Armenian represents an exception, where the
framework of the Greek order is discernible but no principle can be found for the placement of the
additions.

2.5 Letter names

For letters to be learned in an order, they need to have names (table 3.18). Names of letters either are
words in the language they record (Northwest Semitic), or they refer in arbitrary patterns to their
sound (Greek; Latin). It is not clear which came first - what may be the earliest list of letter names
(incompletely preserved) gives a single syllabic Mesopotamian cuneiform sign opposite each Ugaritic
letter. Many of these correspond to the beginnings of the names known much later for Hebrew and
Aramaic, but some do not; and it is not easy to imagine why a scribe would not have recorded the
letters’ full names if they had existed. Most of the Hebrew/Aramaic names are words in Northwest
Semitic, a few are not, and their earliest attestation is the aforementioned Septuagint passage.
Interpretations of the “Proto-Sinaitic” inscriptions as Semitic based on reading their pictograms
according to the initial letters of words for the objects depicted - the acrophonic principle - are thus
unreliable. Some of the Ethiopic letter names, including the one that licensed the interpretation of the
Proto-Sinaitic snake as n, are words only in Hebrew, not in Ethiopic, suggesting that the names (not
used in Ethiopia) were first assigned by European scholars in the fifteenth or sixteenth century when
Classical Ethiopic came to their notice.
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Ugaritic?  Hebrew  Greek Arabic  Ethiopic  Armenian.  Old Slavic
a ‘aleph  alpha alif  alf ayb azh
be beth béta ba’ bet ben buky
ga gimel  gamma  jim gaml gim vedi/védé
Xa . da glagoli
di daleth  delta dal dint e’ dobro
u hé e psilon  ha hoi za jestn/estn
wa/i/u  waw u psilon  wiw  wiwe @ Ziviite
zi ziyin  zéta zay Zii at’ (d)zélo
ku héth Bta ha’ haut t'o zemlja
t téth théta ta’ tiit e i, iZei
2 yodh iota va’ yvamin  ini iZe
T kaph kappa kaf kaf liwn dervs
? lamedh la(m)bda lim lawa xé kako
? meém mu mim mai ca ljudije
? nin nu nin nahas ken myslite
s samekh sigma sin sat ho nash
? ‘dyin o micron ‘ayn  “ain ja on.
pu pe pi fa’ af tat pokoj
sa sadhé sad sadii ce rhei
(qu qoph (qoppa)  qaf qaf men slovo
ra rés rhd ra’ ra'os yi tvrdo
& §in/8in (san) Sin Saut nu ukb/iks
Xa Sa frin
tu taw tau ta’ EHwa o chers
Ba’ ca ote
X' xdrm pe c
dal jé rve
dad dippa ra ja
za’ s& Stja
yayn vew jers
pit tiwn jery
psa re jerk
i ‘o 6tk jath
u hiwn ju
zu pliwt ja
k'e (je)
u juss malyj
fé just malyj
jotirovannyj
jusk bolesij
juss bolwsij
jotirovannyj
ksi
psi
(thita)/fita
iZica
azh

Sayfa 27 /32

The Greek letter names are meaningless in Greek: they are simply borrowed from the Semitic source;
apparently the earliest complete list, though, is from ca. 200 CE (Athenaeus 453d), purportedly but
dubiously reproducing a fifth-century BCE text. Some of the Arabic names preserve reminiscences of
the earlier forms, but the Latin names, which prevail in Europe, are simply phonetic (including CV for
stops, VC for continuants), as are those in Georgian and modern Russian, and in the Indic tradition.
Words, chosen acrophonically, are used for letter names in Runes, Ogham, Armenian, and Old Slavic.

2.6 Writing materials

The shapes of characters can be influenced by the materials on which and with which they are written.
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We have already seen how cuneiform wedges result from the use of a stylus on clay - where the
surface was not conducive to curving lines. Runes are angular because they were scratched into wood;
Ogham is straight lines because it was carved on the edges of blocks of stone; and many scripts of
India and Southeast Asia are curved because they were incised with a stylus on leaves.

Pigmented liquid (ink, paint) is probably the most common writing medium around the world, applied
to surfaces with brushes made from vegetal fibers or hairs, or pens cut from hollow reeds or feathers
or forged in steel. The surfaces can be any convenient wall (whether natural as of a cave or cliff, or
built), or more portably a clay pot or a potsherd (inscribed sherds are called ostraca). The earliest
known flexible writing surface is papyrus, prepared from the split pith of a reed native to the Nile
valley. Animal skins appear subsequently: leather, prepared by tanning, found from the first
millennium BCE, and parchment, somewhat later, prepared by liming. A reusable medium was wooden
boards hinged together, their inner surfaces coated with wax, on which Mesopotamian scribes
impressed wedges and Greek and Roman scribes scratched letters with a stylus (few of these fragile
items have survived, so we cannot be certain how long they were in use). Paper, which is made from
macerated, compacted vegetal fibers, was invented in China early in the Common Era and came west
with Muslim contact, eventually superseding the other candidates.

Printing from movable type was devised in East Asia - probably Korea -early in the Common Era, and
(perhaps not independently) by Johannes Gutenberg in Mainz in the 1450s. Gutenberg's techniques
merged the skills of the goldsmith (for casting type), the vintner (for the press), and the chemist (for
the ink). Quick, identical reproductions of texts made possible both religious reformation and the
development of science (Eisenstein 1979), but widespread literacy awaited mechanical printing and
typesetting in the nineteenth century.

Individual mechanical aids for writers followed: typewriters, cheap pencils, fountain pens, ballpoint
and fibertip pens. A feared post-literate society of broadcast media seems now to have been
forestalled by the worldwide network of personal computers, on which international communication is
again achieved in writing.

3 Writing and Scholarship

Writing is indispensable for civilization - but entirely irrelevant for language. Most of the thousands of
human languages were never written until recent years, and their speakers were none the worse for it.
Their cultures were full and rich, lacking only accountancy and science. Everything else that is written
need not be: poetry, narrative, law, and their apotheosis, scripture, are all part of every oral culture.
Only in a city is the community so large that letters must be sent to communicate personal messages
- and only when records of commerce can be kept can a city be. Cities are where production does not
link directly with consumption: farmers and ranchers provide food, artisans provide goods, builders
provide shelter, and administrators coordinate their exchange. Without writing, there is no

administration.'°

But cities characterize only a handful of human societies, and the vast majority of human languages
never had written forms of their own. The discovery that languages other than the classical ones were
every bit as rich as Greek, Sanskrit, and Chinese - a discovery due largely to the investigation of
Native American languages by scholars originally trained as Indo-European philologists, on the whole
- led linguists to concentrate on unwritten languages and then to devalue the study of written records
in favor of fieldwork. Recently a reaction (associated with the “Toronto school” of literacy studies) to
this view has set in, which in its most extreme form claims that there was no true literacy before the
Greek alphabet, even in the ancient Near East: that the alphabet itself is necessary for elevated
linguistic expression. What this attitude reveals is little more than ignorance of both the literary
record of non-alphabetic societies (which is generally known to the partisans only through
translation) and of the poetic accomplishments of nonliterate societies (represented most familiarly,
of course, in the supposed foundational work of western literacy, the Homeric epics).

With that parti pris, we may turn to the branches of scholarship that have studied writing systems.
3.1 Philology, epigraphy, and paleography

Philology is the study of texts in the broadest sense. The preliminary task of philologists includes
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recovering and establishing the documents themselves, determining the orthography, grammar, and
lexicon of their language, and reconstructing their history and context. Then their real work begins:
interpreting the texts and the entire culture that underlies them. Among the sub-disciplines of
philology are epigraphy, paleography, and diplomatics (the study of documents).

A distinction is often made between writing incised on solid surfaces and writing applied with a tool
to flexible surfaces. The former is the province of epigraphy, the latter of paleography. A goal of both
fields is tracing minute variations in ductus - the complex of features characteristic of a single scribal
community - from generation to generation, from atelier to atelier, which might enable the dating of
a text that has no explicit indication of when and where it was written, such as a colophon. This has
largely been pursued as a purely descriptive study, with little attention to the physical processes of
writing - movements of hand and fingers that always want to expend less effort, in competition with
the cognitive need to keep characters recognizably distinct. In this tension lies legibility.

The appearance of a script is also closely connected to the prevailing esthetic of its society, as is
familiarly seen in the affinity of spiky German hands to the pointed arches of Gothic architecture, and
of curvaceous Italian hands to the rounded arches of Romanesque. Worldwide, artistic approaches to
writing, calligraphy, mirror the arts of the society, sometimes even becoming the dominant decorative
art, as in much of the Islamic world.

The more routine task of epigraphers and paleographers is the compilation of corpora of inscriptions
and texts: the raw materials from which philologists extract descriptions of cultures, and linguists
extract descriptions of languages and language change. Often, the preparation of a corpus of

unreadable texts (Linear A, Indus Valley script) is all that can be done until some genius can discover

the hint that makes it possible to read them. '

3.2 Decipherment

Ancient and mysterious scripts captured the imagination of adventurers whenever they came upon
them, but not until the middle of the eighteenth century did anyone succeed in reading one whose
interpretation had been forgotten with the culture that created it. The script that received this honor
was not a specially worthy one; it was the Palmyrene variety of the cursive Aramaic group found
throughout the Near East at the beginning of the Common Era. The rulers of Palmyra would place
inscriptions in both Greek and Palmyrene Aramaic on the monumental columns that lined the public
spaces, and in 1756, accurate copies of several such pairs were published in London and Paris as
engravings. Virtually overnight, the abbé Jean-Jacques Barthélemy was able to interpret the
Palmyrene. His method exemplified many of the principles that have been used many times since:
identify a bilingual text; locate proper names; compare known scripts; guess what language is
represented; determine from the number of different characters the likely type of script. (In short
order, Barthélemy also deciphered Phoenician and Imperial Aramaic.)

Prior to all the steps in the actual decipherment, however, and so obvious that it is often overlooked,
is the necessity of accurate reproductions of inscriptions in the unknown script. For a century and a
half, photography has been available, but many important decipherments were accomplished in the
century before that. Before Barthélemy, there had been publications of Palmyrene inscriptions going
all the way back to 1616, none of them amenable to decipherment (yet no one who had not visited
the inscriptions /n situ could know that)! Fortunately, for both the best-known decipherment and also
for arguably the most important one, the publications available to the decipherers were of the highest
quality.

The most familiar deciphered script, of course, is Egyptian hieroglyphs. Napoleon invaded Egypt with
an army of scholars as well as an army of soldiers. Over several years, the scholars prepared
painstaking representations of the wondrous antiquities of the Nile, including scores of inscriptions
on both monuments and papyri. Among the inscriptions was a large slab found in 1799 (and forthwith
seized as booty when the British gained an advantage, so that the Rosetta Stone has been housed in
the British Museum since 1802) inscribed in Greek and in demotic and hieroglyphic Egyptian (the
hieroglyphic portion largely broken away). It was immediately seen that this could be the key to
interpreting the Egyptian inscriptions that had fascinated Europeans since Classical antiquity - but the
key could not be turned so long as the mental machinery was mired in the millennial mirage that the
hieroglyphs were “ideograms” or mystical, occult symbols. An English dilettante (or polymath),
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Thomas Young, identified corresponding passages in the Greek and demotic texts but neglected the
incomplete hieroglyphic version.

Meanwhile Jean-Frangois Champollion, a young man from Grenoble, had resolved to understand
ancient Egypt, and he believed the clue lay in the Coptic language, still used in the liturgy of the
Christians of Egypt. Around 1820 he noticed that the pharaonic name “Ptolemy” occurred several
times in the Greek in positions corresponding to cartouches (oval frames containing signs) in the
hieroglyphs, confirming a long-ago suggestion of Barthélemy's that they would enclose royal names;
but since that was the only royal name preserved in the hieroglyphic, he could not try assigning the
phonetic values he suspected the Egyptians would have used to write foreign names (here, Greek).
Fortunately, the name of Cleopatra appeared on an obelisk that had been in England since 1813
(Champollion may have known it from Young's publication), and there is sufficient overlap in the
names that he could pair signs with sounds. Other names in Greek and Latin gave him several other
phonetic values.

Champollion's true breakthrough came when he noticed a cartouche containing an obvious “sun”
logogram followed by an unknown sign and two s's. “Sun” in Coptic is ré, and the decipherer, against
all expectations, guessed that the name was Ramses - showing that Egyptian names, too, could be
written phonetically. This gave him the courage to search for Coptic words in the Rosetta prose, and
soon he could read Egyptian.

The most important decipherment recovered Mesopotamian cuneiform. The basic materials here came
from a brief span of ancient history, the Persian Empire. From the late sixth to the mid-fourth
centuries BCE, kings Darius, Xerxes, and their successors inscribed on the walls of their constructions,
their monuments, and on a cliff at Behistun, propagandistic annals and dedications in three cuneiform
scripts. The most prominent was the simplest, comprising a few dozen different characters, the other
two considerably more complicated. The prominence suggested to a junior faculty member in
Gottingen, Georg Friedrich Grotefend, that the simplest script represented the rulers’ own language,
Persian. On the basis of Antoine Isaac Sylvestre de Sacy's recent decipherment of some Sassanian
inscriptions (representing an Iranian empire a few centuries later), he expected to find introductory
expressions along the lines of “X, great king, son of Y, great king.” The names of the Persian kings
were known, in Greek guise, from the Classical historians. Sure enough, Grotefend found the
repetitious pattern, plausibly interpretable as “Xerxes, great king, son of Darius, great king, son of
Hystaspes” - who was not a king. His discovery was announced in 1802, and over the next several
years, scholars were able to clarify the characteristics of Old Persian.

Note that the initial breakthrough did not involve a bilingual; it was achieved through the insight that
names known elsewhere could be expected in the unknown text. Such a correspondence can be called
a virtual bilingual. The names in the Persian trilinguals did provide the initial clue to the other two
languages, but they were soon superseded by a wealth of inscriptional material that became available
during the first decades of the nineteenth century. Edward Hincks, an Irish clergyman, applied himself
first to the trilinguals (coming up with an initial list of values for the signs of the second script in
1846), and then turned to annalistic materials coming from Babylonia; he used Semitic grammatical
patterning to locate signs involving constant root consonants and affixes. His most useful source,
though, proved to be a massive annalistic inscription in yet a fourth language, Urartian, where
repetitious formulae provided spelling variants permitting the identification of the vowels of many
syllables. By 1852, Hincks had succeeded in reading the third script, the language now called
Akkadian, and moreover had identified the first of thousands of fragments of ancient dictionaries that
made the study of Akkadian (and Sumerian) something other than decipherment. Meanwhile H. C.
Rawlinson had, with great effort, made a copy of the huge, virtually inaccessible Behistun inscription
of Darius. This accomplishment, plus his edition of parts of the Persian and Akkadian versions, have
generally gotten him the credit for deciphering cuneiform, but he was kept abreast of Hincks's
findings and incorporated them into his own work - and Behistun was not published until the
decipherment was virtually completed, and had little or no impact.

A number of other decipherments have followed (and a few challenges remain); the most celebrated

recent one was Michael Ventris's of Linear B, which proved to record an early form of Greek; here the
virtual bilingual was the coincidence of the names of findspots of documents with what seemed to be
placenames in the texts: sign values assigned on their basis and plugged into a C?V? grid established
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by Alice Kober and Ventris revealed familiar-looking inflections. Something similar played a part in
the decipherment of Maya glyphs: after Yuri Knorosov interpreted a sixteenth-century Maya-Spanish
“alphabet” as a syllabary, and saw in the images pictures that could be named with suitable modern
Mayan words, Heinrich Berlin found that distinctive signs were associated with specific places. In both
cases the attempt to fit a familiar language (Classical Greek, forms of modern Mayan) to the ancient
writings provided the final, if surprising, success. The mysterious script most apt to be deciphered
some day is the Indus Valley script used between about 2500 and 1900 BCE. This is likely to prove a
fourth independent invention of writing, and the Dravidian family is the likeliest candidate to provide
its language.

3.3 Writing, linguistics, and semiotics

Is the study of writing - grammatology, as Gelb dubbed it - to be seen as a part of linguistics? The
study of written language certainly is. But the fundamental difference between language and writing
suggests that perhaps writing is outside the scope of linguistics, especially when linguistics is seen as
a part of psychology. Perhaps the study of writing truly belongs as a sister science under the umbrella
of semiotics, the study of meaningful systems embracing but transcending language. Semiotic
approaches to writing, however, have tended to slight philological concerns, to skip right over the
details in favor of ungrounded theorizing. Perhaps when writing systems come back into the ken of
linguists, the situation will improve.

The traditional WERIZIE~E 50 M3 % “The colorful [flowers] are
arrangement of Japanese bhlithE-o84 b5 fragrant, but they must fall.
hiragana (each character HOBE<FEFSHZATH Whoin this world can live
is used once, tospellout W BHALAVGLET  forever? Today cross over

the following poem, I'ro wa nivedo chirinurn.  the deep mountains of
attributed to the Buddhist we waga yo fare zo tsune life's illusions and there
monk Kiikai): naran wi no okuyama will be no more shallow
kya koete asaki yume dreaming, no more
miji ef mo sezu drunkenness.”

The Iavﬂ nese Order; wmse  sdmem  soewm  esates deen  amasieT o LS La e
Hana caraka, data sawala, padha jayanya, maga bathanga

“There were two emissaries, they began to fight, their valor was equal, they
both fell dead.”

Figure 3.6 “Motivated” canonical orders of scripts

I am grateful for the comments and suggestions of the volume editors, and of Jerrold S. Cooper, John
DeFrancis, Victor Mair, M. O'Connor, and P. Oktor Skjaerve. Space limitations preclude incorporating them
all, which can only be to the detriment of the chapter.

1 Sampson 1985, Coulmas 1989, De-Francis 1989.

2 Taylor 1883, Cohen 1958, Février 1948/ 59, Friedrich 1966, Diringer 1948/68, Jensen 1935/69, and
Senner 1989. On a smaller scale, but useful, are Nakanishi 1980 and especially Woodard 1996.

3 A few recent items not included there are added in the references here.

4 Coulmas 1996 contains numerous insightful articles on societal aspects of writing. Unfortunately the work
is arguably unreliable as to factual matters.

5 A more nuanced statement appears in the revision of this passage in Gelb 1974: 1038.

6 The name “abugida” (borrowed from Ethiopic languages) is used in preference to existing terms like
“alphasyllabary,” “neosyllabary,” “pseudo-alphabet,” and “syllabically organized alphabet” in order to stress
the independence from both “syllabary” and “alphabet.”

» o«
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7 Prakash et al. 1993 find that even abugidic literacy does not suffice for segmental awareness.

8 The exceptions are Japanese, where the classical arrangement of the 50 characters of the syllabaries spells
out a poem, and Javanese, where the 20 Ca letters spell out a sentence summarizing an etiological tale
(figure 3.6).

9 The Septuagint is the Greek translation of the Hebrew Bible, dating from ca. the second century BCE, which
underlies all the ancient versions of the Old Testament.

10 The Inca quipu (elaborate knotted cords recording numerical information) fulfilled this function in
Andean civilization; noteworthily, their Quechua language cannot be described as monosyllabic.

11 Pope 1975 is the best history of decipherments except cuneiform (for which see WWS 145-7
summarizing Daniels 1994).

Cite this article

DANIELS, PETER T. "Writing Systems." The Handbook of Linguistics. Aronoff, Mark and Janie Rees-Miller
(eds). Blackwell Publishing, 2002. Blackwell Reference Online. 30 November 2007
<http://www.blackwellreference.com/subscriber/tocnode?
id=g9781405102520_chunk_g97814051025205>

Bibliographic Details

The Handbook of Linguistics

Edited by: Mark Aronoff And Janie Rees-Miller
elSBN: 9781405102520
Print publication date: 2002

http://www .blackwellreference.com/subscriber/uid=532/tocnode?1d=g9781405102520... 30.11.2007



4. The History of Linguistics : The Handbook of Linguistics : Blackwell Reference On... Sayfa 1 /17

( Blackwell
’ Reference Online

4. The History of Linguistics

LYLE CAMPBELL
Subject History, Linguistics
DOI: 10.1111/b.9781405102520.2002.00006.x

1 Introduction

Many “histories” of linguistics have been written over the last two hundred years, and since the 1970s
linguistic historiography has become a specialized subfield, with conferences, professional
organizations, and journals of its own. Works on the history of linguistics often had such goals as
defending a particular school of thought, promoting nationalism in various countries, or focussing on
a particular topic or subfield, for example on the history of phonetics. Histories of linguistics often
copied from one another, uncritically repeating popular but inaccurate interpretations; they also
tended to see the history of linguistics as continuous and cumulative, though more recently some
scholars have stressed the discontinuities. Also, the history of linguistics has had to deal with the
vastness of the subject matter. Early developments in linguistics were considered part of philosophy,
rhetoric, logic, psychology, biology, pedagogy, poetics, and religion, making it difficult to separate
the history of linguistics from intellectual history in general, and, as a consequence, work in the
history of linguistics has contributed also to the general history of ideas. Still, scholars have often
interpreted the past based on modern linguistic thought, distorting how matters were seen in their
own time. It is not possible to understand developments in linguistics without taking into account
their historical and cultural contexts. In this chapter | attempt to present an overview of the major
developments in the history of linguistics, avoiding these difficulties as far as possible.

2 Grammatical Traditions

A number of linguistic traditions arose in antiquity, most as responses to linguistic change and
religious concerns. For example, in the case of the Old-Babylonian tradition, when the first linguistic
texts were composed, Sumerian, which was the language of religious and legal texts, was being
replaced by Akkadian. This grammatical tradition emerged, by about 1900 BC and lasted 2,500 years,
so that Sumerian could be learned and these texts could continue to be read. Most of the texts were
administrative lists: inventories, receipts, and rosters. Some early texts for use in the scribal school
were inventories (lists) of Sumerian nouns and their Akkadian equivalents. From this, grammatical
analysis evolved in the sixth and fifth centuries BC; different forms of the same word, especially of
verbs, were listed in a way that represented grammatical paradigms and matched them between the
two languages (Gragg 1995, Hovdhaugen 1982).

Language change also stimulated the Hindu tradition. The Vedas, the oldest of the Sanskrit
memorized religious texts, date from ca. 1200 BC. Sanskrit, the sacred language, was changing, but
ritual required exact verbal performance. Rules of grammar were set out for learning and
understanding the archaic language. Paini's (ca. 500 BC) description (which contains also rules
formulated by his predecessors, in a tradition from the tenth to the seventh centuries BC) originated in
comparisons between versions called padapa a (word-for-word recitation) and sa a (continuous
recitation, of divine origin, unalterable) of the same Vedic texts. The grammatical rules were devised
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for this comparison and for checking textual accuracy, and technical methods of grammatical
description were developed in connection with the formulation of these rules. In addition to Paini,
Katyayana's rules of interpretation (ca. 300 BC) and Patafjali's commentary (ca. 150 BC) are important
in this tradition. Grammar was considered the most scientific of the sciences in India, and the scholars
in other areas aspired to the ideal embodied in the Hindu grammatical tradition (Staal 1974).

The Greek grammatical tradition, which also owes its origin to language change, was developed
originally by schoolmasters, though it is known only from later writings of philosophers. Homer's
works (ca. 850 BC) were basic in early Greek education, but the Greek of the fifth to the third centuries
BC had changed so much that explanations of Homer's language were important in the school
curriculum. Observations taken from earlier school grammar are found in works of Plato, Aristotle,
and the Stoics (Hovdhaugen 1982: 46). Themes important in the ancient Greek tradition have
persisted throughout the history of linguistics, such as the origin of language, parts of speech
(grammatical categories), and the relation between language and thought, to mention just a few. A
persistent controversy was whether “nature” or “convention” accounted for the relationship between
words and their meaning, and this had implications for the history of language and for the origin of
words. Earlier opinions on the matter are contrasted in Plato's (427-347 BC) Cratylus. At issue was
whether language originated in “nature” (phusis), with the first words supposedly imitating the things
that they name, or in “convention” (ndmos or thésis), that is, in usage or naming, whether of human
or divine invention, or in a synthesis of the two. Aristotle (384-322 BC) in De interpretatione favored
convention over nature; the Stoics held that language originated in nature.

For the Greeks, morphology (word structure) was mostly a historical matter, about the creation of the
structure of words (part of “etymology”). Syntax was not described directly, but aspects of syntax were
treated in rhetoric and logic. With respect to parts of speech, we see in Plato's division of the sentence
into onoma (“name”) and rAéma (“utterance”) an example where the interpretation of the past has
been based too much on present understanding. Plato's terms are at times equated with the modern
categories “noun” and “verb,” respectively, but they equally had shades of “subject” and “predicate,”
and “topic” and “comment,” or even entity and relation. The parts of speech (grammatical categories)
as understood in traditional grammar developed more fully with the Stoics and others (Hovdhaugen
1982: 41, 48).

Roman linguistics continued Greek themes. Aelius Donatus’ (fourth century AD) Ars minorand Ars
major and Priscian's (sixth century AD) /nstitutiones grammaticae (18 volumes) became exceedingly
important in the middle ages. Except for Varro (116-27 BC) and Priscian, Roman grammarians also did
not treat syntax (only parts of speech); rather, morphology dominated in an approach focussed on
noun declensions and verb conjugations (Hovdhaugen 1982: 87).

The Arabic grammatical tradition had roots in the Greek grammatical traditions, especially following
Aristotle. For Arabic grammarians, the Arabic language was sacred and immutable as enshrined in the
Qur'an, and they were concerned with explaining why Arabic was perfect. For example, the system of
inflectional endings was believed to be proof of the symmetry and logicalness of the language. The
major impetus for grammatical study came from linguistic change and the desire to preserve the
integrity of the holy language of the Qur'an. While no change was acknowledged in formal Arabic after
the eighth century, the realization that the spoken Arabic of the eighth and ninth centuries was
changing stimulated the development of Arabic grammatical study. Aba'l-Aswad ad-Du'alt (died ca.
688) is reputed to be the inventor of this grammatical tradition, which commenced seriously in the
writings of al-Khalil (died 791) and Stbawayhi (died 804) (a Persian) (Owens 1988). The Hebrew
linguistic tradition began with concern for establishing the correct Hebrew text of the Old Testament.
Hebrew grammarians borrowed descriptive methods wholesale from the Arabic linguistic tradition and
developed a system of analysis for the morphology (analysis of words into their meaningful parts).
Between 900 and 1550, 91 authors composed 145 works on grammar that we know of. Saadya ben
Joseph al-Fayyamrt (a.k.a. Saadya Gaon) (882-942) is generally held to be the first to produce a
Hebrew grammar and dictionary (Téné 1995: 22). Ibn Jana of Cordova's Kitab al-Luma’, written in
Judeo-Arabic, was the first complete description of Hebrew. For Ibn Jana (born 980 AD), Hebrew,
Arabic, and all other languages had three parts of speech: noun, verb, and particles (as in the Arabic
tradition, inherited from Aristotle). The tradition reached its peak in David Qimi's (ca. 1235) grammar,
Sepher mikhlol, whose main features were analysis of verbal forms with a set of affixes and roots.
This kind of analysis came to have a strong impact on European linguistics. Johannes Reuchlin's
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(1506) comprehensive De rudimentis Hebraicis introduced the Hebrew method of morphological
analysis in Europe, and Theodor Bibliander (1548) recommended this analysis of words into roots and
affixes for the study of all languages. He thought languages described in the Hebrew manner would
be “in conformity with nature” and could therefore be meaningfully compared (Percival 1986).

Early Christian writers returned to the philosophical themes of Aristotle and the Stoics. Classical Latin
grammars, mainly Donatus’ Ars minor, were adapted to church education. Teachings of Roman
grammarians were mixed with folk views in a Christian frame. In the seventh and eighth centuries,
Donatus predominated, though ca. 830 Priscian's /nstitutiones replaced Donatus as the basic
grammar, resulting in a new tradition of commentaries, the first steps towards the shift of interest in
the eleventh and twelfth centuries which gave rise to the theory-oriented speculative grammar of the
thirteenth and fourteenth centuries. The origin of languages was also of natural interest to the
multilingual early Christian world, with notions of Babel and of taking the “word” to the nations of the
earth (Hovdhaugen 1982:109). In this environment, the hypothesis that Hebrew was the original
language from which all others sprang became predominant.

3 The Rise of Universal Grammar

Around AD 1000, a shift began in which logic came to dominate linguistic thought. Prior to 1100,
most scholars adhered faithfully to Donatus and Priscian; from the twelfth century onwards there was
a return to dialectics. The recovery through Arabic scholarship of Aristotle's lost writings was an
important factor, and Arabic commentators were quoted amply. Grammarians followed Aristotle's
view that scientific knowledge is universal or general and applies to all subject matter, including
grammar, hence universal grammar. Semantic analysis (or logical theory) came to dominate Europe
for the next four centuries. Pierre Abailard's (Abelard's) (1079-1142) Dialectica (ca. 1130)
systematized logic as expressed through the structure of ordinary language, building on Aristotle and
placing logic at the highest level of contemporary science. Robert Kilwardby (died 1279) insisted on
the universal nature of grammar, a concept more fully developed by Roger Bacon (1214-1294), both
Englishmen who taught in Paris. Bacon is famous for his statement that “grammar is substantially one
and the same in all languages, although it may vary accidentally” (Bursill-Hall 1995: 131).

“Speculative grammar” developed, with concern for the notion of modi significandi “ways of
signifying.” Some 30 authors, called Modistae, most connected with the University of Paris, integrated
Donatus and Priscian into scholastic philosophy (1200-1350), that is, the integration of Aristotelian
philosophy into Catholic theology. According to the Modistae, the grammarian's job was to explain
how the intellect had created a system of grammar; in language the grammarian expressed
understanding of the world and its contents through the modes of signifying (Bursill-Hall 1995: 132).
Such a grammatical system had to mirror reality as grasped by understanding; that is, grammar was
ultimately underwritten by the very structure of the universe (Breva-Claramonte 1983: 47). The
Modlistae compiled lists of modes of signifying for Donatus’ and Priscian's parts of speech,
distinguishing essential modes (the same in all languages) from accidental ones. For example,
“predication” (verb) was essential to communication, but “tense” was accidental, since its function
could be signified by something else, for example by temporal adverbs. “Noun” was the most
essential (echoing Aristotle).

In the fourteenth century, teaching grammars began to compete with the scholastic commentaries,
and the Modistic approach faded; however, there was a revival of philosophical grammar in the
sixteenth century, begun with Julius Caesar Scaliger's (I'Escale) (1484-1558) De causis linguae latinae
(1540). For Scaliger, grammar was part of philosophy, including the causation or creation of language
from nature (hence the de causis in his title) (Breva-Claramonte 1983: 62). Francisco Sanchez
(Sanctius) de las Brozas (1523-1601) in Minerva, seu de causis linguae latinae (1587) attempted to
reconcile Plato and Aristotle by explaining that the “convention” favored by Aristotle was “reasoned,”
and, since reasoning is universal, God-given, it comes from “nature,” which is what Sanctius believed
Plato to have favored. Thus Sanctius’ philosophy of language was “a rational discovery of the
underlying ‘perfection’ or logic of language from which actual speech is derived” (Breva-Claramonte
1983: 15). Sanctius’ universal grammar, in turn, influenced Arnauld and Lancelot's Grammaire
générale et raisonnée de Port Royal (1660), and James Harris's (1709-1780) Hermes (1751), seminal
in universal grammar theory.
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In medieval manuscripts, the inflectional paradigms of Latin were explicated or annotated with forms
from the vernacular languages. This pedagogical practice was combined in the seventeenth century
with the revival of scholastic logical grammar in the Grammaire générale et raisonnée de Port Royal
(Arnauld and Lancelot 1660). Following René Descartes (1596-1650), with human understanding
taken to be the same for all people, scholars held the basic forms of thought to be the basis of every
grammar; the particular grammatical systems of existing languages were merely approximations of
the universal ideal, partly corrupted by neglect in usage. The principal concern was with the
manifestation of universal semantic concepts in individual languages. In the seventeenth century,
language studies came to be based on new theories of cognition and the philosophy of language, in
particular on John Locke's (1632-1704) Essay Concerning Human Understanding (1690).

4 The Rise of the Comparative Method

Through voyages, conquests, trading, and colonialization from the sixteenth century onward, Europe
became acquainted with a wide variety of languages. Information on languages from Africa, Asia, and
America became available in the form of word lists, grammars, dictionaries, and religious texts, and
attempts at classifying these languages followed. Historical linguistic interests had a background in
the Greek tradition's nature-versus-convention debate about language origins and its interest in
etymology, as well as in the biblically based notion of Hebrew as the original language (Lingua
Adamica, Lingua Paradisiaca) from which all others were assumed to descend after the confounding of
tongues at Babel. From the catalogue of languages and peoples in Genesis came the tradition of
Sprachlisten, “inventories of known languages of the world successively fitted into the Biblical
(‘Mosaic’) framework, usually placing Hebrew at the head, between the third and seventeenth
centuries” (Robins 1990: 86, Borst 1959).

Large-scale word collections for language comparisons were a notable feature of the centuries after
the Renaissance. Some landmarks were Konrad Gesner 1555, Gottfried Wilhem Leibniz 1717, Johan
Christoph Adelung 1782, 1806, Lorenzo Hervas y Panduro 1784, 1800, Peter Simon Pallas 1786,
among others. These played an important role in the development of comparative linguistics.

The development of comparative grammar is subject to interpretation, explaining why each of the
following at one time or another has been considered the “father” of comparative linguistics: Giraldus
Cambrensis 1194, Dante 1305, J. J. Scaliger 1610 [1599], Georg Stiernhielm 1671, Andreas Jager
1686, Ludolf 1702, Adriaan Relander [Hadrianus Relandus] 1706, Edward Lhuyd 1707, Philip Johan
Tabbert von Strahlenberg 1730, Johan lhre 1769, Jo[h]annis [Janos] Sajnovics 1770, Sir William Jones
1798, Christian Kraus 1787, Sdmuel Gyarmathi 1799, Franz Bopp 1816, 1833, Ramus Rask 1818, and
Jacob Grimm 1818, among others. Hoenigswald's summary of the points upon which seventeenth-
and eighteenth-century scholars agreed concerning criteria for establishing language families is
telling:

First, ... there was “the concept of a no longer spoken parent language which in turn
produced the major linguistic groups of Asia and Europe”. Then there was ... “a Scaliger
concept of the development of languages into dialects and of dialects into new
independent languages”. Third came “certain minimum standards for determining what
words are borrowed and what words are ancestral in a language”, and, fourth, “an
insistence that not a few random items, but a large number of words from the basic
vocabulary should form the basis of comparison” ... fifth, the doctrine that “grammar” is
even more important than words; sixth, the idea that for an etymology to be valid the
differences in sound - or in “letters” - must recur, under a principle sometimes referred
to as “analogia”.

(1990: 119-20)

From the fifteenth century onward, etymology had been shifting away from its sense in classical
antiquity of unfolding the true meaning of words toward a historical search for earlier stages in
languages and the origin of words (Robins 1990: 86). Etymology thus became important in attempts
to establish linguistic relationships. The Dutch etymologists, such as Scrieckius 1614, de Laet 1643,
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and ten Kate 1710, had a lasting impact. Their analysis of words into roots and affixes (prefixes and
suffixes), which was inspired by the Hebrew grammatical tradition, became fundamental to the
comparative method. They utilized three principal criteria for establishing family relationships which
were to become standard: basic vocabulary, sound correspondences, and grammatical agreements.

4.1 The Scythian hypothesis and the notion of Indo-European

Eventually, comparative linguistics came to have Indo-European languages as its main concern. Early
recognition of the family relationship among Indo-European languages is connected intimately with
the “Scythian hypothesis.” The Scythae of Classical writers (Herodotus, Strabo, Justin, etc.) were a
nation on a sea in the north in extreme antiquity. Josephus and early Christian writers took them to be
the descendants of Japheth (son of Noah), the assumed father of Europe (Droixhe 1984: 5), and the
Scythian linguistic hypothesis emerged from these notions. Various proposals attempted to identify
Scythians with different language groups of Europe and Asia, but proposed Indo-European
associations came to dominate. With Johannes Goropius Becanus’ (Jan van Gorp van Hilvarenbeek's)
(1518-1572) (1569) emphasis on “Scythian,” recognition of Indo-European as a language family
began. Raphelengius (Ravlenghien) reported correspondences between Persian and Germanic
languages. Marcus Zuerius Boxhorn(ius) (1602-1653) relied both on matches in words and on
grammatical similarities to prove “that these people all learned their language from one same
mother” (Muller 1986: 10). Others also advanced the Scythian hypothesis: Claudius Salmasius (Claude
Saumaise) (1588-1653) (1643), Georg Stiernhielm (1598-1672) (1671), Andreas Jager (1660-1730)
(1686), Leibniz (1646-1716), and so on. So well known was the Scythian hypothesis that in 1733
Theodor Walter (1699-1741), a missionary in Malabar, “recognized similarities between Sanskrit,
Greek, and Persian numerals and explained these with ... Scythian theory” (Fellman 1975: 38).

4.2 Sir William Jones

The most repeated passage in linguistic history is Sir William Jones’ (1746-1794) statement in 1786:

The Sanscritlanguage, whatever be its antiquity, is of a wonderful structure; more
perfect than the Greek, more copious than the Latin, and more exquisitely refined than
either; yet bearing to both of them a stronger affinity, both in the roots of verbs and in
the forms of grammar, than could possibly have been produced by accident; so strong
indeed, that no philologer could examine them all three without believing them to have
sprung from some common source, which, perhaps, no longer exists. There is a similar
reason, though not quite so forcible, for supposing that both the Gothicand Celtick,
though blended with a very different idiom, had the same origin with the Sanscrit; and
the old Persian might be added to the same family, if this were the place for discussing
any question concerning the antiquities of Persia.

(Jones 1798: 422-3)

Based on this, Jones is usually credited with founding comparative linguistics and discovering the
relationship among Indo-European languages. However, this is a most unfortunate misreading of the
history of linguistics. Jones neither initiated the comparative method nor discovered Indo-European,
as a comparison of a remarkably similar quote from Andreas Jager in 1686, one hundred years earlier,
reveals:

An ancient language, once spoken in the distant past in the area of the Caucasus
mountains and spreading by waves of migration throughout Europe and Asia, had itself
ceased to be spoken and had left no linguistic monuments behind, but had as a
“mother” generated a host of “daughter languages,” many of which in turn had become
“mothers” to further “daughters.” (For a language tends to develop dialects, and these
dialects in the course of time become independent, mutually unintelligible languages.)
Descendants of the ancestral languages include Persian, Greek, Italic (whence Latin and
in time the modern Romance tongues), the Slavonic languages, Celtic, and finally Gothic
and the other Germanic tongues.
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(Andreas Jager 1686, cited by Metcalf 1974: 233)

In fact, there were several notable predecessors to Jones (in addition to the supporters of the Scythian
hypothesis mentioned above). For example, Edward Lhuyd (1707) compared several Indo-European
languages (Celtic, Germanic, Slavic, Persian, etc.), presenting a long list of cognates, sound
correspondences, and sound changes. He even discovered part of Grimm's law (which has to do with
sound correspondences between Germanic and the other Indo-European languages), long before Rask
and Grimm made it famous (see below). Johannis (Janos) Sajnovics (1770) demonstrated the
relationship between Hungarian, Lapp, and Finnish. He used clear methods which were followed
frequently in later work, and his work was very influential in the subsequent development of historical
linguistics. For example, Rasmus Rask (1787-1832) (1993 [1818]: 283), famous early Danish
historical linguist, felt confident of the evidence he presented for the kinship of Germanic with Greek
and Latin because it compared favorably with Sajnovics’ “proof that the Hungarian and Lappish
languages are the same,” which, Rask said, “no one has denied since his day.” Some Africanists cite
Abbé Lievin Bonaventure Proyart’ s Histoire de Loango, Kakongo, et autres royaumes d'Afrigue from
1776 as a rival to Jones for its historical linguistic clarity. He pointed out that Kakongo and Laongo
differ in many respects from Kikongo, but that “several similar articles [presumably prefixes], and a
great number of common roots, seem, however, to indicate that these languages had a common
origin” (quoted by Gregersen 1977: 97). Before Jones’ famous pronouncement was published (in
1798), Jonathan Edwards, Jr (1745-1826) (1787) demonstrated the family relationship among the
Algon-quian languages; Edwards listed “some 60 vocabulary items, phrases, and grammatical
features”; Jones, in contrast, presented no linguistic evidence.

Connections among Indo-European languages had been observed by many before Jones. Also, the
relationship between Sanskrit and other Indo-European languages, which is generally attributed to
Jones, also had already been observed by several others. For example, De Guignes (1770: 327)
reported that “an infinity of travellers have already noticed that in the Indian languages and even in
Sanskrit, the learned tongue of these peoples, there are many Latin and Greek words” - Jones cited de
Guignes and also referred to the Scythian hypothesis.

In fact, Jones had little interest in linguistics. His plan was to write a history of peoples of Asia, and
language was only one source of information, used together with information from philosophy and
religion, remains of sculpture and architecture, and documents of sciences and arts (Jones 1798:
421). His interest in the history of the human “races” rather than in language was typical in eighteenth
- and nineteenth-century scholarship, shared by Leibniz, Hervas y Panduro, Monboddo, Vater,
Schlegel, Grimm, Humboldt, among others. Their linguistic comparisons were just part of a broader
history of the nations and races of the world. This theme of language in concert with other sources of
evidence to determine the history and classification of nations and races was to persist into the early
twentieth century. In fact, with this orientation, Jones incorrectly classified many languages, both
Indo-European and non-Indo-European ones. Nevertheless, Jones was famous before he went to India
as a judge; he had written a famous Persian grammar and was renowned for his scholarship involving
numerous oriental languages. People expected big things of him, and indeed through his translations
of Hindu legal texts he made Sanskrit well-known in Europe. As a result, his contribution came to be
interpreted too enthusiastically.

Rather than being the initiator of Indo-European and of methods of comparative linguistics, Jones
reflected the thinking of his day. For example, Christian Jakob Kraus (1753-1807) (1787) reviewed the
assumptions concerning the comparative study of languages at that time. He indicated that similarity
of words alone may or may not be indicative of family relationship, but if the grammatical structures
of compared languages contained far-reaching similarities, the conclusion was in favor of a
genealogical relationship (Hoenigswald 1974: 348). Very influential, and much more sophisticated
than Jones’ work, was Sdmuel Gyarmathi's (1751-1830) Affinitas linguae Hungaricae cum linguis
Fennicae originis grammatice demonstrata (1799), which both reflected and led the intellectual
concerns of the day, emphasizing grammatical comparisons. Holgar Pedersen (1867-1953) (1962
[1931]: 105), in his famous history of linguistics, considered Gyarmathi's comparative grammar “the
principle which became the lodestar of incipient Indo-European linguistics,” the key to “comparative
grammar.” Notably, Gyarmathi warned against arguing for a genetic relationship based on similarities
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due to universal grammar:

it is beyond dispute that there are universal syntactic rules shared by most nations ... |
believe that it is much more appropriate for my demonstration to bring up the kind of
examples which are specifically found in Hungarian, Lapp and Finnish and which can
hardly be expressed at all in Latin, German and other European languages.

(Gyarmathi 1983 [1799]: 33)

With Friedrich von Schlegel [1772-1829] (1808), “comparative grammar” became a continuing focus of
historical linguistic studies. Schlegel drew from biology and comparative anatomy, and employed the
notion of a family tree. Grammatical structure was his main criterion of family relatedness; two
languages were considered related only when their “inner structure” or “comparative grammar”
presents distinct resemblances (Schlegel 1808: 6-7).

Rasmus Rask (1818) wove together the historical linguistic currents leading to his day and laid out
explicitly “the principles one considers it most proper to follow” (1993 [1818]: 9). He stressed the
importance of comparing grammatical structures according to Sajnovics’ and Gyarmathi's methods,
applying etymological principles to the genetic classification of languages (Rask 1993 [1818]: 11,
Diderichsen 1974: 301). As Rask explained, “grammatical agreement is a much more certain sign of
kinship or basic unity” (Rask 1993 [1818]: 33-4), but he also relied on sound correspondences and
basic vocabulary as evidence (Rask 1993 [1818]: 34). Rask discovered the set of sound
correspondences which later became known as Grimm's law (though Rask's version seems somewhat
clumsy in hindsight; Rask 1993 [1818]: 161-2).

Grimm's law was a major milestone in the history of Indo-European and thus also in historical
linguistics. Jakob Grimm [1785-1863], of Grimm Brothers’ fairytale fame, is one of the largest
luminaries in historical linguistics. In the second edition of his Deutsche Grammatik (1822) he
included the section inspired by Rask's formulation of sound correspondences among Indo-European
languages later called “Grimm's law.” Grimm recognized the importance of sound correspondences as
evidence of family relationships, saying his law had “important consequences for the history of the
language and the validity of etymology” and that it “provided sufficient evidence for the kinship of the
languages involved” (Davies 1992: 161). Grimm's law treats a series of changes in certain consonants
from Proto-Indo-European to Proto-Germanic:

p, t, k became f, 8 [like “th” of thingl, h, respectively
b, d, g became p, t, k, respectively
bh, dh, gh became b, d, g, respectively

(Not all the consonants involved are mentioned here.)

Some examples which illustrate Grimm's law are seen in figure 4.1, where the words in English (a
Germanic language) show the results of the changes, whereas their cognates in French (not Germanic)
did not undergo the change.

French English
*p>f pied foot
*t>0: trois three
*k>h: coeur heart
*d >t dent tooth (< tanB)
*o > ke grain corn

*bh > b: frere (from *bhrater) brother

Figure 4.1 Examples illustrating Grimm's law
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While Grimm's law accounts for the systematic correspondences between Germanic and non-
Germanic languages, it had some exceptions. However, subsequent discoveries, in 1862, showed that
these exceptions have satisfactory explanations, and this led to a major development in linguistics. In
Sanskrit and Greek, as a result of Grassmann's law, two aspirated stops within a word regularly
dissimilated so that the first lost its aspiration (bh, dh, gh became b, d, g, respectively), and as a
consequence, some sound correspondences between Sanskrit and the Germanic languages do not
match expectations from Grimm's law, as seen in figure 4.2.

Proto-Indo-European  Sanskrit  Gothic
*blieudha- bodha biudan  “to wake, become aware, bid”

Figure 4.2 Example illustrating Grassmann's law

In Sanskrit, the *bA dissimilated to b6 due to the *dh in this word (giving Sanskrit 6 though b4 would
have been expected). In the Gothic cognate, which means “to bid”, by Grimm's law we expect the b of
the Sanskrit word to correspond to pin Gothic, and we expect the Gothic 6 to correspond to Sanskrit
bh. This exception to Grimm's law is explained by the fact that Grassmann's law deaspirated the first
aspirated consonant in Sanskrit. In 1877 Karl Verner (1846-96) accounted for other exceptions to
Grimm's law in a change known as Verner's law, illustrated in figure 4.3.

Proto-Indo-European  Sanskrit ~ Gothic
*septém- sapta sibun “seven”

Figure 4.3 Example illustrating Verner's law

By Grimm's law, we expect the p of Sanskrit to correspond to fin Gothic, not the b found in this
Gothic word, and given the b of Gothic, we would expect Sanskrit to have bA. Verner's law explains
this exception to Grimm's law. When the Proto-Indo-European accent followed the sound in question
(and it was not the first sound in the word), as seen in Sanskrit saptd (dis accented), *» became b in
Germanic, as in the Gothic word; otherwise, Grimm's law applied.

4.3 The Neogrammarians

This success in accounting for what had originally appeared to be exceptions to Grimm's law spawned
one of the most notable developments in linguistics. It led the Neogrammarians to the confidence that
sound change was regular and exceptionless. The Neogrammarians, beginning in about 1876 in
Germany, became extremely influential. They were a group of younger scholars who antagonized the
leaders of the field by attacking older thinking and loudly proclaiming their own views. They were
called Junggrammatiker “young grammarians” in German, where jung- “young” had the sense of
“young Turk,” originally intended as a humorous nickname for these rebellious and strident young
scholars, although they adopted the name as their own. They included Karl Brugmann (1849-1919)
(the most famous linguist of his time), Berthold Delbriick (1842-1922), August Leskien, Hermann
Osthoff (1847-1909), Hermann Paul (1846-1921), and others. The Neogrammarian slogan, “sound
laws suffer no exceptions,” or, more precisely, “every sound change, in as much as it occurs
mechanically, takes place according to laws that admit no exceptions,” was declared virtually as
doctrine in the so-called “Neogrammarian manifesto” of Hermann Osthoff and Karl Brugmann (1878),
written mostly by Brugmann. This became an important cornerstone of reconstruction by the
comparative method. By “sound laws” they meant merely “sound changes,” but referred to them as
“laws” because they linked linguistics with the rigorous sciences which dealt in laws and law-like
statements.

Some scholars, many of them dialectologists, did not accept the Neogrammarian position that sound
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change is regular and exceptionless, but rather opposed this and the “family tree model” which
represents languages related by virtue of descent from a common ancestor. The “family tree model” is
often associated with August Schleicher (1821-1868), prominent pre-Neogrammarian figure in Indo-
European linguistics (see Schleicher 1861-2). This model is typically linked in the literature with the
development of the comparative method and eventually with the Neogrammarian notion of the
regularity of sound change (though this connection is not necessary). The opponents’ slogan was
“each word has its own history.” This slogan is often attributed to Jules Gilliéron (1854-1926), author
of the Atlas linguistique de la France (1902-10), the dialect atlas of France, although it really comes
from Hugo Schuchardt (1842-1927), a contemporary of the early Neogrammarians, of whose claims
he was critical. The alternative to the family tree model which was put forward was the “wave theory,”
usually attributed to Johannes Schmidt (1872) though it, too, was actually developed earlier, in 1868
and 1870, by Hugo Schuchardt (Alvar 1967: 82-5). Interestingly, Schuchardt and Schmidt were both
students of Schleicher, as were several of the leading Neogrammarians. The “wave theory” was
intended to deal with changes due to contact among languages and dialects, where changes were said
to emanate from a center as waves on a pond do when a stone is thrown into it, and waves from one
center of dispersion (where the stone started the waves) can cross or intersect outward moving waves
coming from other dispersion centers (started by other stones thrown into the water in other
locations). Changes due to language contact (borrowing) were seen as analogous to successive waves
crossing one another in different patterns. The dialectologists’ slogan, that every word has its own
history, reflects this thinking - a word's history might be the result of various influences from various
directions, and these might be quite different from those involved in another word's history; hence
each word has its own (potentially quite different) history.

Although some scholars have thought that dialectology naturally led to challenges to the
Neogrammarian position, in fact the Neogrammarian founders gained support for their position in
dialect study. They were impressed by Jost Winteler's (1876) study of the Kerenzen dialect of Swiss
German in which he presented phonological statements as processes, modeled after Pawini's ancient
rules for Sanskrit. This “regularity” which Winteler saw in the dialect's modern rules - for example that
in Kerenzen every n became e [like “ng” in English sing] before kand g - inspired them to have
confidence in the exceptionlessness of sound changes (Weinreich et al. 1968: 115). Today it is
recognized that both the family tree and the wave model are necessary to explain change and that
they complement one another (Campbell 1998: 187-91).

5 Philosophical-Psychological (-Typological-Evolutionary) Approaches

While the Neogrammarian tradition has dominated the history of linguistics, there was another once
influential orientation, a philosophical-psychologicaltypological-evolutionary outlook on the nature
and evolution of language, now largely forgotten.

In the nineteenth century, there was a clash between views of linguistics as a

“Naturwissenschaft” (physical science) and “Geisteswissenschaft”(humanities). Leading linguists
attempted to place linguistics in the natural (physical) sciences, denying any value for the more
humanistic, “sentimental” intellectual orientations. A close analogy of linguistics with biology had
been insisted upon by Schlegel, Rask, and many others, a view associated especially with Schleicher
(1861-2). Nevertheless, many in the past did not clearly separate language, race, nation, and culture.
As seen above, Jones, Leibniz, Hervas y Panduro, Adelung, Rask, and others believed they were
working out the history of races and nations in their linguistic works, rather than that of mere
languages. Folk (or national) psychology, coupled with the assumed stage of social evolution attained
by its speakers - often called “progress” - was thought to determine a language's typology and its
history, the sort of gross linguistic history later eschewed by the mainstream as too psychological. In
the eighteenth century, interest began to concentrate on the origin of differences in languages and
cultures, and this led to the idea of the particular “genius” of each language and through this to a
“typology” of languages. These types were often viewed as both descriptive and historical. Traditional
etymology and theories of language relationship were merged with logical grammar in an evolutionary
scheme. Languages were classified into types according to their morphological structure, the types
taken as representing or being correlated with evolutionary stages. Structural change in a language
was taken as nothing more than the result of social evolution. For many, following Wilhelm von
Humboldt (1767-1835), the typological categories - isolating, agglutinative, flexional, and
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incorporating — were taken as reflecting the level of social evolution attained by the speakers of the
language (a typical equation was: isolating = savagery, agglutinative = barbarianism, inflectional =
civilization). For example, for Friedrich Maller (1 834-1898), social evolution, racial type, and language
type were correlated, so that hair shape and linguistic morphology (structure of words) could be
associated with one another.

The notion of “inner structure” was persistent in this orientation. Johann Gottfried von Herder (1744-
1803) (1772) had spoken of the “inner development of language,” and the notion of “inner structure”
was prominent in the work of Adelung, Schlegel, Bopp, Humboldt, Steinthal, and others.

Franz Bopp's (1791-1867) (1816, 1833) comparative grammar contributed significantly to growing
interest in comparative grammar, but also incorporated aspects of the philosophical-psychological-
typological-evolutionary outlook. Schleicher's (1861-2) Compendium der vergleichenden Grammatik
der indogermanischen Sprachen is the acknowledged synthesis of nineteenth-century comparative
linguistics for its time. Schleicher followed Humboldt's (1822) types, expounding the view that
languages evolve, or “progress,” from isolation to agglutination (with affixes arising from full words)
and move onward to flexion, with gradual progress in the direction from simple to complex forms.
Schleicher believed that “growth” (through agglutination) took place only in the prehistoric phase
when languages were still young and capable of word-formation, during the period of Sprachbildung
(“language formation”), whereas only changes of “decay” (by sound change and analogy) took place in
the later historical period, after the growth process was assumed to have ceased entirely, during the
period of Sprachgeschichte (“language history”).

This view, that modern languages are but dim reflections of their more perfect progenitors, was called
“glottogonic”; it characterizes the work of many early comparativists, but was severely criticized by
Neogrammarians. They rejected Schleicher's and others’ orientation as “glottogonic speculation.” They
denied its separation of stages, insisting that the same kinds of language changes apply to all phases
of linguistic history; analogy and sound change operate throughout a language's history (Paul 1920
[1880]: 174, see Davies 1986: 154, Harris and Campbell 1995: 17-19).

Aspects of the philosophical-psychological-typological-evolutionary outlook endured into the
twentieth century, although it was played down in the official histories written mostly by
Neogrammarians, e.g. Pedersen (1962) [1931]; see Boas, Sapir, and Whorf, below; Campbell (1997:
27-9, 37-43, 55-66).

6 The Rise of Structuralism

Thinking which led to the replacement of the historical orientation in linguistics by emphasis on the
study of living languages and their structure came from a number of quarters at roughly the same
time. For example, incipient notions of the “phoneme” developed in several areas at about the same
time, so that it is not possible to attribute it to any one person or school. The phoneme is a central
concept of linguistics whose definition varies from school to school but which basically means the
significant units of sound, the minimal unit of sound capable of changing the meaning of words.
Some speculate that in the wake of World War 1, linguists were happy to free themselves of the
German domination represented by the Neogrammarian historicism which had been predominant
until then, and indeed the new currents, partly convergent but also with individual characteristic
differences, came not from Germany, but from Switzerland with de Saussure, Russia with Baudouin de
Courtenay, and America with Boas.

6.1 Ferdinand de Saussure (1857-1913)

After early influential Neogrammarian work on the vowels of Indo-European in 1878, published when
he was 21, and a doctoral dissertation in 1881 on the genitive in Sanskrit, Saussure published little
else, nothing on the topics for which he is best known, and yet he became one of the most influential
scholars in twentieth-century linguistics and modern intellectual history. The extremely influential
Cours de linguistique générale (1916), published after his death in 1913, was compiled from his
students’ notes from his course in general linguistics (given three times between 1907 and 1911) at
the University of Geneva. This book is credited with turning the tide of linguistic thought from the
diachronic (historical) orientation which had dominated nineteenth-century linguistics to interest in
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the synchronic (non-historical) study of language. Defining linguistics was a main goal of the book.

Saussure emphasized the synchronic study of language structure and how linguistic elements are
organized into the system of each language. His theory of signs has been very influential. His
linguistic sign is a union of the signifiant (“signifier,” the form, sound) and the signifié (“signified,” the
meaning, function); the particular form (sounds) and the particular meaning in individual signs are
arbitrarily associated with one another; their connection is purely conventional; that is, the sound-
meaning association in signs is not predictable from one language to the next. The thing signified,
say the notion tree, is arbitrarily associated with the sounds (signifier) which signal it, for example
with the sounds of Baum in German, kwawit/in Nahuatl, rakau in Maori, tree in English, and so on. In
Saussure's view, linguistic entities were considered members of a system and were defined by their
relations to one another within that system. He compared language to a game of chess, a highly
organized “algebraic” system of relations, where it is not the actual physical attributes of the pieces
which define the game, but rather the relation of each piece to the other pieces in the system which
give it its definition, a system ou tout se tient (“where everything holds together,” where everything
depends on everything else, that is, where everything is defined in terms of its relations to everything
else), in the famous saying of Antoine Meillet (1866-1917) (student of Saussure).

Saussure, influenced by the social thinking of Emil Durkheim (1858-1917) (founding figure in
sociology), held that language is primarily a “social fact” (rather than a mental or psychological one, as
others had held), that is, that there is a “collective consciousness” which is both the possession of
society at large but also defines society. (“Social fact” and “collective consciousness” are terms
associated with Durkheim, which Saussure used.) Saussure's famous dichotomy, /angue (language, as
socially shared and as a system) versus parole (speech, the language of the individual), reflects the
French social thinking of the day. The goal, naturally, was to describe /angue, but, since the
individual's speech would reflect and represent the language as possessed by society generally, the
social (general) character of language could be approached through the study of the language of the
individual.

Today, nearly all approaches to linguistics are “structuralist” in some sense and reflect Saussure's
monumental influence. Saussure's structuralism has also had a strong impact on anthropology,
literary criticism, history, psychology, and philosophy, promoted and modified by Jakobson, Lévi-
Strauss, Foucault, Barthes, and Derrida, among others.

6.2 The Prague School and its antecedents

Jan [Ignacy Niecistaw] Baudouin de Courtenay (1845-1929), born in Poland, was developing
structuralist ideas at the University of Kazan in Russia at about the same time as Saussure was
lecturing in Geneva. Saussure was familiar with Baudouin de Courtenay's thinking and parts of the
Cours reflect this very directly; Saussure had said that Baudouin and his student Mikotaj Kruszewski
(1851-1887) were the only European scholars who contributed to linguistic theory (Stankiewicz 1972:
4-5). Baudouin de Courtenay's thinking was instrumental in the development of the notion of the
“phoneme,” though the concept developed with influence also from several other directions at once.
Baudouin and his students contributed the terms “morpheme,” “grapheme,” “distinctive feature,” and
“alternation,” all basic terminology in modern linguistics. His thinking survived most vividly through
linguists whom he influenced who became associated with the Linguistic Circle of Prague.

Serge Karcevskij (1884-1955), who had been in Geneva from 1906 to 1917, brought Saussure's
thinking back to the Moscow Linguistic Circle, with its formalist movement. Roman Jakobson (1896-
1982) and Prince Nicholai S. Trubetzkoy (1890-1938) recognized areas of convergent thinking with
Saussure. Later, Jakobson and Trubetzkoy (two Russians) became the best known representatives of
the Prague School of linguistics. Jakobson, Trubetzkoy, and others of the Prague School developed
aspects in structuralism which are important in current theories, for example “distinctive features,”
“markedness,” “topic,” and “comment,” and the notion of “implicational universals,” as well as
“linguistic areas” (Sprachbund). Jakobson, who emigrated to the US in 1942, had a strong impact on
the development of generative phonology both through his student, Morris Halle, and through his
influence on Noam Chomsky (see below).

6.3 Franz Boas (1858-1942)
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Franz Boas is considered the founder of American linguistics and American anthropology. A major
concern for him was to obtain information on Native American languages and cultures before they
disappeared, and indeed his is the last, sometimes the only, significant data on a number of now
extinct languages, for example, Lower Chinook, Cathlamet, Chemakum, Pentlach, Pochutec, and
Tsetsaut. He passed his sense of urgency for fieldwork on to his students, a dedication to getting
accurate information while it was still possible. The methods Boas and his followers worked out for
the description of such languages became the basis of American structuralism, a dominant force in
twentieth-century linguistics.

This approach reflects Boas’ famous “linguistic relativity” and his emphasis on avoiding
generalization. At that time, many erroneous claims were about, such as that certain South American
Indians could not communicate in the dark, since, it was asserted, their language was so “primitive”
they had to rely on gestures (which could not be seen in the dark) to convey concepts such as “here”
and “there” or “yesterday” and “tomorrow” to make up for the assumed severe limitations of their
vocabulary; that change in “primitive” languages could proceed so fast that grandparents could not
understand their grandchildren; that the pronunciation of “primitive” languages could vary
unpredictably and be so imprecise as to make learning such languages all but impossible; and so on.
In particular, earlier descriptions of so-called “exotic” languages frequently attempted to force them
into traditional European grammatical categories, missing or distorting many distinctions significant
to these languages. The different categories available in human languages are far more extensive
than had been supposed from the generalizations being made which were based on the more familiar
European languages. In face of so many bad generalizations, Boas believed it important to avoid
preconceptions and to describe each language and culture in its own terms - on the basis of
information derived internally from an analysis of the language itself rather than imposed on it from
outside. His students made this a matter of principle, an orientation to linguistics with emphasis on
description and against generalizing, against theorizing about language. This orientation prevailed in
American Structuralism until Noam Chomsky's views reoriented the field towards universals,
generalizing, and linguistic theory (see below).

The notion of “inner form” became the core of Boas’ view of ethnology and linguistics. Boas used
Humboldt’ s concept of “inner form” to deal with the diversity of American Indian languages, seeing
languages as conditioning the world view of their speakers. He was strongly opposed to the
evolutionism of philosophical-psychological-typological-evolutionary views of the past, but
maintained a Humboldtian psychological orientation. Nevertheless, he succeeded in turning attention
against the evolutionary determinism characteristic of this way of thinking. He showed that the
traditional typological-evolutionary views of grammar were inaccurate and ethnocentric. His view is
revealed in his conception of the Handbook of North American Indian Languages (Boas 1911) as a
“morphological classification” of American Indian languages. The languages he selected for inclusion
in the Handbook were chosen to represent as many psychologically distinct types of language as
possible, with the goal to reveal their “morphological classification and psychological
characterization” and to serve as “a uniform series of outlines of Indian languages to be published in
synoptic form for use in comparative studies by the philologists [historical linguists] of the world.”
“His emphasis was on the diversity of linguistic structures and accompanying mental worlds to be
found in North America” (Campbell 1997: 64). After Boas, with help from Sapir and Kroeber, the view
of morphological types as representatives of stages of social evolution died out. The two most
influential American linguists after Boas were Sapir and Bloomfield.

6.4 Edward Sapir (1884-1939)

Sapir (Boas' student) was highly admired during his life and is still something of a hero to many
linguists. He published extensively in both linguistics and anthropology, did first-hand fieldwork on
many American Indian languages, contributed to historical linguistics (in Indo-European, Semitic, and
numerous Native American families; for example, he established once and for all the Uto-Aztecan
family and proposed the once controversial but now established Ritwan-Algonquian family), and
wrote theoretical works, for example on the phoneme, still read with profit today. His impact in these
areas was monumental. At the same time, he was also no stranger to the psychological-typological
current of thought. Trained in Germanic linguistics, he fully understood the Humboldtian
psychological tradition. His 1921 book, Language, insightfully dealt with the broad morphological
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typologies of the past century, but without the evolutionism which characterized them in earlier views.
His own typology rested on the tradition extending from the eighteenth and nineteenth centuries
represented by Schlegel, Bopp, Humboldt, Schleicher, Miiller, Steinthal, Wundt, and others. However,
like Boas, he rejected the evolutionary prejudice that typified traditional typological studies: “all
attempts to connect particular types of linguistic morphology with certain correlated stages of cultural
development ... are rubbish” (Sapir 1921: 219). He did not accept the notion of significant racial
differences in the “fundamental conformation of thought,” the belief that differences in linguistic
forms (believed to be connected with the actual processes of thought) could be indexed to racial
differences. However, he did uphold the psychological orientation of the earlier typological tradition
and passed it along to his student Benjamin Whorf (1897-1941), in whose hands it was transformed
into the Whorf (or Sapir-Whorf) hypothesis, which holds that a speaker's perception of the world is
organized or constrained by the linguistic categories his or her language offers, that language
structure determines thought, how one experiences and hence how one views the world. This became
a lasting theme in linguistics, anthropology, psychology, and philosophy, though many are unaware of
its pedigree from German Romanticism. In his descriptive work, Sapir maintained the mentalism and
non-generalizing of Boas’ approach.

6.5 Leonard Bloomfield (1887-1949)

Bloomfield is credited with giving American structuralism its fundamental form, making linguistics an
autonomous field. His principal concern was to develop linguistics as a science. Bloomfield's (1933)
Language is considered a milestone in linguistics, the foundation of American structuralist linguistic
thinking. Of this book, Bloomfield reported that it showed Saussure's thinking on every page.
Bloomfield was also heavily influenced by behaviorist psychology. He accepted the Boasian prohibition
against generalizing but at the same time he denied the relevance of “mind”; that is, he opposed the
mentalism that had characterized the American linguistics of Boas, Sapir, and their students. This left
American structuralism (represented by Bernard Bloch, Zellig Harris, Charles Hockett, Henry Lee
Smith, George Trager, and others - sometimes called the “Bloomfieldians”) with essentially nothing
more than method, the “discovery procedures” against which Chomsky later argued so effectively.
With a mentalistic orientation but no theoretical assumptions (no generalization), followers of Boas
and Sapir could hold their description of a given language up to some external measure to decide
whether it was accurate or not, namely, by determining whether it reflected what native speakers
knew of their language. However, Bloomfield and his followers were left with no means of validating a
description - by denying generalizations (theory), they could not evaluate the description of a given
language according to how well it conformed to an understanding of human language in general, and
by denying “mind” (mentalism) they could not judge a description against the extent to which it
matched what native speakers knew of the structure of their language. Thus, nothing remained
except method, “discovery procedures,” the search for contrast and complementary distribution in the
data recorded by linguists. This is a particularly impoverished state for a “science” to find itself in - all
method and no theory. Given this state of affairs, it is not surprising that Chomsky was able to bring
about a revolution in linguistics.

7 Noam Chomsky and Linguistic Theory since 1957

The mainstream of linguistics since 1957, the year in which Chomsky's Syntactic Structures appeared,
has been dominated by Noam Chomsky (1928-). It is difficult to overestimate Chomsky's impact on
both linguistics and contemporary ideas in general: “Chomsky is currently among the ten most-cited
writers in all of the humanities [and social sciences] (behind only Marx, Lenin, Shakespeare, the Bible,
Aristotle, Plato, and Freud) and the only living member of the top ten” (Pinker 1994: 23). It is common
to speak of “the Chomskian revolution,” so radically distinct is Chomsky's program from that of his
American structuralist predecessors. Unlike the Bloomfieldians, Chomsky brought back mentalism.
For him, the goal of a grammar is to account for the native speaker's “competence,” defined as what a
native speaker knows, tacitly, of his or her language. Since speakers know, among other things, how
to produce an infinite number of sentences, many of which are novel, never having been produced
before (talked about as linguistic “creativity”), an account of “competence” would require the formal
means to produce or generate these new sentences, hence a “generative grammar.” A grammar was
seen as a theory of a language, constrained and evaluated just as any other theory in the sciences.
Unlike most of his predecessors, Chomsky focussed on syntax, and in so doing, laid the foundation
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for explaining this “creativity.” The notation of generative grammar was invented to make explicit the
notion of “competence”; a generative grammar is a formal system (of rules, later of principles and
parameters) which makes explicit the finite mechanisms available to the brain to produce infinite
sentences in ways that have empirical consequences and can be tested as in the natural sciences.

Unlike the Boasians and the Bloomfieldians, Chomsky gave linguistics the goal of generalizing, of
attempting to determine what languages hold in common and to establish a rich theory of human
language. Chomsky's approach is often called “generative grammar” or “transformational-generative
grammar.” Transformations were essentially rules for relating one syntactic structure to another, for
example, as in early versions where questions, such as Is Pat here?, were derived by transformation
from the corresponding declarative, Pat is here. However, in later versions of the theory,
transformations no longer play a significant role. In Chomsky's theorizing about language, universals
hold a central place. He rejected the “discovery procedures” of his American structuralist
predecessors, those inductive procedures for deriving the grammatical description of a language
through the application of procedures sensitive essentially only to the distribution of elements in a
corpus of data from the language. The primary task of the linguist, according to Chomsky, should not
be to discover the structure of the language from a body of data; rather, the goals should be to
describe and explain the knowledge of the structure of the language which the native speaker has.
This shifted attention from actual behavior (or recorded data) to the system of knowledge that
underlies the production and understanding of language, and, further, to the general theory of human
language lying behind this knowledge. This was a radical reorientation of the field, rejecting the anti-
mentalism of the Bloomfieldians and the anti-theorizing of the Boasians and Bloomfieldians.

Chomsky redirected the goal of linguistic theory towards attempting to provide a rigorous and formal
characterization of the notion “possible human language,” called “Universal Grammar.” In his view, the
aim of linguistics is to go beyond the study of individual languages to determine what the universal
properties of human language in general are, and to establish the “universal grammar” that accounts
for the range of differences among human languages. The theory of grammar relies on certain
general principles which govern the form of the grammar and the nature of the categories with which
it operates. These principles are conceived of as universal properties of language, properties that are
biologically innate. The notion of innateness, developed by Eric H. Lenneberg (1960), was adopted by
Chomsky and became central to his thinking. He argued that much of our knowledge about language
is universal and innate, that is, in-born, genetically endowed, a language instinct, part of our
biological birthright. Chomsky attacked a standard view at the time that children are born with minds
that are essentially “blank slates” (the view of the behaviorist psychologists), that the human psyche is
largely molded by the surrounding culture. Chomsky maintained that rather than being born blank
slates, children have a genetic predisposition to acquire linguistic knowledge in a highly specific way.
He posited innate principles that determine the form of acquired knowledge.

Chomsky's (1959) review of Skinner's Verbal Behavior became the basic refutation of behaviorist
psychology (which had so influenced Bloomfield and his followers). B. F. Skinner (1904-1990) (1957)
had claimed to be able to explain language as a set of habits gradually built up over the years - as in
experiments with rats rewarded with pellets of food in their trial-and-error learning (operant
condjtioning), which Skinner assumed to be the mechanism by which the vast majority of human
learning takes place, including language learning. Understand the “controlling variables” (stimuli) and
responses, and you understood language learning, he claimed. Chomsky's criticism showed that rat
behavior is irrelevant to human language learning and that Skinner had misunderstood the nature of
language. Human utterances are not predictable in face of a particular stimulus; we might not say
only “oh what a beautiful picture” when seeing a painting, but also, “it clashes with the wallpaper,” “it’
s hanging too low,” “it's hideous,” etc. In caretaker-child interactions, says Chomsky, parents
approve / reward statements which are true rather than those which are grammatically correct. A
child's ungrammatical utterance, “Teddy sock on,” is approved by the mother when the child shows
her a teddy bear wearing a sock, but “Look, Teddy is wearing a sock” receives the mother's
disapproval when the child shows the mother a bear without a sock. Perhaps some human activities,
say learning to drive or to knit, may seem to be learned as the rats learned, but not language.
Language structure is very complex, but children do not go through a prolonged trial-and-error
phase. In Chomsky's words:
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A consideration of the character of the grammar that is acquired, the degenerate quality
and narrowly limited extent of the available data, the striking uniformity of the resulting
grammars, and their independence of intelligence, motivation, and emotional state, over
wide ranges of variation, leave little hope that much of the structure of the language can
be learned by an organism initially uninformed as to its general character.

(Chomsky 1964: 58)

As evidence of innateness, the following have been offered. Language is extremely complex but
children acquire it in a remarkably short period of time. The stimulus or experience children have with
the language around them appears to be too poor to provide the basis for acquiring the mature
linguistic capacities that they ultimately attain. The language around them that children experience
consists partly of degenerate data which have little effect on the capacity which emerges; the speech
children hear is full of unfinished sentences, mistakes, slips of the tongue (performance errors). It
contains few or no example sentences to illustrate some of the complex structures that children
“learn.” Children's experience is finite (limited), but the capacity eventually attained includes the
ability to produce an infinite number of grammatical sentences. This is often called “the poverty of
stimulus argument.” The acquisition of language is relatively independent of intelligence - the
language learning ability of dim children is not noticeably inferior to that of bright children; all but
those on the lowest rungs of mental deficiency learn language, and language emerges at about the
same time in children all over the world, uniformly regardless of language environment, culture, or
ethnicity. Skill or ability seem to have nothing to do with it; however, for most other learned tasks,
like roller-skating, piano-playing, etc., there are enormous differences from child to child. Finally, the
direct correction of children's language mistakes (as Skinner's model advocates) has been noted by
numerous researchers to be pointless; children's production changes not with adult correction, but
only as the grammar they acquire goes through the normal stages of language development in
children.

Since this theory began, it has evolved through versions called “Standard Theory,” “Extended Standard
Theory” (and “The Lexicalist Hypothesis”), “Trace Theory,” “Government and Binding” (later called
“Principles and Parameters” approach), and finally “the Minimalist Program.” It has also spawned a
number of theories which compete in some ways but which nevertheless share most of the
Chomskian goals of linguistics and many of the underlying assumptions, for example, “Case
Grammar,” “Generalized Phrase Structure Grammar,” “Generative Semantics,” “Head-Driven Phrase
Structure Grammar,” “Lexical-Functional Grammar,” and “Relational Grammar.”

8 Typology

An orientation to linguistics which contrasts with the “generativist” approach is that of the
“typologists,” sometimes called the “functional-typological” or “Greenbergian” approach. Typology,
broadly speaking, is the classification of languages according to linguistic traits and the comparison
of patterns (structures) across languages. The typological approach attempts to explain the patterns
through appeal to language function in cross-linguistic comparison. Languages can be typologized
according to almost any linguistic trait, and indeed classifications based on widely varied attributes
have been proposed in the history of linguistics. For example, Wilhelm Wundt (1832-1920) (1990:
436) dealt with twelve oppositions or types, including prefixing versus suffixing languages, free
versus fixed word-order languages, and languages with more extensive grammatical apparatus of
verbs versus those with more elaborate treatment for nouns. Such typologies rest on a tradition
extending from the eighteenth and nineteenth centuries represented by Schlegel, Bopp, Humboldt,
Schleicher, and others. Typology throughout the nineteenth century was primarily morphological - the
structure of the word (morphology) alone was held to determine a language's whole character.

Several concepts fundamental to modern approaches to typology come from the Prague School, for
example, implicational universals - if a language has a trait x, then it is expected also to have a trait
y, for example, the presence of nasalized vowels in a language implies that language will also have
plain, non-nasalized vowels. Roman Jakobson (1958) brought implicational universals to broader
attention and this marks the beginning of modern work on typology and universals. It inspired Joseph
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H. Greenberg's (1915-) classic article on word order (1963); Greenberg is generally considered the
founder of modern typology. Typological study has contributed to the understanding of many
concepts of grammar and of how they interact with one another, how they function, and how they are
distributed in the world's languages. Typological research also incorporates many assumptions about
how languages can change, and “grammaticalization” has become the subject of extensive discussion.
Though notions of grammaticalization have a long earlier history in linguistics (Harris and Campbell
1995: 15-20, 45-7), Antoine Meillet (1912) introduced the term, which has come to mean primarily
changes in which an independent word changes to become a grammatical marker, or where some less
grammatical entity becomes more grammatical. A standard example is change from wi// with its
original meaning of “want” to the grammatical “future tense” (Traugott and Heine 1991: 2).

9 Conclusions

In a brief survey of the history of linguistics such as this, much of significance goes unmentioned,
though the major developments have been described here. Suffice it to say that linguistics is
commonly held to be one of the most successful of the social sciences and as such has contributed
both methods and models of rigor to other disciplines. As well as having its own robust history,
linguistics has contributed richly to the general history of ideas and can be expected to continue to do
so. Therefore to conclude, it may be appropriate to attempt to anticipate the future, what the
continuing history of linguistics will bring. We may guess from the current “hottest” topics in
linguistics what some future areas of high activity may be. Endangered languages will continue to be a
major concern - languages are becoming extinct at an alarming rate; it is estimated that within the
next 100 years, 50 percent to 85 percent of the world's 6,000 or so languages will become extinct or
so near to extinction they cannot be revived. Human cognition and connections with formal grammar
are a major focus of the discipline, and this is likely to grow rather than diminish. Interfaces between
linguistics and computer science are growing and are likely to be of high interest to future linguists.
Investigation into language universals and typology, within both formal and functionalist approaches,
will no doubt persist, aimed at understanding language universals, the properties of universal
grammar, and the function of language (and how function may help shape language structure). The
extent to which these approaches will converge or diverge even further is anyone's guess. Reports in
the non-linguistic media make the issue of remote language relationships appear to be one of the
biggest concerns of present-day linguists. In fact, it is the concern of very few linguists; nevertheless,
efforts to work out the history of human languages and their more distant family relationships will
continue, though it is hoped that a more rigorous and careful methodology will be applied and that
some progress will be made. Advances will be made in the explanation of how and why languages
change. A favorite pastime of some linguists today is to speculate about what will happen to
linguistics when Noam Chomsky retires and his personal influence no longer determines much of the
central activity in linguistic theory. Here, speculations run rampantly in many directions. It will be
fascinating to see what the future will bring.
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1 Introduction

One remarkably striking observation about language, seemingly trivial but actually quite important, is
that languages change through time. It is at least conceivable that language could remain unchanged
over time, as is the case with some other human institutions, e.g. various taboos or the rules to some
games, and with some aspects of human communication systems, e.g. morse code or the value of a

smile as a nonverbal signal,] but the facts tell us otherwise.

The mutability of languages can be demonstrated empirically through a comparison of a single
language at different stages in its history. For instance, (1) below provides first lines of some great
works from three periods of English: Old English as represented by Caedmon's hymn of the seventh
century, Middle English as represented by Chaucer's Prologue to the Canterbury Tales from the late
fourteenth century, and early Modern English as represented by Shakespeare's Othello from the early
seventeenth century:

(1) English at various stages in its history

a. NG weé sculon herian heofon-rices Weard (Caedmon, Hymn, ca. 660) “Now we ought to praise
the guardian of the kingdom of heaven.”

b. Whan that Aprille with its shoures soote (Chaucer, Canterbury Tales, ca. 1400)

“When April with its sweet showers ...”

c. Tush, never tell me! | take it much unkindly that thou, lago, who hast had my purse as if the
strings were thine, shouldst know of this. (Shakespeare, Othello, 1604)

“Bah, never tell me! | take it much unkindly that you, lago, who has had my purse as if the
strings were yours, should know of this.”

The boldface in (1) marks those features - pronunciations (as reflected in the spelling), words,
sentence and phrasal constructions, and the like - which are not part of contemporary English usage.
As the translations show, the differences are considerable and noticeable. For instance, the long
monophthongal vowels of nZand wiin (1a) - assuming that such is the correct interpretation of the
spelling - are pronounced as diphthongs in their modern counterparts now and we, respectively;
sculonin (1a) shows a plural form absent in its modern counterpart shall; whan thatin (1b) has two
subordinating elements (a doubly-filled COMP(lementizer) node, in some interpretations) where the
modern counterpart whaen has only one; and forms such as tush, thou, and hast of (1c), while
marginally possible in present-day English, are certainly not at all usual. Significantly, examples like
these, reflecting change in the language over a period of some 1,300 years, can be found in language
after language for which records prior to the contemporary period exist; nor must the time-depth be
great to reflect change - comparing Mark Twain's nineteenth-century usage / am become with
twentieth-century / have become reveals a change in the selection of auxiliary verbs in the perfect
tense of become within a span of approximately 100 years, and the current use of be /ike to introduce
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direct speech (e.g. And I'm like “Oh my God!’) seems to have arisen since the 19705,2 and is replacing
the earlier colloquial use of go (e.g. And / go “Oh my God!’.

Moreover, it does not take a trained specialist to be aware of language change. Over the years, again
and again, similar observations have been made by non-linguists, offering further support for
recognizing the ubiquity of change in language. For instance, Socrates, as reported by Plato in the
Cratylus (418C) commented on what he (incorrectly) analyzes as a conservative pronunciation on the
part of women of his day compared to the pronunciation of others, which he mistakenly saw as

innovative:3

You know that our ancestors made good use of the sounds of iota [a vowel letter of the
Greek alphabet / BDJ] and delta [a consonant letter], and that is especially true of the
women, who are most addicted to preserving old forms of speech. But nowadays people
change iota to eta or epsilon [two other vowels], and delta to zeta [another consonant],
thinking they have a grander sound ... For instance, in the earliest times they called day
himéra, others said Aeméra, and now they say Aémeéra.

As Teodorsson (1979: 69) notes, all the evidence known now indicates that Aémérais the older
pronunciation of “day” in Ancient Greek, so the proper interpretation of Socrates’ observations is that
“the i-pronunciation used by women was that of the innovative phonological system” and thus that
this innovative pronunciation coexisted as part of a change in progress with the more conservative
heméra and hémeéra.

And, Chaucer himself remarked on the language of a thousand years before him in a famous passage

from Troilus and Creside (II.22—8):4

Ye knowe ek that in forme of speche is chaunge
Withinne a thousand yeer, and wordes tho

That hadden pris, now wonder nyce and straunge
Us thinketh hem, and yet thei spake hem so,

And spedde as wel in love as men now do;

Ek for to wynnen love in sondry ages,

In sondry londes, sondry ben usages.

You know also that there is change in the form of speech within a thousand years, and
of words though, that had value, now wondrous foolish and strange to us they seem,
and yet they spoke them thus, and they prospered as well in love as men now do; also
for winning love in various times, in various lands, various were the usages.

All of these examples thus attest to change being a continuing force in language. Historical linguistics
is the branch of linguistics that is concerned with language change in general and with specific
changes in languages, and in particular with describing them, with cataloguing them, and ultimately,
with explaining them. Thus in addition to looking at language change, historical linguistics is also
interested in language history, i.e. in working out the details of how particular languages develop
through time. Somewhat paradoxically, a concern for language history means that change is not the
only focus of historical linguistics; in the course of time, while virtually all aspects of a language,
excepting those that correspond to truly inviolable linguistic universals, can in principle change, some
aspects of a language may remain stable and not change. In fact, for some linguists, unchanging
elements in a language may provide important clues regarding its (pre)history (see below section 6).

To return to Socrates’ linguistic comments in the Cratylus, he was really engaging in the observation
of language change in the example cited above, since, under Teodorsson's interpretation, he was
attending to variation evident synchronically around him in Greece of the fifth century BC. Chaucer, on
the other hand, in his musings in 7roilus and Creside, was engaging in an exercise in language
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history, by speculating on what earlier stages of English had been like. As should be clear, both types
of pursuits have their place in historical linguistics. The study of synchronic variation, though
associated with quantitative sociolinguistics (see chapter 23 by Florian Coulmas), is a window into
change in progress, especially on the assumption that an innovation, whether internally caused or
introduced through contact with speakers of other languages, starts in a restricted part of a speech
community and then spreads (see below section 5); on the other hand, the study of language history
is a window, perhaps a speculative one, into the past, and it is associated with reconstruction of
earlier language states and with working out the relationships among languages that give clues to
how they came to be as they are. Moreover, in order to understand the history of particular languages,
one has to have some assumptions in place as to how languages can change, for otherwise there is no
framework for analyzing observed or hypothesized changes, or the movement from one language
state, whether attested or hypothesized (i.e. reconstructed), to another.

These two aspects of historical linguistics are linked also by the so-called “Uniformitarian Principle,”
which states (in the formulation of Hock 1991: 630): “The general processes and principles which can
be noticed in observable history are applicable in all stages of language history.” There may well be
reason to believe that the bases for this principle are suspect,5 in that, for instance, processes of
change observable in modern urban settings need not be evident or have been operative in pastoral
communities of millennia ago. Still, we do know that humans today and humans 4,000 or so years
ago are not all that different physically, to judge from burial remains, and emotionally, to judge from
themes in ancient literature, so that some parallelism in regard to language behavior would not be
unexpected.6 Moreover, with this principle, observing change in progress in the present day provides
insights that can be used for unraveling aspects of language development in the past into which we
often have no other basis for insight; that is, with the “Uniformitarian Principle,” we are licensed to
make educated guesses about the past generated by our study of the present.

2 Framing the Issues

To set the stage for the discussion to follow and by way of framing the various issues to be
considered, we turn to five key questions concerning language change, the problems which Weinreich
et al. 1968 say that “a theory of change must solve”; as restated and elaborated by Labov 1982, these
problems are: the “constraints” problem, the “transition” problem, the “embedding” problem, the
“evaluation” problem, and the “actuation” problem.

The “constraints” problem focusses on what general constraints on change, if any, there are that
determine possible and impossible changes and directions of change. One side of this problem, as
put in the restatement by Labov 1982, focusses on how a solution “would advance our understanding
of the causes of change, since each constraint demands an explanation, and that explanation will
usually bear on the cause of the change.” There is also a purely descriptive side to this question in
that knowing the inventory of changes that have occurred is the first step towards understanding
what the range of possible changes is and thus what the impossible changes are. In this way, a third
side to the “constraints” problem emerges, for it allows for an important connection to be made
between diachronic linguistics, the examination of language through time, and synchronic linguistics,
the analysis of a language at any given point in time.

One way of stating the goal of (synchronic) linguistic theory is that it aims to characterize the class of
possible human languages, thereby ruling out those linguistic states which never occur and are
“impossible” human languages. Moreover, the way most linguists have attempted to achieve that
synchronic goal is to identify a set of linguistic universals. Now, in doing synchronic analysis we
usually identify a “slice” of a language at a particular point in time, but clearly, the “point” in question
is arbitrary and can be cut finely or broadly. Thus, while English of the twentieth century forms a
synchronic “slice” that we can examine, so does Modern English, defined from Shakespeare's time in
the late sixteenth century to the present, and so does English of the 1980s, etc. With this view of
synchrony, diachrony can be defined as the transition through successive, finely cut synchronic states,
and can be schematized as follows:

DL1  Synchronic stage 1
I L2  Synchronic stage 2
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AL3  Synchronic stage 3
CL4 Synchronic stage 4

H.

R.

0.

NLn Synchronic stage n

Y Ln+1 Synchronic stage n + 1

Linguistic universals, assuming they can be determined, hold at each synchronic stage and define
“possible” and “impossible” human languages at each stage. Presumably, also, they hold in the transition
between synchronic stages, inasmuch as the division between these stages is arbitrary, and diachrony
forms a continuum of synchronic stages. Under such a view, therefore, with an appropriate set of
universals, the “constraints” problem of determining possible and impossible changes reduces to the
synchronic question of determining possible and impossible human languages. In a sense, then, the two
pursuits are the same, and this view of the relationship between synchrony and diachrony makes it clear
just how similar they are.

The “transition” problem seeks to answer by what route language changes. The interest here is similar
to the view in the above diagram, for a “dynamic perspective” is needed to allow for a seamless
movement through successive synchronic states. As Labov 1982 notes, in essence, “solutions to the
transition problem can be restated as solutions to the problem, ‘How can language change from one
state to another without interfering with communication among members of the speech
community?’.”

There is yet another direction in which this question can be taken, i.e., expressing an interest in the
specific paths followed by a change: does a change from X to Z necessarily go through an
intermediate stage Y? For example, in the transition from Old English [€] (as in wéin (1a)) to Modern
English diphthongal [ij] (as in we), must there have been an intermediate stage of [i] or [e]j] or the like,
or could [€] become [ij] directly?

The “embedding” problem focusses on how a given language change is embedded in the surrounding
system of linguistic and social relations. This issue on the one hand asks whether there are system-
internal conditions that induce or inhibit change. For example, is the packing of several sounds into a
relatively small acoustic and articulatory space (as with Serbian voiceless affricates: dental [c], alveo-

palatal [¢], and palatal [¢]) likely to lead to a loss of some of these distinctions?” On the other hand,
since conditions external to the linguistic system, e.g. social unrest, wars, forced migrations, etc.,

could also conceivably contribute to or affect change in Ianguage,8 this issue, together with the
evaluation problem, sets the study of language change squarely within the social arena.

The “evaluation” problem asks how members of a speech community evaluate a given change, and
what the effect of this evaluation is on the change. Here the focus is preeminently sociolinguistic in
nature, for any innovation in a speaker's linguistic usage that is salient and perceptible - whether it is
a new turn of phrase or new lexical item, a new pronunciation, a new syntactic construction, a new
meaning for an already-existing word - can evoke an evaluative response from the hearer: is this
innovation one that | as a speaker like, one that | might now choose to adopt in my own speech, or is
it one | would want to avoid? Language use in this view says something about each of us as
individuals and as members of a group, and this social dimension to language use turns out to be
crucial to understanding language change and especially the spread of innovations.

Finally, there is the “actuation” problem of why a given linguistic change occurred at the particular
time and place it did. This problem seeks to find the conditions that lead to a given change, and adds
a further dimension to the understanding of language change, for if we understand the causes of
change well enough and can pinpoint certain conditions present in a speech community and / or a
linguistic system, we ought then to be able to “predict” (in a retrospective way, so that perhaps “post-
dict” or “retro-dict” would be more appropriate) the direction of change. “Predict” here does not have
its usual sense of hypothesizing about what might happen in the future, and indeed, scholars of
language change, perhaps unnecessarily, generally avoid making even educated guesses about future
language states; rather, “predict” here means giving an explanation for why a given element in a
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language - a sound, a form, a construction, etc. - changed the way it did, rather than in some other
possible way. For example, why did Old English & become in later English jirather than e or a or some

other vowel?9

Several of these foundational questions are interconnected, as the discussion above makes clear, and
lend themselves to the statement of other related issues, such as the relation between synchrony and
diachrony mentioned in connection with the “constraints” problem. Moreover, other issues not overtly
stated by Weinreich, Herzog, and Labov can be mentioned. Particularly vexing is the determination of
“naturalness” in the direction of language change: can change ever lead to an unnatural state? Are
some changes more likely to occur than others? Classification of changes and observation of the
range of possible changes are clearly of relevance here, but so too are an understanding of the
physiological bases for sound change, the psychological bases for morphological change, and the
like.

In the sections that follow, we explore these various facets of historical linguistics as the study of
both language change and language history; moreover, in so doing, we bring to light some of the
methods used by historical linguists in their investigations.

3 Substance of Change: What Types Occur? How do They Spread?

It is stated above, almost as an axiom, that virtually all aspects of a language are subject to change,
except for those that correspond to absolute linguistic universals that truly cannot be violated. Thus,
the simple answer to what can change in a language is “(virtually) everything,” though it is not the
case that everything in a language at a given point must change - there can be diachronic stability as
well as diachronic change. For example, except for the realization of the main accent, from high pitch
to greater loudness, the Greek word dnemos “wind” has remained virtually unchanged for at least
2,500 years: in its segmental phonological composition, its morphological form, its syntactic
behavior, and its meaning.

This simple answer about what can change makes it difficult to exemplify all types of change in a
brief discussion, but an examination of any earlier stage of any language, and a comparison with a
later stage, will reveal a certain number of changes. Examples are provided here from just two
languages, but a similar exercise involving other languages would yield similar results.

Example (1a) from English of AD 660, as compared with Modern English, reveals changes in
phonology, e.g. nd - now, wé - we, morphology, e.g. absence of plural marking on the verb scu/on,
which ultimately yielded shou/d: and lexicon, e.g. the loss of the word Aerian, the addition of the word
praise, which entered the language some six centuries later. The changes in the once-free word ric-
“realm” straddle the boundary between morphology and the lexicon - it is now restricted to
occurrence as a bound element, though possibly still recognizably segmentable as a morpheme, in
bishopric “the diocese or office of a bishop” (segmentable due to the independent existence of
bishop) but has no clearly recognizable morphemic status in e/dritch “strange or unearthly.” Moreover,
Chaucer's subordinate clause with whan that as opposed to standard Modern English when by itself
gives an example of a change in sentence structure (syntax).

Similarly, between Ancient Greek and Modern Greek, with regard to phonology and morphology, one
finds changes in the realization of sounds, so that [i, U:, €, oi, i, 7] all merged eventually to [i],
aspirated voiceless stops [ph th kh] became voiceless fricatives [f 8 x], etc.; and in the form of
grammatical endings, e.g. second person past tense imperfective aspect nonactive voice - so became
-sun, matching the first person ending -mun in vocalism and final segment. Changes are also evident
in the extent of word-formation processes, e.g. coordinative compounds of the type maxero-piruna
“knife and fork; cutlery” were rare in Ancient Greek but have become more numerous in Modern Greek
and the type has been extended to verbs, as in aniyo-k/ino “l open and close.” Further, Greek syntax
has shifted drastically, as the infinitive of Ancient Greek has given way to finite-clause replacements,
and constructions which once tolerated missing (understood) objects have yielded to ones with overt

expression of the object, both illustrated in (2), among other changes:]0

(2) a. én ho trugétos hetoimos tou
was/3SG the-harvest ready comp
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therizein (1 Samuel 13.21 [second century BC])

harvest/INF

“The harvest was ready for harvesting.”

(NB: the object of the infinitive therizeinis not overtly expressed)
b. ekhei hetoimon ton daon na ton

has/3sG ready the-torch comMP comp it/ACC

eparei (Lybistros 2663 [fourteenth century AD])

take/3sG

“She has the torch ready for him to take.”

(NB: literally, this is “... ready that he take it”, with a finite complement; the object of epareiis
overtly expressed (ton))

Moreover, in keeping with the program suggested above whereby one can learn about language
change from synchronic variation, an example from contemporary American English can be cited. In
Central Ohio, among younger speakers in the 1960s, the verb bean was used in baseball parlance to
refer to being hit by a pitched ball on one's head, whereas for younger speakers 30 years later in the
1990s, it refers to being hit with a pitch anywhere on the body, thus with a broader meaning. The
synchronic variation in the 1990s between younger speakers with the innovative broad meaning and
(now) older speakers with the narrower meaning suggests a change that may ultimately spread across
all age groups in the speech community as the now younger speakers age.

From the point of view of the “evaluation” question discussed above, when these innovations, or any
innovation, first entered the language, they must have provoked a certain reaction from those who
heard them, perhaps even a negative one. Most readers will have had the experience of hearing some
technology-oriented neologism for the first time, e.g. access as a verb (e.g. You can access that
information electronically), e-mailas a count noun (e.g. / received thirty e-mails this morning), or e-
as a prefix referring to electronic transmission (as in e-mail, e-trade, e-commerce, e-talk, etc.), of
needing to decide whether to adopt such usages, and of finding that even if one winced on first
hearing them, repeated use by others made it easy finally just to go along and join in the innovative
usage.

In a similar way, though surely with more complicated motivation on the part of adopting speakers, all
innovations that ultimately are generalized over the (relevant) speech community must be positively
evaluated by speakers and actively (though not necessarily consciously) adopted by them. Such
innovations, once they have spread, can be called “real” changes, in that the behavior of the speech
community at large has been affected. Significantly, as a corollary, it must be noted that not all
innovations take hold and spread so as to become changes in a whole speech community; restricted
spread of an innovation can lead to the formation of dialects within a larger speech community.
Moreover, not all synchronic variation will result in a change in the long term, for there can be
situations in which stable variation persists over long periods of time; for instance, the variable
deletion of the past-tense marker -t /-(e)d (e.g. kep for kep?) in American English has been stable for
several generations (Labov 1989). The dynamics of the spread of innovations and the resolution of
competition between innovative and older variants largely constitute a sociological matter, but clearly,
one with linguistic consequences (see also the end of section 4).

It is suggested above that at the simplest level, the mere repetition and recurrence of some innovative
usages can inure a speaker to their novel nature and thus promote acceptance and eventual adoption
and spread. Another dimension to the matter of recurrence of innovations is the fact that some
changes are found to occur again and again, independently, in language after language, thus giving a
basis for deeming such a change to be a natural one. Some examples of such recurring types of
changes include the following:

(3) a. the change of [f] to [h] occurred in the ancient Italic language of Faliscan, in Spanish, and
in some varieties of Chinese (and no doubt elsewhere)

b. devoicing of word-final voiced stops occurred in Russian, Turkish, and German (e.g. earlier
rad “wheel” has come to be pronounced [rat])

c. reductions of clusters with concomitant lengthening of an adjacent vowel (“compensatory
lengthening”), as in Late Latin asnu “ass” — French dne (pronounced [an]), or Old English thegn
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- Modern English thane

d. loss of unaccented vowels, especially word-medially (syncope), as in Middle English
trisyllabic chimenee (accent on the initial syllable) becoming Modern English disyllabic
chimney, with similar changes in Latin and Old Irish

e. adjacent sounds coming to agree in certain features (assimilation), as in Old English Aznep
yielding (ultimately) Modern English Aemp, with the nasal and stop consonants, adjacent after
syncope of the unaccented -e-, agreeing in point of articulation (both labial, as opposed to
dental versus labial earlier); similar changes occur in Greek, Latin, Sanskrit, Arabic, and virtually
every other language known

f. reanalysis of third person verb forms with a person-marking suffix as having no suffix (thus
as base forms) occurred in Greek, Persian, and Sanskrit”

g. in many languages, analogically innovated forms have taken over the primary function for a
sign while the forms they replace, if they survive at all, take on a restricted function, as with
English brothers ousting the older but now functionally quite limited brethren, among other
cases'?

h. in many languages, words that were once free and independent have come to take on the
status of bound affixes, as in Latin mente, the ablative case of “mind” coming to be the French
adverbial suffix —ment, as in clairement “clearly” (and thus etymologically, “with a clear mind”)
13

i. the broadening of referent seen in the above example of Central Ohio bean recurs in the
development of Middle English dogge “hunting dog” - Modern English dog, referring to
canines in general

Identifying such changes as “natural,” and thus unsurprising when they occur is in keeping with
Labov's “constraints” problem and the “actuation” problem, as discussed above.

Searching for parallels and deriving inferences about naturalness of developments is thus an
important part of historical linguistics, but one has to be cautious about not going too far, in that
“natural” need not mean “necessary” or “only in one direction.” Thus many languages, including
English, persist in having word-final voiced stops quite happily, and some have even undergone
word-final voicing, as the evidence of the third person singular past ending -din Old Latin, from
Proto-Indo-European *-t shows, and cases of movement from bound affix to independent word (the
reverse of the mente example) are known.'* Moreover, in some domains, for instance, semantic
change, the directions of changes are so tied to the real-world socio-cultural context that being able
to label recurring results of changes, as with the cases of broadening mentioned above, does little to
actually advance our understanding of why a change occurred. For instance, English bead changed in
meaning from “prayer” to “small round glass object”; such an innovation in the referent associated
with a particular form can make sense only in the context of the counting of prayers on rosaries, and
so is one that no theory of semantic change could predict as “natural.”

4 Mechanisms of Change: How Is Change Manifested in Language?

One way that language change is manifested, clearly, is through changes in the behavior of speakers,
in that a word comes to be pronounced in a different way, used in a novel construction, extended in
meaning, and so on. In such ways, language change is manifested as alterations in the actual form

that language takes in the mouths (or hands)] > of its users, what might in the terminology of recent
decades be termed changes in the surface structure, i.e. in the output of the grammar.

However, for the most part, explicit synchronic accounts of a linguistic phenomenon are necessarily
couched in a particular theoretical framework and the formalism associated with that framework. This
enterprise is driven by the assumption made by (most) linguists that there is some correct linguistic
theory that is operative - we may not yet have found the very best theory, but the exercise of positing
analyses and testing them is part of the process that will lead ultimately to the discovery of that best
theory. Moreover, given that, as the diagram in section 2 above indicates, diachrony is the
progression through successive synchronic states, and further that the current conception of the
“best” linguistic theory is the medium for describing and analyzing the grammars of each of those
synchronic language states, it is natural to think that language change can be accounted for or at
least best characterized in terms of change in these grammars.
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Indeed, in the past forty years or so, there have been several attempts at devising an account of
language change in just those terms: Halle 1962, for instance, equated sound change with the
addition of a phonological rule to the end of a grammar; Kiparsky 1968 utilized changes in the form
of phonological rules as well as in their order relative to one another as a means of accounting for
phonological change; and Klima 1964, 1965 took a similar approach to syntactic change.]6 More
recently, with a change in the dominant theoretical paradigm, in phonology in the United States at
least, to Optimality Theory, a constraint-based approach to grammar, the view has been advanced
that phonological change is the result of changes in the strengths of constraints relative to one

another.] /

This view treats (surface) language change as a function of changes in grammars, and thus a
secondary side-effect, a derivative, of changes motivated by abstract properties of grammars; still, it
is an attractive view, one that is easy to believe in. However, there is good reason to reject it as the
right way to view the process and mechanisms of language change; at best, it would seem to provide
a convenient description of the difference between two stages of a language. For one thing, as
Andersen 1973 has observed, saying that sound change is the addition of a phonological rule to the
grammar does not answer the question of where the rule comes from in the first place; he looks
instead to the reinterpretation of ambiguous acoustic signals as a possible source of sound change
(see also section 5) and sees rule addition as a construct that describes the diachronic
correspondence between the grammar before the reinterpretation and the grammar afterward but
does not give any insight into the process(es) that gave rise to the change.

Also, changes in phonological rule systems of the sort that motivated the treatment in Kiparsky 1968
were generally associated with changes in paradigms. For example, an early Latin rule of w - @ that
accounted for the relationship in the root between par-os “little / NOM.SG.MASC” and parw-7“little /
GEN.SG.MASC” is absent from later Latin, and that absence correlated with the appearance of a uniform
paradigm in Classical Latin parw-os / parw-i (spelled paruus / parui). However, that correlation is a
complete accident if the motivation for change resides in abstract properties of a grammar, such as

the number of rules a system has,] 8 for the loss of a rule would not necessarily lead to a uniform
paradigm. On the other hand, as Kiparsky 1971 recognized, one could instead place a positive value

on aspects of the output of rules,]9 such as uniformity within a paradigm, and posit that the
motivating force for changes in grammars resides in the nature of the output they generate. In that
case, the loss of the Latin w-deletion rule would be a highly valued event, since the output of the
resulting grammar without this rule has a uniform paradigm with win all forms. If that is the case,
though, one has to wonder why it is necessary to talk in terms of changes in rules and grammars at
all! One could instead view the change in surface forms (e.g. paros — parwos) as the primary change
(on the motivation for which, see section 5) and then view changes in the form of grammars as at best
a description of the comparison of the grammar before the change with the grammar afterwards.

Looking at change as something that is manifested in and motivated by a rule system makes it hard
to account for changes that have a restricted distribution, for the very notion of “rule” implies some
generality over large sets of forms. For instance, as Hock (1991: 256) notes, at least some changes in
form motivated by a (psychologically based or analogical) association do not lend themselves well to
treatment in terms of rule change, since there are no rules at all involved in the change. He cites the
example of so-called “contamination,” as seen in the change of French femelle to female as it was
borrowed into English, based on a perceived connection with the semantically close word male.”?
Similarly, the early Modern Greek weak third person subject pronoun, e.g. masculine singular tos,
seems to have originated in a construction with the demonstrative nd “here is / are” and spread from
there, but only to use with the locative question word pun “where is / are?”; thus while the use of this
innovative form has expanded beyond its original locus, it has not done so to any great exent, so that

speaking in terms of the extension of a rule here is not particularly insightful.2]

As another case of a change that starts in a restricted linguistic environment and then spreads on a
limited basis, consider the change by which a —g-has come to occur in the first person singular
present indicative of certain verbs in Spanish, e.g. sa/go “l depart.” This —-g- appears to have
originated in a few verbs where it was the result of regular sound changes, and then to have spread to
other verbs on a limited basis. Moreover, with verbs that acquired this -g-, it spread within the verbal
paradigm in a very limited way, into all forms of the present subjunctive (e.g. sa/gas “you might
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depart”) but nowhere else, not even other forms of the indicative.’? It is difficult to see how a rule—
based account would be explanatory here, since there is no obvious basis for deriving the subjunctive

stem from the first person indicative stem; rather, the simple occurrence of a stem allomorph
somewhere in the overall paradigm seems to have been basis enough for a spread into other, even
distantly related, forms. The frequency of cases such as these - and examples could be multiplied -
suggests that this might be the most accurate model of how change occurs and manifests itself in the
grammar of a language and in the behavior (output) of speakers, with the widely seen apparently
general changes simply representing the endpoint of a series of limited extensions of a change from
its point of origination.

Another dimension to the issue of how change in language is manifested has to do with where change
starts in a speech community and where it ends up, as suggested in section 3. Just as a change might
start in a restricted part of the grammar, and be generalized from there, as with the Greek and
Spanish examples just mentioned, it is also the case that most changes appear to start in a limited
subset of the speech community and then spread from there (if they spread at all), largely driven by
social factors such as the prestige (overt or covert) of the group originally identified with the
innovative pronunciation, form, construction, turn of phrase, or whatever. This model for change was
developed by William Labov, based on his observations of centralization of diphthongs in Martha's
Vineyard in the early 1960s, and has been amplified upon in numerous studies since then.”> Such a
model for the spread of an innovation raises an important question that is not fully resolved to every
linguist's satisfaction: when is a change said to have occurred, at the first point at which an innovation
appears in the speech of some individual or only when the innovation has spread somewhat through
at least some part of the speech community? Some linguists see the spread as a purely sociological
phenomenon and thus concentrate on what permits the emergence of an innovation in the first place
(system-internal factors, contact with other speakers, etc. - see section 5) while others say that
individual perturbations in usage are insignificant unless others adopt them, so that “real” change is
only at the level of the speech community, or some subset thereof. It needs to be noted as well that
limited spread through a speech community is one basis upon which dialects are created, and if a
sufficient number of innovations are shared by some subset of speakers to the exclusion of other
parts of the speech community, a separate language can well result.

5 Explanation of Change: Why Does It Happen?

The preceding sections have shown that many different kinds of change in language as well as change
at all levels are possible. Consequently, it may seem that change is inevitable, and in some sense it is,
in that change is no surprise. Nonetheless, linguists tend to treat the lack of change, i.e. linguistic
stability from generation to generation, as the unmarked situation, so that change, when it does
occur, demands an explanation. It is useful therefore to consider the various factors that induce
change, that is, to explore the underlying causation of language change.

There are four main kinds of factors that play a role in inducing language change: psychological
factors, physiological factors, systemic factors, and social factors. These all make sense in that they
correspond to different aspects of language: language as a psychological “entity” housed (somewhere)
in the brains of speakers, language as the production of sounds and signs and forms through the
physiology of the human body (e.g. the vocal tract), language as a system with regularities and
interacting components, and finally language as a social “organism” that exists in the interactions
between and among members of social groups. These various causal factors are briefly introduced in
what follows.

Several of the examples discussed above can be explained by reference to psychological factors. Key
among these is analogy, which can be described as the influence of one form or class of forms over
another and is psychological in that it really reflects a mode of thinking in which a connection, a
perception of sameness along some dimension (semantic, formal, phonic, etc.), is made between two
linguistic units; changes caused by such influence are referred to as analogical changes and while a
number of classificatory schemata are possible for the variety of attested analogical changes,24
virtually all of these changes boil down to the same basic motivation, that of echoing the above-
mentioned perception of sameness by the construction of a sameness in form. For instance, in the
change of the Greek second person singular past ending, from -so to -sun, it appears that there was
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influence of (i.e., a perception of sameness with) the first person singular ending -mun, since in this
case, there was no general change of o to v nor a general accretion of a word-final -7 that could have
altered the earlier -so to —sun. Moreover, the grammatical closeness of the endings in terms of what
they mark on a verb makes an appeal to analogical influence particularly attractive here. Further, the
change mentioned above of early Latin paros “small” to later parwos, the mismatch between a stem
form par- in the early nominative singular and a stem form parw- in the genitive singular suggests
that the change to both forms having parw- shows a similar motivation; a clear connection between
the two - they are members of the same paradigm after all - can be taken as the basis for the
influence of one form (here the genitive form) over another (here the nominative form) and the formal
reshaping of the latter in accordance with this influence. The psychological link between the forms,
here furnished by their grammatical sameness, provides the basis for the change. Even in the case of
the generalization of meaning and semantic reinterpretations of the sort seen with dogge - dog,
psychological factors play a role, since in a sense the changes represent reasonable guesses as to the
connection between a word and the context it occurs in; that is, since even two animals of the same
species are not point-for-point identical in all respects (trivially, they can differ in size and age), a
speaker hearing dogge being used to refer to two separate canines, even ones ostensibly similar in
some respects, could make the reasonable assumption that the word could be used in the case of any
canine nonidentity - that is, such an assumption would be an instance of an abductive change, in the
sense of Andersen 1973, motivated by a reasoning schema involving a “best guess” as to what the use
of a particular word was focussing on. Finally, to the extent that universals of linguistic structure and
use can be identified that have some reasonable cognitive basis, some changes can be attributed to
such cognitive factors; the change in (2) above in which Greek came to require an object pronoun in a
construction that previously did not require it may be a case in point, if a perceptually based universal
constraint that favors finite clauses that are whole and intact, as opposed to the “streamlining”
possible with reduced clauses such as infinitives, is responsible for the appearance of the object
pronoun in the later Greek form of the construction (as suggested tentatively in Joseph 1980, though
see Joseph 1990: 186-7, 197n.B, 201-2 for some counter-indications).

One way of telling that a psychological cause such as analogy is responsible for a change is that other
causal factors can be ruled out. In particular, there is no reason to think that physiological factors,
such as the constraints of the speech tract or the perceptual mechanism, a type of explanation
pursued very compellingly by Ohala (see, e.g. Ohala 1993, 2000), were at work. Still, in most cases of
pure sound change, physiology does play a leading role. The very common loss of unaccented,
especially unstressed, vowels (see (3d)), can be attributed to the weak articulation of an unaccented
vowel when the main accent involves heightened intensity (as it does in English), though the weak
perceptual salience of such vowels plays a role too. Moreover, assimilation (see (3e)), surely the single
most common type of sound change there is, is triggered mostly by the greater economy of
articulator movements needed in the transition from one sound into the next when the sounds agree,
e.g. in point of articulation (as in (3e)).

In a sense, both analogy and physiologically induced sound changes involve aspects of the language
system as a system. Analogy, for instance, pertains in part to the mental storage of linguistic material
or the cognitive side thereof, and has to do as well with the systems of relations among elements that
speakers perceive and establish. Physiology, moreover, pertains to those parts of the system involved
in the production or perception of speech. Still, there are other system-related factors that play a role
in bringing on language change. Some of the shifts in long vowels seen in English, for instance, were
not isolated events but, rather, were tied to other changes in the vowel system; thus, (roughly) not
only did mid front & become T (as in wé to Modern we, discussed earlier) but low a became & (as in
name) also. Such “chain shifts” seem to involve whole systems of sounds moving rather than there
being a series of completely isolated and unrelated changes. Similarly, the crowding of phonetic space
referred to above (section 2) concerning Serbian affricates would be a clear case of systemic pressures
playing a role in a change in those dialects that have narrowed the original three-way contrast to a
two-way one (see note 7). Finally, at the lexical level, one can observe the so-called “blocking effect”
where the existence of a fixed expression in a language seems to be able to block the creation of
synonymous expressions, so that the system of lexical(ized) expressions interacts with the productive
mechanisms for spontaneous creation of lexical material; thus the presence of yesterdayin English
apparently blocks the phrase *the day before today, whereas the absence of a word like *pre-
yesterday conversely seems to play a role in the acceptability of the phrase the day before yesterday.
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Finally, there are social factors that play a role in causing language change. Some matters in language
are directly sensitive to speakers’ place in society and their relationship with other speakers, in
particular terms of address and epithets; when there are changes in the social fabric, there can be
corresponding changes in these linguistic aspects, usually involving lexical change. For instance,
during the period around the French Revolution, changes took place in the form of second person
address in French, in accordance with a general egalitarian ideology in which the reciprocal use of the
(“familiar”) second singular pronoun tu served as an expression of soIidarity.25 Similarly, changes in
attitudes about various sorts of designated groups in American society have led to changes in their
appellations, giving, for instance, differently abled instead of handicapped, First (or Native) Americans
instead of /ndians, etc.

There are, however, other, perhaps more important ways in which social factors play a role in change,
for they provide the key mechanism for the spread of one of a set of competing forms throughout a
speech community, largely through the attachment of prestige to one variant. As noted in section 2,
both the “embedding” problem and the “evaluation” problem involve the recognition of language as a
quintessentially social phenomenon, and the evaluation problem is especially relevant to the matter of
the spread of innovations. The use of language as a marker of social identity and group membership
means that various aspects of language use can spread among members of a group, if - for whatever
reason - these features are taken to be emblematic of individuals identified as key or typical members
of a group. This process can be seen, for instance, in the spread of slang expressions or jargon (i.e.,
occupation-ally related vocabulary), where one's “in-group” versus “out-group” status based on use
of or knowledge of particular terms and phrases is often painfully evident, as any older speaker in the
midst of a group of teenagers or a nonenthusiast amongst a group of “techno-philes” can readily
attest to. Importantly, the same mechanisms that foster the spread of such lexical innovations seem
to be at work in more subtle kinds of change involving innovative pronunciations, constructions, and
the like. Admittedly, though, it is still an unresolved issue among linguists as to when one can talk
about a change - at the point at which an innovation arises, e.g. due to systemic or physiological
factors, as outlined above, or at the point at which an innovation has spread, having been adopted by
speakers beyond the point of origination.

The recognition of the role of social factors leads to one particular type of social situation involving
speakers of a language, namely when they come into contact with speakers of a different language.
Such language contact situations are in a sense no different in kind from the contact between
speakers of different dialects of the same language, though the degree of difference between the
speech forms exhibited by each speaker is typically greater in the case of language contact. Language
contact can be the source of innovations, most evidently in lexical matters. For example, new words
or phrases can enter a language from models in another language, in the form of direct borrowings
such as praise, borrowed into Middle English from early French and ultimately replacing earlier
English herian (cf. (1a) above), and coup d’état, more recently borrowed, also from French, but also via
so-called “loan translations” in which a foreign phrase is rendered into the borrowing language, as
with the phrase /t goes without saying, based almost literally on French Ca va sans dire. Sometimes,
however, borrowings can directly or indirectly introduce structural innovations into a language. For
example, the existence of plurals in English such as schemata or criteria or bases (from basis), all
from Greek, has extended the range of plural formation possibilities, and has led to innovative forms
such as processes,26 pronounced with a final syllable [... sijz]), modeled analogically on bases,
similarly, the active voice -/ing form in it goes without saying is unusual from the English standpoint,
where a passive form as in it goes without being said would be, strictly speaking, more “English-like.”

Under intense conditions of sustained language contact, especially when there is some degree of bi-
or multi-lingualism to be found among individuals in a speech community,27 it is not unusual for
languages to converge structurally. This has happened in the Balkans, where Albanian, Bulgarian,
Greek, Macedonian, and Romanian, among other languages, have come to be syntactically quite
parallel to each other, so much so that they have been spoken about as multiple lexicons with but a
single grammar.28 The social context in which contact takes place turns out to have a significant
effect on the outcome of the linguistic contact, to the extent that the current thinking is that there are
no linguistic constraints whatsoever on what may be transferred from one language into another in a
contact situation - one finds all types of words and morphemes borrowed, sentence patterns passing
between languages, meanings of words being affected, new sounds entering a language, and so on,

http://www .blackwellreference.com/subscriber/uid=532/tocnode?1d=g9781405102520... 30.11.2007



5. Historical Linguistics : The Handbook of Linguistics : Blackwell Reference Online Sayfa 12/ 17

all through contact.??

The effects of contact are so pervasive, especially when one considers that the spread of innovations
within a language necessarily involves contact among speakers, in such a case though of the same
language, as noted above, that it could be hypothesized that a//change in language involves contact.
Despite the potential for such a claim, the non-contact causes of change, outlined above, cannot be
discounted, and it seems that the causes of language change are best understood by reference to
both internal and external factors.

6 Some Dramatic Discoveries and Important Methods

This survey of historical linguistics would be incomplete without mention of two dramatic discoveries
among the many that have emerged from this subfield: language relatedness and regularity of sound
change. These discoveries also have the benefit of allowing for a consideration of certain key methods
that historical linguists have utilized over the years.

With regard to the former, we observe that scholars have long been intrigued by the mix of diversity
and similarity that human languages show. Among the hypotheses that have been advanced to
explain this mix, one of the most promising claims that at least some of the known languages show
certain similarities because they represent later instantiations of a once-single speech community;
that is, it has been hypothesized that a single speech community, through the accumulation of
changes of the sort described in previous sections and perhaps aided by migrations, resettlement,
and physical splits in the community, can over time divide and spawn numerous separate and
ultimately distinct speech communities. In such a situation, the resulting distinct speech communities
show some similarity by virtue of deriving from the same starting point, and more important, show
various systematic correspondences of form for this same reason. These resulting languages are said
to be related (actually, genetically related, where “genetic” has its etymological sense of “pertaining to
origin,” not the more modern, biological, sense), and the original speech community is referred to as
a proto-language (or parent language) for its several offspring languages.

The recognition that languages could be viewed as related to one another, led, by extension, to the
observation that some languages were more closely related to each other than to other languages.
Such clusters of more closely related languages are said to form subgroups within a larger language
family. With that recognition, therefore, grouping and subgrouping of languages became an important
scholarly activity, and with the discovery of new languages, the question of how they fit into the
emerging set of known language families was always asked.

Critical to the establishment of relatedness is the issue of methodology. Of paramount importance
here is the Comparative Method, by which corresponding features (more usually sounds in
corresponding words but also morphemes and even syntactic structures) are compared with an eye to
determining a set of systematic relationships that hold among the languages being compared.
Languages are generally held to be related when a sufficiently large set of such correspondences can
be found, though there are controversies over just how large such a set needs to be to warrant a claim
of relatedness, and whether the correspondences could instead be a matter of chance or perhaps due
to contact between the languages in question. When such systematic correspondences can be found,
then one can also draw inferences about the source from which the related languages arose, on the
assumption that the comparable elements each derived through their own lineal descent from a
common starting point. When the Comparative Method “works,” therefore, it is possible to make
hypotheses about the earlier states from which the related languages developed and thus to
reconstruct (aspects of) ancestor languages that gave rise to the set of related languages in question.
For example, the recurring correspondence set described below involving pin Greek, Latin, and
Sanskrit matching f in Germanic (under certain conditions), has led most Indo-Europeanists to a
reconstruction of p for the sound in the source language (“Proto-Indo-European”) that gave rise to the
corresponding elements in the offspring languages.

A side-benefit for the study of language change is the fact that the assumption of relatedness and the
Comparative Method also provide another source of information about change. If an element A in one
language can be systematically compared to a non-identical element B in another (putatively related)

language, and the hypothesis is made that they derive from a reconstructed element C (usually affixed
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with a * to indicate that the reconstruction is a hypothesis not an attested form), then clearly at least
one change has occurred - either A has changed and B reflects the reconstructed element faithfully,
or B has changed and A has not, or both A and B have changed, in different directions. Thus if we
reconstruct Proto-Indo-European *p for the set of Sanskrit (etc.) p = Germanic f, we are committing
ourselves to the hypothesis that Germanic is innovative in this case; had we reconstructed something
like an affricate *pf, then there would have been change in all the languages being compared.

As a result of all the research into language relatedness and grouping of languages into families,
there are now numerous well-researched and well-established language groups. Among these, to
name just a few, are /ndo-European (covering many of the languages from India west into Europe,
including English, French, Greek, Russian, among numerous others), Finno-Ugric (covering Hungarian
and many languages in the Baltic area, including Estonian and Finnish), Sino-Tibetan, (including
Tibetan, Burmese, and the numerous Chinese languages, Mandarin, Cantonese, etc.), Semitic (taking
in languages of the Middle East, including Hebrew, Arabic, and ancient Akkadian), Bantu (covering
numerous languages of Eastern and Southern Africa, such as Swabhili, Setswana, and Zulu), Algonquian
(including many native North American languages from the eastern seaboard across the Great Lakes
area into the prairie provinces of Canada, such as Cree, Fox, Ojibwa, Micmac, Massachusett, Delaware,
etc.), Uto-Aztecan (covering a huge number of languages of the western United States and Mexico,
including Comanche, Southern Paiute, Hopi, Nahuatl, and others), Athabaskan (covering languages
extending from Alaska into Mexico, including Chipewyan, Navajo, and Apache), and Austronesian
(covering much of the South Pacific, including Tahitian, Samoan, Maori, Hawaiian, and Tagalog, but
extending also into Madagascar where Malagasy is spoken). There are also several languages that
have defied classification and so are called /anguage isolates, e.g. Basque, spoken now in southern
France and northern Spain; Burushaski, still spoken in the northern part of South Asia; and Sumerian,
spoken in ancient times in Mesopotamia. Such languages have no known or demonstrable relatives,
though it is conceivable, even likely, that they have relatives that are no longer spoken, i.e. that died
out without a trace, or relatives that current methods simply are not able to link to the isolates with
any degree of certainty (and see below).

Some of these groups are widely recognized to be themselves part of still larger, more all-
encompassing groupings. For instance, Finno-Ugric is considered to be part of the Uralic family
(covering various languages in Siberia, e.g. the Samoyed languages east of the Ural mountains),
Semitic is held to be part of Afro-Asiatic (covering (Ancient) Egyptian, Berber, Hausa, and others),
Bantu is seen to be part of Niger-Congo (covering West African languages such as Yoruba, Igbo, Twi,
and others), Algonquian is taken to be related to two now extinct languages in California (Wiyot and
Yurok) and thus to be part of a larger, so-called Algonquian-Ritwan or Algic, family, and so on.

These well-recognized larger groupings raise interesting questions, and ongoing controversies,
regarding the extent to which all languages can be shown to fall into ever-larger groupings. Is Indo-
European related to Uralic, as many believe, and to Semitic? Do these families cohere as part of an
even larger so-called Nostratic family, covering as well other families such as Kartvelian (in the
Caucasus), Altaic (in Central and Eastern Asia), etc.? Does Austronesian form a larger grouping with
Sino-Tibetan? Do the numerous language families in North and South America show any further
groupings, perhaps into as few as two or three mega-families? More generally, how far can such

“lumping” of languages go? In particular, can a single proto-language be posited for all known

Ianguages?30

Armed with these hypotheses about relatedness, linguists in the nineteenth century, especially
western European scholars investigating the Indo-European languages, were struck by the discovery
of numerous systematic correspondences of sounds in various languages in Europe and Asia believed
to be part of the IE family, and eventually also by their ability to formulate these correspondences in a
precise way, so that apparent exceptions to the correspondences turned out to be systematic in their
own right. For instance, the Danish scholar Rasmus Rask (1818) and the German polymath Jakob
Grimm (1819) described various correspondences that held between stop consonants in Sanskrit,
Greek, Latin, and Germanic, e.g. as noted above, Skt p = Grk p=Lat. p=Gmcf, butalso d =d =d =
t, with both correspondences seen in pad- = pod- (T10d-) = ped- = foot. Moreover, many instances
of these sets, and others like them involving other points of articulation, were brought to light.
Exceptions to these sets were found too, though, yet they were soon explained; for instance, Skt p =
Gmc pin Skt spas- = Old High German spehon “see” or Lat. p = Gmc pin spuo = spit, were shown by
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Carl Lottner (1862) to occur only after s, and cases such as Skt p = Grk p= Lat. p=Gmc v, as in
saptd = heptd =i = septem = seven, where Germanic showed a voiced fricative, were shown by Karl
Verner (1877) to be conditioned by the original position of the word accent, since the p/p/p/f set
occurs before the accent while the p/p/p/v set occurs after the accent, taking the Sanskrit and Greek
accent to be indicative of its original placement.

Successes such as these, and others, meant that all of the exceptions to Grimm's observations could
be accounted for in a systematic way. The result was that the sound correspondences could be said to
be regular, in that they held for sounds meeting particular linguistic conditions, e.g. the nature of
adjacent sounds, the position relative to accent, etc., conditions which really defined subregularities
in their own right. The empirical claim that emerged from such observations was that sound change
was regular, subject only to precisely formulable phonetic conditioning. The exceptionlessness of
sound change became an important rallying point for historical linguists in the nineteenth century,
and this hypothesis, often referred to now as the Neogrammarian view of sound change, after the
scholars based mostly in Leipzig who advanced this notion most vigorously, put the field of linguistics
on a scientific footing. Holding only phonetic factors responsible for sound change meant that sound
change could be seen as triggered essentially only by physiological factors, of the sort discussed in
section 5. The Neogrammarian assumptions about sound change have generally withstood the test of
time and the challenges of careful examination of case after case of sound change from language
after language and continue to have importance in linguistics today; for instance, it is not
unreasonable to see the insistence in generative grammar on rule-governed aspects of language as
an outgrowth of the discovery of the regularity of sound change.

7 For the Future: What Remains to Be Done?

It should be clear that much has been accomplished towards understanding what happens to
languages through time, the basic subject matter of historical linguistics. But even with these
impressive accomplishments, much still remains to be done.

First, for all that is known about the histories of numerous individual languages, there are still many
languages whose history has not been investigated carefully. In some instances, such investigation is
a matter of mining the available material, e.g. regarding Medieval Greek, or Albanian after the
sixteenth century, while for others it involves working out or exploring further relations with other
languages and using the comparative method and / or other methods to make inferences about the
earlier stages of the language in question.

Even for well-researched languages, more cataloguing of changes, as well as the determination of a
myriad of details of developments, is needed; many texts remain under-examined from all stages of
even a language such as English and the same holds for Greek, French, Russian, Hindi, and so on.
Here, what is needed also is information about the social setting for all these languages at all relevant
stages, in keeping with the “embedding” problem referred to in section 2.

Besides filling the gaps in language history, such further research will help towards the development
of a clear characterization of naturalness, and thus feed into the development of a general theory of
language change, another desideratum that at present eludes us, as the discussion in section 2 of the
“constraints” problem indicates.

With regard to relatedness among languages, it is fair to ponder whether we have hit a ceiling beyond
which there is no further progress. The questions posed at the end of the discussion in the previous
section are thus directions for future research, but are perhaps ultimately unanswerable. It is worth
observing here that, as inherently interesting as these questions are, even if they could be answered,
even if a “proto-world” language could be confidently posited, there would still be the question of
how the diversity evident in the languages of the world arose. That is, remaining issues of relatedness
are only part of what remains to be done in historical linguistics.

Moreover, what may be thought of as the ultimate historical linguistic question of the origin of
language still awaits a definitive answer, and may never be resolved. See note 30, but especially the
chapter on the origins of language by Andrew Carstairs—-McCarthy (1) for some discussion.

Finally, putting together all the research on language change and historical linguistics leads one to
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wonder whether a general theory of change is possible. Here it must be recognized that such a theory
would involve working out the parameters of change, essentially anwering the five key questions in
section 2, but paying attention as well to diachronic stability, for it is not the case that everything in a

language necessarily will undergo a change.gl

8 Conclusion

Of necessity, this survey has not been able to provide detail on all matters that make up the subfield
of historical linguistics, but one final important point is that in order to do historical linguistics
properly, one needs above all else to be able to handle all sorts of subfields of linguistics correctly. A
full understanding of the synchronic system of a language at (at least) two different stages is essential
to understanding what has changed and what has not; sociolinguistics must be invoked in order to
fully understand the context in which changes occur and especially spread; phonetics is relevant to

understanding sound change; and so on. Thus while not in the center of the field of Iinguistics,32
historical linguistics nonetheless draws on virtually all aspects of the field in ways that other subfields

do not.33

1 See Ohala 1980, 1994: 332-5 on the possible origins of smiling and thus its functional stability over the
ages.

2 See Schourup 1982 / 1985 for an early discussion of this innovative use of be /ike. Butters 1980 discusses
the extent to which the narrative use of gowas itself an innovation earlier in the twentieth century.

3 The translation is taken from Fowler 1977.
4 The translation here is based on the text and notes in Shoaf 1989.
5 See Janda 1999, and Janda and Joseph 2000 for discussion.

6 See Melchert 1991 for a particularly moving account of the universality of a Hittite king's fears when
facing death; Joseph 1998 gives a classroom application of Melchert's insights.

7 As it happens, many Serbian speakers do not have this three-way distinction any more, so some mergers
have occurred here. My thanks to Ronelle Alexander of the University of California, Berkeley, for clarification
of this point.

8 Fodor 1965 has a very interesting, but ultimately inconclusive, discussion on this issue.

9 Note that € e and & - a are changes that are attested in other languages (e.g. the former in Pontic
Greek, the latter in Bulgarian (with a palatal on-glide), and are thus possible outcomes of change that one
has to reckon with (though it is not clear if these are direct changes or the result of the accumulation of
several changes). For a discussion of why vowels move along the paths they do, see Labov 1994, especially
the appendix.

10 For instance, the use of the marker tou (originally a genitive case form of the definite article used as a
nominalizer of verbs) as a generalized complementizer introducing the subordinated infinitive disappears
from later Greek (compare the reduction in English from the double complementizer of Chaucerian whan
that to the later single complementizer discussed above). Similarly, the status of the marker na has
changed; it was most likely a fully fledged complementizer when it was first used as a generalized
subordinator in Medieval Greek (it derives from the Ancient Greek final conjunction A/na “so that”) but in
Modern Greek it is arguably merely a grammatical marker of the subjunctive mood (see Philippaki-
Warburton 1994).

11 This is the phenomenon known as Watkins’ law (Watkins 1962), discussed with additional references in
Collinge (1985: 239-40).

12 This is the observation embodied in Kurylowicz's fourth “law” of analogy (Kurylowicz 1947); see Hock
(1991: 210-37) and Winters 1995 for discussion.

13 This phenomenon is referred to in the literature as “grammaticalization” (sometimes also
“grammaticization” or even “grammatization”); see Hopper and Traugott 1993 and Heine 2000 for an
introduction to the study of such phenomena, as well as Campbell 1999b, Janda 1999, Joseph 1999,
Newmeyer 1998, and Norde 1999 for some critical reappraisals of some of the claims of so-called
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“grammaticalization theory.”

14 See Janda 1999 for a summary of the rather considerable number of such cases that have been
documented.

15 I say this to remind the reader that language is not exclusively a matter of the vocal channel, since
manually based sign(ed) languages are fully fledged languages in all respects known to us. From a
diachronic perspective, sign(ed) languages show many of the same types of change as vocally based
languages do, and their users respond to the same types of social factors that affect change in all
languages. See Frishberg 1975, 1976, and Hock and Joseph (1996: 129, 131, 170, 269) for some examples
and discussion.

16 See King 1969 for a summary of these views in a (then-)definitive statement, and Jasanoff 1971 for a
highly critical assessment of them.

17 See for instance, Nagy and Reynolds 1997.

18 Note that the view that grammar change is motivated by simplicity alone could use the number of rules
as a metric for evaluating the simplicity of a grammar.

19 Compare also current versions of optimality theory where the constraints that are ranked are output-
oriented.

20 Thus male “contaminated” femelle and a blended form female resulted.
21 See Joseph 1994, 1999, for more details on this development.

22 See Lloyd (1987: 162ff), and Penny (1991: 150ff) for some discussion. | am indebted to Rich Janda for
bringing this example to my attention.

23 See Labov 1994 for an excellent and detailed survey of the results of this research program into the
spread of change.

24 See the discussion and presentation of terminology in virtually any standard textbook on historical
linguistics, e.g. Hock 1991 or Hock and Joseph 1996, among (many) others.

25 See Brown and Gilman 1960 for a discussion of these and other developments pertaining to second
person address in various European languages.

26 The noun process is a borrowing ultimately from Latin, and thus a Greek-like plural would not be
expected with it; once it enters English, of course, all bets are off, and the word is no longer bound by its
heritage. Attaching the native English plural marker or a Greek-like marker or reanalyzing the word are all
within the realm of possibility; note that criteriais quite commonly used as a singular by many speakers,
and one can even occasionally hear criterions.

27 Recognizing the role of multilingualism in language change brings a seemingly “external” cause, namely
language contact, into the “internal” - here psychological - domain, since the “contact” is really in the mind
of the bilingual speaker.

28 This quote is based on the observation of the Slovene linguist Kopitar who noted (1829: 86) concerning
Albanian, Bulgarian, and Romanian that “nur eine Sprachform herrscht, aber mit dreierlei

Sprachmaterie” (“only one grammar holds sway, but with three lexicons.” | follow here the translation by
Friedman 1999: 3, who has very interesting comments to make about the Balkan speech community.

29 See Thomason and Kaufman (1988: chapter 2) and Thomason 2000 for discussion of this point.

30 To some extent, therefore, such questions can lead into speculation about the ultimate origin of
language (see Carstairs—-McCarthy (chapter 1)) - if human language originated in a single place, then a
“proto-world” might be conceivable, though most likely not reconstructible, but if language arose
independently in various places around the world, then a “proto-world” could not be a coherent notion.
Overlooked in much of the debate and speculation about a “proto-world” (though see the brief comments in
Hock and Joseph 1996: 488, 496 and Salmons and Joseph 1998: 3n. 7) is the fact that numerous fully
natural and complex sign(ed) languages have arisen spontaneously around the world in various
communities with significant numbers of deaf people, so that at best, it would seem that “proto-world” is
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“proto-oral-world” and not a proto-language for a// natural human languages.
31 See Nichols 2000 for a discussion of some aspects of language that show stability through time.

32 One might qualify this statement with the modifier “anymore,” for in the nineteenth century, diachronic
linguistics was linguistics, period.

33 The bibliography on historical linguistics is vast, and the works specifically referred to here do not even
begin to cover the field. For reasonably good bibliographic coverage, relatively recent textbooks such as
Campbell 1999a, Hock 1991, Hock and Joseph 1996, Trask 1996, among others, should be consulted; see
also Janda and Joseph (eds.) 2000, for an up-to-date survey of the field at large.

Cite this article

JOSEPH, BRIAN D. "Historical Linguistics." The Handbook of Linguistics. Aronoff, Mark and Janie Rees-Miller
(eds). Blackwell Publishing, 2002. Blackwell Reference Online. 30 November 2007
<http://www.blackwellreference.com/subscriber/tocnode?
id=g9781405102520_chunk_g97814051025207>

Bibliographic Details

The Handbook of Linguistics

Edited by: Mark Aronoff And Janie Rees-Miller
elSBN: 9781405102520
Print publication date: 2002

http://www .blackwellreference.com/subscriber/uid=532/tocnode?1d=g9781405102520... 30.11.2007



6. Field Linguistics : The Handbook of Linguistics : Blackwell Reference Online Sayfa 1/ 14

( Blackwell
’ Reference Online

6. Field Linguistics
PAMELA MUNRO

Subject Linguistics
DOI: 10.1111/b.9781405102520.2002.00008.x

1 What is “Field Linguistics”?’

Unlike most of the other subfields of linguistics described in this book, field linguistics is not a
theoretical discipline, and there is relatively little literature devoted to this area. Field linguistics, as |
will use the term here, refers to the collection of primary linguistic data on the basic grammatical
facts of a relatively little studied language in a relatively natural setting from ordinary speakers, and
to the analysis and dissemination of such data. This type of data collection is usually called
“fieldwork.” Classic fieldwork is done in “the field,” the area where speakers actually live (rather than
in an artificial setting, such as a university classroom), or, even more classically, the area from which
the speakers’ ancestors originated.

Many types of linguistic endeavor share some of these features of field linguistics:

- armchair linguistics, where a native speaker linguist reflects on his or her own judgments
(often confirmed by questioning other speakers) and analyzes these;

- psycholinguistics, where speakers produce responses to highly controlled stimuli;

- language acquisition studies, where children's language development is observed, often in a
highly natural setting;

- sociolinguistics, where speakers’ linguistic behavior is observed and correlated with facts
about their backgrounds.

Most people would agree, however, that these domains are not really field linguistics.

Although field linguistics can be done anywhere, it is not normally based on introspection: linguists
working on introspective data usually are not field linguists, even if their language is quite exotic.
Thus, the languages on which field linguistics is done typically have few if any native speaker
linguists, and one of the priorities of some field linguists is to train native speakers in the techniques
of linguistic analysis.

A native speaker linguist might certainly use introspection to produce data to be analyzed for a basic
description of his or her language, but introspective armchair linguistics is normally directed at
puzzling out relatively obscure or at least higher-level problems in languages whose grammar is
already fairly well understood. Similarly, psycholinguistic studies conducted in the laboratory,
acquisition studies based on observation of children in their homes and elsewhere, and sociolinguistic
studies conducted in a community generally do not have the goal of producing basic grammatical
description.

Studies like these can succeed precisely because basic description already exists. The goal of field
linguistics is to produce descriptions of languages - often the first such descriptions. For this reason,
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what | am calling field linguistics has also been called descriptive linguistics.

There are many techniques for collecting data and doing fieldwork (see section 2). But data collection
is only the first step. The data collected must be analyzed (see section 4) and, very importantly,
disseminated. (Data, even analyzed data, that remains in someone's notebook or computer or tapes is
of little value to anyone.) Any circulated data must be written in a system that is analytically consistent
and maximally useful to the widest range of users.

Although there is not much literature describing field linguistics as a field, the amount of linguistic
literature that results from field linguistics is huge. The type of literature or other production that
comes from the analysis of field data can vary considerably. Basic descriptions usually take the form
of grammars (or articles on grammatical topics) or dictionaries. These works often serve as sources
for reanalyzing the data, perhaps from a different theoretical viewpoint. Novel data from field
linguistics has provided numerous vitally important insights to mainstream theoretical linguistics over
the years, and may also be important for other scholarship (section 5). Many serious field linguists,
however, feel a compulsion to make the results of their fieldwork available to the communities of
speakers who use the language being analyzed (section 6). Because of these efforts, some field
linguists may regard their work as having more social consciousness than many ivory tower
enterprises, though possibly these feelings arise in part as a reaction against feelings that more
theoretically oriented linguists hold those who collect primary data in low esteem.

Fieldwork is addictive, at least for some people. The reason | do field linguistics is that | feel
energized and my spirits lift on days when | get to do fieldwork, and | cherish my relationships with
the speakers | work with.

2 How is “Field” Data Gathered?
2.1 Basic techniques of field linguistics

Linguists gather data directly from native speakers of the languages under investigation. There are
several ways in which this is done.

Most often, particularly in the early stages of fieldwork, a linguist uses an intermediary language in
order to ask for translations of words, phrases, and sentences in the ‘“target”language. This question
and answer translation process is called “elicitation.”

Some field linguists frown on the process of direct elicitation and prefer to work entirely from more
natural “volunteered” data. Most often, this involves recording from the speaker an extended narrative
of some sort (a “text”), such as a retelling of a traditional story or a personal reminiscence. The
linguist then works carefully through the text with the speaker, obtaining not only a careful
transcription and translation but following up on grammatical constructions and paradigms that arise
in the text, in order to put together a full description of the grammar of the language in the text. A
counterpart to such text analysis, where possible, is observing natural conversations between
speakers. Even if the linguist cannot understand everything that is being said, he can take note of new
words and grammatical structures that may appear only in discourse.

Both techniques have their pluses and minuses. Beginning the study of a completely unfamiliar
language with simple words in isolation is a good way to become familiar with the language's sound
system; hearing words only in complex context can make phonetic distinctions harder to hear than
when those words are uttered in isolation.

But simple elicitation is never sufficient in itself. If the linguist makes up all utterances for translation
or comments by the speaker, there is a significant possibility of creating unnatural or skewed data.
For example, the speaker's translations may be influenced by the structure of the intermediary
language, or, when the linguist grows confident enough to create new forms and sentences on his
own, the speaker may be too polite to reject these. (Consequently, it is important for the linguist to
ask a speaker to repeat back any sentence he makes up himself - if the speaker cannot repeat it, it is
unlikely to be fully acceptable - and to carefully mark in notes any sentence that was not
spontaneously produced by a speaker. If a construction never occurs in spontaneous speech, but is
only accepted on the linguist's model, it is unlikely to be a standard feature of the language.)
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Elicitation and textual analysis are important complements to each other. One cannot assume every
grammatical structure will show up in a text, so it is important to elicit missing structures directly. On
the other hand, texts and conversational data similarly may reveal words and structures that never
appear in sentence elicitation.

Serendipitous events can produce spontaneous types of language that are hard to elicit and that may
never appear in texts. | had studied the Muskogean language Chickasaw for eight years and hundreds
of hours before | began bringing my new baby Alex to visit my Chickasaw teacher, Catherine
Willmond. One day, she took him on her lap and patted with his hand on the table in front of them,
telling him,

(1) Pas pas pas aachi
pas pas pas say

I had never heard this type of sentence before, but discovered that it was a type of “expressive”
construction used to describe noises that speakers feel is particularly appropriate for illustration
presented to children. (Catherine's remark could be translated either “He's going pas pas pas (making
a slapping noise),” or as a command addressed to him, “Go pas pas pas (make a slapping noise)!” The
sentence was especially striking because outside of words used in this construction, such as the
expressive syllable pas, Chickasaw has no words ending in s; other expressive syllables exhibit similar
phonological peculiarities (Munro 1998). | have also learned that the presence of a baby is helpful for
stimulating a speaker to produce diminutive forms of verbs, which in a number of languages may be
used to show that a verb has a small or dear subject (somewhat like honorific forms in many Asian
languages) (Munro 1988). Of course | am not suggesting that all linguists should bring babies into the
field as a standard prop. But it is important to follow the speaker's reactions and train of thought, and
to pursue new lines of inquiry that are suggested by things that happen during the field session.

Up till now, | have not considered monolingual fieldwork, in which both the linguist and the speaker
communicate only in the target language. Complete monolingual fieldwork is rather rare, since it
requires enormous dedication by the linguist, if he is to really achieve a level of fluency such that he
can discuss the speaker's subtle judgments entirely in the target language. However, many other
forms of grammatical study can be conducted monolingually, or partly monolingually. One
considerable benefit of any such work is that it increases the native speaker's respect for the linguist!

In what follows | will assume that field linguists will engage in some direct bilingual elicitation, but
that this will be combined with other types of investigation.

2.2 Getting started with fieldwork
2.2.1 The field methods class

Many linguists’ first experience with working with a native speaker comes in a field methods course in
graduate school. In such a class the students meet with a speaker of an unfamiliar language and elicit
forms, which they transcribe and analyze. Eventually, the students learn enough to have a fairly good

understanding of the grammar of the languages.

Part of field methods class involves learning what might be called politeness or respect. In certain
stages of a field methods class, occasional students sometimes become so excited by the data that
they forget that it is being provided by a real person, with a real person's needs and feelings. (I've had
students turn to me in the middle of a class elicitation session and say, “Why did he say that?”,
referring to the speaker in the third person, as if he would not understand or be interested in hearing
himself discussed!) The respect that is due to the native speaker who assists with a field methods
class necessitates finding a suitable word to refer to that speaker. Traditionally, the speakers who
provide data for linguists are called “informants,” a word that originally had at least a neutral sense. In
the last few decades, however (at least since Watergate), the English word /informant has become a
euphemism for informer, and is has acquired all the negative connotations of that word in the minds
of most non-academics.’ | see no reason to apply such a loaded, unpleasant word to the wonderful
people who introduce me and my students to the joys of their languages, so | don't use the word
informant, and | don't allow my students to do so in my hearing. Having to think of a substitute term
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is positive, since it forces the linguist - or field methods student - to evaluate his or her own
relationship with the speaker. The normal term | use is “consultant,” but often (particularly when the
speaker is older) “teacher” is more appropriate. Many of the native speakers who work with me are
co-authors of books or papers about their languages; in this case, “collaborator” is probably the best
term.

My own field methods classes follow a traditional model. The students are not told what the target
language is until the first day of class, and after that they are asked not to read any literature on the
language until they have figured out certain aspects of its grammar for themselves. | have them begin
by eliciting nouns (since in most languages these can be pronounced in isolation more readily than
other types of words); the class members discuss together first their initial phonetic transcriptions
and then their first ideas about what the phonological system of the language is (what the phonemes
or distinctive opposing speech sounds are, in other words). After the class members have worked out
their own phonological analyses, we compare these to existing ones in the literature - if any exist - or
attempt to work out a consensus, in the case of previously undescribed languages. (I discuss in
section 4.2 below the question of how words in the language are to be spelled.)

I don't allow students to tape record early class sessions in field methods. The reason for this
prohibition is that no one initially is very good at recording data from a new language, however hard
they try: only practice and analysis develop this skill. But if they know that a tape recording is
available, many students are less motivated to work hard on transcription. In theory, having a tape of
the session would mean that the student could work diligently on improving his transcription later.
But a tape is never as good as being there with the speaker, when you can listen again, ask for
repetitions, ask for slower or faster versions, or look at the speaker from different angles, so | don't
want students to adopt this crutch at the beginning. (We often do record a sample tape of interesting
words after a few sessions, and students are welcome to tape sessions after they have learned to
transcribe well, as long as they ask the speaker's permission. It is wrong to tape record anyone
without asking permission.)

Words in isolation are fairly easy for anyone to elicit from a speaker, but problems can arise when
moving on to simple sentences. If | ask someone, “How do you say, ‘I'm going”?”, that person may tell
me the way to say “I'm going” in his language, but he may also say “You're going,” responding not to
the metalinguistic translation task but treating the request like a real-world event. Students learn
early that context is very important, since if the speaker imagines a different context from the one
they have in mind, the result may be unexpected or confusing. Similarly, speakers learn how to
interpret the strange questions linguists ask, and generally become much more tolerant of funny
sentences. After students acquire a small vocabulary and learn something about the grammar of the
language, they make up their own words and sentences, asking the speaker to judge if they sound all
right. (This is a difficult skill for both the student and the speaker. Speakers sometimes feel it would
be impolite to criticize an understandable but ungrammatical utterance by the linguist, while linguists
in love with their own theories may not listen hard enough to the way the speaker says, “Yes, you can
say that.”)

Table 6.1 Verbal agreement markers in Garifuna
®» o M O ® ) N
1sg. n- -na- -tina -dina -dina -na -nina
2sg. b- -bu- -tibu -dibu -dibu -bu -nibu
3m. |- -ni- -ti -li =i =i -ni

3f. t- -nu- -tu -ru  -u -u -nu

1pl. wa- -wa- -tiwa -diwa -diwa -wa -niwa
2pl. h- -ni- -tirG -dird -dird -ard -ndri
3pl. ha- -ya- -tiyan -diyan -yan -yan -niyan
Source: Munro 1997
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In the second major assignment, the students have to work out how subjects and objects of different
persons and numbers are marked in different types of clauses with different types of verbs. This
assignment can be quite easy for some languages, or quite difficult, for others.

In American Indian languages, which have been the subject of most of my own fieldwork, and which |
try to use as the target language for every graduate field methods course | teach, it is very common to
find both subject and object marked with affixes on the verb or verb phrase. Sometimes such marking
is quite transparent, but often it is not.

Table 6.1 presents the different verbal agreement markers in the Arawakan language Garifuna
(spoken in Belize, Honduras, and neighboring regions of Central America). Markers in the P column
are prefixes; those in the | column are infixes; and the remaining markers are suffixes. Each set of
markers is distinguished for seven person-number categories: first person singular, second person
singular, third person singular masculine, third person singular feminine, first person plural, second
person plural, and third person plural. Although there is a considerable amount of overlap among the

sets, they are all distinct.’

The markers in the different sets of Garifuna person markers are used in different syntactic
environments: a member of one of the seven sets is used to mark the subject and then, in certain
constructions, a marker from a second set may be used to mark an object. Thus, for example, in a
sentence like

(2)

N-afaru ba-dibu “I will hit you”

1s-hit aux-2s

two affixes are used: a P prefix ba- on the verb dfaru “hit” and a suffix —-dibu on the future auxiliary
ba. Speakers’ usage is entirely consistent, but understanding it is a challenge for the analyst, and
requires a fairly extensive amount of data, since both the particular syntactic construction and the
semantics of the specific verb involved determine which markers will appear. Because of the partial
overlap between sets, only full paradigms can determine which set of markers is used in a given
construction. Thus, for example, in (2), the - dibu suffix could belong to either the D set or the R set
of markers. Only with further data, such as

3)

N-afaru ba-yan “l will hit them”
1sP-hit aux-3pR

can we securely identify the suffixes in both (2) and (3) as belonging to the R set.

I have taught two field methods classes using Garifuna as a target language. Students have difficulty
realizing the complexity of the pronominal agreement pattern (even taking into account the fact that
they have not seen every marker in the data they are analyzing) - they are reluctant to believe that a
system can be this complicated, and often prefer to assume that they may have misrecorded - tibu as
-dibu, for instance, or to simply ignore troublesome pieces of data. The lesson here is to look for
patterns and to accept that the data may be complex if that is the only consistent explanation.

An important class activity is analyzing a text from the speaker. After the text has been recorded on
tape, students go through it individually, producing their own transcriptions of what they heard on
the tape. Then we go through the text carefully with the speaker, as described earlier. Transcribing
recorded texts like this in a language that one does not know well is extremely difficult. Although it is
possible to produce a quick and dirty transcription of a recorded text by simply playing a bit of the
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text, asking the speaker to repeat what was on the tape, and writing this down, the effort of
transcribing the text beforehand is worthwhile. Often speakers are mistaken about what was on the
tape, or they may change an incomplete portion of the text to make it sound better out of context.
Frequently, more than one version of the text is produced - a fully accurate transcription of the
recording, containing pauses, hesitations, false starts, and so on, and the speaker's edited version,
with everything said right. Each of these has different linguistic uses.

From collecting data, students move on to more extended grammatical description and analysis,
choosing individual topics on which to write substantive papers based on individual elicitation with
the speaker. Many students’ field methods papers are later revised for publication, or may even be
developed into masters’ theses or dissertations.

Increased student facility with and access to computation has changed field methods. In my current
class, we exchange copies of all notes via e-mail, and have improved tape transcription with a sound
editor. Word processing makes paper writing smoother, and the collected data can be searched in
many ways in various data bases (see section 3.1.3). Still, there is no substitute for just sitting and
staring at the data, as all serious analysts know.

2.2.2 Finding a speaker

The field methods class teacher locates a speaker and makes all the arrangements for that speaker to
show up for class and elicitation appointments: students just need to come to class and use their
brains. (Of course, this is an ideal situation: field methods consultants are people, not data machines,
and they may get sick or develop other conflicts in the middle of the term, posing logistical problems
for the teacher.) But real fieldwork requires the linguist to find a speaker to work with, which may be
easier said than done.

One might assume that one would choose a language first, then find a speaker, and this is, of course,
what many people do. But many other linguists who want to do fieldwork - but who, perhaps, are
located in places where few exotic languages are spoken - happily choose to study any language that
they can find a speaker of.

There are many ways to find a speaker. Personal contacts and serendipity are often very important.
Because | know that every couple of years | will be teaching field methods, | keep up my contacts in
the Los Angeles American Indian community. Los Angeles has a very large Indian population (largely
relocated from reservations by now discontinued federal programs), but increasingly fewer speakers
of Indian languages, and it sometimes takes me 50 or more phone calls to find someone. All Indian
languages of the United States are endangered, most critically, so | know that eventually there will
come a time when UCLA linguists will not be able to find speakers of more than a few American Indian
languages in the city. But as long as immigration from Latin America continues, there will be a steady
stream of speakers of indigenous languages from Mexico and further south. Many of these languages
have never been described.

Many linguists have a lot of trouble explaining their theoretical interests even to members of their
families. Before you look for a speaker to work with, it’ s important to consider how you will tell that
person about your work and goals. | normally tell a speaker that | am interested in learning his or her
language, and in my case (since I'm such a terrific language junkie), this is completely true. Field
methods class presents a problem, however. | usually try to explain to prospective consultants that
students take the class because (in our department) it is a requirement, and that they want to learn
the process of learning a language from a speaker rather than from a language class or from books or
tapes. But this sounds a little cold, and it's not surprising that speakers have trouble believing that the
students really may not be interested in their language for its own sake. | urge the students,
therefore, to try to develop such an interest - to read more about the people and their culture than
just about the language, and to work as hard as possible on their pronunciation. All of these help
validate their interest to the speaker, and increase the speaker's trust. Doing these things, even if they
start out as conscious behaviors designed to impress, increase the chances that the linguist will be
successful, and really will learn a lot about the language

3 What to Ask a Speaker, and What a Speaker Says
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Some people begin fieldwork on a language with a definite question or agenda in mind. Perhaps they
are researching a particular syntactic construction cross-linguistically, or maybe they are looking for
data to compare with that in a related language they know better. Having too much of an agenda or
coming to the work with too many assumptions, however, can produce unexpected results.

One linguist | know had an ambitious plan for a cross-linguistic study of the potential ambiguity of
sentences with quantifiers, such as 7wo men carried four boxes (did they have a total of eight boxes,
or only four boxes between them?). He had shown native speakers of a variety of languages cute
pictures of various configurations of men and different types of boxes, with interesting results. When
he asked the late Pollyanna Heath to describe the pictures in her language, Maricopa, however, he
encountered problems. In Maricopa (as in many American Indian languages), verbs for various
activities are selected based on the shape of affected objects. Since some of the boxes in the pictures
were round and some were oblong, different verbs had to be used, and it was impossible to translate
the sentences simply.

I was reminded that | didn't know everything about how to do field-work myself while | was studying
Creek, a Muskogean language related to Chickasaw, which at the time | already knew very well. | was
primarily eliciting Creek words to compare phonologically with those in other Muskogean languages,
but also idly trying to learn a little about Creek grammar. After | had been working on Creek this way
for about a year, | happened to ask my consultant, Betty Bland, for the translation of an English
sentence containing a plural noun. | was chagrined to learn that Creek has noun plurals -1 had never
checked to find how these worked in Creek, because Chickasaw nouns have no plural form, and |
wrongly assumed that Creek would share this feature.

For these reasons, it is good to begin work on a new language by doing a general survey of as many
features of basic grammar as possible: verb and noun inflection, questions, negatives, existentials,
passives (if they exist), causatives, reflexives, and so on. This procedure reduces the chance of
embarrassing surprises and often pays dividends in the form of revealing areas where the grammar is
particularly worth studying.

If the language has been studied already, it is certainly worthwhile to review existing descriptions.
These can be used to help develop a plan for early elicitation sessions, and may speed analysis. Of
course, earlier descriptions may not be correct, or may prove to be based on a different dialect from
that of the current speaker, so important facts from such works should always be rechecked. (This is
not the only thing that should be rechecked, of course. The linguist's own data, particularly old data,
should be rechecked and added to regularly. It’ s horribly embarrassing to find that a crucial word or
beloved sentence elicited only once and cited frequently since then in fact turns out not to be
replicable!)

As in a field methods class, it is best to begin the study of any new language with simple words in
isolation in order to develop a feeling for the phonetics. Nouns are usually more simply inflected than
verbs, so they are often good to start with. If a full sentence is too difficult to hear all at once, one can
ask the speaker to say parts of it on their own.

Certain types of phrases, however, are dangerous to elicit out of context. | find that speakers of many
languages are uncomfortable translating complex noun phrases on their own, and often translate “the
blue house” as “The house is blue.” To see how to say “the blue house,” then, it is usually best to find
out how this phrase appears in a sentence like “My friend lives in the blue house.” (Actually, the same
comment can apply to certain types of sentences. A complete sentence that may seem very easy to
understand to you may be interpreted completely differently by the speaker. It is often useful to ask
when a particular utterance would be used.)

It is always wise to note many things about elicited data. Obviously, if a speaker says a sentence made
up by the linguist is bad, that is worth noting, but it's also important for the linguist to make sure that
a sentence he makes up that the speaker approves can actually be repeated. A sentence that the
speaker says “sounds okay,” but which he can't repeat back, is certainly not a perfect sentence.
Similarly, a construction which the speaker agrees to and repeats willingly, but which he never
volunteers himself either in translation or in other uses, is an odd construction, and it's worthwhile for
the linguist to try to figure out why this pattern is avoided in natural speech. Similarly, if a given
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sentence is translated by the speaker only with great difficulty, that should be noted too.

| try to always write down any comments the speaker makes about data we discuss. Catherine
Willmond, my Chickasaw teacher and collaborator, occasionally says, “That's the way white people say
it.” This is a surprising comment, since | am the only non-Indian | have ever encountered who can
speak Chickasaw at all, and the sentences in question are often completely novel for me. But evidently
such sentences share some (incorrect!) feature with the speech of non-fluent speakers. | haven't
figured this out yet, but | diligently note this comment each time it’ s made, along with other cryptic
remarks. The late Robert Martin, my first Mojave teacher, would explain the difference between two
synonymous sentences by saying that one meant “You're saying it” and the other meant “You're telling
him.” This is another one | haven't figured out yet. But maybe some day | will!

3.1 Working in the field
3.1.1 Fieldwork can be done anywhere

I have made many field trips away from home to study languages. | spend an average of a week or ten
days in Oklahoma (studying Chickasaw and Choctaw, and occasionally Creek-Seminole) every year,
and | have worked on Yavapai, Mojave, Chemehuevi, Hopi, and Apache in Arizona; Zapotec in Oaxaca;
Kawaiisu in California; Choctaw in Mississippi; and Alabama and Koasati in Texas, in each case on one
or more trips away from home. But all the hours on all these trips put together would constitute only
a small percentage of my total hours spent doing fieldwork on days when | spent the night in my own
bed. Most of my field data has been gathered from native speakers with whom | met during classes at
UCLA, in my office, or in their homes a few hours’ drive from Los Angeles.

Now, in a few cases the speakers in question were actually in their original (“aboriginal”) locations,
since I've studied a number of California Indian languages that are still spoken less than half a day's
drive from where | live (such as Cahuilla, Tlbatulabal, Luisefio, and Dieguefio). Most of the speakers
I've worked with in the Los Angeles area, however, are people who lived in Los Angeles, but who were
born elsewhere. Most or all of my work with speakers of Zapotec (several languages, originally spoken
in Oaxaca), Garifuna (originally spoken in Belize), Lakhota (originally spoken in South Dakota), Pima
and Maricopa (originally spoken in Arizona), Navajo (originally spoken in Arizona and New Mexico),
Cherokee (originally spoken in Oklahoma), Crow (originally spoken in Montana), and Yupik Eskimo
(originally spoken in Alaska) was done in Los Angeles.

For the most part, linguistic data gathered away from speakers’ traditional homelands can be just as
valid as linguistic data gathered in those homelands. But of course there are tradeoffs.

An important worry for many linguists contemplating working with a displaced speaker is whether
that person still commands his or her language as well as someone with the support of a whole
community. This is a valid concern - anyone can forget his or her language with no practice or
stimulation. But any minority language speakers - as almost all speakers of American Indian
languages are these days - are in danger of not using their language enough. Displaced speakers
often use their language more than people back on the reservation - it all depends on their personal
situation and circumstances. It is certainly important to chat with prospective consultants about how
and how much they use their language. And consultants may well bring different types of experience
to different tasks. A field methods class, for instance, is primarily studying a single speaker's usage
patterns - so it is not crucial that that speaker be a conservative follower of standard grammatical
descriptions.

If the linguist contemplates writing the first description of the grammar of a language, it is important
to work with more than one speaker, if possible, and to supplement work with displaced speakers
with work in the homeland community. Even when the bulk of the work is done with a displaced
speaker (such as Catherine Willmond, my Chickasaw collaborator, who has lived in Los Angeles since
1959), briefer exposure to other speakers can serve as a useful check on and addition to the data (for
example, | have worked with over 40 other Chickasaw speakers in Oklahoma, some of them for over
20 years).

One really important and gratifying aspect of working with displaced speakers is that one can share
the fieldwork experience with a much larger group of students and others than could ever come along
on overnight excursions. | regularly bring Mrs Willmond and others to campus to introduce their
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languages to students who not only have never heard an American Indian language, but have never
met an American Indian. Sure, we can tell such people about endangered languages - but meeting a
speaker of such a language and experiencing first-hand the beautiful structures threatened with loss
makes the point dramatically.

However, certain types of field linguistics can only be done where there are concentrations of
speakers (as many as possible) located as near as possible to where their ancestors lived. Traditional
dialect surveys are done only with the most conservative of speakers (never with those transplanted
thousands of miles from home to a new multicultural environment); to be useful, these can only be
done in the field. Other types of sociolinguistic data, particularly when relevant to a traditional
cultural analysis, is also best gathered in a setting as nearly as possible approximating the ancestral
one.

3.1.2 Linguistics in the field is more than linguistics

The main characteristic of actual fieldwork in the field - away from the ivory tower, specifically where
the linguist does not get to sleep in his or her own bed - is that it's a 24-hour-a-day operation.

When | initially agreed to write this chapter, one of the editors of this volume opined that field
linguistics must necessarily involve eating weird food and developing strange illnesses. Well, of
course that is true. | have eaten grasshoppers (in Oaxaca) and squirrel (in Oklahoma); | have suffered
from deeply embedded ticks that had to be surgically removed (in Oklahoma) and Montezuma's
revenge (in Oaxaca)!

But weird food and illnesses are just part of the story, and not a very big part. What’ s different about
fieldwork in the field is that the linguist participates in speakers' lives much more than when doing
work with speakers in his or her own community.

A student of mine recently drafted a small grant proposal in which she estimated her daily mileage on
a field trip at twice the distance between the motel she proposed to stay at and the location at which
she hoped to meet with speakers. | suggested that this did not include the inevitable mileage spent
driving around trying to meet speakers, or doing other things such as taking speakers without cars to
forgotten doctors’ appointments. Of course this isn't the fieldworker's job, but if you are there at
someone's house with a car, won't you volunteer to take him or her to the clinic if there's no other
way to go? Just as learning to be a good elicitor of data involves learning (or re-learning) basic
politeness, learning to be a successful fieldworker means being willing to participate. It means not
assuming that it's possible to make out a schedule of field sessions in advance (so many things
intervene - especially, particularly when working with elderly consultants, funerals). And it means
being ready to learn about other aspects of your consultants’ culture. Being willing to give up your
time to do this not only will prove to be personally rewarding, but will show speakers that you are
really serious about learning their language. (An excellent memoir about linguistics in the field is R.
M. W. Dixon's description of Searching for Aboriginal Languages in Australia (1984)).

3.1.3 Technology and the fieldworker

When | started doing fieldwork, there were no personal computers, and if | wanted to record a speaker
I had to bring along a reel-to-reel tape recorder (and even the small portable models were bigger
than a fat encyclopedia volume).

The first dictionary | did (a preliminary version of my Mojave dictionary) was compiled in three-inch by
five-inch slips (some linguists, | know, prefer four-inch by six-inch slips!) - not cards (too thick!), but
slips of ordinary paper, which were arranged alphabetically in a file box (one hundred slips take up
only a little more than half an inch). Reluctantly, | have stopped introducing field methods classes to
the joys of using file slips, which | still feel are unparalleled for their ability to be freely manipulated
and arranged in different ways. But | don't use paper slips much myself any more, so it doesn't seem
right to require students to make a slip file, as | once did.

Computers have changed fieldwork considerably, and they are now easily portable; with battery

packs, they can be taken anywhere (and in fact solar chargers allow using them even where there is no
electricity). With a portable computer, one can display and examine wave forms and pitch tracks, add
to a growing database, and search for previous recordings and related data. There are now intricate
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programs for the construction of dictionaries and text analysis (though I still have found nothing that
works as well for me as word processing programs).

Tape recorders have also improved exponentially in the last few decades. Even inexpensive portable
tape recorders often produce excellent recordings, especially with a good microphone. The availability
of high-quality digital recorders and microphones allows the recording of high-quality data, suitable
for all types of laboratory analysis, under the most difficult field conditions. Video tape recorders also
allow any fieldworker to record gestures and other non-verbal cues, stimulating types of analysis
hitherto never attempted with exotic languages.

4 Analyzing the Data, and What to Do with It
4.1 Basic analysis

The most useful way to find out what you do not know is to try to describe what you do know. It is
very important to keep writing - sections of a grammar (or dissertation), papers, anything - and to try
to see how well the language can be described within the framework of what you already know about
language and how it works.

Linguistic analysis of many sorts is covered in other chapters of this book. The main point for a field
linguist to remember is that analysis must be ongoing. The notion (which one sometimes hears) that a
graduate student can go off to the field and collect data for a year, and then come back to the
university and begin writing a dissertation seems ridiculous to me. The only way to know for sure
what you need to know next is to have tried your best to understand and analyze what you have
already learned.

The minimum sort of ongoing analysis, which | recommend to all my students, is to type up reports of
each field session (or, alternatively, to enter new data in some sort of data base), preferably with
notes, comments, and preliminary analysis. Looking critically at the data in this way helps to reveal
gaps in paradigms and new directions to take in the next session.

4.2 Writing the language

An early goal in any sustained fieldwork should be to arrive at an understanding of the language's
basic phonology. This is obviously easier with some languages than with others (though almost all
languages present some tricky analytical issues). But without knowing which sounds are contrastive
and what sort of allophonic variation may occur in which environments, the linguist is apt to get
bogged down in low-level phonetic transcription and to miss significant generalizations.

The particular phonetic transcription system adopted is not too important (I think), as long as it is
used consistently. My own colleagues who work on American Indian languages mainly use the
“Americanist” symbols rather than the International Phonetic Alphabet (IPA) (for instance, $ instead of
D, but neither of these has any particular advantage over the other, as long as one clearly sets out
what particular symbols mean for the particular language under study.

Once the phonology is analyzed, it is worthwhile to adopt a clear phonemic orthography. Using a
phonemic orthography simplifies the presentation of data and makes it easier to present one's
analysis in almost any forum, except for certain types of phonetic or phonological study. Failing to
use a phonemic orthography (if you yourself understand the phonemic analysis) is insisting on
obfuscation: you are depriving the more casual reader of knowledge you possess. (One of the classic
descriptive grammars of all time is Edward Sapir's description of Southern Paiute (1930-1). But few of
the people who have praised this careful and indeed beautifully complete fieldwork-based study4
have spent much time with it, because it is exceptionally difficult for the casual reader, since it mixes
at least three levels of transcription - very abstract phonemic, fairly superficial phonetic, and
extremely detailed phonetic - and is often exasperatingly hard to work through.)

| strongly recommend that field linguists - and others working with languages that do not already
have an established orthography - develop not just a phonemic orthography, but a practical
orthography, one that can be written entirely on a standard keyboard (in other words, one that uses
no special non-type able phonetic symbols or diacritics). Using such an-orthography means that one
can enter data in any computer application (including e-mail!) without the use of special fonts, but it
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has a more important practical value. Ordinary people - native speakers and their relatives, scholars
in other disciplines, and interested laypeople - can easily learn to read and use an orthography that
doesn't make use of special symbols, but they are often mystified or even repulsed by an orthography
that makes use of unfamiliar symbols. | have heard native speakers beg linguists to help them
develop a way to write their languages without special symbols, but such pleas sometimes fall on deaf
ears. This is odd, since the meanings of the symbols in a practical orthography can be explained just
as clearly for the benefit of linguists (with a one-time use of IPA, perhaps) as other symbols can, so
that everyone benefits.

Certainly, some languages are harder to devise orthographies for than others (particularly given the
odd biases of current Euro-centered keyboards, which for example include 4 and g, but no comparable
symbols for e, /, or u). But it is well worth it to put out the effort to develop such systems. (I discuss
some of the problems of devising practical orthographies, and some clever solutions to these
problems by a variety of field linguists, in Munro 1996, which incidentally presents an early
orthography for San Lucas Quiavini Zapotec, developed with my collaborator Felipe Lopez, that has
now been modified several times!)

4.3 Describing the language

Some field linguists learn a lot about languages they work on, but never publish anything. This is a
criminal shame, especially since the languages in question may not be spoken forever. | believe that
any linguist who engages in extensive fieldwork has a duty to publish (or otherwise make available) as
much of his or her analysis of the language as possible. Preferably, such material should be
disseminated in the form of clear description that is accessible to as wide a range of readers as
possible. This is particularly true of languages that are seriously endangered, for which it is (alas)
relatively easy to foresee a time when today's linguistic description will be the only source of
information on the language.

The late Mary R. Haas, who founded the Survey of California Indian Languages at the University of
California, Berkeley, and trained several generations of field linguists, taught her students that the
most important goal of the descriptive linguist should be to produce a grammar, a dictionary, and a
collection of texts. Such material can serve as the basis for production of pedagogical materials for
language revival, cultural enrichment materials, background research in many disciplines other than
linguistics, and later comparative and theoretical linguistic research. My own teacher Margaret
Langdon wrote, “Only after seriously confronting (if not completing) such a task can one call oneself a
linguist. On the other hand, | am convinced that this task cannot be approached without some
theoretical assumptions to guide the enterprise and to provide the questions to be answered” (quoted
in Hinton and Munro 1998: 1).

There are, of course, bad and good descriptions.5 A good description must be written with a solid
understanding of the workings not just of the language being described, but also of language in

general. For example, if someone making a dictionary has not worked out how many parts of speech
the language has, with what morphological and syntactic characteristics, that dictionary will probably
be incoherent.

It may come as a surprise to readers familiar only with European languages, but languages vary widely
in just this regard. Although (I believe) all languages have verbs, nouns, and probably a few
recalcitrant other types of words often called “particles,"6 many languages have no words
corresponding to articles, and quite a large number of languages have no adjectives or quantifiers as
we understand those terms with regard to English. (In many languages, adjectival notions are
expressed by a subclass of either verbs or nouns, and | know quite a few languages in which
qguantifiers clearly are verbs, taking all expected verbal inflection.) But to accurately list and define
words in a dictionary, the linguist must understand what the significant syntactic and morphological

oppositions in the language are, and endeavor to encode these as clearly and accurately as possible.7

It is perhaps because of the field linguist's inevitable preoccupation with the minutiae of describing
everything, of letting no piece of data escape unrecorded, that basic description is often dismissed as
“pretheoretical”. This term is sometimes used by theoretical linguists to mean that a description
contains nothing relevant to current theory - no new constraints, no new projections. The irony is that
such description is very often used as input to new theoretical advances (as | discuss further below),
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but it could not (or should not) be so used if it were not rigorously presented.

5 Contributions of Field Linguistics to Linguistic Theory and Other Scholarly
Work

Basic descriptive data and analysis by field linguists contributes to the development of linguistic
theory in two principal ways.

First, good description advances the theory by “testing” it, examining the way in which new data can
be presented within current models, and showing how those claims must be extended and modified
to handle new facts. Perhaps the most important early example of the importance of novel field data
for the development of theory is Sapir's seminal paper on “The psychological reality of

phonemes” (1949 [1933]), which established the existence of native speakers’ mental concept of the
phoneme (in Southern Paiute, Sarcee, and Nootka), foreshadowing the development of generative
grammar. The best example | know of of a linguist who in his own work and that of his students has
been constantly concerned with the relationship of field data to theory is Kenneth Hale, practically all
of whose works present new and interesting data within a highly relevant theoretical context. Among
the most significant is Hale's work (based on languages of Australia and the Americas) on the notion
of nonconfigurationality, which inspired extensive work on clause structure and pronominal and other
arguments. Related work by Mark Baker, based in large part on fiel[dwork on Mohawk, resulted in
important contributions to the theoretical treatment of incorporation (1988) and polysynthesis (1996),

contributing to the development of the Minimalist program in syntax.8

Excellent contributions to linguistic theory based on solid fieldwork abound. Recent fieldwork-based
dissertations by three of my students, for example, offered solutions to syntactic problems involving
Binding in Choctaw (George A. Broadwell, 1990), Wh Movement in Western Apache (Brian C. Potter,
1997), and Antisymmetry in San Lucas Quiavini Zapotec (Felicia A. Lee, 1999). Each of these works -
like the best such descriptions - includes descriptive sections as well as theoretical argumentation.

Differences among languages provide valuable clues to how cognitive processes are related to speech,
and the goal of much theoretical linguistics is to examine this relationship. But the theory can only be
truly extended as it incorporates increasingly novel data-based observations. The relevance of these
observations is not always immediately appreciated, so sometimes the most important contribution of
a descriptive linguist will simply be to record facts about language that do not yet fit into any
theoretical paradigm - but which will be relevant for future ones. Most typically, such pieces of data
are noted by linguists without a theoretical axe to grind, whose whole purpose is to provide as
complete a description as possible. Such people often note the existence of phenomena that are as
yet irrelevant for current theory.

For instance, descriptive linguists have noted many ways in which pronominal agreement and case
systems deviate from the Indo-European nominative accusative norm. Since the 1970s, these have
become an important subject for typological analysis - Anderson's (1976) and Dixon's (1979)
important studies of ergativity would have been impossible without a vast body of primary “pure”
descriptions. More recently ergativity has been a concern even in highly theoretical work (e.g. by Hale
and Keyser 1993 and Laka 1992).

Many other aspects of typological research advance through the work of much earlier descriptive
linguists. When | was in graduate school it was a commonplace truism that no language had a basic
word order that began with the object. SVO, SOV, VSO were accepted basic word orders, VOS had
been observed in a few languages, but OSV and OVS did not occur - of course prompting the
development of typological theories to account for this observation. Even as | was being taught about
this, however, field linguists associated with the Summer Institute of Linguistics were recording
Amazonian languages with just this word order. They did not describe these languages with an eye
toward upsetting typological claims that they may not even have been aware of; they simply wanted to
describe the languages they worked on thoroughly and well. But their work led to the advancement of
typological studies (Derbyshire and Pullum 1981).

The study of phonology traditionally draws on a wider linguistic data base than syntax. Although
Chomsky and Halle's pioneering study of 7he Sound Pattern of English (1968) is now often viewed as
the epitome of abstraction, this work set an important standard in terms of the number of languages
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that were cited in support of its claims (and, in particular, that went into the development of its
feature system). In recent years, this trend has grown. Increasing numbers of phonetic studies have
made possible sophisticated surveys of a very wide range of languages (e.g. Ladefoged and
Maddieson 1996), which in turn provide input into theoretical studies of all aspects of phonology.
Whole subfields of phonology, such as autosegmental phonology (1979), arose because of the
realization that there were types of phonetic data that could not be handled easily within current
theory.

Field linguists also contribute to other scholarly activity besides theoretical work in syntax, semantics,
phonetics, and phonology. At the beginning of this chapter | mentioned several other areas of
linguistics that rely on work with native speakers, such as acquisition studies and sociolinguistics.
Such work cannot be done easily - or perhaps cannot be done at all - on languages for which no basic
description exists, so providing basic descriptions lays the foundation for later linguistic analysis of
almost any kind. Another field of linguistics for which basic description of as many languages as
possible is vital is historical linguistics, and the related areas of classification and dialectology.
Comparative and historical work must be based on basic field data.

Researchers in many other fields draw on primary linguistic description (and greatly appreciate it if it
is as theoretically neutral and devoid of jargon as possible). Anthropologists, ethnologists, and
historians make use of linguistic description for research both on contemporary populations and on
historical records that may include material in minority languages. Scholars studying place names,
ethnobotany, and many other aspects of culture make use of primary linguistic description,
particularly in the form of dictionaries.

6 The Highest Contribution

One of the most important reasons to do primary description is to preserve languages that may
otherwise pass away. Languages reflect much of their speakers’ culture and experience. Much of a
society's knowledge and unique expressions will inevitably be lost with the disappearance of
language. Linguistic diversity is one of the most visible and important aspects of mankind's cultural
diversity, and language loss diminishes this diversity. The passing of any language reduces the range
of human expressive power, and may lessen our chance of figuring out how language is realized in
the mind.

Some linguists do extensive fieldwork in graduate school, write a dissertation, and then go on to
careers as professional academics, publishing only on theoretical issues. Others (like me) never
recover from the bite of the fieldwork bug, and must always go on to study one more language, or to
learn one more word to add to the current dictionary.

The best contribution this last group of field linguists can make is to produce descriptions like those |
have described here, which can be used not only as the basis of linguistic and other scholarly
research, but also by the communities of the native speakers who have helped us, for assistance in
language revitalization and cultural awareness programs or to promote literacy. Dictionaries that can
be used by ordinary people, written with clearly explained, easily understood orthographies, and
grammars (especially teaching grammars) that can be used by intelligent, motivated laypeople, are
among the descriptive linguist's most useful publications.

These can also, of course, be the most enduring of contributions. Check the circulation records of any
large library. With virtually no exceptions, the linguistic books that are still being borrowed 30 or 50
years after they were written are basic descriptions, not theoretical tomes.

1 I am grateful to a number of colleagues who sent me their answers to this question and others | consider
here: Aaron Broadwell, Ken Hale, Jack B. Martin, Laura Martin, Russell Schuh, and Siri Tuttle. | have learned a
lot about fieldwork from observing and talking to many other linguists over the years. | must also thank all
the wonderful native speakers without whom | could not call myself a fieldworker, especially those | mention
here: Betty Bland, Felipe Lopez, the late Pollyanna Heath, Catherine Willmond, and the late Robert Martin. As
always this is for Allen and JP, and dear Alex.

2 There are especially unfortunate potential parallels between a traditional police informer and a linguistic
“informant”: both are paid by an outsider in authority (surely a university professor is such a person) to
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reveal confidential information known only to the payee's intimate circle. | believe that there are many
potential non-financial benefits to a native speaker who works with a linguist - the work is often
intellectually stimulating, the native speaker usually winds up learning interesting things about his
language, and he may receive the gratification of contributing to his language's preservation. Nonetheless,
however, there are certainly groups who regard the teaching of their language to outsiders as a betrayal.
Why should linguists use a term that invites this suggestion?

3 One might assume that the T set includes a morpheme -¢#/and the N set contains a morpheme -/, which
are added to the S set (with a rule deleting the first of two adjacent vowels), although it is difficult to
suggest a meaning for these two morphemes. But this still leaves five separate sets!

4 Based for the most part, in fact, on data from a displaced speaker from Utah, Tony Tillohash, a student at
Carlisle Indian School in Pennsylvania.

5 I could say a lot about bad description, but | won't. There are good grammars and bad grammars, and
good dictionaries and bad dictionaries. Usually it's pretty easy to tell the difference just by inspection -
inconsistencies and things that don't make sense are pretty easy to spot if you look for them. But
sometimes one can't be sure one's dealing with a bad description until one actually studies the language
being described. This is scary, given that some languages can no longer in fact be studied! But the only
solution is for more people to try to do the best job with description that they can.

6 Perhaps it is true that there are indeed languages for which there really is no distinction between nouns
and verbs, but | have no personal experience with such languages.

7 A colleague once said (seriously, | believe, at the time) that you don't even need to be a linguist to make a
dictionary; all you have to do is write down words. This ignores the points just made in the text, as well as
the need for a thorough phonological (and orthographic) analysis of the sort described earlier. | think that
most likely this colleague no longer subscribes to this view, and perhaps spoke hastily even on this
occasion. However, such remarks illustrate the relatively low standing of descriptive linguists in our field.

8 Polysynthetic languages are those that express many meanings within a single verb word. Baker's
definition of polysynthesis is more restricted than the usual understanding of this term, consequently (from
my point of view) making the term less useful and interesting. But his claims based on his notion of
polysynthesis are provocative and important.
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1 Introduction

Linguistics and phonetics are often characterized as the linguistic sciences, implying both similarities
and differences. Both linguistics and phonetics are grounded in a basic interest in the nature of
human communication. If the subject of /inguistics is the scientific study of the nature, use, and
variety of all aspects of language, the subject of phonetics is the scientific study of the nature, use,
and variety of all aspects of speech. These are broad definitions of both subjects, and not all linguists
and phoneticians would accept such a breadth of scope. But the two subjects have developed so
widely in the second half of the twentieth century that a broad view probably better represents the
modern diversity of both subjects. What is less controversial is that linguistics and phonetics share a
common if partial domain in phonology, the study of communicative aspects of spoken language. (In
the text below, the first significant mention of a technical term is printed in italics.)

The intersection of linguistics and phonetics in the study of spoken language is visible in the
perspectives that each borrows from the other for phonological purposes. Linguistics contributes to
phonetics its phonological understanding of the distinctive patterns that make up the coded,
conventional aspects of speech which differentiate individual words and other units of spoken
language. Phonetics contributes to linguistics its phonetic understanding of the production and
perception of the detailed artefacts of speech that embody those significant phonological patterns.
Each contribution is complemented by the other. To study formal patterns alone risks becoming over-
abstract, and losing touch with the physical realities of spoken language. To study the artefacts of
speech without due regard for their identity as conventionally coded signals risks losing sight of the
communicative motive of spoken language. The name usually given to the study of spoken language
from a phonetic perspective, following the example of Ladefoged (1971, 1997), is /inguistic
phonetics.

2 Linguistic Phonetics and General Phonetic Theory

The objective of linguistic phonetics, which most phoneticians would regard as the center of their
professional domain, is to describe the phonetic correlates of phonological units of spoken language
and their interactions. Another way of putting this is to say that the ultimate task of linguistic
phonetics is to give a comprehensive account of speech patterns and their pronunciations in all
languages and dialects of the world. To achieve this task, linguistic phonetics draws on general
phonetic theory, which is the foundation for the phonetician's understanding of how speech is
produced, transmitted, and perceived, against a background of a general phonological theory of
spoken language. The aim of this chapter is to give a compact account of the shape and content of a
model of linguistic phonetics within this framework of a general phonetic theory. Within the current
volume, Cohn (chapter 8) presents a summary view of the shape and content of phonological theory,
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and the reader is referred to her chapter for definitions of basic phonological concepts used here,
such as “phoneme,” “allophone,” “phonological feature,” and “phonological syllable.”

” o

More extensive presentations of linguistic phonetics than is possible here are available in
Abercrombie (1967), Catford (1977, 1988, 1994), Clark and Yallop (1995), Ladefoged (1993, 1997),
Ladefoged and Maddieson (1996), and Laver (1994a). Hardcastle and Laver (1997) offer a
comprehensive account of the phonetic sciences, including both linguistic and nonlinguistic aspects.
A branch of phonetics with particular relevance to both linguistic phonetics and phonology is acoustic
phonetics. Recommended publications in acoustic phonetics for readers interested in linguistic
communication are Kent and Read (1992), Ladefoged (1971, 1993), and Stevens (1998). Laver (1994b)
surveys nonlinguistic interests in phonetics, including paralinguistic interests in communication of
attitudinal and emotional information through tone of voice, and extralinguistic interests in matters
such as speaker-characterization. Coulmas (1993) provides a comprehensive account of phonetic and
linguistic variation in different sociolinguistic speech communities. Goldsmith (1995) gives a wide-
ranging review of many different approaches to phonological theory.

3 The Scope of Linguistic Phonetics

A comprehensive approach to linguistic phonetics might entail addressing at least four
complementary objectives:

1 describing the phonetic basis for differentiating all contrastive (phonemic) and contextual
(allophonic) patterns in speech which signal the identities of linguistic units in any given
language;

2 describing the phonetic regularities which distinguish the speech-styles of a given
sociolinguistic community from those of others within any given language,;

3 describing the idiosyncratic but characteristic phonetic events which distinguish the speech
of one member of any given sociolinguistic community from that of other members;

4 describing all recurrent aspects of speech that make one language sound different from
others.

All four objectives could be thought relevant to capturing the full extent of the behavioral substance
of spoken linguistic communication. Most linguistic phonetic accounts of languages, however, have
almost entirely restricted themselves to the first objective. Research by a number of other specialisms
has used this first objective as a foundation for pursuing one or more of the other objectives.
Sociolinguists interested in the way that speech acts as an index of membership of different
communities have investigated the second objective, usually in an urban context. Speech
pathologists, and those interested in speaker characterization for other reasons, such as a focus on
forensic phonetics, have addressed the third objective. Speech technology has successfully developed
automatic systems for speech production, speaker recognition, and language identification (Laver
1994c¢); but the methods used mostly exploit automated machine learning about hidden statistical
patterns in the acoustic waveforms of speech, which doesn't involve explicit “description” in the same
sense. No language investigated so far has been comprehensively and explicitly described against all
four objectives (though general phonetic theory could in principle be applied to each of these tasks).

Within the first objective, linguistic phonetic accounts also often limit themselves to specifying only
the phonetic basis for distinguishing the patterns that contrastively identify one phonological unit
from another, for example the consonant or vowel phonemes that discriminate minimally different
words in English such as ca//and tall, or sea/ and s//l. The contextual patterns associated with the
incidence of contrastive linguistic units in different structures and in different environments are less
often described in detail, rich in phonetic regularity though they are. These aspects of sound-
patterning often ignored by linguistic phonetic accounts include the wide range of allophonic
realizations of phonemes in different syllable structures and in different contextual environments
within syllables.

The limiting of linguistic phonetic accounts of languages to a description chiefly of distinctive
phonological contrasts is no doubt because it is seen as a means to a different end. An account of
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phonological contrasts is all that is normally felt by linguists to be needed for further discussion of
linguistic behavior at higher levels than phonology, in morphology, lexis, syntax, and semantics. From
the phonetician's perspective, however, once these contrastive patterns have been identified, it is in
the phonetic detail of the contextual allophonic interaction of linguistic units that some of the most
interesting and challenging phenomena in speech production and perception are to be found.

The presentation of a model of linguistic phonetics in this chapter will give priority to describing the
phonetic basis for differentiating the contrastive and contextual patterns in speech which signal the
identities of linguistic units in the different languages of the world, but will touch in passing on the
other objectives as well. The phonetic symbols used in transcription, enclosed in square brackets [ ],
will be those of the International Phonetic Alphabet (1993) of the International Phonetic Association
(IPA), set out in what is usually called the IPA Chart. The chart is attached as an appendix to this
chapter, for consultation about transcriptional symbols and their classificatory phonetic identification.

4 The Coverage of a Linguistic Phonetic Theory

When the full range of the vocal sound-making capabilities of the human species is considered, it
becomes apparent that only a restricted subset of the range is used as the basis for contrastive and
contextual patterns in spoken language. To offer a few examples, no language makes distinctive use
of the percussive noise of the teeth colliding as the jaw is snapped shut. Nor is the noise of air being
squeezed between the cheek wall and the outer surface of the teeth and gums used in language by
normal speakers (though it is sometimes used as a substitute for the voice by speakers who have had
their larynx removed by surgery). The ability to simulate a snoring sound is not used con-trastively,
nor is a falsetto voice used deliberately to contrast one sound against another, in any known
language.

There is a further degree of constraint. Not only is the range of sounds that is used in language
limited to a relatively small subset of those physiologically possible, but within that subset there is a
core of frequently used sounds that turn up repeatedly in widely different language-families, within a
broader range of less frequent sounds. As part of that core, most languages use [t], [n] and [s] as
consonants, as in the pronunciations of English tea, knee, and sea. Relatively few, on the other hand,
use consonants such as the initial sounds [f] in English fin, [0] in thin or [0] in then. Avery large
number use the vowels [i], [a], and [u], as in English pee/, pal, and pool. But very few use the vowels
[yl, [2] or [ce], as in French /une (“moon”), yeux (“eyes”), or peur (“fear”) respectively. Only about one-
third of all known languages use diphthongs, such as [aU], [el] and [Oi], in the word-final syllables of
the English verbs allow, allay, and alloy (Lindau et al. 1990).

There seem to be five interactive principles that may explain this human tendency to use a somewhat
restricted number of sound-types for purposes of linguistic communication (Lindblom 1983, 1986,
Ohala 1989, Stevens 1972). These are:

1 perceptual stability;

2 adequate perceptual contrast;

3 ease and economy of articulatory performance;
4 ecological robustness;

5 ease of modifiability to the needs of the communicative situation.

Perceptual stability is achieved by languages tending to use sounds for which small articulatory
adjustments make little auditory difference. Maintaining adequate perceptual contrast entails avoiding
sound-differences close to the limits of human discrimination. Ease and economy of articulation are
the outcome of choosing sound-types which do not unduly tax the capabilities of the speech
production system. Ecological robustness reflects the ability of sounds to resist the perceptual
masking effects of other sounds likely to be heard in the environment (especially speech from other
speakers). Finally, given that the relative speed, loudness, and articulatory precision of the speech of a
given speaker change frequently in response to variations in the social and physical circumstances of
the conversation, it is helpful if parameters of speech control are used which can be appropriately
modified without damaging intelligibility.
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Different languages, and a given language at different times, reach differing solutions to the trading
relationships between these five principles. That these solutions are not always optimal is one
potential basis for the sound patterns of languages changing over time.

5 The Shape of a General Phonetic Theory

The obedience of spoken language to the five principles described above has an impact on the
desirable shape of a general phonetic theory. A well-designed general phonetic theory is one whose
posited features and organizational units cover the maximum range of data with the simplest
descriptive constructs. If spoken languages in general tend most frequently to favor a core of speech
sounds which are perceptually stable, adequately contrastive, relatively easy to articulate, ecologically
robust, and intelligible in variable circumstances, then the basic constructs to be set up in general
phonetic theory should be the ones whose nature and relationships give the simplest and most
economical account of such sounds. The theory is then completed by adding a minimum set of more
elaborate constructs, to cover the less frequent and usually more complex sounds.

6 Organic and Phonetic Aspects of Speech

Within the model of general phonetic theory to be offered here, it will be convenient first to
distinguish organic versus phonetic factors in speech. Organic factors are those which are “to do with
anatomical structure or morphology, and with the constraints which that structure imposes on the
potential for physiological action” (Mackenzie Beck 1997: 256). Phonetic factors are those which arise
from any learnable aspect of use of the vocal apparatus, with its acoustic and perceptual correlates
(Laver 1994a: 28). The interplay between organic and phonetic factors in speech is one of the major
sources of acoustic variation between different speakers. The recovery of relatively invariant
properties in speech data from different speakers, to aid the decoding of linguistic messages (Perkell
and Klatt 1986), can only be achieved by resolving the relative contributions of organic and phonetic
factors.

Many theoretical and practical consequences arise from the fact that any two speakers of normal
anatomy must be treated as capable of producing phonetically identical utterances, despite the often
very substantial organic differences between them. The fact that the vocal organs of different
speakers can be of very different sizes means that speech from two individuals can be acoustically
very different, in absolute physical terms. Comparability of pronunciation therefore arises from
considering not the absolute values of acoustic parameters, but their values relative to the individual
speaker's own acoustic potential. So the intonational value of the pitch of a large adult male speaker's
voice can be compared to that of a small female child by considering in each case whether the pitch
should be counted as high (or mid, or low), in relation to the speaker's own pitch range (Ladd 1996).
In absolute terms, the voice pitch ranges of these two speakers would be very unlikely to show any
physical overlap at all. In relative terms, however, they can be brought into comparability, and when
heard as the same in these terms they can be regarded as phonetically equivalent.

The same situation applies to comparisons of the phonetic quality of different speech sounds. Vowel-
sounds, for example, are acoustically characterized by patterns of resonant frequencies of the vocal
tract (Ladefoged 1993). The absolute values of the resonant frequencies depend on the overall length
and shape of the tract. These frequencies change as the organs of the vocal tract manipulate it into
different configurations, within organic limits set by individual anatomy. The configurations of two
vocal tracts can be thought to be phonetically equivalent when the ratios of the lowest resonant
frequency to higher resonant frequencies in each of the two cases are closely similar. In absolute
terms, given that the resonant-frequency ranges for two such organically different speakers as the
large man and the small girl would once again show virtually no overlap, it would not be feasible to
say that these two speakers were producing comparable sounds. In relative terms, however, they can
both be perceived as producing the same vowel [u:] in their pronunciations of the English word
“boot” [bu:t], for instance, when the resonant frequencies of each of them show appropriately similar
ratios.

Phonetic equivalence is one end-point of a more general scale of phonetic similarity, which is a metric
for comparing the phonetic characteristics of any two sounds. The concept of phonetic similarity is
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hence a necessary basis for the whole of general phonetic theory. In addition, the view that
organically different speakers can produce and perceive phonetically equivalent sounds has profound
implications for describing normal use by native speakers. Equally profound are the implications for
understanding the articulatory and perceptual processes of spoken language acquisition by infants,
foreign-language learning by non-native speakers, and pathological use in speech disorders.

The dimension of phonetic similarity is relevant, finally, not only to comparing speech sounds from all
different speakers of normal anatomy, but also to two further situations. The first is as the basis,
within a single speaker, for grouping phonetically similar allophonic variants into a single phoneme,
as a family of phonetically related sounds fulfilling the same contrastive phonological role. The
second applies to decisions about the range of phonetic segment-types that can be represented by a
given character in alphabetically based writing systems for whole language communities. The
decision, for instance, about what speech sounds in different languages are eligible to be written with
the letter “r’ depends in part on the comparability of the phonetic and perceptual qualities of the
candidate sounds concerned.

7 Articulatory, Acoustic, and Perceptual Levels of Description of Speech

Emerging from the discussion in the section above is a second general distinction, between three
different aspects of the phonetic description of speech. These are related to the three links in the
chain of speech, from the speaker's generation of an utterance, to its transmission through the air, to
its reception by the listener. The first is the articulatory level of description, which accounts for the
changing configurations and other actions of the speaker's vocal apparatus. The second is the
acoustic level, which consists of statements about the physical consequences of articulatory actions in
terms of vibratory patterns of air molecules within the vocal apparatus and in the air between the
speaker and the listener. Finally, the third level of description concerns the perceptualimpressions of
the listener receiving the acoustic information.

The rest of this chapter will focus on phonetic aspects of speech, and will be concerned chiefly but
not only with the articulatory level of description.

8 Linear and Non-linear Units of Speech Organization

The phonetic events that make up the time-course of speech tend to be continuous, with only
relatively few steady states or sharply defined breaks that could serve as the boundaries of natural,
serial units of speech organization. Obvious natural breaks do occur, however, in two circumstances
in the linear production of speech by a single speaker. One is at the beginning and end of a speaking-
turn by one participant in a conversation. The other is at the beginning and end of an individual
utterance, bounded by silence, within the individual speaking turn. Exhaustively dividing the rest of
the stream of speech into a sequence of units smaller than the utterance involves appealing to a
number of convenient assumptions. A key traditional assumption is that the continuum of speech can
be appropriately handled, for analytic purposes, as if descriptive categories were discrete, not
continuous. On this basis, it becomes reasonable to set up smaller-scale phonetic constructs such as
the feature and the segment.

8.1 The relationship between phonetic segments and phonetic features as units of speech
production

Phonetic features are collectively the ingredients of phonetic segments. In the minimum case, two
segments may differ from each other by the presence or absence of just one phonetic feature. A
feature exploited in every human language in this way is the phonetic feature of “voicing.” Voicing is
caused by vibration of the vocal folds in the larynx. Whether the vocal folds vibrate or not will be
determined by the interaction of airflow from the lungs and the tension-states of relevant laryngeal
muscles. The word-initial consonant-sounds in the two English words zea/ /zil/ = [zi:l] and sea/ /sil/
= [si:I] differ in their voicing state, in that the vocal folds are being made to vibrate in the first case
(making [z] a “voiced” segment) and not in the second (making [s] a “voiceless” segment). The
transcriptional conventions in the example above are that slant brackets // show the phonemic status
of the symbols; “=” means “is phonetically pronounced as”; square brackets [ ] show the phonetic
status of the pronunciation of the words concerned; and [;] after a segment means that the sound is
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produced “with relatively longer duration.”

While segments can be thought of as linear units following one another sequentially in the chain of
speech without interval, features are non-linear. They can overlap each other in time, and have start-
points and end-points which do not necessarily align with those of the chain of segments. Phonetic
segments, representing phonological vowels or consonants, are temporally anchored in the chain of
speech by the cooccurrence and mutual timing of their constituent features.

8.2 Phonetic and phonological features

The constructs of a general phonetic theory should include a supposed wniversal set of phonetic
features, whose comprehensive coverage of spoken language remains provisionally true until shown
by further research to be inadequate. The general phonetic theory summarized here is based on these
principles (Laver 1994a). It tries to include a set of phonetic features capable of describing the
phonetic basis of all phonological contrasts, and of all the contextual patterns of their interaction, so
far discovered in the spoken languages of the world. The set of phonetic features proposed in a
general phonetic theory would nevertheless, in the ideal, always be larger than the set proposed to
cover the languages of the world. This is because of the need to extend its coverage to the
differentiation of sociolinguistic communities and the characterization of individual speakers.

It is important to appreciate the difference of technical status between descriptive phonetic features
and distinctive phonological features. An example was quoted earlier of the phonetic feature of
voicing providing the phonetic basis for a minimal contrast between two consonantal sounds in
English, /z/ and /s/. Opportunities for conceptual confusion are rife at this point, in that the presence
or absence of “voicing” can be seen in two quite different perspectives. Phonetically, the difference
between [z] and [s] as physical speech sounds is described in terms of the presence or absence of
vibration of the vocal folds, as mentioned briefly above and described in more detail in section 10.2
below. To expand on the phonetic example mentioned briefly earlier, /z/ and /s/as consonants in
English are phonologically differentiated by the distinctive presence or absence of a single distinctive
feature, often represented as +VOICE versus -VOICE. (Capitalization of the name of the feature, with
“+” and “—" indicating presence versus absence, is a useful way of distinguishing the status of
phonological features from that of phonetic features, which often — potentially confusingly, as in this
case — have the same or similar names.)

Viewed as a phonetic feature, “voicing” is part of the descriptive, objective vocabulary of phonetics.
Viewed as a distinctive feature, VOICE is part of the formal vocabulary of phonology. The purpose of
phonetic features is to describe the articulatory, acoustic, or auditory characteristics of speech sounds
as events in the real, physical world, independently of the language concerned. The purpose of
distinctive features is to focus on the role of the features as part of a conventional, semiotic code for
identifying phonological units particular to a given language. The term “distinctive feature” is thus
reserved for use as a contrastive phonological concept.

Part of a phonological interest in distinctive features is the exploration of the degree to which
different phonological features fall into putatively natural classes, where the members of the class
share some phonetic and / or distributional property that distinguishes that class from other classes.
This often entails grouping classes into more abstract, superordinate classes, such as the
phonological class of “sonorant.” This superordinate class is normally taken to include the
subordinate classes of English vowels, liquids (such as /r, 1/), glides (/j, w/) and nasal stops (/m, n,
n/). For further discussion of distinctive features and natural classes, see the chapter on phonology in
this volume by Cohn (8).

8.3 The phonological syllable

The syllable is not identified here as a unit of phonetic description. Many phoneticians have tried to
develop a robust definition of the properties of a phonetic syllable, but no objective correlate that
would link phonetic performance on a one-to-one basis to the phonological syllable has yet emerged
(Laver 1994a: 113-15).

The term “syllable” is perhaps best reserved for use at the phonological level, where it is useful
(though not itself unproblematic) for two purposes: for the location of word-identifying patterns of
stress; and as an organizing concept for the mutual distribution of vowels and consonants. This
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organization is reflected in the traditional phonological view that vowe/s are nuclear in the syllable,
with all syllables containing one and only one vowel.

Consonants are marginal in syllables, being either syllable-initial or syllable-final. Using “C” to mean
“a consonant,” and “V” to mean “a vowel,” the structure of an English monosyllabic word like

“strikes” /stralks/ would be formulaically represented as CCCVCC. Languages differ in the syllable
structures they allow. English allows both open and c/osed syllables (that is, syllables without and
with, respectively, one or more final consonants), as in /al/ “I” V, /sal/ “sigh” CV, /sald/ “sighed” CVC,
and /salzd/ “sized” CVCC. Hawaiian allows only open syllables, as in the di-syllabic word /ola/ “life” V
+ CV.

9 The Componential Organization of Speech Production

The success of phonetics in developing an objective, replicable, internationally standard method of
describing all speech sounds in all spoken languages lies in part in a componential approach to
phonetic description. Each discriminable sound is regarded as the composite product of the action of
a number of sub-processes of the speech production system. These are described in more detail in
section 10 below. A schematic view of the vocal organs which make up the sub-processes, including
the /ungs, the /arynx, the organs of the mouth and the pharynx in the vocal tract, and the soft palate
(technically called the ve/um), is shown in figure 7.1.

1. Labial 5. Velar
2. Dental 6. Uvular
3. Alveolar 7. Pharyngeal
4. Palatal 8. Glottal
Figure 7.1 Schematic diagram of a cross-section of the vocal organs Source: After Laver 1994a:

120

This componential analysis underlies the conventions of phonetic transcription of the International
Phonetic Association. As an illustration of this approach, and to inform the explanation offered below
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of descriptive phonetic categories, a typical (abbreviated) label for the sound represented in the
phonetic transcription of the IPA's International Phonetic Alphabet (1993) as [b] would be “a voiced,
labial, oral stop.” The four elements of this label constitute individual phonetic features and identify
independently controllable components of the production of the sound:

- “voiced”: the vocal folds in the larynx are vibrating (superimposing aerodynamic pulses on
the moving column of air flowing out of the lungs);

- “labial”: the lips are involved as articulators;

- “oral’”:the velum is in a raised position, sealing off the exit at the back of the mouth to the
nasal cavity, causing any airflow to pass through the mouth alone;

“stop”: the closure of the lips momentarily seals off the escape of the air in the mouth and
pharynx to the outside atmosphere, causing a short-term rise in air-pressure in the vocal tract.
As the lips open again, the compressed air is then released through them with a small, audible
explosion.

An assumption in such abbreviated labeling is that the flow of air is generated by the action of the
lungs, with the flow being out of the body. (In a fuller label, this would add an explicit element “with
pulmonic egressive airflow” —see section 10.1.) By identifying the activities of different sub-
processes in this way, and with an underlying understanding of the activities thus represented, a
componential labeling system in effect offers a set of instructions to informed readers about what to
do phonetically with their own vocal apparatus to generate a phonetically equivalent or near-
equivalent sound.

10 Speech Production Processes

There are only two basic ways in which a speaker can perceptibly differentiate one segmental speech-
sound from another — by changing the phonetic quality of the sound, or its duration. Variation of
pitch and loudness play their part at a suprasegmental level when speech is continuous, and may
result in differences of meaning, but matters of the prosodic and metrical control of speech
production will not be addressed in this chapter. For interested readers, these topics are discussed in
Laver (1994a: 450-546), together with issues to do with continuity and rate of speech.

The control of phonetic quality and duration depends on the interaction of five major sub-processes
in the production of speech:

1 initiation and direction of airflow;
2 phonation type;

3 articulation;

4 inter-segmental co-ordination;

5 temporal organization.

The remainder of this chapter is devoted to an explanation of the way that the activities of these
different sub-processes in the control of speech can generate different sounds.

The traditional phonetic approach to the segmental classification of speech-sounds is said to be a
classification by “place and manner of articulation.” “Place” will be seen to be straightforward, but
“manner” will turn out to be a complex of a range of different types of activity. Segmental
classification by place and manner draws on all the factors in the list above, with their interaction
producing segments of different phonetic quality and duration.

Description in the sections below will concentrate on the typology of phonetic features, rather than on
exemplifying every cell of the resultant matrix of categories. For a comprehensive account of both
segmental and suprasegmental categories of speech sounds, the reader is referred to Laver (1994a:
95-546). For the interpretation of specific phonetic symbols, the IPA Chart in the appendix to this
chapter should be consulted.

http://www .blackwellreference.com/subscriber/uid=532/tocnode?1d=g9781405102520... 30.11.2007



7. Linguistic Phonetics : The Handbook of Linguistics : Blackwell Reference Online Sayfa 9 /23

10.1 Initiation and direction of airflow

There are three categories of /nitiation of airflow used for speech, and two of direction of airflow. The
means of setting a column of air moving can be classified in terms of the initiating mechanism used.
By far the most frequent initiator of airflow in speech is the pulmonic mechanism, setting lung air
flowing in an egressive direction to the external atmosphere. This pu/monic egressive airflowis then
modified in turn by the actions of the larynx, the vocal tract and the velum. Speech made on a
pulmonic ingressive mechanism, on an inflowing breath, seems to be used only paralinguistically, for
example in Scandinavian cultures to express sympathy or commiseration.

The second initiator of airflow used in speech is the larynx, in the glottalic airstream mechanism. As
the name suggests, the g/ottis (the space between the vocal folds) is involved. With the glottis acting
as a valve, and closing off the flow of air from the lungs, the larynx can be abruptly raised or lowered
in the throat by muscular action, like a piston in a cylinder. The effect is to compress or rarefy the
volume of air in the vocal tract, causing a sharp explosion (on release of a compressed g/ottalic
egressive airstream) or an abrupt implosion (on the release of a rarefied g/ottalic ingressive
airstream). Sounds made on a glottalic egressive airstream are called ejectives, and those on a
glottalic ingressive mechanism implosives. In Zulu, the word [k'=:k’=] “surround” involves two
ejectives, symbolized by the apostrophe ['] after the stop symbols.

If voicing is added to an implosive, by pulmonic egressive airflow making the vocal folds vibrate as
the larynx descends during a glottalic ingressive initiation, a voiced implosive segment is the result.
The contrastive difference between the two Hausa words [babe] “estrangement’ and [babe]
“grasshopper” relies on the two stop segments in the first word being voiced labial implosive stops
(hence involving two airstream mechanisms, glottalic ingressive and pulmonic egressive), and in the
second on the two stop segments being voiced labial pulmonic egressive stops (involving only one
airstream).

The third initiator of airflow used in speech is the tongue, in the velaric airstream mechanism.
Because the tongue is involved, it is therefore also sometimes called the “lingual” mechanism. Velaric
sounds are made by the body of the tongue trapping a volume of air between two closures in the
mouth, one at the velum, and one further forward. The tongue then retracts the velar closure by
sliding backward along the soft palate while maintaining the closed stricture, thus rarefying the air
pressure enclosed in the expanded, sealed cavity. When the front closure is then released, the air
implodes into the relative vacuum. Sounds made on this velaric ingressive airstream are called c/icks.
Since the velaric mechanism is confined to actions within the mouth, the rest of the vocal apparatus is
free to add voicing and / or nasality to click sounds.

The languages that use click sounds contrastively are confined to southern and eastern Africa.
Ladefoged and Maddieson (1996: 246-80) offer a comprehensive account of these sounds, with many
examples from languages such as Nama, Zulu, and Xhosa. In English, clicks are used only
paralinguistically, to indicate annoyance (usually written “tsk, tsk” in the English writing system), or to
encourage horses to accelerate, or onomatopoeically to simulate the clopping-sound of their hooves.

10.2 Phonation type

The biological function of the larynx is chiefly to act as a protective and regulative valve for the airway
to and from the lungs. The valving mechanism that has evolved is a delicate and complex muscular
structure within a supporting framework of cartilages (Dickson and Maue-Dickson 1982, Laver 1980).
The so-called vocal folds are two shelves of muscular tissue which run horizontally from front to back
of the larynx, capable of separation at the back to leave a flat, triangular space with its apex at the
front. This space was identified earlier as the glottis, and there are six modes of phonation used in
spoken language to distinguish different segments, involving different adjustments of the glottis.

When pulmonic egressive air flows upwards from the lungs, a voiceless sound is produced if the
triangular space of the glottis is left wide open, as if for breathing out. Examples of voiceless
consonant-sounds widely used in languages are the word-initial sounds in English see [si:], tea [ti:},
and she [ji;]. If the vocal folds are brought close enough together to make the continuous airflow
through them turbulent, either through a gap left at the back or through a narrowed glottis, the result
is called whisper.
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Voicelessness can be heard in the pronunciation of some vowels in a number of languages. As an
allophonic process before pauses, (described below as an outcome of the coordinatory process called
“devoicing”), French vowels often lose their voicing. An example would be [wi:] ou/ (“yes”) at the end of
an utterance, where [] below the symbol indicates voicelessness. Alternatively, this devoicing is often
substituted by whisper, rather than strict voicelessness. English also exploits allophonic
voicelessness, in optional pronunciations of unstressed vowels between two voiceless consonants, as
in the first syllable of potato / psteltau/ = [poteit(:] in Received Pronunciation of British English.
Further examples of voicelessness or whisper on vowels in Amerindian, Sudanic, Sino-Tibetan and
Australian languages are given in Ladefoged and Maddieson (1996: 315) and Laver (1994a: 295-7).

In the third type of phonation, vibration of the vocal folds is the basis for voiced sounds, as
mentioned briefly in sections 8.1 and 9 above. Examples of voiced sounds widely used in languages
are the word-medial consonant-sounds [z, d, g, m] in English easy [i.zl], aiding [eldIn], again [sgeln],
and seeming [si:mln], as well as the vowel-sounds in these words [i:, 1, el, 3]. In voiced sounds, the
vocal folds are brought lightly together by muscular action, blocking off the outflow of pulmonic air,
and air pressure below the closed folds building until it is sufficient to blow the folds apart against
the muscular tension holding them closed. Once airflow is re-established through the glottis, an
aerodynamic effect is produced within the glottis, with the egressive pulmonic flow creating very local
suction as it passes at high speed through the relatively small gap between the vocal folds. This local
force sucks the vocal folds towards each other, and combines with the muscular tension to restore the
closed position of the vocal folds. The abrupt restoration of closure sends a small shockwave traveling
on the outflowing breath through the vocal tract, and acoustically excites it into resonance.

The cycle from closure of the vocal folds to separation and renewed closure typically happens very
fast (in a range from 60 to 240 times per second in adult male voices in normal conversational
English). The frequency of the vibration corresponds to the auditory pitch of the voice. The contour of
pitch in the successive, intermittent voiced sounds of a whole utterance is in effect heard as a melody,
and functions as the /ntonation of the utterance.

The fourth type of phonation used in spoken language is creak or creaky voice (“creak” is also
sometimes called vocal fry or glottal fryin American publications). In this mode of phonation, the
front part of the glottis vibrates, at a considerably lower frequency than in normal voicing, while the
back part is pressed more tightly together. Pairs of Danish words can be distinguished by the
presence of syllable-final creak (sometimes also called /aryngealization) versus its absence, for
instance in [du] “tablecloth” versus [du] “you” (Laver 1994a: 330-3).

The fifth type of phonation is whispery voice (also sometimes called breathy voice or murmun. As in
whisper, the vocal folds do not completely seal off the trans-glottal escape of the pulmonic airflow
while vibrating, but leave a gap — either at the back of the glottal triangle, or along the length of the
approximated but vibrating vocal folds. The result of the continuous leakage of air is to superimpose
audible whisperiness on the pulsed voicing throughout the phonation. Whispery voice in English is
used phonetically in English as an optional allophonic feature to replace the normal voicing of [h]
when that consonant occurs in inter-vocalic position in some accents of British English, as a whispery
voiced resonant [h]. Examples are ahead /ahed/ = [ahed] and perhaps /pahaps/ = [pahaps], with
phonetic voicing running right through these words, becoming momentarily whispery during the “h”.
Whispery voice of this sort is also used in English paralinguistically throughout an utterance to signal
secrecy or confidentiality.

In a range of other languages, whispery voice is used contrastively to distinguish one consonant
phoneme from another. An example is [bala] “a snake” versus [bhala] “good” in Sindhi, using [A] in
association with the [b] symbol to indicate a whispery-voiced beginning to the syllable in the second
word. Section 10.4 below classifies this as an inter-segmental coordinatory instance of “voiced
aspiration” (Laver 1994a: 354).

Finally, closure of the vocal folds may itself constitute the medial phase of a stop segment, in which
case it is called a glottal stop [?]. Glottal stops are used only allophonically in English, for example as
a phonetic realization of the final /t/ consonants in London Cockney eat that pizza /i:t dat pi:tsa/ >

[i3 p9izSA].
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10.3 Articulation

A key part of appreciating how descriptive phonetic classification works is understanding the
relationship between segments and features. This section on articulation begins with a clarification of
this relationship, and then discusses principles of classification by place of articulation, degree of
stricture, multiple degrees of stricture and aspect of articulation. The technical vocabulary introduced
in this section is then used in the discussion of intersegmental coordination.

10.3.1 Featural phases of the structure of segments

The complex relationship between segments and features can be clarified by appeal to the concept of
three internal phases of a segment - the onset phase, the medial phase and the offset phase (Laver
1994a: 112-13). The configuration of the vocal tract during speech changes dynamically from
moment to moment between variably greater and lesser degrees of local constriction of the airflow.
These constrictions are created by a mobile, active articulator (such as the tongue, or lower lip)
moving towards a fixed or less mobile, passive articulator (such as the hard palate, soft palate, or
upper lip). The time occupied in maintaining the maximum degree of articulatory constriction (or
degree of stricture) reached by the vocal tract during the production of an individual segment delimits
the medial phase of the segment's performance.

During the onset phase of a segment the active articulator is approaching the maximum stricture, and
in the offset phase is moving away from this towards the configuration for the medial phase of the
next segment. One segment's offset phase overlaps with the onset phase of the next segment, in an
overlapping phase.

The concept of the phasal structure of segments is important for two reasons to do with the temporal
distribution of phonetic features. The first is that a given feature may start or finish within a particular
segmental phase. For example, in English syllables anticipatory nasality begins relatively early within

the medial phase of a vowel-segment before a nasal consonant-segment, as in ca/m /kam/ = [khé:m].

(In the IPA transcription here, superscript [h] means “aspiration,” or “voice onset delay,” [(J] means “is
nasalized,” with the soft palate open to allow airflow into the nasal cavity.)

A given feature may alternatively be co-terminous with the medial phase of the segment, as in the
case of audible friction in [B] in English tAin /8In/ = [B1n]. Or the feature may run through the medial
phases of two or more adjacent segments, as in the English word soon, /sun/ = [s“a:n], where lip-
rounding runs through the first two segments, relaxing to a neutral position towards the end of the
word. (The vowel-segment [u] is inherently lip-rounded, and in the case of consonant-segments lip-
rounding is phonetically symbolized by the attachment of the diacritic [*] — see also section 10.3.4
below on multiple degrees of stricture.) A feature running through adjacent segments can be called a
setting (Laver 1994a: 115, 391-427), and an analysis of features into settings is useful not only for
linguistic phonetics, but also for paralinguistic analysis of affective or emotional communication
through tone of voice, and extralinguistic analysis of speaker-characteristics (Laver 1980, Nolan
1983, Pittam 1994).

10.3.2 Place of articulation

Classification by place of articulation identifies the location of the articulatory zone in which the active
articulator is closest to the passive articulator during the medial phase of a segment. An enabling
concept for approaching this classification is to distinguish between neutral and displaced places of
articulation. In its neutral configuration, the vocal tract is as nearly as anatomy allows in equal cross-
section along its full length from lips to pharynx. (If a vowel-sound were to be produced in such a
configuration, it would have the quality of the “neutral” vowel [3] in the pronunciation of the first
(unstressed) syllable of the English word canoe [kanu]; and acoustically the resonant frequencies
would be such that the ratio of the higher frequencies were odd multiples of the lowest.) In the
neutral configuration, the potential active articulators (the lower lip and the tip, blade, front, back and
root of the tongue) lie in their natural anatomical position opposite their passive counterparts along
the longitudinal axis of the vocal tract. A segment whose place of articulation is neutral is made by an
active articulator moving towards its neutral, passive counterpart. The neutral configuration of the
vocal tract, and some labels for neutral places of articulation, are given in figure 7.2.
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- Labial

- Dental

- Alveolar

- Palatal

- Neutral articulation —— Velar

- Uvular

- Pharyngeal

. _ - Epiglottal
Place of articulation — L Glottal

- Linguolabial
- Labiodental

- Displaced articulation — Interdental

- Laminodental
=~ Apicoalveolar

Figure 7.2 Schematic diagram of some of the neutral places of articulation Source: After Laver
1994a: 135

Neutral places of articulation are thus involved when the bottom lip moves up against the top lip to
create a /abial articulatory narrowing or closure; when the tip of the tongue touches the inner surfaces
of the central upper incisors to make a dental/closure; when the blade of the tongue articulates
against the alveolar ridge behind the teeth to make an a/veolar closure; or when the back of the body
of the tongue contacts the soft palate to create a ve/ar closure.

When the bottom lip is retracted from its neutral place, however, to articulate instead against the
central upper incisors, or the tip of the tongue is retracted to articulate against the alveolar ridge
behind the teeth, the resulting /abiodental and apicoalveolar strictures are classified as displaced
articulations. Similarly, if the blade of the tongue is protruded between the lips, and makes a
linguolabial closure against the upper lip, that too is a displaced articulation. The labels for neutral
and displaced articulations are shown together in figure 7.3.

- Labial alveolar
- Double articulation —— Labial palatal

- Labial velar
Multiple places |

of articulation - Labialized
- Palatalized

- Secondary articulation — Velarized
- Pharyngealized
- Laryngealized

Figure 7.3 Labels for neutral and displaced articulations

Examples of neutral articulations in English are all vowels (except those in some accents where the
tongue-tip is curled upwards in anticipation of a following /r/), and the word-initial consonant-
sounds in pea [pi:] and bee [bi:] (both labial); theme [6i:m] and thee [0i:] (both dental); tea/(ti:l] and
deal [di:l] (both alveolar); cash [kaf] and gash [gaf] (both velar); and Ae [hi:] (glottal). Instances of
displaced articulations in English are the word-initial consonant-sounds in fee/[fi:I] and vea/[vi:l]
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(both labiodental).

Setting up the classificatory distinction between neutral and displaced articulations amounts to a
claim about the relative frequency of incidence of different sounds in the languages of the world. The
simpler, less elaborate concept of neutral articulations underpins a broadly sustainable assumption
that neutral labial, dental, alveolar, palatal, velar, and glottal sounds are more frequently encountered,
for instance, than the displaced linguolabial, labiodental, and apicoalveolar sounds. However, this
claim becomes less successful when one considers the relative infrequency in the languages of the
world of neutral uvular and pharyngeal sounds, for whose relative rarity more specific reasons would
have to be advanced.

10.3.3 Degree of stricture

Classification by degree of stricture answers the question: “In the medial phase of the segment, to
what degree is the gap between the active and passive arti-culators narrowed?” Languages exploit
three types of segments defined by the criterion of degree of stricture — stops, fricatives, and
resonants. In the medial phase of stops, the degree of stricture is one of complete articulatory
closure. Examples from English are the word-initial consonant-segments [p, b, t, d, k, g] in post,
boast, toast, dosed, coast, and ghost respectively.

In fricatives, the articulatory stricture in the medial phase is one of c/ose approximation, with the
airflow made turbulent by passing through a very narrow gap between the active and passive
articulators, generating an audible hissing noise (“friction”). Examples of fricatives are the word-initial
consonant-segments [f, v, 0, 9, s, z] of English fan, van, thigh, thy, sink, zinc, or the word-medial
consonant-segments [f, 7] in English mesherand measure.

In the medial phase of resonants (which can involve sounds representing both consonants and
vowels), the stricture is one of open approximation. This is a stricture which is sufficiently open to
allow the airflow to pass smoothly without turbulence. Open approximation is optimal for allowing the
pulses of voiced vibration from the larynx to set the vocal tract into resonance as an acoustic tube.

Examples in an accent of British English of resonants which act as consonants are the word-initial
segments representing /j, w, r, I/ in yield [ji:Id], wield [wi:ld], raw[10] and /aw [I0]. Examples of
resonants acting as vowels from the same accent are the word-final segments in bee [bi:], Shah [j;:],
paw [pO:] and two [tu:]. The IPA chart subclassifies the open-approximation degree of stricture of
such resonants in terms of three further articulatory dimensions. The first two are divisions vertically
and horizontally of the vowe/-space in the mouth within which the highest point of the regularly
curved tongue is located for the resonant in question. The vertical division is subdivided into c/ose,
close-mid, open-mid, and open resonants. The horizontal division is subdivided into front, central,
and back resonants. The third classi-ficatory dimension for resonants acting as vowels describes the
lip-position of the segment, divided into rounded and unrounded. The resonant in bee [bi:] is close,
front, unrounded; in Shah [j;:] is open, back, unrounded; in paw [p0:] is open-mid, back, rounded;
and in two [tu:] is close, back, rounded.

10.3.4 Aspect of articulation

The concept of aspect of articulation extends the concepts of “neutral.” It is suggested that the
majority of stops, fricatives, and resonants in the languages of the world will be performed with the
tongue in a regularly curved shape (convex both longitudinally and laterally), with the velum closed,
and with a stricture maintained more or less as a steady state throughout the medial phase in a
single, neutral place of articulation. This set-up will be treated as a neutral reference against which
three non-neutral groups of aspects of articulation can be described. These are the conformational,
topographical, and transitional aspects (Laver 1994a: 140-7).

The conformational aspects deal with the routing of the airflow channel. There are three distinctions
to be drawn. The first is between ora/ airflow versus nasal airflow. The second is between central
versus /ateral airflow. The third is between single versus multiple strictures.

As instances of differences between oral and nasal sounds, neutral voiced ora/ stops include [b, d, g,
as in English bib [blb] (oral labial stops), did [dId] (oral alveolar stops) and gig [glg] (oral velar stops)
respectively. Their non-neutral nasal/ stop counterparts are [m, n, nl, as in English mum [mam]

http://www .blackwellreference.com/subscriber/uid=532/tocnode?1d=g9781405102520... 30.11.2007



7. Linguistic Phonetics : The Handbook of Linguistics : Blackwell Reference Online  Sayfa 14 /23

(labial), none [nan] (alveolar) and sung [san] (velar). An allophonic difference between an oral and a
nasal fricative at the same place of articulation is in Igbo “to wedge in” [Ifa] versus “to shriek” [ifd]
(Williamson 1969: 87), from Nigeria. Here both are non-neutral in a different respect, in that they
share a displaced labiodental place of articulation. A phonemic difference between an oral and a nasa/
resonant can be found in Sioux “sun” [wi] versus “woman (abbreviated form)” [wi] (J. Harris, personal
communication).

Stop articulations can show complex aspectual patterns of oral and nasal sequences within the medial
phase of a stop. The place of articulation of the oral and nasal elements are ~Aomorganic - the oral
stricture is at the same place of articulation. When the nasal element is minor compared with the
duration of fully oral closure, and occurs at the beginning of the medial phase, the stop is said to be
pre-nasal; when it is final with respect to the oral closure, it is called a post-nasal stop. The duration
of such nasal elements is shorter than in full segmental sequence of nasal + oral stops, as in English
candor, for instance. When the nasal element dominates the duration of the oral closure in the medial
phase, it is said to be a pre-occ/uded or post-occluded nasal stop, depending on the initial or final
location of oral closure. Examples of complex oral / nasal stops are found in a range of languages,
including some in Africa, India, and South and Central America. An instance of pre-nasal stops comes

from Kalam, a Papuan language of New Guinea, in “down valley” [Mbim] and “sinew” [ki"du] (Pawley
1966). A fuller discussion of such complex oral / nasal stops is offered in Laver (1994a: 227-35).

For the sake of economy, sounds will from now on be assumed to be oral unless specific mention is
made of their nasal status.

In the case of differences between central and lateral sounds, a neutral example would be the
voiceless alveolar central fricative [s], as in English sea [si:]. A non-neutral instance would be a
voiceless alveolar lateral fricative [4], as in North Welsh “her ship” [i40n], which is in phonemic
contrast with a voiced alveolar lateral resonant “his ship” [ilOn] (Albrow 1966: 2). In both lateral cases,
the air flows through a gap at one or both sides of the tongue behind a central contact between the
tip or blade of the tongue against the alveolar ridge.

The active articulators of the vocal tract are sufficiently flexible and versatile to be able to create
articulatory strictures in two different places simultaneously (i.e. sharing the same medial phase).
When two such strictures are of equal degree the conformational aspect of articulation shows (non-
neutral) double articulation. Two examples from the West African language Yoruba are the words 1=
“to call” and i« “to carry” (Bamgbose 1969: 164). The two simultaneous closures in these double
stops Ikl and 1] are made at the labial and velar places of articulation, and they are therefore called
(voiceless and voiced) /abial velar stops.

An example of a double articulation involving a consonant-sound in English is the initial segment in
well [wel], in which the lips are in a rounded position, and the back of the tongue is raised to a
position close to the soft palate, but in neither case close enough to create local friction. The result is
a labial velar resonant.

When one stricture is of greater degree than the other during the shared medial phase, the narrower
stricture is said to be the primary articulation, and the more open stricture is called the secondary
articulation. The auditory effect of secondary articulations is usually to add a modifying “coloring” to
the perceptual quality of the primary articulation. Examples include /abialization, which adds lip-
rounding to a segment; palatalization, in which the front of the tongue is raised towards the hard
palate; velarization, in which the back of the tongue is raised towards the soft palate;
pharyngealization, in which the root of the tongue is retracted towards the back wall of the pharynx;
and nasalization, in which the soft palate is lowered, allowing air to flow through the nasal cavity and
add nasal resonance to the oral resonance of the rest of the vocal tract.

The auditory effect of a neutral, single stricture without secondary articulation is sometimes referred
to as “plain.” The quality associated with palatalization is sometimes said impressionistically to be
“clear,” and that with velarization and pharyngealization “dark.” In most accents of English, there is a
structural allophonic difference between the pronunciations of /I/ in syllableinitial position and in
syllable final position, in that both show secondary articulations, with the /I/ of Jleaf [Fi:f], for instance,
being a (“clear”) palatalized voiced alveolar lateral resonant and that of fee/ [ji;’r] a (“dark”) velarized
voiced alveolar lateral resonant. Another English example of secondary articulation is the /abialized
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palatoalveolar fricative initial in she [[Wi:], where the primary articulation is the fricative stricture mid-
way between the alveolar and palatal ‘places of articulation (hence “palatoalveolar,” symbolized by [j]),

and the secondary articulation is one of rounding of the lips, symbolized by the superscript diacritic

D). The use of secondary articulation is discussed further in the section on inter-segmental co-
ordination below. Figure 7.4 summarizes the labels for double and secondary articulation.

Pre-utterance Utterance
silence | | I |

Onset Medial Overlap Medial
phase phase phase phase

oo

Full voicing - - -~ - £ - - AVAAMANANMAANY

Initial devoicing - - - - - oo h—/\ﬁvf\/\/\/\f\/\/\/’v

Cnmp]ete devnicing —————— v \/\MN

Voiceless unaspirated = = = = = ; - - \YAVAVAVAV

p e
Voiceless aspiration - - - = - ; - - -
P ’ e
Silence Voicelessness Voicing

Figure 7.4 Labels for double and secondary articulations

The topographical aspects deal with the shape of the tongue as the active articulator both
longitudinally and transversely. Laver (1994a: 141-2) discusses longitudinal processes such as
extending or withdrawing the tip of the tongue, and advancing or retracting the root of the tongue.
But the most frequently found topographical aspect involving the long axis of the tongue is
retroflexion, in which the tongue tip is curled up and backwards, sometimes to the extent of
presenting the underside of the tip to the roof of the mouth. Margany, a language of South
Queensland, shows a phonemic contrast between a (neutral) voiced alveolar stop and a voiced
postalveolar retroflex stop, in “to cry” [badi] and “maybe” [badi] respectively (Breen 1981).

The major transverse aspect distinguishes a flat blade of the tongue from one in which the blade is
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grooved. In English, [s] is produced by most speakers with the air flowing through a very narrow
channel in the tongue along the surface of the blade just opposite the alveolar ridge. Flat alveolar
fricatives occur in Icelandic. In this case it is not clear which category should be treated as neutral, in
that grooved alveolar fricatives are far more common than flat alveolar fricatives. It is possible that
the higher “pitch” of the fricative noise made through a narrow groove is more audible, and hence
ecologically more robust, than the lower pitch of a fricative made through a broader, flat gap. But the
articulatory adjustment for creating a central groove is physiologically more complex than for a flat
gap, and it may be that the concept of a neutral articulation as the more natural and more widespread
sound breaks down at this point.

The transitional aspects handle the question of whether the active articulator is static during the
medial phase of the articulation, or in dynamic movement. In performing a neutral stop articulation
such as the voiced alveolar stop [d], the blade of the tongue rises at moderate pace up towards the
alveolar ridge as the passive articulator, makes contact for an appreciable duration, then descends. A
(non-neutral) voiced alveolar tapped stop is like the neutral version, but moves much faster into
contact, makes a very brief closure with the alveolar ridge, and moves away fast. An example is found
in many American English accents, as the pronunciation for “t” between two vowels, in a word like city
[slrl].

A tapped stop is sometimes likened to one tap of a trilled stop, another non-neutral example. A
trilled stop is one where the active articulator, such as the tip of the tongue, is positioned close to the
passive articulator and the airflow through the narrow gap (analogous to the aerodynamic situation in
voiced vibration of the vocal folds) brings it repeatedly into full contact. The symbol for a voiced oral
alveolar trilled stop is [r], and for one made at the uvular location is [R]. A language that contrasts
voiced alveolar tapped and trilled stops is —urdish, as in the pair of words “wound (injury)” [brin]
versus “cutting” [brin] (A. Ferhardi, personal communication). A contrast between an alveolar tapped
stop and a uvular trilled stop is found in European Portuguese, in “dear”[karu] versus “car’ [karu]
(Parkinson 1988: 138).

When a stop is flapped, it strikes the passive articulator in passing. A (non-neutral) voiced oral
alveolar retroflex flapped stop [(] starts with the tongue-tip curled upwards, and then in uncurling the
tip strikes the alveolar ridge very briefly, making a sliding contact that is quickly broken. Westermann
and Ward (1933: 76) cite the Sudanese language Gbaya as contrasting a trilled stop with a flapped
stop, in “beans” [ere] versus “hen” [ere].

Transitional aspects of articulation affect resonants as well. A monophthong is phonetically a (neutral)
resonant segment with a relatively steady-state articulatory position being maintained throughout its
medial phase. A diphthong is a (non-neutral) resonant which changes its articulatory position from
one position of open approximation towards another during the medial phase. A triphthong is a (non-
neutral) resonant which changes articulatory position during the medial phase from one position of
open approximation towards another and then another. English is unusual amongst the languages of
the world in that resonants acting as vowels can show all three transitional aspects of articulation. In
some accents of British English, the vowel in a syllable may be represented by either a monophthong
(as in awe [O]), a diphthong (as in eye [al]) or a triphthong (as in Jre [al3]).

10.4 Inter-segmental coordination

Segmental description in this chapter so far has been limited to events within the boundaries of a
single segment. Some of the most phonetically interesting events occur in the overlapping phase
between two adjacent segments, where the first segment's offset phase is co-terminous with the next
segment's onset phase (Laver 1994a: 339-90). When a segment is next to utterance-marginal silence,
the onset and offset phases involve transitions from and to the articulatory rest position. Also relevant
is the effect of the characteristics of one segment's medial phase spreading, anticipatorily or
perseveratively, into part or all of the medial phase of the adjacent segment. Significant phonetic
events involving coordination of adjacent segments include the phenomena of devoicing, aspiration,
release, affrication and co-articulation.

10.4.1 Aspiration

When a segment that in most contexts is fully voiced throughout its medial phase occurs next to a
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silent pause, say in utterance-initial position, the transition from silence may have the effect of
delaying the beginning of voicing for that segment. In most accents of English, voicing for an
utterance-initial voiced stop or fricative will start after beginning of the medial phase. Using [#] to
indicate silence, and a subscript [] to mean “delay in the onset of voicing” the utterance-initial word
“zeal” would be transcribed [#zi:l]. Because [z] in most contexts is normally pronounced with full
voicing through its medial phase, this delay is usually referred to as /nitial devoicing (though the
phonological orientation of such a practice should be noted). Correspondingly, when such a segment
is next to utterance-final silence, there may be an early offset of voicing, and the sound is said to be
finally devoiced. Such utterance-final devoicing would be transcribed, in the English word “lees,” as
[li.z#].

In both the initial and final cases, the devoicing is partial, in that not all of the medial phase is
deprived of vibration of the vocal folds. When there is no voicing at all in the medial phase, the
question is prompted of what differentiates a fully devoiced segment such as [z] from its voiceless
counterpart [s]. Some phoneticians and phonologists make appeal to issues of differential muscular
tension in the vocal apparatus, and set up the categories of /ax and tense to describe hypothesized
factors that continue to differentiate such devoiced and voiceless segments. It is probably more
satisfactory, at a phonetic level of description, to accept the non-differentiability of fully devoiced and
voiceless segments. Figures 7.5a and 7.5b characterize the timing relationships between the laryngeal
and supralaryngeal events in the devoicing process, and relate them to the next category of
coordination to be discussed, aspiration.
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Figure 7.5a Timing relationships between laryngeal and supralaryngeal events in initial devoicing

and aspiration

Source: After Laver 1994a: 340
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THE INTERNATIONAL PHONETIC ALPHABET (revised to 1993)
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Figure 7.5b Timing relationships between laryngeal and supralaryngeal events in final devoicing
and pre-aspiration

Source: After Laver 1994a: 341

When a voiceless segment such as an oral stop is initial before a resonant in a stressed syllable in
most accents of English, there is an audible delay in the onset of voicing after the end of the stricture
of the medial phase, in the overlap phase between the stop and the resonant. This phenomenon is

called aspiration. An instance is the English word “peat” [phi:t], where the aspiration is transcribed as a

small superscript “h.” The audible quality of the [h] anticipates that of the oncoming resonant, for
which the vocal tract is already assuming the relevant articulatory position. Aspiration is reasonably

rare among the languages of the world. French, for example, does not aspirate syllable-initial stops in
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such circumstances, in words such as “paté” [pate]. Aspiration acts as an allophonic process in
English, applying to all voiceless stops /p, t, k/, but is exploited phonemically in a number of

languages, including Chengtu Szechuanese, in words such as “to cover” [kai] versus “to irrigate” [khai]
(Fengtong 1989: 64).

Aspiration is perhaps best defined as “a delay in the onset of normal voicing,” since a category of
voiced aspiration is found in a number of languages of the Indian subcontinent and in central and
southern Africa, as a relationship between voiced stops and following resonants. In this case, the
phonatory quality of the transition from the stop to the following resonant is one of whispery voice,
usually becoming normal (i.e. without audible glottal friction) before the end of the resonant.
Examples of voiced aspiration, involving both oral and nasal stops, are the Sindhi words “to speak ill
of others” [gila] versus “wet” [ghila], and “in” [m&] versus “a buffalo” [mA&] (Nihalani 1975: 91).

Parallel to aspiration as a late onset of voicing in syllable-initial contexts is early offset of voicing in a
resonant before a voiceless segment in syllable-final position, which is called pre-aspiration. This is a
characteristic of many of the circumpolar languages. It can be voiceless, as in an example from

Icelandic in “thank” [Bahka] (Ewen 1982), or voiced, as in Hebridean Gaelic (of Lewis) in “bag” [phDﬁk]
(Shuken 1984: 127).

10.4.2 Stop release

The offset phase of any oral stop may release the compressed air built up during the medial phase in
a variety of ways. Alternatively, the stop may be incomplete, and lack a final release. In this latter
situation, the oral closure is sometimes reinforced by a simultaneous glottal stop, as a double
articulation. Both modes are found in English, as optional variants. A syllable-final unreleased stop

can be transcribed for an accent of British English as top [tapD] (and the glottally reinforced version as
[i=s0]), with the released version as [taph].

When the offset phase of a syllable-final stop is released, the channel for the release may be either
oral or nasal, central or lateral. In English, the word button can be pronounced with ora/ release as
[batan], or nasal release as [batn]. In the latter case, the diacritic below the [n] symbol indicates that
the nasal segment is “syllabic,” acting as the nucleus of the second syllable. The difference between
central release and lateral release can be seen in the English word /itt/e, pronounced with central
release as [litOl], or with /ateral release as [litl].

10.4.3 Affrication

Affrication is also a characteristic of the offset, release phase of stops. The stop closure is released
more slowly than in a non-affricated stop, so that a brief moment of audible friction is heard as the
stricture passes momentarily from complete closure through close approximation. In English, the
sounds at the beginning of the words cheap [i7rl] and Jeep [i&i¢l] are affricated stops (or “affricates”).
The special relationship between the stop and the fricative element is symbolized by the use of the
linker diacritic. The fricative element of an affricate is by definition homorganic with the stricture of
the associated stop element, and affricates can be made at any place of articulation where stops can
be formed. The fricative element may also be lateral or central, as in the first and second affricates
respectively in the Nahuatl phrase “sit down please!” [imeflatizine] (Suarez 1983: 32).

10.4.4 Co-articulation and assimilation

It is not surprising, given the rate that segments follow each other in the stream of speech, that one
segment may influence the articulatory characteristics of segments yet to be spoken, or be influenced
by those that precede it. When such an influence crosses a word-boundary, it is said to result in
assimilation; when it is restricted to word-internal action, it is said to show co-articulation.

An example of perseverative assimilation in an accent of British English is the continuing influence of
voicelessness across the word boundary in what's this- pronounced as [wats 8is], where the
underlying /z/ of is loses its voicing under the influence of the preceding [t]. An instance of
anticipatory assimilation is that boy pronounced as [0ap bal], where the place of articulation of the
underlying /t/ is made identical to that of the following [b].

Anticipating the strictural requirements of oncoming segments in the stream of speech often results
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in secondary articulations. Labialized consonant-sounds are found in English before vowels which
have rounded lip-positions, in words such as [qu:I] pool, [mY0:] maw, and [f¥u] full. A further
example of a secondary articulation that characteristically anticipates future segmental requirements
is nasalization. In anticipatory nasalization, when a vowel-sound precedes a nasal consonant, the soft
palate opens during the medial phase of the resonant, anticipating the oncoming requirement for
nasality. A language-differentiating facet of this process is that in these circumstances, the soft palate
opens later in French than in English, presumably because of the need to protect the perceptual
distinctiveness of French nasal vowel-sounds in phonemic opposition to their oral counterparts.

Co-articulatory anticipations of place of articulation also occur. In English, the stricture of velar stops

such as [k] before a front resonant as in keep [khi:p] is made further towards the front of the mouth
than [k] before a back resonant as in ca/m [kh;:m].

10.5 Temporal organization of speech

The discussion so far has concentrated on matters to do with the phonetic quality of speech sounds.
The remaining variable is duration. Segments have certain inherent durational constraints which have
physiological or perceptual explanations (Laver 1994a: 431-6). This section will concentrate, however,
on the contrastive and contextual control of duration for phonological purposes. The terms “length,”
“long,” and “short” will be reserved for use at a contrastive level, and greater or less “duration” for use
at the phonetic level of description.

Phonemic distinctions of length in both vowels and consonants have been observed, with vowel-
length distinctions predominating. Vowel-length distinctions abound in accents of English, though
usually with associated differences of segment-quality. An example of a language using contrastive
vowel-length (with length signaled by the diacritic [:]) is Rarotongan Maori, in word-pairs such as
“taro bed” [p=:3i] and “ship” [p=:I] (Buse 1966: 52).

Phonemic distinctions of consonant-length are much rarer, but are found occasionally, as in the
Eskimo-Aleut languages of the Canadian Arctic. Inuktitut (Inuit) distinguishes short and long

consonants in phrases such as “they arrive together” [tikiq;t;ujuth] versus “they arrive
frequently” [tikiq;t:[]CItuth] (Esling 1991).

An instance of a language (unusually) contrasting both vowels and consonants is Finnish. An example
of such a word-pair is “a crease” [ryyp:Y] versus “a drink” [ry:p:Y] (T. Lauttamus, personal
communication).

Allophonic adjustments of duration both to structural position and to phonetic environment are very
common. In English, the duration of vowel-sounds is greatest in open syllables such as bee, and less
in closed syllables such as beat. In syllables of comparable structure, the duration of a vowel-sound is
greater before a voiced consonant-segment such as [d] in bead, and less before a voiceless
consonant-segment such as [t] in beat.

11 Conclusion

The detailed resources of general phonetic theory that have only been able to be sketched in here are
probably adequate for the task of describing the segmental make-up of almost all languages known
today, though of course some problems of detail remain to be resolved. In the terms introduced at
the beginning of this chapter, general phonetic theory is basically fit for the linguistic phonetic
purpose of “describing the phonetic basis for differentiating all contrastive and contextual patterns in
speech which signal the identities of linguistic units in any given language.” Not so evident is whether
it is yet fit for the three other purposes identified as relevant to a broader interest in linguistic
phonetics — the description of phonetic regularities in the speech-styles of sociolinguistic
communities, of the characteristic phonetic events that distinguish the speech patterns of individual
members of those communities, and of the ways in which languages sound different from each other.
Such questions raise large issues for the future about the nature and motivation of work in phonetics,
and about the desirable and useful limits of resolution of the descriptive apparatus used.

APPENDIX 7
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THE INTERNATIONAL PHONETIC ALPHABET (revised to 1993)
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1 Introduction

Consider the “words” shown in (1):

1)

a. xoda poda podal[z] (cf.coda, codas)
[x] as in
German ch.

b. rudih hurid hurid[z] (cf. hoard, hoards)
ngatus matus matus[lz] (cf. mattress, mattresses)
= [n]

c. bnick blick blick[s] (cf. block, blocks)

Fluent speakers of English would agree that none of these are actual words of English, yet most
speakers would also agree that those in column | are not possible words, while those in column Il are.
In addition, most speakers would agree that the plurals of the would-be words in column Il would be
pronounced as indicated in column Ill. How do we know this? Our knowledge of the sound patterns of
our native language(s) comes not through memorizing a list of words, but, rather, by internalizing
information about the allowed and disallowed sound patterns of that language. As fluent speakers of
English, we know which sounds, or segments, occur in our language and which don't. For example, in
(Ia), the [x] sound of German (written ch in borrowings from German, as in the German pronunciation
of Bach) just doesn't occur in English. In addition, some sounds which are sounds of English are
nevertheless restricted in the position where they occur within the word. For example, as shown in
(1b), the sound represented by the spelling sequence ng [n] can occur in the middle (singer) or end
(sing) of a word, but not the beginning, and h occurs at the beginning (hot) or middle (ahead), but not
the end of a word. We also know which sounds can be combined into a sequence. Thus in (1c), bl is
an allowable sequence at the beginning of a word (blue), while bn is not. Finally, we also know how to
manipulate alternating sound patterns. For example, in the regular formation of the plural in English,
what is written as s or es is pronounced [s], [z], or [I1z] depending on certain properties of the last
sound of the word; as native speakers, we automatically produce the expected forms (block[s], hoard
[z], mattress[iz]). It is this knowledge about sound structure — which sounds occur, what their
distribution is, how they can be combined and how they might be realized differently in different
positions in a word or phrase, that constitutes the study of phonology.
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Central to the study of phonology is observing ways in which languages differ in terms of their sound
structure, as well as what the full range of attested possibilities or options are within each facet of the
phonology. In this chapter, we explore some of the central cross-linguistic generalizations about
sounds, using some of the theories and tools that allow us to insightfully analyze these patterns. We
will focus on three areas: sound inventories and contrasts (section 2), structure above the level of the
sound unit or segment (section 3), and structure internal to the segment (section 4). Finally we
conclude (section 5) with a brief discussion of phonology as a system.

2 Inventories and Contrasts
2.1 Inventories

All languages have consonants and vowels. Consonants are sounds with a constriction in the vocal
tract, while vowels lack such a constriction. Vowels can serve as the core of a syllable (see below in
section 3), while consonants generally cannot. Consonants must co-occur with vowels to produce
forms which are pronounceable. Both consonants and vowels can be defined in terms of where in the
mouth they are produced and how they are produced. For consonants, this is characterized in terms
of place and manner of articulation. Place of articulation indicates where the obstruction occurs. The
places relevant in English, as we'll see below, include the lips (labial), the tongue tip approaching the
teeth (dental), the tongue tip approaching or contacting the ridge behind the teeth (alveolar), or a bit
farther back (palato-alveolar), the body of the tongue approaching or contacting the hard palate
(palatal) or the soft palate (velar), and finally the position of the vocal cords, or the glottis (glottal).
The manner of articulation indicates the degree of constriction: complete closure (stops), noticeable
obstruction (fricatives) or a combination of closure and obstruction (affricates), closure in the mouth
with air escaping through the nose (nasals), or only slight approximation (liquids and glides). Vowels
are generally characterized in terms of the height of the tongue or jaw (high, mid, low) and the
relative backness of the tongue (front, central, back). In addition, other properties play a role, such as
whether the vocal cords are close together and vibrating (voiced) or farther apart, allowing freer

passage of air from the Iungs.]

So far we have presented examples using English spelling, with some additional pronunciation
information provided in [ ]'s. English spelling is sorely inadequate for describing the sounds of current
American English accurately. The 26 symbols of the Roman alphabet are not sufficient to represent all
of the consonant and vowel sounds of English (as we'll see below there are 39), and so in some cases
two symbols are used to represent a single sound. But this isn't the only problem. In order to describe
sounds reliably, we need a completely systematic relationship between sound and symbol, something
which English spelling doesn't provide, since in the English spelling system there are far too many
correspondences of sound to symbol. Take for example the sound [k], which can be represented by
several different symbols or symbol combinations (as shown in (2a)) and the letter ¢ which can
represent various different sounds (in (2b)).

(2)

a. symbols used to represent the sound [k]
cat
kite
khan
quite (qu = [kw])
echo
pack
box (x = [ks])
b.sounds represented by the letter ¢
(not including two-symbol combinations, such as ch)

(k] cat
[s] cite
[tf] cello
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In addition we often need to be able to include more pronunciation detail. (The need for greater detail
is true even of those languages which have much better spelling systems than English.) We need what
is called phonetic transcription. The International Phonetic Alphabet (IPA) is a system of phonetic
transcription which allows us to systematically represent the sounds of any language. This system,
developed by the International Phonetic Association (founded in 1886) is periodically updated, to
reflect changes in general thinking on transcription and to include new speech sounds which have
been “discovered.” In 1989, the International Phonetic Association had a congress to address such
guestions and fine-tune the system in a number of ways. The common systems of phonetic
transcription used in the United States differ in a few small ways from the standard IPA, but still most
such systems are quite close to the IPA.

A sound inventory is the selection of sounds occurring in a particular language. Looking across the
inventories of the languages of the world, we find that the number of consonants and vowels, as well
as the specific selection of sounds, varies enormously from one language to another. In his study of
the sound inventories of 317 languages, Maddieson (1984) found that the number of consonants in a
language ranged from 6 to 95, with a mean of 22.8; while the number of vowels ranged from 3 to 46
with a mean of 8.7; and 62.1 percent of the languages in his sample have between 5 and 9 vowels.

Considering this range of sound inventory size, let's see how the sound inventory of American English
compares, shown in (3). For the consonants, the places of articulation are the column headings and
the manners of articulation are the labels for the rows. When two sounds appear within a single cell in
the table, the one on the left is voiceless (without vocal cord vibration) and the one on the right is
voiced (with vocal cord vibration). For the vowels, in addition to tongue backness (marking the
columns) and height (marking the rows), the adjacent pairs within a category differ in “tenseness” vs.
“laxness.” (C = consonant, V = vowel.)

(3) Sound inventory of English

C's palato-

) labial dental alveolar alw. palatal velar  glottal
stop p b t d k g
fricative |[f v [8 O |s =z [ % h
affricate i &
nasal m n n
liquid r

1
glide j w
V's front  central back
high i 1 0O u
mid e € & |2 o
A
low ® a

Diphthongs: aj, aw, 0j

There is some variation in the number of sounds argued to occur in English (for example should the
affricates, [tf] (church) and [dZ](judge), be treated as single units or as sequences of sounds?);
however, the characterization of American English in (3) with 24 consonants, 12 vowels and 3
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diphthongs (vowel glide combinations that function as a single unit) is fairly common. Thus, English
has an average-sized consonant inventory, though notable in its rich array of fricatives. There are
whole classes of other consonants that English doesn't exemplify, such as clicks, found in some
languages of Southern Africa. With 12 vowels, English has a relatively rich vowel inventory, especially
considering that the distinctions are all made using only the two dimensions of tongue height and
backness. (In the inventory above, we haven't included schwa [3], which occurs only in unstressed
position.) Some languages make additional, or different, vowel contrasts. For example, in English the
front vowels have an unrounded lip position and the non-low back vowels have a rounded lip
position, but in many other languages, there are both unrounded and rounded front and / or back
vowels (e.g. French riz[ri] “rice,” with a high front unrounded vowel, vs. rue [ry] “street,” with a high
front rounded vowel and roux [ru] “red” (of hair), with a high back rounded vowel).

Compare the English inventory with that found in Arabic (Modern Literary), as shown in (4):

(4) Sound inventory of Arabic

diental alvenlar
: pharyn- pharyn-  palato-
Cs labial dental  gealized alveolar  gealized  alveolar palatal velar wvular pharymgeal glottal
stop B |t d o kg lg i
b |6 od:| B4 kig: | g i
fricative | L a 5 s s st | x| K1 |h
f: i ot z 2 fe e hei e
affricate
&
o m n
masal Al 2
1 ¢ r
liquid I: 1 i
i w
glide s Wi
V's front central  back
high i u
iz TH
lew a

In Modern Literary Arabic, we find a very small vowel inventory, only three distinct vowel qualities
(though length differences (indicated by: for a long vowel or consonant) also result in differences in
meaning, e.g. [dur] “turn!” vs. [du:r] “houses”), but a very rich consonant inventory. Not only are most
of the consonants seen in English found here, but there are additional places of articulation, notably
at the back of the mouth (uvular — the back of the soft palate, and pharyngeal — the throat). In
addition, there is a contrast between plain consonants and those with a superimposition of a back
tongue position (pharyngealized) and finally consonants also contrast for length ([bara] “sharpen” vs.
[bar:a] “acquit”). Including all these contrasting dimensions, there are 48 consonants in this dialect,
though there is some variation in the consonant inventory of different dialects of Arabic.

While there is a tendency for languages with large consonant inventories to have correspondingly
small vowel inventories and vice versa, this is not necessarily the case. Consider for example Rotokas,
spoken in Papua New Guinea (following Maddieson 1984, the smallest inventory found in his
database), with a very common 5 vowel inventory, but only 6 consonants for a total of only 11
segments.

(5) Sound inventory of Rotokas
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C’s labial alveolar velar
stops P t k g
fricatives B

liquids r

V's front central back
high 1 u
mid e 0
low a

While there is great variation in the segments that occur in particular languages - Maddieson
identifies over 800 in his study - strong predictions can nevertheless be made about which sounds
will occur. Some sounds and categories of sounds are just more common than others. For example,
all languages have stops, but not all languages have fricatives. Beyond these basic observations, there
are also many cases where the presence of one property implies the presence of something else in the
same system; such generalizations are called implicational language universals. For example, if a
language has the mid vowels [e, 0] (as in English, bait [bet] and boat [bot]), it can be predicted that it
will also have the high vowels [i, u] (English beat [bit] and boot [but] and the low vowel [a] (English pot
[pat]); but the converse doesn't hold, as we've seen in Arabic which has [i, u, a], but lacks [e, o].

2.2 Contrast

When we characterize the inventory of sounds of a language, we need to draw an important
distinction between those sounds that can be used to make meaningful contrasts in a language vs.
those that occur, but are predictable in their distribution. The description of the inventories of
English, Arabic, and Rotokas, provided above, present those sounds argued to be distinctive in the
language (though, as we discuss below in section 4, the status of [n] in English is debatable).

In order to determine the status of such sounds, we use a simple test to determine if two sounds are
distinct by looking to see if there are minimal pairs. Minimal pairs (or sets) are words with distinct
meanings differing only in one sound. Thus we can show that [m] and [n] (differing only in place of
articulation) are distinct sounds in English, since the substitution of these sounds alone is enough to
change the meaning of a word:

(6) meat vs. neat
simmer vs. sinner
ram vs. ran

In (6) we see that the presence of [m] vs. [n] at the beginning, middle, or end of a word results in
different words.

If a sound is used distinctively in a particular language, it is what we call a pAoneme in that language
(and is represented in / /'s). Phonemes are argued to be the level of representation at which segments
are encoded in lexical entries (the forms in our mental dictionaries) and the level at which speakers
judge “sameness” and “differentness.” However, phonemes can vary in their actual realization or
pronunciation, depending on the context of the neighboring sounds, the structure of the utterance,
and so forth.

Two languages may have the same sounds or phones (the actual phonetic events, represented in []'s),
but their grouping into phonemes or contrastive units might be different. In English, for example, the

sounds [b, p, ph] all occur (that is, voiced, voiceless unaspirated, and voiceless aspirated); while [ph]
and [b] contrast. whether [p] or [ph] will appear is predictable from the context. as exemplified in (7).
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Buy [baj] contrasts with p/e [phaj], but the realization of a voiceless stop as aspirated (p/e [phaj]) or

unaspirated (spy [spaj]) is predictable and there are no minimal pairs for [p] and [ph]. (We use an
asterisk to indicate something non-occurring or “ungrammatical.”) Thus these three phonetic

categories are mapped to only two abstract phonological categories. Yet in Thai, all three sounds
occur and can produce contrasts in meaning, as shown by the minimal set in (7).

)

Thai English
phonemes phones phonemes
[baa] “crazy” /b/ — bl — /b/ buy [baj]
[paal “aunt” p/ — Ipl —~ /p/  pie [p"ajl
[ptaal “cloth”  /p'/ — Ip"l spy Ispajl
but no *[pajl or *[sp"ajl

To summarize, these three phones [b, p, ph] constitute three separate abstract sounds or phonemes
in Thai, but only two in English.

In English [p, ph] are phones which stand in a special relationship to each other, since they are part of
the same phoneme (usually taken to be /p/). Such sounds are called a/lophones. We can capture this

relationship by describing the distribution, e.g. [ph] occurs at the beginning of words and [p] occurs
after [s]. (There is a lot more to this pattern, but we won't pursue it here.) Or we can go a step further
and argue that the phoneme /p/ occurs at an abstract or underlying level and account for the
observed surface distribution with a rule (typically of the form a -~ b /c__d, which says that “a
becomes b in the environment following c and preceding d”). This general approach is fundamental to
the view of generative phonology (see Chomsky and Halle 1968, Kenstowicz and Kisseberth 1979)
where the goal is to develop a theory which accurately models a speaker's knowledge of his or her
language; we return to the issue of rules in section 4.

3 Structure above the Level of the Segment

The sound structure of a word (a unit which can be defined on several linguistic levels, including
morphologically and phonologically) includes not only the sequence of sounds (made up in turn of
bundles of distinctive features, as discussed in section 4), but also entails the hierarchical grouping of
these sounds. Let's take the English word /information as an example which we can use as a reference
point:

(8)

PWd | prosodic word
F F | metrical feet
/ﬁ\ /cr\ /cr\ /gr\ ] syllables

in fa me | n ] sequenceofsounds
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This word consists of a sequence of sounds i—n—f—at—m—e—j—l:l. These sounds are grouped into
sequences of consonants and vowels, known as syllables (o). Most speakers of English would agree
that this form consists of four syllables broken up as in—fat—me—jl:l. Consonants and vowels are
grouped into syllables in non-arbitrary ways, with a vowel forming the core or nucleus (such as [me],
and consonant or consonants preceding (onset, such as [me]) or following (coda, such as [In]). In the
final syllable [jl:l], the nucleus is I:l, which is a syllabic nasal, serving the role of a vowel. These
syllables are in turn organized into stress groupings (in-fav) (mé—jl:l). The third syllable is the most
prominent (primary stress, indicated with a’) and the first also has some prominence (secondary
stress, indicated with a ‘). These patterns of prominence can be accounted for by grouping the
syllables together into units known as metrical feet (F). Finally the feet are grouped together into the
Prosodic Word (PWd). The Prosodic Word often has the same shape as what we would define
morphologically as a word, but not necessarily. There are, for example, grammatical words, which we
take to be words morphologically, but which can't stand on their own phonologically, such as a, or
the. The syllables, feet, and prosodic words are together the prosodic structure of a word. Words in
turn can be grouped into higher levels of prosodic structure as well.

We can focus on the structure at the level of the segment and above, how segments are combined,
how syllables, metrical feet, and prosodic words are constituted; and we can in turn examine the
subsegmental structure, how distinctive properties of sounds are organized into segments. In the
remainder of this section, we examine syllable structure as an example of the nature of structure
above the segment and then turn to the question of subsegmental structure in section 4.

3.1 Syllable structure

Many processes result in the insertion or deletion of a segment. This is often due to the influence of
syllable structure. Consider an example from -orean, shown in (9) where we observe that sometimes a
cluster of consonants occurs and sometimes one of the members of the cluster is deleted. This is an
example of what we call an a/ternation where the same morpheme varies in its realization,
conditioned by some aspect of the sound system (in this case the allowable syllable structure). The
result is an alternation between the presence of a consonant and zero in morphologically related
forms. ([t'] represents a voiceless alveolar stop with a stronger articulation than a plain voiceless
stop.)

(9) Consonant [ Zero alternations in —orean clusters

root + vowel initial suffix + consonant initial suffix
-a nominalizing suffix -t'a infinitive

/palp/ “tread on”  palp +a “treading on”  pap + t'a “to tread on”

fsalm/ "boil” salm + a “boiling” sam + t'a “to boil”

The basic syllable structure in Korean is (C)V(C). The underlying clusters (/Ip/ and /Im/ are allowed to
surface before a vowel initial suffix, since the second member of the cluster can be syllabified as the
onset of the second syllable, producing pa/pa and sa/ma. But when the root occurs before a consonant
initial suffix (verbs cannot occur without some kind of suffix), the first consonant of the cluster, in the
cases illustrated here /l/, is deleted, producing paptaand samta. (In other cases, it is the second
consonant which is deleted.) The syllabification of forms with vowel initial and consonant initial
suffixes respectively is shown in (10) for /palp/ (where < > indicates a segment not incorporated into
the syllabic structure):

(10)
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o o
/NN NN
p al pa p ap t a

<l>

a g
¥

Here we can see that this deletion is directly driven by the allowable syllable structure.

As noted in section 1, restrictions also exist on possible sequences of sounds. For example in English,
*[bn] can't occur at the beginning of a word (11a) or at the end of a word (11b), but it is not the case
that the sequence [bn] is always bad in English.

an

a. *bnick

b. *kibn

C. lab-network
d. drabness

e. Abner

In (11¢), this sequence is fine, but the word is a compound and we might argue that it consists of two
prosodic words grouped together (into a structure such as [[lab] Wd[network] Wd] Wd) and therefore it
is not held to the same restrictions. The fact that (11d) is aIIowaBIe might be attributed to the sounds
belonging to different morphemes (drab and -ness). But in (11e) there aren't two words or two
morphemes. So what is the difference between [bn] in (11a and 11b) and in (11d)? In the latter case,
the [b] and [n] are in different syllables, while in the former they are in the same syllable.2 The
restriction holds of a sequence within a syllable and seems to be due to the fact that [b] and [n] are
too similar in terms of sonority. Sonority can be defined loosely as the degree of constriction in the
mouth during the production of a particular sound. Most important for our purposes here is the
observation that there is a hierarchy of how sonorous sounds are. Vowels are more sonorous than
consonants; and within the consonants, further divisions can be made. Stops, which have complete
closure, and fricatives, which have enough of a constriction to create frication or noise (as well as
affricates), together are known as obstruents, since there is a significant obstruction in each of these
cases. These are less sonorous than the nasals, liquids, and glides, together known as sonorants.
Thus we find the following strong cross-linguistic pattern:

(12)

Sonority hierarchy
more sonorous less sonorous
vowels > sonorants > obstruents

The sonority hierarchy characterizes the behavior of sounds in syllable structure and many other
aspects of phonological patterning. Whether finer grained distinctions of the sonority hierarchy are
required is a question open to much debate, though we will see some evidence for some additional
distinctions below.

As mentioned above, syllables are organized around vowels, sometimes preceded and / or followed
by consonants. All of the examples in (13) are well-formed English syllables (and in these cases
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independent words too).

(13)

coda: & C cC CCccC
mnset;

@ oh o] ode [od] old [old]

amp [@&mp] |amps [&mps]

C |bow [bo] boat  [bot] bolt [bolt] bolts  [bolts]
cc blow [blo] bloat [blot]

; clam [kleem] |clamp [klemp]|clamps [klaemps]
CCC |spree [spri] split  [split] splint [splint] |splints [splints]

In English, anything from a single consonant to a complex structure of up to three consonants
preceding and four following may constitute a well-formed syllable. (Four consonants following the
vowel are not included in (13); an example is texts [teksts].) Many restrictions hold, however, on
possible combinations of consonants preceding or following the vowel and only a small subset of the
logically possible combinations occur. For example, in three-consonant clusters starting a syllable
(C]C2C3), the first sound (C]) must be [s], followed by a voiceless stop ([p, t, k]), followed by a liquid
([r, 11) or glide ([j, w]). Many of the occurring patterns can be characterized with reference to the
sonority hierarchy (12), though other factors also come into play. Thus in CCC clusters the pattern of
C2 and C3 follows the sonority hierarchy, with the beginning of syllables showing a rise in sonority
going from C2 to C3: stops followed by the more sonorous liquids and glides. Some evidence for the
fact that a more fine-grained sonority hierarchy is required comes from the fact that stops (voiced or
voiceless) followed by liquids or glides are well formed (e.g. bloat, clam), but stops followed by nasals
are not (*bn, *kn). Yet nasals are also members of the class of sonorant consonants. This suggests
that the sonorant consonants should be further divided into the oral sonorants (the liquids and glides)
and the nasals, with the oral ones being more sonorous than the nasals. But the occurrence of [s]
preceding such clusters is not predicted even with further modification of the sonority hierarchy, since
[s] is not less sonorous than the stops, and therefore requires a distinct explanation.

Similarly in characterizing what coda clusters (the sequences of consonants following a vowel) can
occur in English, sonority also plays an important role. In general, the first member of a two member
coda cluster must be of the same or greater sonority than the second member (e.g. lent, belt, lift,
mist, apt). In most monosyllabic words with more than two consonants following the vowel, these
forms are morphologically complex, usually involving the [s] or [z] of the plural marker or third
person singular or the [t] or [d] of the past tense (though there are some three consonants clusters
which occur as codas in the same morpheme, such as [kst] in tex?. Such patterns can be
characterized simply if we make reference to the syllable, but are much harder to characterize if we
only refer to the string of segments.

Good evidence thus exists for making formal reference to the syllable as part of the hierarchical
structure of the phonological system to account for observed alternations and also to be able to
capture consonant sequencing restrictions. In addition, the syllable is often argued to be divided into
subparts. Evidence for this comes from the fact that co-occurrence restrictions hold on the
consonants preceding the core of a syllable, as well as following, but not generally across the
subparts of the syllable. One general approach to the internal organization of the syllable is as shown
in (14), where the substructure of boat and c/amp are illustrated:

(14)
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4] (4] O = onset
B=n
(J/\R O/\R N=i$§eu5
C =coda
| A
b o t k1 &2 mp

Based on a wide range of evidence, there is argued to be a major break in the syllable between the
onset and the rime constituents. The division into onset and rime allows us to capture various
consonant sequencing restrictions and is also relevant for other aspects of the phonology, as well as
language games and poetry. The rime corresponds to the unit which rhymes, e.g. oat, boat, bloat; and
the onset is the unit shared in poetic patterns of alliteration, e.g. blue, blow, blithe, bloat. The rime is
then further divided into the nucleus, the core of the syllable which contains the vowel or vocalic
elements(s), and the coda, which contains any following consonant(s). In English, the only required
element of the syllable is the nucleus (e.g. oh [o], | [aj]), although in many languages the onset is also
an obligatory part of the syllable.

How much explicit or formal internal structure to the syllable is warranted and how it should be
encoded is a much debated question, which we won't pursue here, but reference to some degree of
substructure of the syllable is useful in capturing insightful generalizations about allowable
sequencing restrictions and other aspects of sound distribution. Indeed in English, we can capture the
pattern presented in (11) by observing that the sequence [bn] cannot occur together as part of an
onset or coda. In addition, reference to syllable subconstituency allows us to capture the broader
distribution of sounds in many cases. For example, as noted in (1), the distribution of /h/ in English is
limited: it can occur only in the onset of a syllable (and if it is not word-initial, only if the syllable is

stressed, e.g. vehicle [vélkl] vs. vehicular [vehikjala]).

While it is relatively straightforward to count the number of syllables in a word, it is often trickier to
decide where to divide syllables in words of two or more syllables. Typically in the case of (C)VCV, the
division is before the medial C, (C)V$CV (where §$ is used to indicate a syllable break). In English, the
situation is additionally complicated by the stress pattern. In words such as those in (15a), it is widely
agreed that the syllable divisions are as shown, characteristic of the strong cross-linguistic tendency.

(15)

a. attack [a$tak]
beléw [ba$l6]

b. attic  [d@tik]
béllow [bélo]

However, many researchers have argued that in the cases such as (15b), the medial consonant either
belongs to the first syllable or is shared by the two syllables in order to account for otherwise
systematic observations about the relationship between syllable structure and stress in English. (Even
though the middle consonants in the forms in (15), except for below, are written with a doubled
consonant (tt, Il), they are just single consonants. The doubling of a consonant in English spelling
usually indicates something about the pronunciation of the preceding vowel, not the pronunciation of
the consonant itself (compare tapper [tepa], taper [tepar]).
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In the case of (C)VCCV(C), the syllabification depends on the specific sequence of consonants. In
English, if the CC is an allowable word onset (and therefore an allowable syllable onset) the syllable
division will be before both consonants (16a), but otherwise it will be between the two consonants
(16b).

(16)

a. apply [a5plaj] cf. plea [pli]
abrupt [a$brapt] cf. brush [bra[]
b. Adler [ced$la] *dli]
Abner [aeb$na:] *[bni]
ardent [ar$dnt] *[edi]

Some other languages show much greater restrictions on syllable structure than English does.
Consider some examples from Japanese in (17).

(17) Allowable syllables in Japanese: CV, V, CVN, CVC

. VN
[ki] “tree”
[kokoro] “heart”
[mado] “window”

[tegami] “letter”

[ito] “string”
[origami] “paper folding”
b. N$C
[tombo] “dragonfly”
[hantai] “opposite”
[nenkin] “pension”
c. Cs$C
[Kkitte] “stamp”
[onna] “woman”
[hakka] “peppermint”

[kaf fal “pulley”

As illustrated in (17), only (C)V and (C)VC occur in Japanese (as well as some limited cases of long
vowels (C)VV(C)). CV syllables can occur in any position in the word (17a). But CVCs are allowed only if
the coda consonant is a nasal (17b), or part of a geminate (long consonant) (17c), and in these cases
usually followed by another syllable. Thus, [tom] is a well-formed syllable when followed by [bo], but
it would not be an allowable syllable, if it occurred on its own or as the final syllable in a word. A final
alveolar nasal (as in [ne-kin] above in (17b)) is well formed, but other nasals and other consonants in
this position are not allowed.

http://www .blackwellreference.com/subscriber/uid=532/tocnode?1d=g9781405102520... 30.11.2007



8. Phonology : The Handbook of Linguistics : Blackwell Reference Online Sayfa 12 /28

Additional evidence for the allowable patterns can be seen by looking at the ways foreign words are
modified when they are borrowed into Japanese. Let’ s consider what happens to some words
borrowed from English, as shown in (18).

(18) Borrowings from English into Japanese:

word  English Japanese
a. pin [pin] [pin]

pie [pajl [paj]

Chicago [{lkago][ [fikago]
b. million [mlljsn] [mirion]

avocado [avekado] [abokado]

rally [raeli] [rarii]

Some words are borrowed as is shown in (18a) (with slight modifications of vowel quality in some
cases), or with modifications to any non-occurring segments, with these being substituted by a
similar sound which does occur in Japanese (18b). (Some of the vowels of English (e.g. [i, e, o, u]) are
perceived to be long in Japanese, indicated here with the doubling of the vowel symbol.)

Of particular interest are cases where non-allowable consonant clusters occur; in such cases,
Japanese uses the strategy of adding extra vowels, as illustrated in (19):

(19) More borrowings from English into Japanese

word  English Japanese

a. free [fri] [fUrii]
spray [spre] [sUpUree]

b. peak [pik] [piikU]
kiss [klIs] [kisU]

Bill [bll] [birU]
beat [bit] [biitO]

c. speed [spid] [sUpiidO]
cross  [kras] [kUrosU]
test [test] [tesUtO]
street  [strit] [sUtOriitO]

contrast [kantraest] [kontOrasUtO]
baseball [besbal] [basUbarU]

Consider first cases with onset clusters as shown in (19a). The inserted vowels are indicated in upper
case symbols. (The vowel which is inserted in these cases is usually [u] (U), except after alveolar stops,
where an [0] (O) is inserted.) (19b) shows cases of either monosyllables or final syllables of the shape
CVC. These too are modified, since a consonant can occur in coda position only if it is followed by an
appropriate consonant in the next syllable in the same word. Finally cases with both onset clusters,
final consonants and final clusters are shown in (19c). All of these clusters are broken up into many
more syllables in Japanese than found in the original English source.

In the case of non-allowable clusters in borrowed words, other languages delete segments. Consider
what happens to final consonant clusters in Indonesian in words borrowed from English or Dutch. In
Indonesian, in general the allowable syllable structure is (C)V(C), so final clusters in borrowed words
pose a problem. As shown in (20), the final clusters are simplified by deleting the final consonant
(similar to the pattern seen for —orean above in (9), although for those examples, it was the first
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member of the cluster which was deleted).

(20)
word English / Dutch Indonesian
sport [sport] spor
aqueduct [aekwadakt] akuaduk
tolerant [talerrnt] toleran
test [test] tes

To account for such systematic syllable patterns, researchers have proposed various devices including
rules, templates, and well-formedness conditions. A current approach, Optimality Theory, involves
the idea of competing constraints, which can be ranked in importance with respect to each other. Due
to such ranking, a less important constraint can sometimes be violated in order to obey a more
important constraint (see Prince and Smolensky 1993, McCarthy and Prince 1993 inter alia).
Languages differ in how they rank particular constraints. If we have correctly identified the relevant
constraints (a major research agenda in itself), then the set of logically possible rankings of those
constraints should match up with the range of sound patterns seen across languages. Optimality
Theory offers an insightful account of syllable patterns and makes strong predictions about allowable
syllable types cross-linguistically, and it also accounts for certain implicational universals such as the
fact that if a language allows CVC syllables it will also allow CV syllables and if it allows V syllables,
again it will also allow CV ones.

As discussed by a wide range of scholars, the ideal syllable is CV. Syllables minimally consist of a
vowel; onsets are preferred; and codas are dispreferred. To account at the same time for the
preference for CV syllables and the range of cross-linguistic variation observed in syllable structure,
two general sorts of constraints interact. First there are markedness constraints - constraints which
capture systematic cross-linguistic generalizations. In the case of the preference for CV syllables, this
has been argued to emerge from three constraints, stated here informally:

(21) Syllable structure markedness constraints:

constraint informal definition
a. Nuc Syllables must have a nucleus
b. ONSET Syllables must have an onset
c. NOCODA Codas are not allowed

If this were all there were to the story, all languages would have only CV syllables, but this is clearly
not the case. There are also constraints that mediate between the underlying representation or
abstract form (the input to the constraints) and the actual realization of the form, or the output of the
constraints. The two constraints relevant for our purposes, again stated informally, limit how different
the input and output can be. (* = Don't)

(22) Input / output constraints

constraint informal definition
a. *Add Only the material of the input should appear in the output; don't add material
to the input

b.*Delete  Underlying material should be incorporated in the output; don't delete
material from the input
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There are other constraints that can also affect syllable structure, but these five constraints are
sufficient for our discussion here. To test constraint rankings, we compare the input of a form and a
list of possible (expected) outputs (placed in the leftmost column in what is termed a “tableau”) with
respect to a particular ranking of the relevant constraints (placed in columns, going from higher to
lower ranking as we go from left to right). No matter what the relative ranking of these five
constraints in a particular language, if we have an input or underlying form of the shape CV(CV)(CV),
then all of the above constraints, those affecting syllable structure and those affecting input / output
relations, can be satisfied. This is true in both English and Japanese, as shown in (23a) for English
banana and (23b) for Japanese [kokoro] “heart”; even though as we've seen above they have very
different syllable patterns. In these tableaux, the constraints are all unranked, indicated by the dashed
vertical lines, in contrast to solid vertical lines that we'll see in the tableaux below.

(23)
a. English banana
/banana/ ﬂ Nuc {ONSET iNoCopa (*App *DELETE
[ba$nae$na]ﬂ VN,V B, iV, VA v,V v i, ¥, ¥

b. Japanese [kokoro] “heart”

/kokoro/ LONSET iNoCopa
[ko$kosro] T

Here a checkmark in the relevant cell indicates that the constraint is met; there are three checkmarks
in each cell referring to each of the three syllables in these cases. It is the combination of Onset and
NoCoda (no matter what their ranking) that ensures that an intervocalic consonant (VCV) will be
syllabified with the consonant as the onset of the second syllable (V$CV).

Let's now consider some cases where the same input or underlying form results in different outputs in
different languages. Consider the English word test, which as we saw above is realized as [tesuto] in
Japanese and [tEs] in Indonesian. | leave Nuc and Onset out of the following discussion, as they are
met by all of the cases we are considering. This particular case doesn't provide evidence for the
ranking of Onset, but the abundance of vowel initial forms in all three languages shows that Onset
can be violated under certain circumstances. On the other hand, Nuc is very high ranking, and
therefore unviolated, in each of the three languages.

In English, the input [test] matches the output, even though it violates NoCoda twice. This provides
evidence that NoCoda is lower ranked than both *Add and *Delete. In other words, meeting the
requirements of the input / output constraints is more important in English than adhering to the
markedness constraints.

(24)
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English fest [test]

/test/ I

a, wr [test]

b. [tes] N # %
c. e Y #i# \
d. [testV] *] | *
e. [tesViV] . v v

The optimal or best formed candidate in this case is [tEst], indicated by gz. An ! indicates an
insurmountable violation. This is followed by shading of the successive cells in the same row,
indicating that the adherence to these lower ranked constraints isn't relevant to the outcome. (23a) is
the optimal candidate in this case, even though this form violates NoCoda twice. This is still
preferable to a violation of either *Add (24d and e) or *Delete (24b and c), providing evidence that
both of these constraints outrank NoCoda (hence NoCoda is positioned to the right, separated by a
solid vertical line). Since both *Add and *Delete have to be met, we don't have evidence for their
relative ranking in English. The pattern in Japanese is very different. In Japanese, priority is given to
the markedness constraints over the input / output constraints. In order to meet the high ranking
NoCoda constraint, vowels are inserted, providing evidence that *Delete outranks *Add, as shown in
the tableau in (25):

(25) Japanese [tesuto] “test”

Japanese [tesuto] “test”

L [test/ MNoCopa *DELETE *ADD
a. [test] A ¥ \
b.  [tes] | * v
i [te] v i b y
d. [testV] % \ W
e. v [tesViV] W v -

We see here that (25e) [tesuto], which respects both NoCoda and *Delete, is the optimal candidate. We
use V to represent an inserted vowel and assume that it is a language-specific question what the
actual quality of the inserted vowel will be. We also leave aside the additional question of the /e/
being realized as [e]. As we saw above in (17b and c), some limited violations of NoCoda are tolerated.
The intuition is that coda consonants cannot have their own place specification, rather, they must
share it with the following onset consonant, either as part of a geminate or as part of a nasal-stop
cluster agreeing in place of articulation.

Finally in Indonesian, we find a case where deletion is tolerated, indicated by the relatively low ranking
of *Delete, though this is balanced with a violation of NoCoda, since the optimal form involves one
violation of each NoCoda and *Delete (in contrast to English which violates NoCoda twice and
Japanese which violates *Add twice).

(26) Indonesian [tes] “test”
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a X V b moiios
[+nasal] [+nasal]

The optimal candidate in Indonesian is (26b). Our analysis accounts for the fact that both (26d and e)
are eliminated, but more needs to be said about why the optimal outcome is (26b) rather than (26a or
¢). An additional constraint must be involved; while | won't formalize it here, the intuition is that on
one hand a single consonant in coda position is more acceptable than a cluster and on the other,
there is a limit to how much deletion the system will tolerate. There is more to the story in
Indonesian, since in the case of onset clusters, vowels are inserted rather than consonants being
deleted, for example [satasion] from Dutch station, but we leave aside these additional details in our
current discussion.

There are clearly additional complexities, since all three languages allow vowel initial words (hence
limited violations of Onset) and more needs to be said about why, in Japanese, a final syllable such as
[kin] is allowed but one such as [tom] is not. Finally, additional constraints are needed to account for
the division of medial consonant clusters into codas and onsets, e.g. English abrupt [a$brApt] vs.
Abner[®b$na]. In many languages, VCCV will surface as VVCCV if CC is an allowable onset (clearly
additional constraints are required to define which consonant clusters are and are not allowable). If
CC is not an allowable onset, the VC$CV syllabification would result in a minimal violation of NoCoda.

While | haven't provided a complete account of any of these three cases, we can see that the relative
ranking of this limited set of constraints allows us to capture these different strategies of
syllabification. Other languages are predicted to show different outputs. For example, the form [testV]
would result in a language that had some tolerance of single consonant codas (like Indonesian), but
ranked *Delete over *Add.

In this section we have seen that reference to syllables as well as subsyllabic constituents offers a
more insightful account than one where only reference to the segment can be made. In addition we
have looked briefly at how a constraint-based approach, where minimal violation of constraints is
tolerated, allows us to account for some of the cross-linguistic variation observed in syllable
structure.

4 Subsegmental structure
4.1 Features and segmenthood

Up until this point in our discussion, we have focussed on segments (and larger units). Good evidence
for the psychological reality of segments exists, including speaker intuition, alphabetical writing
systems, speech errors, and the fact that phonological processes manipulate such units. But there is
also good evidence that segments are made up of smaller units and that a more insightful discussion
of sound patterning is possible, if we make reference to these smaller units. We have an intuition that
[p, b] are more similar than [l, b]. This is because the former share more sound properties than the
latter. These sound properties are called distinctive features. The notion of distinctive features grows
out of the work of Trubetzkoy, Jakobson, and others (see Anderson 1985 for an excellent survey of
the history of phonology). While numerous specific systems have been proposed, most current
systems have evolved from that proposed by Chomsky and Halle (1968). Most approaches to
phonology assume some kind of feature system and take the features to be the smallest building
blocks of phonology. Segments thus consist of bundles of features, or feature matrices, as
exemplified in (27):

(27) feature matrices
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feature matrices b 1 1
[+consonantal | [—consonantal] [+consonantal |
—continuant +high —continuant
—sonorant —back +sonorant
—nasal —tense —nasal
labial coronal
’ 4 L | _la teral |

There are many interesting and important issues about the status of features. First there is much
debate about an adequate specific set of features which can account for all the occurring sounds in
the languages of the world. Additionally there are issues such as the number of values that
characterize particular features. There are some features which clearly define two classes, for example
[+sonorant], where [+sonorant] defines the class of so no rants and [-sonorant] defines the class of
obstruents. Such features are appropriately characterized as two-valued or binary. In the case of other
features, their presence or absence seems sufficient, that is, they are single-valued or privative; for
example this is argued to be the case for [nasal]. Finally other parameters, such as vowel height or
sonority seem to have multiple values. Such dimensions are often treated with two or more binary
features (e.g. [+high] and [+low] to capture three vowel heights,

~high
—low

—high
+low

+high
—low

[i] = , lel= , el = ),

but some researchers argue that multivalued features should be incorporated directly into the system.
While some have argued that place of articulation might also be multivalued, there is good evidence
that the specific categories are grouped together into broader categories, e.g. those sounds involving
contact with the front part of the tongue, the dentals, alveolars, and alveo-palatals sometimes pattern
as a group and are referred to by the cover term coronal. | will not provide a systematic discussion of
distinctive features, since a number of good overviews are available (see, for example, keating 1987,
Clements and Hume 1995) and | will refer somewhat informally to specific features here. Leaving
aside finer differences between specific proposals, a striking result about the nature of most feature
systems is that the features themselves are not arbitrary classificatory elements, but rather are closely
linked to phonetic structure. Thus we find a convergence of phonetic events and the sounds that are
found to pattern together in the phonologies of language after language.

Evidence for specific feature proposals comes from their adequacy in capturing the recurrent cross-
linguistic grouping of sounds, referred to as natural classes. The same groupings of sounds are found
in a wide range of phonological patterns. Take for example the feature [+sonorant]. [+sonorant]
defines the class of sounds for which spontaneous vocal cord vibration (or voicing) is possible. This
includes those sounds for which there is not a close obstruction of the vocal tract (nasals, liquids,
glides, vowels). In the typical case the sonorants are voiced and do not show a contrast between
voiced and voiceless. For the obstruents - the stops, fricatives, and affricates - on the other hand,
which are [-sonorant], voicing involves certain articulatory adjustments to maintain air pressure and
keep the vocal cords vibrating. For the obstruents, the least marked category is voiceless, but the
obstruents often show a contrast between [+voice] and [-voice]. A strong implicational universal is
that if there is a voicing contrast in the sonorants (as found, for example, in Burmese where there are
both voiced and voiceless nasals and other sonorants), then there is also a voicing contrast in the
obstruents. Additional examples of reference to the natural class defined by [+sonorant] include
syllabic consonants in English (the nasals and liquids in the final syllable of such forms as bott/e [I]
and button [n]) and the division between the sonorants and obstruents crucial to the sonority
hierarchy discussed earlier.

Sometimes the patterning of sounds is characterized in terms of the specific featural content of
segments, but other times the presence or absence of segments themselves accounts for the
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observed pattern. Thus sometimes it is appropriate to refer to the segment as a unit independent of
its featural content. To incorporate the notion of the segment as such, some approaches include so-
called “timing units,” and others propose an internal hierarchical grouping of features within the

segment, including a “root node,” which, in effect, identifies a bundle of features as a segment. Such
approaches allow us to account for the changes in timing which are independent of segment content.

Sometimes a segment might be deleted without leaving any evidence behind (such as the Korean
consonant deletion case illustrated above in (9)), but in other cases, the timing of a deleted segment
“stays behind.” This is the case of what is called compensatory lengthening. Consider the widely
discussed case from Latin illustrated in (28).

(28)

/kosmis/ [ko:mis] “courteous”
/kasnus/ [ka:nus] “gray”
“fideslia/ [fide:lia] “pot”

We see in (28) that an /s/ is deleted before another consonant. (The relevant consonants are labial
and coronal nasals and /I/. Not all /s/'s disappear, as we can see by the fact that final /s/'s still
surface.) But the /s/ doesn't completely disappear; rather, it leaves its timing unit (indicated here by
an X) behind, resulting in a lengthening of the preceding vowel, hence the term compensatory
lengthening. We can capture this change as follows (where | am informally representing the bundle of
features which make up the content of relevant segments as V and s).

(29)
X X
|3
V S

The feature bundle of /s/ is deleted but its timing unit is reassociated with the preceding vowel.
Direct reference to the timing aspect of a segment allows us to capture this straightforwardly.

The facts of /s/ deletion in Latin are actually more complex, as there are cases where /s/ deletes,
again before a nasal or /1/, but no compensatory lengthening occurs:

(30)

/smereo:/ [merio:] “deserve” (present)
/snurus/ [nurus] “daughter-in-law”

Once again syllable structure plays a role: the /s/ in these cases is in the onset of the syllable, while in
the cases in (28) above it is in the coda. A strong cross-linguistic observation is that consonants
deleted from coda position may result in compensatory lengthening, while those in onset position
almost never do. (There are alternative proposals besides “timing units” which capture this
asymmetry.)

4.2 Alternations

With these further refinements of the representation of phonological units - features organized into
segments and timing units, in turn grouped into larger units - we are ready to consider one of the
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central observations in phonology. Often phonemes are realized in different ways in different contexts
- position in the word, next to certain sounds, in stressed or unstressed position, and so forth. Such
differences in the realization of a phoneme, and as a result alternations in the shape of a morpheme,
are the clearest evidence of the effects of phonology. As already seen above, alternations can result
from aspects of the higher level organization (as we saw, for example, in the consonant [J zero
alternations in Korean due to syllable structure). But effects are also found due to the quality of
neighboring segments. To take a simple example from English, the prefix /In-/ changes its shape
depending on the following consonant:

(31) 31) [In]
inappropriate
intolerant
indecent

[Im]
impossible
imbalance
[In]
incoherent
inglorious

Here the nasal is becoming more similar to the following consonant by sharing the place of
articulation, with a coronal nasal [n] before coronals (and also vowels), a bilabial nasal [m] before
bilabial stops, and a velar nasal [n] before velars. The morpheme /-In/ has three allomorphs: [In-, Im-
, In-1. This is an example of assimilation, whereby a sound becomes more similar to its neighbor(s).
While such patterns of nasal place assimilation are very common cross-linguistically, this pattern is
not as systematic in English as in some other languages, since a nasal consonant doesn't always share
the place of articulation of the following consonant. For example, in forms compounded with the
particle /In-/, for some speakers, assimilation doesn't take place: cf. input, [n-p] income [n-k]. (There
are systematic explanations of these differences, but considering these would take us beyond the
scope of the present discussion.) It is also assimilation, in this case, of voicing, which accounts (in
part) for the alternation in the shape of the regular plural marker in English that we saw above in (1).
As we observed above, what is spelled as s or esis pronounced as [s], [z], or [Iz]. The distribution of
these three variant shapes or allomorphs of the plural morpheme is not arbitrary. Rather, the
distribution is systematically determined by the voicing and place of articulation of the final sound of
the stem:

(32)
a. [s] b. [z] c. [1z]
cap [p] cab [b] match [{]
cat  [t] fad [d] judge [d5]
book [k] dog lgl mess  [s]
can [n] buzz [z]
file [l wish [f]
bow [o] garage [3]

If the final sound of the stem is voiceless, as shown in (32a), then the shape of the plural marker is

[s]. (This holds systematically for the stops, but the situation with voiceless fricatives is more
complicated: sometimes the voiceless fricative itself becomes voiced and then takes the voiced
allomorph [z], such as /eaf[f], /eaves [vz], but sometimes the same pattern for the stops is found, chef
[f] chefs [fs]) As shown in (32b), if the final sound of the stem, whether an obstruent, sonorant
consonant, or vowel, is voiced, then the shape of the plural marker will be [z]. Thus the voicing of the
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final sounds in the stem conditions the shape of the plural marker, which agrees in voicing with that
sound, another example of assimilation. But there is a systematic exception to the pattern seen in
(32a and b), as illustrated in (32¢). If the final sound is either an affricate [tf, d3], or an alveolar or
palato-alveolar fricative [s, z, », 3], then the shape of the plural marker is [Iz]. The intuition here is
that [s] or [z] added to stems ending in these sounds would be too similar to be perceptually distinct
and so a vowel is inserted to break up the cluster. While some limited exceptions exist, such as
mouse-mice, sheep-sheep, child-children, there is good evidence for the fact that speakers intuitively
know the rule that is responsible for the correct phonetic shape of the plural marker. Such evidence
comes from the fact that both children acquiring English and adults when faced with new words
added to the language apply these rules in forming the plural, for example macs [s] and pentiums [z]
and some people even say mouses [1z].

We can see by comparing these two examples from English that assimilation can result from a
preceding segment being affected by a following one as in the case of nasal place assimilation or vice
versa as in the case of voicing assimilation of the plural marker.

Such patterns of assimilation are very common across the languages of the world. Again this is an
area where we see a close parallel between phonology and phonetics. It is a common property of
speech that neighboring sounds are coarticulated, that is, that the articulation of adjacent sounds
overlaps. Such phonetic effects can become exaggerated and over time result in phonological
assimilation. Let’ s consider another example, the case of vowel nasalization in Sundanese (a regional
language of Indonesia).

(33) Sundanese vowel nasalization

a. [atur] “arrange” [natur] “arrange” (active)
[obah] “change” [n6bah] “change” (active)
[parios] “examine” [marios] “examine” (active)

b. [tiis] “relax in a cool place” [niis] “relax in a cool place (active)
[saur] “say” [nadr] “say” (active)

In Sundanese, an initial vowel or one following an oral consonant is oral, while one following a nasal
consonant is nasalized. This alternation between nasalized and oral vowels can be seen in
corresponding bare stems and active forms, since the active is formed by adding [n] or [+nasal] to the
initial consonant of the root, as shown in (33a). Not only is a single vowel following a nasal consonant
affected, but a sequence of vowels will become nasalized, as shown in (33b). Such examples illustrate
the importance of distinctive features for an adequate description of such alternations. If we couldn't
make reference to a single feature (e.g. [voice] or [nasal]) or set of features (needed, for example, to
account for nasal place assimilation), we would be missing a fundamental insight into what is going
on in such cases. Within the generative framework, following the seminal work of Chomsky and Halle
(1968), The Sound Pattern of English (SPE), such patterns are accounted for by rules of the following
form:

(34)
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a. general rule schema:a —b/c_d
“a becomes b in the environment following ¢ and preceding d”

b. Sundanese Vowel Nasalization: V — [+nasal] / [+nasal]
Condition: applies iteratively
“A vowel becomes [+nasal] when it is in the environment following
a sound which is [+nasal]”

¢. Underlying representation Jtis/ /[+nasal] + tiis/

Vowel Nasalization - niis
iterative niis
Surface representation [tiis] [niis]

The general rule schema offers a formalism for accounting for observed phonological alternations.
Rather than just describing the distribution of the differing allophones (or allomorphs as the case may
be), this rule formalism incorporates the fundamental idea that one of the variants is basic, or
underlying, and that the other variant(s) are derived by rule. Such rules are an attempt to capture the
knowledge that a speaker has about the sound patterns in his or her language. Following this
approach, the pattern of nasalization in Sundanese can be represented as shown in (34b), with an
example of the application of the rule or “derivation” in (34c).

Such formalism, central to the view that phonology is about capturing the speaker's knowledge about
language, indeed offers an explicit account of phonological patterns. However there are also some
serious limitations for which alternative proposals have been developed. First, this approach does not
formally account for the fact that some kinds of assimilation are so common. For example, there is
nothing in the notation itself that accounts for the fact that the [nasal] specification changes by its
proximity to [+nasal] as opposed to some specification for a different feature. More recent work has
suggested that a more accurate account follows from the idea of assimilation as “feature spreading,”
rather than the changing of feature values (see Goldsmith 1976). This is part of a more general
approach termed autosegmental phonology, where specific features can function independently of
segments. Following this approach, we could characterize vowel nasalization in Sundanese as follows:

(35)
a X V b niis
A 4
- %
[+nasal] [4+nasal]

The autosegmental rule in (35a) indicates that the [+nasal] feature specification spreads to the right
to a following vowel, resulting in structures such as that illustrated in (35b). Here the pattern of
assimilation is captured directly through the sharing of a single feature specification. This has the
added advantage of allowing us a straightforward account of the iterative nature of this process.

We also saw an example of spreading in our characterization of compensatory lengthening above in
(29), where the whole feature matrix specifying the vowel is shared between the vowel's timing unit
and the following timing unit, freed up by the loss of the feature matrix of the /s/. Viewed in this way,
this too can be seen as a sort of assimilation, in this case total assimilation. Within the formalism of
SPE, such patterns of compensatory lengthening were represented as transformational rule as
illustrated in (36).
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(36) compensatory lengthening

compensatory lengthening

+s0onorant
v s —anterior
1 2 3 o
1 1 3
. . |+sonorant |, .
“The string 1, 2, 3, where 2 = /s/ and 3 15[ sl JIS rewritten as
—anterior

1, 1, 3 where 1 is the preceding vowel”

Use of transformational rules has generally been rejected now in both phonology and syntax due to
their excessive power, since there are no predictions about what are allowable structures formally.
There is also no insight resulting from such formalism as to why particularly these sorts of patterns
occur in language after language.

In addition to assimilation of a single feature (e.g. vowel nasalization) and total assimilation (e.qg.
compensatory lengthening), there are cases where two or more features systematically pattern
together, such as the case of nasal place assimilation, as exemplified above in English for the

prefix /-In/. In SPE notation, where place of articulation is represented with the two features [coronal]
and [anterior], this would be represented as shown in (37).

(37)
—continuant
—continuant o o anterior / —sonorant
+nasal B coronal |* — | o anterior
B coronal

“A nasal consonant takes on the place specification (same values for [anterior] and
[coronal]) as a following stop”

Here “alpha notation” is used to show that the resulting feature values are dependent on those
elsewhere in the rule, in this case the values for both [anterior] and [coronal]. We see similar formal
problems as in the case of single feature spreading and in addition, there is no explanation why
certain features are seen to group together in language after language. In cases of nasal place
assimilation, it is precisely the set of features that define place of articulation that pattern together.

Cases where a particular set of features pattern together in assimilation and other phonological
processes provide strong evidence for the grouping of features (see McCarthy 1988 and Clements and
Hume 1995 and work cited therein). This general approach, termed feature geometry, not only
captures the notion of the segment as a unit independent from its featural content (represented by a
root node), but it also offers an explicit proposal of hierarchical structure or subgrouping of features,
making direct reference to elements such as the p/ace node. An account of nasal place assimilation
following this approach is schematized in (38).

(38)
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Most recently such patterns of feature “spreading” have also been characterized in Optimality Theory
in terms of competing constraints.

Segments can influence each other in a wide variety of ways. There is a rich array of patterns of
assimilation, including cases where the segments affecting each other are not adjacent, such as vowe/
harmony where vowels agree in a certain property (e.g. height or rounding) irrespective of the quality
of the intervening consonants. We also find that segments can become less like each other; this is
termed dissimilation. The contrast between segments might be lost in a particular environment. This
is known as neutralization. Feature changes may be brought about due to the segmental context (that
is, influence for neighboring segments), but it is also the case that the influence of prosodic structure
can drive such effects. It is quite common that the range of contrasts which occurs in syllable onsets
is reduced in syllable codas. One very common pattern of neutralization is what is known as Final
Devoicing. Consider the following example from Polish:

(39) Polish Final Devoicing

a. klup“club” sg.  klubi“club” pl.
trut “abor”sg. trudi“labor” pl.
b.trup “corpse” sg. trupi “corpse” pl.
kot “cat” sg. koti “cat” pl.

We see the alternation in the voicing of the final consonant of the stem. Just looking at the forms in
(39a), we might think that either the voiceless stops are underlying and become voiced in a particular
environment (between vowels) or that the voiced stops are underlying and become voiceless in a
particular environment (at the end of the word, though additional data suggest that it is actually
syllable-final position more generally). But looking at the data in (39b), we see that not all cases show
the same alternation; in these cases a voiceless stop surfaces in both forms. This makes it clear that it
must be the voiced stops becoming voiceless. We also note that this pattern seems to be applying not
to a random set of sounds, but to a natural class of sounds, in this case the stop consonants. We
would predict that if we found forms ending in velar consonants, similar alternations would be
observed. As we see in (40a), this pattern actually applies not just to stops including velar ones, but
also to fricatives, that is to the class of obstruents or [-sonorant]. We can capture this pattern by
positing underlying forms as shown in (40a) and applying a rule of Final Devoicing. This rule can be
characterized in SPE terms as shown in (40c). Or we can account for such patterns in an
autosegmental notation with the delinking of the relevant feature specification, in this case [+voice]
(40d). In either case, we can see that the rule works by looking at sample derivations in (40e).

(40)
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Polish Final Devoicing

a. wuk “lye” sg. wugi  “lye” pl.
£rus “rubble” sg. gruzi “rubble” pl.

b. /klub/ “club”
/trud/ “labor”
/trup/ “corpse”
/kot/  “cat”
/wug/ “lye”
fgruz/ “rubble”
/-@/  singular
[-1/ plural

c. [-sonorant] = [-voice] / # (#= word boundary)
“A member of the class of [-sonorant] becomes voiceless in word
final position.”

d. root [-son] #

-

laryngeal [+voice]

e. Underlying representation JKlub + @/ Jklub + i/
Final Devoicing Klup -
Surface representation [Klup] [klubil

Polish also provides a nice example of how one phonological process can interact with another.
Consider the additional data presented in (41).

(41) Polish Vowel Raising

a. bur “forest” sg. bori “forest” pl.
sul “salt” sg. soli “salt” pl.
3ur “soup” sg. 3uri “soup” pl.

b.sok “juice” sg. soki “juice” pl.
nos “nose” sg. nosi“nose” pl.

c. ruk “horn” sg. rogi “horn” pl.
vus “cart” sg. vozi“cart” pl.

In (41a), we see that before liquids (actually sonorants more generally), there is an alternation
between [u] and [0]. We might think that /u/ becomes [0] in some environment or that /o/ becomes
[u]. Since, as we see in the third pair of forms (“soup”), some [u]'s correspond to [u], it must be

that /o/ - [u], what we might term Vowel Raising. Here the relevant environment seems to be before
sonorants. An important question is whether this process of Vowel Raising happens more generally.
Above in (39), in the form /kot/ “cat” there was no such alternation. There is also no alternation seen
in the cases in (41b), but consider the cases in (41c), where the forms include a following underlying
voiced obstruent. In these cases we also see the [0] =~ [u] alternation. This suggests that the
environment for this rule is more general, not just [+sonorant], but rather [+voice], grouping the
sonorants (which are voiced) together with the voiced obstruents, as stated in (42a) (expressed in SPE
terminology for ease of exposition), with the additional underlying representations as shown in (42b).
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(42)

a. |+syllabic
+back — [+high] / ____ [+voice] #
~high
“A back non-high vowel becomes high in the environment before a
voiced sound in word final position.”
b. /bor/ “forest”
[sol/ “salt”
/3ur/ “soup”
/sok/ “juice”

/nos/ "nose”
frog/ “horn”
/voz/ cart”

Since part of the trigger of the Vowel Raising rule, the following voiced sound, is the target of the
Final Devoicing rule, an obvious question is how these two rules interact. It could be that Final
Devoicing applies first or that Vowel Raising applies first. Consider the two possible orderings shown
in the derivations in (43):

(43)

a. Underlying representation /rog +@/ /rog + i/
Final Devoicing rok -
Vowel Raising - -
Surface representation *[rok] [rogil
b.Underlying representation /rog +@/ /rog + i/

Vowel Raising rug -
Final Devoicing ruk -
Surface representation [ruk] [rogi]

It is clear comparing the two derivations that the Vowel Raising rule must apply before Final
Devoicing, otherwise Final Devoicing would in effect rob relevant cases from Vowel Raising. Such
cases show that the ordering of rules may be crucial. We have characterized these patterns of
alternation following a rule-based approach. We could equally well pursue a constraint-based
approach, but in either case, we need to be able to account for the ways in which phonological
processes might interact with each other.

Before concluding this section, let’ s return to the question raised above about the status of [-] in
English. While we included [n] in the chart of the sound inventory in English presented in (3) above, we
also noted in (1) that [n] has a defective distribution. One approach to this would be to say that /n/
just has a defective distribution, period - parallel to /h/. Yet this would leave a number of
distributional observations unaccounted for. Consider the distributions of the three nasals of English,
[m, n, n] in (44):

(44)

http://www .blackwellreference.com/subscriber/uid=532/tocnode?1d=g9781405102520... 30.11.2007



8. Phonology : The Handbook of Linguistics : Blackwell Reference Online

Sayfa 26 / 28

initial  medial final N-Vstop N+Vstop N-Vstop N+Vstop
m [map dimmer |dim, camper |amber |camp -
bomb
n |nap sinner |sin canter |candor |can't land
anger,
n |- singer’ |sing canker |finger |bank -
[n] [nl [nk] [ngl [nk]

[m, n] can occur in word-initial position, as well as medially and finally. They can also occur before an
oral stop, either medially or finally (except that [mb] doesn't occur as a cluster within a syllable coda,
hence bomb [bam], but bombardment [bambardmzt]). [n], on the other hand, doesn't occur in word-
initial position. Basically [n] only occurs in the syllable coda, not in the onset. This generalization
accounts for why it can't occur word initially and accounts for all the cases except singer. The
important observation here is that singer consists of the root sing plus the suffix —erand so the [n] is,
in effect, in syllable-final position until the suffix is added (assumed to cause resyllabification). This
generalization accounts for the distribution, but doesn't explain why it should be so. As noted above,
sometimes sounds are limited in their distribution, but cross-linguistically we find if a consonant is
limited, the more restricted distribution occurs in the coda, not in the onset. In other words,
neutralization (such as the case of Final Devoicing) tends to occur in codas, not onsets. If we take the
spelling as a cue in the cases of [n], a solution presents itself. We might argue that [n] is not part of
the underlying inventory of English, but rather that it is derived from /ng/ or /nk/ sequences. Very
briefly the analysis would work as follows. The underlying nasal consonants in English are /m, n/. As
noted above in our discussion of the prefix /-In/, English has a rule of Nasal Place Assimilation
whereby a nasal assimilates to a following stop (schematized above in (38)). Based on the evidence
from the lack of word-final [mb] clusters we might also posit a rule of Voiced Stop Deletion which
applies to non-coronals, whereby a voiced stop following a nasal consonant is deleted word finally
(45a). Given the underlying representations presented in (45b), the rules of Nasal Place Assimilation
and Voiced Stop Deletion together (as well as some understanding of the interaction of phonology
and morphology for cases like singerwhich we won't develop here) account for the observed patterns,
as shown in the derivations in (45c). As in the Polish case, these rules must be crucially ordered,
otherwise the deletion of the voiced stop would have removed the information about place
specification needed for the Nasal Place Assimilation rule.

(45)
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a.

Voiced Stop Deletion

—sonorant
—continuant +consonantal
: @/
+voice +nasal #
—coronal

“A voiced non-coronal stop is deleted word finally following a nasal
consonant.”

Sdim/

/bamb/ or /banb/
[baenk /

/smg/

/finga-/

Underlying representation /banb/ /bank/ /sing/ /finga/
Nasal Place Assimilation  bamb baenk sing finga
Voiced Stop Deletion bam - sin -~
Surface representation [bam]  [baenk] [sin] [fiygar]

In the case of bomb, we might assume an underlying /n/ or /m/ or even a nasal consonant which is
unspecified for place of articulation. /n/ when it occurs before a velar consonant assimilates in place
of articulation and then in the case of a following voiced stop, this is deleted. The restricted
distribution of [n] in English follows directly from this approach without our having to posit an
underlying phoneme with a defective distribution.

In this section we have seen a number of ways in which segments might affect each other and
evidence for reference to distinctive features, as well as their grouping. We have also seen that the
division we made between structure above the level of the segment and subsegmental structure is
somewhat artificial, since syllable structure can affect feature specification and so forth.

5 Phonology as a System

In concluding this introduction to phonology, it is useful to step back and consider how all these
aspects of phonology that we have discussed fit together.

Most basically a phonology consists of a set of representations - an inventory of sounds, in turn
defined by distinctive features matrices - and a system of rules or constraints which act on the
representations. Fundamental to the generative approach is the idea that the idiosyncratic and
predictable information of the phonology are treated separately: the idiosyncratic information is part
of the underlying representations and the predictable patterns arise through the systematic
manipulation of these sounds through rules or constraints. Consider the following schematic figure:

(46)
underlying representations: input
constraints / rules
surface representations: output
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The underlying representation includes the abstract sounds or phonemes for each morpheme in the
language and the surface representation incorporates the phonetic variations or allophones, seen in
the systematic alternations of the language, introduced as a result of the applications of a system of
rules or constraints. The phonological representation includes not only the sequence of sounds, made
up of timing units and featural content, but also the hierarchical grouping of these sounds into
syllables and higher level prosodic units.

A phonology of a language consists of the whole system taken together. A complete phonology
consists of dozens and dozens of rules (or constraints) often with complex interactions. To illustrate
both the nature of phonological patterns and the mechanisms involved in accounting for these
patterns, we have considered a number of examples of phonological patterns, but only by studying
the whole phonology of a language can we understand its full complexity.

Thanks to Beverley Goodman, Lisa Lavoie, Ayako Tsuchida, and Draga Zec for providing helpful input on
earlier drafts of this chapter.

1 The description of possible sounds used in language is part of the purview of (linguistic) phonetics and so
I will not provide a full discussion here (for an introduction, see Ladefoged 1993, also chapter 7, in this
handbook).

2 The situation is actually a bit more complex, since if we have a syllabic nasal, such as in gibbon [glbn],
then the sequence is allowable, but here the [n] is functioning as a vowel and is in a different subconstituent
of the syllable from the [b].

3 For some speakers, the author included, this is pronounced [sIng=a], rhyming with finger finga].
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1 Introduction

Morphology is about the structure of words. All languages have words and in all languages some
words, at least, have an internal structure, and consist of one or more morphemes. Thus, the form
cats comprises the root morpheme “cat” to which is added the suffix morpheme “s” indicating plural.
Now, for this characterization to mean anything we have to know what a word is. How do we know,
for instance, that a string such as the catis two separate words, and that theis not a prefix-
Conversely, how do we know that the “s” of catsisn't a word in its own right. Here we need the help of
syntax: the catis a phrase which can be extended by addition of other phrases: the very black cat.
The form cats can never be split up this way, the reason being that the “s” component is an element
which can only exist as part of a word, specifically at the end of a noun. In other words, “s” is a suffix
and hence a bound morpheme. The property of indivisibility exhibited by cats is lexical integrity. A
single word such as cats contrasts rather neatly with the fully fledged (but synonymous) phrase more
than one cat, in which it is clear that more, than, and one are all independent words and can all be

separated by other words or phrases.

This chapter will examine the different structures words exhibit and the morphological relationships
they bear to each other, and the nature of the morpheme. We begin by clarifying the notion “word”
itself.

1.1 The lexeme concept

If we ask how many words are listed in (1) we can give at least two answers
(1) {cat, cats}

In one sense there are obviously two, but in another sense there is only one word, CAT, and only one
entry will be found in a dictionary for it. The plural, cats, is formed by a completely general rule from
the singular form cat and there is no need to record the plural form separately. In addition, we can
describe cat as “the singular form of the word CAT” and cats as “the plural form of the word CAT.”
This gives us another interpretation for the term “word,” as becomes clear when we look at the word
“sheep.” Here the singular form of the word SHEEP has exactly the same shape as the plural form,
even though these are distinct linguistic entities. Given the vagaries of English orthography, this
identity of shape can be true of the spoken form, the written form, or both (as with “sheep”). Thus,
the written shape of the base form of the verb “read” (pronounced like “reed”) is identical to that of
the past tense, “read” (pronounced like “red”) despite the difference in pronunciation, while the taxes,
the tax's (“of the tax”) and the taxes (“of the taxes”) differ solely in spelling.

It is rather useful to have different terms for these three different senses of the word “word.” We will
therefore say that there is a /exeme CAT which has two word forms, cat and cats. The names of
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lexemes are conventionally written in small capitals. The grammatical description “the singular /
plural of CAT” is a grammatical word. Thus, sheep is one word form corresponding to one lexeme, but
it is two grammatical words (the singular and the plural of SHEEP).

We can think of a lexeme as a complex representation linking a (single) meaning with a set of word
forms, or more accurately, linking a meaning with a set of grammatical words, which are then
associated with corresponding word forms. From the point of view of the dictionary (or lexicon), this
is therefore a /exical entry. There is no demand here that the set of forms correspond to only one
meaning, or that only one set of forms correspond to a given meaning. If several forms correspond to
one meaning we have pure synonymy:. e.g. {boat, boatsj}, {ship, ships}. If a single form corresponds to
more than one completely unrelated meaning, as with {write, right, rite}, or {bank, bank}then we have
homophony or homonymy. We then treat the homophones / homonyms as distinct lexemes which
just happen to share the same shape (written and / or spoken). In some cases these meanings are felt
as related to each other, and we have a case of polysemy. Thus, the word “head” means a body part,
the person in charge of an organization, a technical term in linguistics, and so on, and these
meanings are associated by some kind of metaphorical extension. In general, polysemy tends to be
either ignored (where the meanings are close) or treated like homophony (but see below in section 3.2
on verbs like BREAK).

In linguistics a form-meaning pair is a sign and the lexeme is a prototypical example of a sign. The
traditional definition of morpheme is “the smallest meaningful component of a word,” and this entails
that we consider all morphemes as signs. However, this turns out to be very controversial, for some
types of morpheme, at least.

1.2 Inflection, derivation and compounding: preliminaries

In this section | briefly introduce certain important notions which will figure widely later: inflection, in
which we create word forms of lexemes (such as the plural or past tense), derivation, in which we
create new lexemes from old lexemes, and the compound word, a single word formed by combining
two other words. We begin with compounds.

The most straightforward type of compound simply consists of two words concatenated together:
morphology + article = morphology article; house + boat = houseboat. The right-hand member is
the head of the compound, determining the syntactic category and meaning of the whole (a
morphology article is a kind of article, a houseboat is a kind of boat, as compared with a boathouse,
which is a kind of house). The left-hand member is the modifier. In transparent cases such as
morphology article the meaning of the whole is derived from the meanings of the components
(though the precise meaning is indeterminate and depends on the context of use).

There is an important distinction in many languages between compounds and phrases. In many cases
the difference is obvious. In a hackneyed example such as blackbird as opposed to black bird the
compound has stress on b/ack, while the phrase is stressed on bird (in neutral contexts at least).
Moreover, a black bird is necessarily black, while a blackbird is a particular species of bird whatever
its colour (female blackbirds are brown, for instance). This means that the semantics of this
compound is non-compositional, i.e. we can't determine the meaning of the whole just from the
meanings of the parts. The semantics of phrases (idioms apart) is compositional. The difference can
be illustrated syntactically as in (2, 3) (making very conservative assumptions about syntactic
structure):

(2) NP (3) N
%
AP N
black bird bla‘ck bilrd

http://www .blackwellreference.com/subscriber/uid=532/tocnode?1d=g9781405102520... 30.11.2007



9. Morphology : The Handbook of Linguistics : Blackwell Reference Online Sayfa3 /18

This is the standard story, though there are interesting subtleties. For instance, there is no way of
determining the syntactic category of the modifier in blackbird, because it is fixed as part of the
compound and can't be subjected to any of the morphological or syntactic manipulations that real
adjectives can. Thus, compare (4) and (5):

(4) a. a very black bird
b. a blacker bird
c. a bird, black as coal, flew overhead

(5) a. *a very blackbird
b. *a blackerbird
c. *a black-as-coal-bird

Moreover, black doesn't mean “black” in blackbird (because a blackbird doesn't actually have to be
black). Thus, the modifier black has neither category nor meaning; it just has a bare
morphophonological shape. Therefore, (3) should be rewritten as (6):

(6) N

N

black bird

The point is that blackbird is a lexicalized compound whose internal structure is only of historical
significance, unlike a non