Myer Kutz, Editor

ENGINEERING
AND DESIGN
HANDBOOK

SECOND EDITION

Fundamentals

VOLUME

0



BIOMEDICAL
ENGINEERING
AND DESIGN

HANDBOOK




This page intentional ly left blank



BIOMEDICAL
ENGINEERING
AND DESIGN

HANDBOOK

Volume 1: Fundamentals

Myer Kutz Eeditor

Second Edition

S

New York Chicago San Francisco Lisbon London Madrid
Mexico City Milan New Delhi San Juan Seoul
Singapore Sydney Toronto



The McGraw-Hill Companies

Copyright © 2009, 2003 by The McGraw-Hill Companies, Inc. All rights reserved. Except as permitted under the United States
Copyright Act of 1976, no part of this publication may be reproduced or distributed in any form or by any means, or stored in a
database or retrieval system, without the prior written permission of the publisher.

ISBN: 978-0-07-170473-1
MHID: 0-07-170473-6
The material in this eBook also appears in the print version of this title: ISBN: 978-0-07-149838-8, MHID: 0-07-149838-9.

All trademarks are trademarks of their respective owners. Rather than put a trademark symbol after every occurrence of a
trademarked name, we use names in an editorial fashion only, and to the benefit of the trademark owner, with no intention of
infringement of the trademark. Where such designations appear in this book, they have been printed with initial caps.

McGraw-Hill eBooks are available at special quantity discounts to use as premiums and sales promotions, or for use in corporate
training programs. To contact a representative please e-mail us at bulksales@mcgraw-hill.com.

Information contained in this work has been obtained by The McGraw-Hill Companies, Inc. (“McGraw-Hill”) from sources believed
to be reliable. However, neither McGraw-Hill nor its authors guarantee the accuracy or completeness of any information published
herein, and neither McGraw-Hill nor its authors shall be responsible for any errors, omissions, or damages arising out of use of this
information. This work is published with the understanding that McGraw-Hill and its authors are supplying information but are not
attempting to render engineering or other professional services. If such services are required, the assistance of an appropriate
professional should be sought.

TERMS OF USE

This is a copyrighted work and The McGraw-Hill Companies, Inc. (“McGraw-Hill”) and its licensors reserve all rights in and to the
work. Use of this work is subject to these terms. Except as permitted under the Copyright Act of 1976 and the right to store and
retrieve one copy of the work, you may not decompile, disassemble, reverse engineer, reproduce, modify, create derivative works
based upon, transmit, distribute, disseminate, sell, publish or sublicense the work or any part of it without McGraw-Hill’s prior
consent. You may use the work for your own noncommercial and personal use; any other use of the work is strictly prohibited. Your
right to use the work may be terminated if you fail to comply with these terms.

THE WORK IS PROVIDED “AS 1S.” McGRAW-HILL AND ITS LICENSORS MAKE NO GUARANTEES OR WARRANTIES
AS TO THE ACCURACY, ADEQUACY OR COMPLETENESS OF OR RESULTS TO BE OBTAINED FROM USING THE
WORK, INCLUDING ANY INFORMATION THAT CAN BE ACCESSED THROUGH THE WORK VIA HYPERLINK OR OTH-
ERWISE, AND EXPRESSLY DISCLAIM ANY WARRANTY, EXPRESS OR IMPLIED, INCLUDING BUT NOT LIMITED TO
IMPLIED WARRANTIES OF MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. McGraw-Hill and its
licensors do not warrant or guarantee that the functions contained in the work will meet your requirements or that its operation will
be uninterrupted or error free. Neither McGraw-Hill nor its licensors shall be liable to you or anyone else for any inaccuracy, error
or omission, regardless of cause, in the work or for any damages resulting therefrom. McGraw-Hill has no responsibility for the
content of any information accessed through the work. Under no circumstances shall McGraw-Hill and/or its licensors be liable for
any indirect, incidental, special, punitive, consequential or similar damages that result from the use of or inability to use the work,
even if any of them has been advised of the possibility of such damages. This limitation of liability shall apply to any claim or cause
whatsoever whether such claim or cause arises in contract, tort or otherwise.



For Arlene, forever



This page intentional ly left blank



ABOUT THE EDITOR

MyER KuTz, founder and president of Myer Kutz Associates, Inc., is the author and editor
of many books, handbooks, and encyclopedias.



This page intentional ly left blank



CONTENTS

Contributors  xi

Vision Statement xiii

Preface xv

Preface to the First Edition  xvii

Part 1 Biomedical Systems Analysis

Chapter 1. Modeling of Biomedical Systems Narender P Reddy

Part 2 Biomechanics of the Human Body

Chapter 2. Heat Transfer Applications in Biological Systems Liang Zhu
Chapter 3. Physical and Flow Properties of Blood David Elad and Shmuel Einav
Chapter 4. Respiratory Mechanics and Gas Exchange James B. Grotberg

Chapter 5. Biomechanics of the Respiratory Muscles Anat Ratnovsky,
Pinchas Halpern, and David Elad

Chapter 6. Biomechanics of Human Movement Kurt T Manal and
Thomas S. Buchanan

Chapter 7. Biomechanics of the Musculoskeletal System Marcus G. Pandy,
Jonathan S. Merritt, and Ronald E. Barr

Chapter 8. Biodynamics: A Lagrangian Approach Donald R. Peterson and
Ronald S. Adrezin

Chapter 9. Bone Mechanics Tony M. Keaveny, Elise F. Morgan, and Oscar C. Yeh

Chapter 10. Finite-Element Analysis Michael D. Nowak

33

69

95

109

125

153

195

221

245



X

CONTENTS

Chapter 11. Vibration, Mechanical Shock, and Impact Anthony J. Brammer
and Donald R. Peterson

Chapter 12. Electromyography as a Tool to Estimate Muscle Forces
Qi Shao and Thomas S. Buchanan

Part 3 Biomaterials

Chapter 13. Biopolymers Christopher Batich and Patrick Leamy

Chapter 14. Biomedical Composites Arif Iftekhar

Chapter 15. Bioceramics David H. Kohn

Chapter 16. Cardiovascular Biomaterials Roger W. Snyder and Michael N. Helmus

Chapter 17. Dental Biomaterials Roya Zandparsa

Chapter 18. Orthopedic Biomaterials Michele J. Grimm

Chapter 19. Biomaterials to Promote Tissue Regeneration
Nancy J. Meilander, Hyung-jung Lee, and Ravi V. Bellamkonda

Part 4 Bioelectronics

Chapter 20. Bioelectricity and Its Measurement Bruce C. Towe

Chapter 21. Biomedical Signal Analysis Jit Muthuswamy

Chapter 22. Biomedical Signal Processing Hsun-Hsien Chang and
Jose M. F. Moura

Chapter 23. Biosensors Bonnie Pierson and Roger J. Narayan

Chapter 24. Bio Micro Electro Mechanical Systems—BioMEMS Technologies
Teena James, Manu Sebastian Mannoor, and Dentcho Ivanov

Index 639

259

287

309

339

357

383

397

421

445

481

529

559

581

605



CONTRIBUTORS

Ronald S. Adrezin  University of Hartford, West Hartford, Connecticut (Chap. 8)

Ronald E. Barr  University of Texas at Austin, Austin, Texas (Chap. 7)

Christopher Batich University of Florida, Gainesville, Florida (Chap. 13)

Ravi V. Bellamkonda Georgia Institute of Technology/Emory University, Atlanta, Georgia (Chap. 19)

Anthony J. Brammer Biodynamics Laboratory at the Ergonomic Technology Center, University of Connecticut
Health Center, Farmington, Connecticut and Institute for Microstructural Sciences, National Research Council,
Ottawa, Ontario, Canada (Chap. 11)

Thomas S. Buchanan University of Delaware, Newark, Delaware (Chaps. 6, 12)
Hsun-Hsien Chang Harvard Medical School, Boston, Massachusetts (Chap. 22)
Shmuel Einav Tel Aviv University, Tel Aviv, Israel (Chap. 3)

David Elad 7el Aviv University, Tel Aviv, Israel (Chaps. 3, 5)

Michele J. Grimm  Wayne State University, Detroit, Michigan (Chap. 18)
James B. Grotberg University of Michigan, Ann Arbor, Michigan (Chap. 4)

Pinchas Halpern Tel Aviv Medical Center; Tel Aviv, Israel, and Sackler School of Medicine, Tel Aviv University,
Tel Aviv, Israel (Chap. 5)

Michael N. Helmus Medical Devices, Drug Delivery, and Nanotechnology, Worcester, Massachusetts
(Chap. 16)

Arif Iftekhar  University of Minnesota, Minneapolis (Chap. 14)
Dentcho Ivanov Microelectronics Fabrication Center, Newark, New Jersey (Chap. 24)

Teena James Department of Biomedical Engineering, New Jersey Institute of Technology and
Microelectronics Research Center, Newark, New Jersey (Chap. 24)

Tony M. Keaveny University of California, San Francisco, California and University of California, Berkeley,
California (Chap. 9)

David H. Kohn  University of Michigan, Ann Arbor, Michigan (Chap. 15)
Patrick Leamy LifeCell Corporation, Branchburg, New Jersey (Chap. 13)
Hyunjung Lee Georgia Institute of Technology, Atlanta, Georgia (Chap. 19)
KurtT. Manal University of Delaware, Newark, Delaware (Chap. 6)

Manu S. Mannoor Department of Biomedical Engineering, New Jersey Institute of Technology and
Microelectronics Research Center, Newark, New Jersey (Chap. 24)

Nancy J. Meilander National Institute of Standards and Technology, Gaithersburg, Maryland (Chap. 19)
Jonathan S. Merritt  University of Melbourne, Melbourne, Australia (Chap. 7)

Elise F. Morgan University of California, Berkeley (Chap. 9)

José M. F. Moura Carnegie Mellon University, Pittsburgh, Pennsylvania (Chap. 22)

Jit Muthuswamy Arizona State University, Tempe, Arizona (Chap. 21)

xi



xii CONTRIBUTORS

Roger J. Narayan University of North Carolina, Chapel Hill, North Carolina (Chap. 23)

Michael D. Nowak University of Hartford, West Hartford, Connecticut (Chap. 10)

Marcus G. Pandy University of Melbourne, Victoria, Australia (Chap. 7)

Donald R. Peterson University of Connecticut School of Medicine, Farmington, Connecticut (Chaps. 8, 11)

Bonnie Pierson University of North Carolina and North Carolina State University, Raleigh, North Carolina
(Chap. 23)

Anat Ratnovsky Afeka College of Engineering, Tel Aviv, Israel (Chap. 5)

Narender P. Reddy University of Akron, Akron, Ohio (Chap. 1)

Qi Shao University of Delaware, Newark, Delaware (Chap. 12)

Roger W. Snyder Wave CV, Inc., New Braunfels, Texas (Chap. 16)

Bruce C.Towe Arizona State University, Tempe, Arizona (Chap. 20)

Oscar C.Yeh University of California, Berkeley (Chap. 9)

Roya Zandparsa Tufts University School of Dental Medicine, Boston, Massachusetts (Chap. 17)
Liang Zhu University of Maryland Baltimore County, Baltimore, Maryland (Chap. 2)



VISION STATEMENT

The First Edition of this handbook, which was called the Standard Handbook of Biomedical
Engineering and Design, was published in the fall of 2002. It was a substantial reference work, with
39 chapters spread over the major areas of interest that constitute the discipline of biomedical
engineering—areas in which biomedical engineering can exert its greatest impact on health care.
These areas included biomedical systems, biomechanics of the human body, biomaterials, bioelec-
tronics, medical device design, diagnostic equipment design, surgery, rehabilitation engineering,
prosthetics design, and clinical engineering. Coverage within each of the areas was not as broad as
I would have liked, mainly because not all of the assigned chapters could be delivered in time to
meet the publication schedule, as is often the case with large contributed works (unless the editor
keeps waiting for remaining chapters to stagger in while chapters already received threaten to become
out-of-date). So, even as the First Edition was being published, I looked forward to a Second Edition
when I could secure more chapters to fill in any gaps in the coverage and allow contributors to add
greater depth to chapters that had already been published.

The overall plan for the Second Edition of what is now called the Biomedical Engineering and
Design Handbook was to update 38 chapters that were in the First Edition (one chapter of a personal
nature was dropped) and add 14 new chapters, including chapters with topics that were assigned for
the First Edition but were not delivered, plus chapters with entirely new topics. Because of the size
of the Second Edition, I recommended splitting it into two volumes, with 24 chapters in Volume 1
and 28 chapters in Volume 2. The split is natural: the first volume covers fundamentals, and the
second volume covers applications.

The two volumes have been arranged as follows:

Volume 1: Fundamentals
Part 1: Biomedical Systems Analysis
Part 2: Biomechanics of the Human Body
Part 3: Biomaterials

Part 4: Bioelectronics

Volume 2: Applications
Part 1: Medical Device Design
Part 2: Diagnostic Equipment Design
Part 3: Surgery
Part 4: Rehabilitation Engineering and Prosthetics Design
Part 5: Clinical Engineering

Overall, more than three-quarters of the chapters in the Second Edition are new or updated—a
quarter cover topics not included in the First Edition and are entirely new, and over half have been
updated. The Preface to each volume provides detail about the parts of the handbook and individual
chapters.

The intended audience for the handbook is practicing engineers, physicians, and medical
researchers in academia, hospitals, government agencies, and commercial, legal, and regulatory
organizations, as well as upper-level students. Many potential readers work in the field of biomedical
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VISION STATEMENT

engineering, but they may also work in a number of other disciplines—mechanical, electrical, or
materials engineering, to name just three—that impinge on, for example, the design and development
of medical devices implanted in the human body, diagnostic imaging machines, or prosthetics.
Depending on the topic being addressed, the audience affiliation can be closely aligned with the dis-
cipline of biomedical engineering, while at other times the affiliation can be broader than biomed-
ical engineering and can be, to a substantial degree, multidisciplinary.

To meet the needs of this sometimes narrow, sometimes broad, audience, I have designed a prac-
tical reference for anyone working directly with, in close proximity to, or tangentially to the disci-
pline of biomedical engineering and who is seeking to answer a question, solve a problem, reduce a
cost, or improve the operation of a system or facility. The two volumes of this handbook are not
research monographs. My purpose is much more practice-oriented: it is to show readers which
options may be available in particular situations and which options they might choose to solve prob-
lems at hand. I want this handbook to serve as a source of practical advice to readers. I would like
the handbook to be the first information resource a practitioner or researcher reaches for when faced
with a new problem or opportunity—a place to turn to before consulting other print sources, or even,
as so many professionals and students do reflexively these days, going online to Google or
Wikipedia. So the handbook volumes have to be more than references or collections of background
readings. In each chapter, readers should feel that they are in the hands of an experienced and knowl-
edgeable teacher or consultant who is providing sensible advice that can lead to beneficial action and
results.

Myer Kutz



PREFACE

Volume 1 of the Second Edition of the Biomedical Engineering and Design Handbook focuses on
fundamentals. It is divided into four parts:

Part 1: Biomedical Systems Analysis, which contains, as in the First Edition, a single chapter on
modeling and simulation

Part 2: Biomechanics of the Human Body, which consists of 11 chapters and addresses such top-
ics as heat transfer, fluid mechanics, statics, dynamics, and kinematics, as they apply to bio-
medical engineering

Part 3: Biomaterials, which consists of seven chapters and covers the uses in the human body of
the four main classes of materials—metals, plastics, composites, and ceramics—as well as the
specific materials that are used to promote healing and ameliorate medical conditions

Part 4: Bioelectronics, which consists of five chapters and deals with electronic circuits, sensors
used to measure and control parameters in the human body, processing and analysis of signals
produced electronically in the body, and the forward-looking topic of BloMEMS

In all, Volume 1 contains 24 chapters. A quarter of them are entirely new to the handbook, half
are updated from the First Edition, and a quarter are unchanged from the First Edition. The purpose
of these additions and updates is to expand the scope of the parts of the volume and provide greater
depth in the individual chapters. While Biomedical Systems Analysis, with a single chapter, has only
been updated, the other three parts of Volume 1 have been both expanded and updated.

The six new chapters in Volume 1 are

Two chapters that address topics in biomechanics—Biomechanics of the Respiratory Muscles
and Electromyography as a Tool to Estimate Muscle Forces

One chapter, long sought after, that adds to the coverage of biomaterials—Dental Biomaterials

Three chapters that more than double the size of the bioelectronics part—Biomedical Signal
Processing, Biosensors, and BioMEMS Technologies

The 12 chapters that contributors have updated are

The single chapter in Biomedical Systems Analysis—Modeling of Biomedical Systems

Five chapters in Biomechanics of the Human Body—Heat Transfer Applications in Biological
Systems, Biomechanics of Human Movement, Biomechanics of the Musculoskeletal System,
Finite-Element Analysis, and Vibration, Mechanical Shock, and Impact

Five chapters in Biomaterials—Biopolymers, Bioceramics, Cardiovascular Biomaterials,
Orthopaedic Biomaterials, and Biomaterials to Promote Tissue Regeneration

One chapter in Bioelectronics—Biomedical Signal Analysis
Not surprisingly, because Volume 1 treats fundamentals, all chapters have been contributed by
academics, with the sole exception of the chapter on cardiovascular biomaterials. Nearly all con-

tributors are located in universities in the United States, except for two in Israel and one in Australia
(who relocated from Texas, where he was when he cowrote the chapter Biomechanics of the

XV
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PREFACE

Musculoskeletal System for the First Edition). I would like to express my heartfelt thanks to all of
them for working on this book. Their lives are terribly busy, and it is wonderful that they found the
time to write thoughtful and complex chapters. I developed the handbook because I believed it could
have a meaningful impact on the way many engineers, physicians, and medical researchers approach
their daily work, and I am gratified that the contributors thought enough of the idea that they were
willing to participate in the project. I should add that a majority of contributors to the First Edition
were willing to update their chapters, and it’s interesting that even though I've not met most of them
face to face, we have a warm relationship and are on a first-name basis. They responded quickly to
queries during copy editing and proofreading. It was a pleasure to work with them—we’ve worked
together on and off for nearly a decade. The quality of their work is apparent. Thanks also go to my
editors at McGraw-Hill for their faith in the project from the outset. And a special note of thanks is
for my wife Arlene, whose constant support keeps me going.

Myer Kutz
Delmar, New York
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How do important medical advances that change the quality of life come about? Sometimes, to be
sure, they can result from the inspiration and effort of physicians or biologists working in remote,
exotic locations or organic chemists working in the well-appointed laboratories of pharmaceutical
companies with enormous research budgets. Occasionally, however, a medical breakthrough hap-
pens when someone with an engineering background gets a brilliant idea in less glamorous circum-
stances. One afternoon in the late 1950s, the story goes, when an electrical engineer named Wilson
Greatbatch was building a small oscillator to record heart sounds, he accidentally installed the wrong
resistor, and the device began to give off a steady electrical pulse. Greatbatch realized that a small
device could regulate the human heart, and in two years he had developed the first implantable car-
diac pacemaker, followed later by a corrosion-free lithium battery to power it. In the mid-1980s,
Dominick M. Wiktor, a Cranford, New Jersey, engineer, invented the coronary stent after undergo-
ing open heart surgery.

You often find that it is someone with an engineer’s sensibility—someone who may or may not
have engineering training, but does have an engineer’s way of looking at, thinking about, and doing
things—who not only facilitates medical breakthroughs, but also improves existing healthcare prac-
tice. This sensibility, which, I dare say, is associated in people’s consciousness more with industrial
machines than with the human body, manifests itself in a number of ways. It has a descriptive com-
ponent, which comes into play, for example, when someone uses the language of mechanical engi-
neering to describe blood flow, how the lungs function, or how the musculoskeletal system moves or
reacts to shocks, or when someone uses the language of other traditional engineering disciplines to
describe bioelectric phenomena or how an imaging machine works.

Medically directed engineer’s sensibility also has a design component, which can come into play
in a wide variety of medical situations, indeed whenever an individual, or a team, designs a new
healthcare application, such as a new cardiovascular or respiratory device, a new imaging machine,
a new artificial arm or lower limb, or a new environment for someone with a disability. The engi-
neer’s sensibility also comes into play when an individual or team makes an application that already
exists work better—when, for example, the unit determines which materials would improve the per-
formance of a prosthetic device, improves a diagnostic or therapeutic technique, reduces the cost of
manufacturing a medical device or machine, improves methods for packaging and shipping medical
supplies, guides tiny surgical tools into the body, improves the plans for a medical facility, or increases
the effectiveness of an organization installing, calibrating, and maintaining equipment in a hospital.
Even the improved design of time-released drug capsules can involve an engineer’s sensibility.

The field that encompasses medically directed engineer’s sensibility is, of course, called bio-
medical engineering. Compared to the traditional engineering disciplines, whose fundamentals and
language it employs, this field is new and rather small, Although there are now over 80 academic
programs in biomedical engineering in the United States, only 6500 undergraduates were enrolled in
the year 2000. Graduate enrollment was just 2500. The U.S. Bureau of Labor Statistics reports total
biomedical engineering employment in all industries in the year 2000 at 7221. The bureau estimates
this number to rise by 31 percent to 9478 in 2010.

The effect this relatively young and small field has on the health and well being of people every-
where, but especially in the industrialized parts of the world that have the wherewithal to fund the
field’s development and take advantage of its advances, is, in my view, out of proportion to its age and
size. Moreover, as the examples provided earlier indicate, the concerns of biomedical engineers are
very wide-ranging. In one way or another, they deal with virtually every system and part in the human
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body. They are involved in all phases of healthcare—measurement and diagnosis, therapy and repair,
and patient management and rehabilitation. While the work that biomedical engineers do involves the
human body, their work is engineering work. Biomedical engineers, like other engineers in the more
traditional disciplines, design, develop, make, and manage. Some work in traditional engineering
settings—in laboratories, design departments, on the floors of manufacturing plants—while others
deal directly with healthcare clients or are responsible for facilities in hospitals or clinics.

Of course, the field of biomedical engineering is not the sole province of practitioners and edu-
cators who call themselves biomedical engineers. The field includes people who call themselves
mechanical engineers, materials engineers, electrical engineers, optical engineers, or medical physi-
cists, among other names. The entire range of subjects that can be included in biomedical engineer-
ing is very broad. Some curricula offer two main tracks: biomechanics and bioinstrumentation. To
some degree, then, there is always a need in any publication dealing with the full scope of biomed-
ical engineering to bridge gaps, whether actually existing or merely perceived, such as the gap
between the application of mechanical engineering knowledge, skills, and principles from concep-
tion to the design, development, analysis, and operation of biomechanical systems and the applica-
tion of electrical engineering knowledge, skills, and principles to biosensors and bioinstrumentation.

The focus in the Standard Handbook of Biomedical Engineering and Design is on engineering
design informed by description in engineering language and methodology. For example, the Handbook
not only provides engineers with a detailed understanding of how physiological systems function and
how body parts—muscle, tissue, bone—are constituted, it also discusses how engineering methodology
can be used to deal with systems and parts that need to be assisted, repaired, or replaced.

I have sought to produce a practical manual for the biomedical engineer who is seeking to solve
a problem, improve a technique, reduce cost, or increase the effectiveness of an organization. The
Handbook is not a research monograph, although contributors have properly included lists of applic-
able references at the ends of their chapters. I want this Handbook to serve as a source of practical
advice to the reader, whether he or she is an experienced professional, a newly minted graduate, or
even a student at an advanced level. I intend the Handbook to be the first information resource a prac-
ticing engineer reaches for when faced with a new problem or opportunity—a place to turn to even
before turning to other print sources or to sites on the Internet. (The Handbook is planned to be the
core of an Internet-based update or current-awareness service, in which the Handbook chapters
would be linked to news items, a bibliographic index of articles in the biomedical engineering
research literature, professional societies, academic departments, hospital departments, commercial
and government organizations, and a database of technical information useful to biomedical engi-
neers.) So the Handbook is more than a voluminous reference or collection of background readings.
In each chapter, the reader should feel that he or she is in the hands of an experienced consultant who
is providing sensible advice that can lead to beneficial action and results.

I have divided the Handbook into eight parts. Part 1, which contains only a single chapter, is an
introductory chapter on applying analytical techniques to biomedical systems. Part 2, which contains
nine chapters, is a mechanical engineering domain. It begins with a chapter on the body’s thermal
behavior, then moves on to two chapters that discuss the mechanical functioning of the cardiovas-
cular and respiratory systems. Six chapters of this part of the Handbook are devoted to analysis of
bone and the musculoskeletal system, an area that I have been associated with from a publishing
standpoint for a quarter-century, ever since I published David Winter’s book on human movement.

Part 3 of the Handbook, the domain of materials engineering, contains six chapters. Three deal
with classes of biomaterials—biopolymers, composite biomaterials, and bioceramics—and three
deal with using biomaterials, in cardiovascular and orthopedic applications, and to promote tissue
regeneration.

The two chapters in Part 4 of the Handbook are in the electrical engineering domain. They deal
with measuring bioelectricity and analyzing biomedical signals, and they serve, in part, as an intro-
duction to Part 5, which contains ten chapters that treat the design of therapeutic devices and diag-
nostic imaging instrumentation, as well as the design of drug delivery systems and the development
of sterile packaging for medical devices, a deceptively robust and complex subject that can fill entire
books on its own. Imaging also plays a role in the single-chapter Part 6 of the Handbook, which cov-
ers computer-integrated surgery.
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The last two parts of the Handbook deal with interactions between biomedical engineering prac-
titioners and both patients and medical institutions. Part 7, which covers rehabilitation engineering,
includes chapters that treat not only the design and implementation of artificial limbs, but also ways
in which engineers provide environments and assistive devices that improve a person’s quality of
life. Part 8, the last part of the Handbook, deals with clinical engineering, which can be considered
the facilities-planning and management component of biomedical engineering.

Acknowledgments
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Ron Adrezin of the University of Hartford and Don Peterson of the University of Connecticut School
of Medicine for helping me organize the biomechanics chapters in the handbook, and for recruiting
other contributors, Mike Nowak, a colleague at the University of Hartford and Anthony Brammer,
now a colleague at the University of Connecticut Health Center. Also, contributor Alf Dolan of the
University of Toronto was especially helpful in recommending contributors for the clinical engi-
neering chapters.

Thanks to both of my editors at McGraw-Hill—Linda Ludwig, who signed the Handbook, and
Ken McCombs, who saw the project to its completion. Thanks also to Dave Fogarty, who managed
McGraw-Hill’s editing process smoothly and expeditiously.

I want to give the final word to my wife Arlene, the family medical researcher and expert, in
recognition of her patience and support throughout the life of this project, from development of the
idea, to selection and recruiting of contributors, to receipt and editing of manuscripts: “It is our hope
that this Handbook will not only inform and enlighten biomedical engineering students and practi-
tioners in their present pursuits, but also provide a broad and sturdy staircase to facilitate their ascent
to heights not yet scaled.”

Myer Kutz
Albany, New York
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CHAPTER 1

MODELING OF BIOMEDICAL
SYSTEMS

Narender P. Reddy
University of Akron, Akron, Ohio
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MODELS WITHTIME DELAY 13

Models are conceptual constructions which allow formulation and testing of hypotheses. A mathe-
matical model attempts to duplicate the quantitative behavior of the system. Mathematical models
are used in today’s scientific and technological world due to the ease with which they can be used to
analyze real systems. The most prominent value of a model is its ability to predict as yet unknown
properties of the system. The major advantage of a mathematical or computer model is that the
model parameters can be easily altered and the system performance can be simulated. Mathematical
models allow the study of subsystems in isolation from the parent system. Model studies are often
inexpensive and less time consuming than corresponding experimental studies. A model can also be
used as a powerful educational tool since it permits idealization of processes. Models of physiologi-
cal systems often aid in the specification of design criteria for the design of procedures aimed at alle-
viating pathological conditions. Mathematical models are useful in the design of medical devices.
Mathematical model simulations are first conducted in the evaluation of the medical devices before
conducting expensive animal testing and clinical trials. Models are often useful in the prescription
of patient protocols for the use of medical devices. Pharmacokinetic models have been extensively
used in the design of drugs and drug therapies.

There are two types of modeling approaches: the black box approach and the building block
approach. In the black box approach, a mathematical model is formulated based on the input-output
characteristic of the system without consideration of the internal functioning of the system. Neural
network models and autoregressive models are some examples of the black box approach. In the
building block approach, models are derived by applying the fundamental laws (governing physical
laws) and constitutive relations to the subsystems. These laws together with physical constraints
are used to integrate the models of subsystems into an overall mathematical model of the system.
The building block approach is used when the processes of the system are understood. However,
if the system processes are unknown or too complex, then the black box approach is used. With the
building block approach, models can be derived at the microscopic or at the macroscopic levels.
Microscopic models are spatially distributed and macroscopic models are spatially lumped and are rather
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global. The microscopic modeling often leads to partial differential equations, whereas the macro-
scopic or global modeling leads to a set of ordinary differential equations. For example, the micro-
scopic approach can be used to derive the velocity profile for blood flow in an artery; the global or
macroscopic approach is needed to study the overall behavior of the circulatory system including the
flow through arteries, capillaries, and the heart. Models can also be classified into continuous time
models and models lumped in time domain. While the continuous time modeling leads to a set of
differential equations, the models lumped in time are based on the analysis of discrete events in time
and may lead to difference equations or sometimes into difference-differential equations. Random
walk models and queuing theory models are some examples of discrete time models. Nerve firing
in the central nervous system can be modeled using such discrete time event theories. Models can be
classified into deterministic and stochastic models. For example, in deterministic modeling, we
could describe the rate of change of volume of an arterial compartment to be equal to rate of flow in
minus the rate of flow out of the compartment. However, in the stochastic approach, we look at the
probability of increase in the volume of the compartment in an interval to be dependent on the prob-
ability of transition of a volume of fluid from the previous compartment and the probability of tran-
sition of a volume of fluid from the compartment to the next compartment. While the deterministic
approach gives the means or average values, the stochastic approach yields means, variances, and
covariances. The stochastic approach may be useful in describing the cellular dynamics, cell prolifer-
ations, etc. However, in this chapter, we will consider only the deterministic modeling at the macro-
scopic level.

The real world is complex, nonlinear, nonhomogeneous, often discontinuous, anisotropic, multi-
layered, multidimensional, etc. The system of interest is isolated from the rest of the world using a
boundary. The system is then conceptually reduced to that of a mathematical model using a set of
simplifying assumptions. Therefore, the model results have significant limitations and are valid only
in the regimes where the assumptions are valid.

1.1 COMPARTMENTAL MODELS

Compartment models are lumped models. The concept of a compartmental model assumes that the
system can be divided into a number of homogeneous well-mixed components called compartments.
Various characteristics of the system are determined by the movement of material from one compart-
ment to the other. Compartment models have been used to describe blood flow distribution to vari-
ous organs, population dynamics, cellular dynamics, distribution of chemical species (hormones and
metabolites) in various organs, temperature distribution, etc.

Physiological systems (e.g., cardiovascular system) are regulated by humoral mediators and can
be artificially controlled using drugs. For instance, the blood pressure depends on vascular resis-
tance. The vascular resistance in turn can be controlled by vasodilators. The principle of mass bal-
ance can be used to construct simple compartment models of drug distribution. Figure 1.1 shows a
general multicompartmental (24-compartment) model of drug distribution in the human body. The
rate of increase of mass of a drug in a compartment is equal to the rate of mass flowing into the com-
partment minus the rate of mass leaving the compartment, minus the rate of consumption of the drug
due to chemical reaction in the compartment. In the model shown in Fig. 1.1, the lungs are repre-
sented by three compartments: Compartment 3 represents the blood vessels (capillaries, etc.) of the
lung, the interstitial fluids of the lung are represented by compartment 4, and the intracellular com-
ponents of the lung are represented by compartment 5. Each other organ (e.g., kidneys) is represented
by two compartments consisting of the blood vessels (intravascular) and the tissue (extravascular
consisting of interstitial and intracellular components together). Let us consider the model equations
for a few compartments.

For compartment 3 (lung capillaries),

V,dCydt = 0,C, - 0,C, - Ky , Ay, (C; = C,) (1.1)
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FIGURE 1.1 A generalized multicompartment (24) model of the human body to analyze drug distribution in the body.
The numbers in the compartments represent volumes in milliliters. The numbers on the lines are flow rates in mL/min.

Q,C, is the rate of mass flowing into compartment 3 from compartment 2, and Q,Cj is the rate of
mass flowing out of compartment 3 into compartment 6. In addition, there is the interface mass trans-
fer (diffusion) from capillaries into the interstitial spaces. This is represented by the last term. K ,is
the diffusional permeability of lung capillary. The diffusional permeability depends on capillary pore
size, the number of pores per unit area, the diffusion coefficient for the drug molecule, the ratio of
the diameter of the drug molecule, and the pore diameter. This permeability is different from the
hydraulic permeability. A, , is the lung capillary (interface) surface area. Mass is equal to volume
times concentration. The change in volume occurs over a longer duration when compared to the changes
in concentration. Consequently, volumes are assumed to be constant.
For the interstitial compartment,

V,dC,ldt =K, 4A, , (C3-C) =K, A, s(C,=Cy) (1.2)
For the intracellular compartment,
VidCildt =K, A, s(C, - Cs) = M, (1.3)

where M, is the rate of metabolic consumption of the drug. This could be a constant at high con-
centrations and a function of concentration at low concentrations. Recently, Kim et al. (2007) have
developed a whole body glucose homeostasis during exercise and studied the effect of hormonal
control.

Simple one compartmental models can be used for the prescription of treatment protocols for
dialysis using an artificial kidney device. While the blood urea nitrogen (BUN) concentration in the
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normal individual is usually 15 mg% (mg% = milligrams of the substance per 100 mL of blood), the
BUN in uremic patients could reach 50 mg%. The purpose of the dialysis is to bring the BUN level
closer to the normal. In the artificial kidney, blood flows on one side of the dialyzer membrane and
dialysate fluid flows on the other side. Mass transfer across the dialyzer membrane occurs by diffu-
sion due to concentration difference across the membrane. Dialysate fluid consists of a makeup solu-
tion consisting of saline, ions, and the essential nutrients so as to maintain zero concentration
difference for these essential materials across the membrane. However, during the dialysis, some
hormones also diffuse out of the dialyzer membrane along with the urea molecule. Too rapid dialy-
sis often leads to depression in the individual due to the rapid loss of hormones. On the other hand,
too slow dialysis may lead to unreasonable time required at the hospital. Simple modeling can be
used to calculate the treatment protocols of mass coming into the body from the dialyzer, plus the
metabolic production rate. When the patient is not on dialysis, the concentration of urea would
increase linearly if the metabolic production rate is constant or will increase exponentially if the
metabolic production rate is a linear function of the concentration (first order reaction). When the
patient is on dialysis, the concentration would decrease exponentially. This way, the treatment pro-
tocol can be prescribed after simulating different on and off times (e.g., turn on the dialyzer for
4 hours every 3 days) to bring the BUN under control. In the chapter on artificial kidney devices, a
simple one compartmental model is used to compute the patient protocol.

Compartmental models are often used in the analysis of thermal interactions. Simon and Reddy
(1994) formulated a mathematical model of the infant-incubator dynamics. Neonates who are born
preterm often do not have the maturity for thermal regulation and do not have enough metabolic heat
production. Moreover, these infants have a large surface area to volume ratio. Since these preterm
babies cannot regulate heat, they are often kept in an incubator until they reach thermal maturity. The
incubator is usually a forced convection heating system with hot air flowing over the infant.
Incubators are usually designed to provide a choice of air control or the skin control. In air control,
the temperature probe is placed in the incubator air space and the incubator air temperature is controlled.
In the skin control operation, the temperature sensor is placed on the skin and infant’s skin temper-
ature is controlled. Simon et al. (1994) used a five compartmental model (Fig. 1.2) to compare the
adequacy of air control and skin control on the core temperature of the infant. They considered the
infant’s core, infant’s skin, incubator air, mattress, and the incubator wall to be four separate well-
mixed compartments.

The rate of change of energy in each compartment is equal to the net heat transfer via con-
duction, convection, radiation, evaporation, and the sensible heat loss. There is a convective heat
loss from the infant’s core to the skin via the blood flow to the skin. There is also conductive heat
transfer from the core to the skin. The infant is breathing incubator air, drawing in dry cold air
at the incubator air temperature and exhaling humidified hot air at body temperature. There is
heat transfer associated with heating the air from incubator air temperature to the infant’s body
(core) temperature. In addition, there is a convective heat transfer from the incubator air to the
skin. This heat transfer is forced convection when the hot air is blowing into the incubator space
and free convection when the heater manifolds are closed. Moreover, there is an evaporative heat
loss from the skin to the incubator air. This is enhanced in premature infants as their skin may
not be mature. Also, there is a conductive heat transfer from the back surface of the skin to the
mattress. Also, exposed skin may radiate to the incubator wall. The incubator air is receiving hot
air (convective heat transfer) from the hot air blower when the blower is in the on position. There
is convective heat transfer from the incubator air to the incubator wall and to the mattress. In
addition, there is metabolic heat production in the core. The energy balance for each compart-
ment can be expressed as

mCp(dTldr) = £Q,, - 20, + G (1.4)

where m is the mass of the compartment, 7 is the temperature, ¢ is the time, Q is the heat transfer
rate, and G is the metabolic heat production rate. G is nonzero for the core and zero for all other com-
partments. G is low in low-birth-weight and significantly premature babies. Simon et al. (1992)
investigated infant-incubator dynamics in normal, low birth weight, and different degrees of prema-
turity under skin and air control. Recently, Reddy et al. (2008) used the lumped compartmental
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FIGURE 1.2 A lumped parameter model of the infant-incubator dynamics used by Simon et al.
(1994) to simulate the effect of various control modes in a convectively heated infant incubator.
Infant’s core and skin are modeled as two separate compartments. The incubator air space, the incu-
bator wall, and the mattress are treated as three compartments. Heat interactions occur between the
core (infant’s lungs) and the incubator air space through breathing. Skin-core heat interactions are
predominantly due to blood flow to the skin. Heat transfer between the infant’s skin and the incuba-
tor air is due to conduction and convection. Heat transfer from the skin to the mattress is via conduc-
tion, and heat transfer to the wall is via radiation from skin and convection from the air.

model of Simon et al. (1992) to evaluate the efficacy of air control, skin, control, and fuzzy logic
control which incorporates both skin and air temperatures.

Compartmental models have been used to model particle dynamics. The growing number of cases
of lung diseases, related to the accumulation of inhaled nonsoluble particles, has become a major
problem in the urban population. Sturum (2007) has developed a simple multicompartment model
for the clearance of nonsoluble particles from the tracheobronchial system (Fig. 1.3). While most of
the particles are rapidly transported toward the pharynx by the beating celia, the particles caught in
between celia in the highly viscous gel layer (compartment 1) may enter the low viscous sol layer
(compartment 2) via diffusion. From the sol layer, they could enter the epithelium (compartment 5)
and eventually enter the regional lymph node (compartment 6) or enter the blood circulation.
Alternatively, they could be captured by the macrophages (compartment 4) in any of these layers and
could reach the regional lymph node or the blood circulation (compartment 6) or the gastrointestinal
tract (GIT; compartment 3). Macrophages could release phagocytosed particles into any of these lay-
ers. In addition, the particles could defuse among all three layers (gel, sol, and epithelium) in both
directions. Sturum (2007) has derived model equations based on the diffusion of particles and other
modes of transport.

1.2 ELECTRICAL ANALOG MODELS OF CIRCULATION

Electric analog models are a class of lumped models and are often used to simulate flow through the
network of blood vessels. These models are useful in assessing the overall performance of a system
or a subsystem. Integration of the fluid momentum equation (longitudinal direction, in cylindrical
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FIGURE 1.3 A multicompartmental model for the clearance of inhaled insoluble particles
from the lung. [Reproduced with permission from Sturm (2007).]

coordinates) across the cross section results in the following expression (Reddy, 1986; Reddy and
Kesavan, 1989):

pdQ/dt = ta® AP/€2at (1.5)

where p is the fluid density, Q is the flow rate, a is the wall radius, P is the pressure, € is the length,
and T, is the fluid shear stress at the wall. If we assume that the wall shear stress can be expressed
using quasi-steady analysis, then the wall shear stress can be estimated by T, = 4uQ/a®. Upon substi-
tuting for the wall stress and rearranging, the results are

[p/(ma®)]dQldt = AP - [8ul/(a*)]Q (1.6)
The above equation can be rewritten as
LdQ/dt = AP - RQ 1.7)

where L = p€/(nta®) and R = 8ul/(ma®).

It can be easily observed that flow rate Q is analogous to electrical current i, and AP is analogous
to the electrical potential drop (voltage) AE. In the above equation. L is the inductance (inertance)
and R is the resistance to flow. Therefore, Eq. (1.5) can be rewritten as

Ldildt = AE - Ri (1.8)
Fluid continuity equation, when integrated across the cross section, can be expressed as

dvidi=AQ = Q, - O (1.9)

out
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where V is the volume. However, volume is a function of pressure. Momentum balance for the vessel
wall can be expressed as

P =P, +(Wayo (1.10)

where P, is the external pressure on the outside of the vessel wall, / is the wall thickness, and o is
the hoop stress in the wall. The hoop stress is a function of wall radius a and modulus of elasticity
E of the wall, and can be expressed as

o = (E/2)[(alay)? - 1] (1.11)

where q, is the unstretched radius. Since the length of the segment does not change, the above equa-
tion can be expressed as

o = (E/DI(VIV,) - 1] (1.12)

where V is the volume of the vessel segment and V), is the unstretched volume. Equations (1.10),
(1.11), and (1.12) can be combined as

dvidt = CdPldt (1.13)

where C = (2V, ay,/hE) (1.14)

C is often referred to as the compliance or capacitance.
Substituting Eq. (1.13) in Eq. (1.9) results in

CdPldt=Q, - Q.. (1.15)
Equation (1.15) can be expressed in terms of an electrical equivalent as follows:
E = (1/C)fidt (1.16)

Equations (1.7) and (1.16) can be used to simulate either a segment of a blood vessel or the entire blood
vessel itself. In small blood vessels, the inductance L is very low when compared to the resistance term
R, and therefore, the inductance term can be neglected in small arteries, arterioles, and capillaries. Since
there is no oscillation of pressure in the capillaries, the inductance term can be neglected in vessels
downstream of the capillary including venules, veins, vena cava, etc. (Chu and Reddy, 1992).

An electrical analog model of the circulation in the leg is illustrated in Fig. 1.4. Let us consider
the flow from the femoral artery into the small leg arteries. There is no inductance in small leg arteries,
and there is only the resistance. Since the small arteries are distensible, they have capacitance (com-
pliance). The muscular pressure (P,,) acts as the external pressure on the majority of small leg arter-
ies. Consequently, P, is used as the reference pressure across the capacitor. The arterioles do not
have inductance, but have a variable resistance which is controlled by neurogenic and metabolic fac-
tors. In this model, the precapillary sphincters and the capillaries are lumped together. Since the cap-
illaries are rather rigid, they do not have any capacitance (compliance), but the combined resistance
of the sphincters and capillaries is variable subject to metabolic control. For instance, precapillary
sphincters dilate in the presence of lactic acid and other end products of metabolism. Venules have
resistance and a variable capacitance. This capacitance is subject to neurogenic control since the
diameter of the venule is under neurogenic control. From the venules, the flow goes into leg small
veins which have a resistance and a variable capacitance subject to neurogenic control. In addition,
the venules have valves which only permit unidirectional flow. These valves can be modeled as
diodes. Again, the reference pressure for the capacitor is the muscle pressure Pyp. It is well known
that the blood flow in the legs is aided by the muscle pump which is essentially the external pressure
oscillations on the blood vessel wall due to periodic skeletal muscle contractions during walking, etc.
The muscle pump is absent in bedridden patients. Extremity pumps are used on such patients to
enhance blood flow to the legs. These extremity pumps provide a periodic a graded sequential exter-
nal compression of the leg. The electrical analog model shown in Fig. 1.4 can be easily modified to
simulate the effect of these extremity pumps.
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FIGURE 1.4 Electrical analog model of the circulation of the leg Py, is the muscle pump which exerts
a periodic external pressure on the blood vessels, Q is the flow rate, O, 5, is the flow through the leg small
arteries, O, p is the flow rate through the capillary, Q| ;g is the flow through the leg small veins. The elas-
ticity is simulated with capacitance. The nonlinear capacitance of the leg small veins and the nonlinear
resistance of arterioles and venules are under neurogenic control. The resistance of precapillary sphincters
and capillaries is subject to metabolic control. The valves in the veins are simulated using diodes which
permit only the unidirectional flow.

An electric analog model of pulmonary circulation is shown in Fig. 1.5. The flow is considered
from node to node where the pressure is defined. The model equations for flow from compartment 1
(right ventricle) to the pulmonary arteries can be expressed by

L(dQ,/dt) =P, - P, - R,Q, (1.17)
The pressure in compartment 2 can be expressed as
P, - P, = (1/CHNQ, - Q,)dt (1.18)

where P, is the intrathoracic pressure, which is pressure acting on the outside of the pulmonary
vessels. Similarly,

P, - Py =R,0, (1.19)
Py = Py = (1ICHNQ, - Qy)dt (1.20)
Py - Ps=R;0, (1.21)
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FIGURE 1.5 A model of pulmonary circulation. P, is the intrathoracic pressure which is the exter-
nal pressure on the pulmonary blood vessels.

Py - P = (1/CNQ, - Qydt (1.22)
0,=0, (1.23)
Ps - Pg=R,0; (1.24)

The capacitance is due to distensibility of the vessel. The capillaries are stiffer and less distensible,
and therefore have minimal capacitance.

Electrical analog models have been used in the study of cardiovascular, pulmonary, intestinal, and
urinary system dynamics. Recently, Barnea and Gillon (2001) have used an electrical analog model
to simulate flow through the urethra. Their model consisted of a simple L, R, C circuit with a vari-
able capacitor. The time varying capacitor simulated the time-dependent relaxation of the urethra.
They used two types of resistance: a constant resistance to simulate Poiseouille-type viscous pres-
sure drop and a flow-dependent resistance to simulate Bernoulli-type pressure loss. With real-time
pressure-flow data sets, Barnea and Gillon (2001) have used the model to estimate urethral resistance
and changes in urethral compliance during voiding, and have suggested that the urethral elastance
(inverse of compliance) estimated by the model provides a new diagnostic tool. Ventricular and atri-
al pumping can be modeled using similar techniques. The actual pump (pressure source) can be mod-
eled as a variable capacitor. Figure 1.6 shows a model of the left heart with a multisegment
representation of the ventricle (Rideout, 1991). Kerckhoffs et al. (2007) have coupled an electrical
analog model of systemic circulation with a finite element model of cardiac ventricular mechanics.

1.3 MECHANICAL MODELS

Mechanical models consisting of combinations of springs and dashpots are very popular in numer-
ous disciplines. Spring dashpot models have been used to model the mechanical behavior of vis-
coelastic materials and can be used to represent the one dimensional behavior of tissue and other
biological materials. In a linear spring, the force is proportional to the change in length or the strain.
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FIGURE 1.6 Electrical analog model to simulate atrial and ventricular pumping. Variable capacitances sim-
ulate the muscle contractions, and the filling and emptying through the ventricle can be simulated by a series
of inductance and resistance elements. [Adapted from Rideout (1991).]

On the other hand, the force in a dashpot is proportional to the rate of change in strain. Consider a
mass supported by a spring and a dashpot in parallel. Let a force F be acting on the mass. Force in
a dashpot is b(dX/dt) since the force in a fluid depends on strain rate. Here, b is a constant. The force
in the spring is given by kX, where & is the spring constant.

Application of Newton’s law results in

m(d2X/de?) + b(dX/df) + kX = F (1.25)

where X is the elongation or change in length with respect to the steady-state value, b is the con-
stant of the dashpot, and k is the spring constant.

It should be pointed out that the above mechanical equation is similar to the following electrical
equation:

L(di/dt) + Ri + (1/C)fidt = E (1.26)

where L is the inductance, R is the resistance, i is the current, and E is the voltage. This equation can
be expressed in terms of the charge ¢ instead of the current as

L(dqld®) + R(dgldt) + (1/C)q = E (1.27)

Equations (1.25), (1.26), and (1.27) are similar. Therefore, mass is analogous to the inductance,
the dashpot is analogous to the resistor, and the spring is analogous to the capacitor. The spring and
the capacitor are storage units, whereas the dashpot and the resistor are the dissipaters of energy. The
charge is analogous to the deformation or elongation, the current is similar to the velocity, and force
is analogous to the voltage. Therefore, any electrical system can be modeled using mechanical
analogs and any mechanical system can be modeled using electrical analogs.

Lumped mechanical models have been used to analyze the impact dynamics. Generally, muscle is
represented by a combination of a spring and a dashpot, whereas a ligament is modeled using a spring.
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FIGURE 1.7 A lumped mechanical analog model for the analysis of vibration in relaxed
standing human. [Reproduced with permission from Fritton et al. (1997).]

Human body vibrations can be analyzed using similar lumped models. Fritton et al. (1997) developed
a lumped parameter model (Fig. 1.7) to analyze head vibration and vibration transmissibility in a stand-
ing individual. The model results are in good agreement with the experimental results. Such models are
useful in the design of automobile seat cushion, motorcycle helmet design, etc.

1.4 MODELS WITH MEMORY AND MODELS WITH TIME DELAY

Time delay and memory processes occur in several biomedical disciplines. An example of such an
application occurs in modeling of the immune system (Reddy and Krouskop, 1978). In cellular
immune response, lymphocytes are sensitized to a foreign material and have memory. The immune
response is significantly enhanced if the similar material is reintroduced after certain lag time.
Another example could be the application to stress-induced bone remodeling. Modeling of the ner-
vous system would involve time delays and memory. Similar hereditary functions are used to
describe the material responses of viscoelastic materials. The effect of environmental pollutants can
be modeled using such hereditary functions. Stress-induced bone remodeling involves time lags
between the actual application of stress and actual new bone formation, and also involves
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stress/strain histories. To illustrate the modeling of the effects of memory and time delay, let us con-
sider a model to predict the number of engineers in the United States. Then we will consider a model
of cell-mediated immunity which has similar delays and memory functions.

1.4.1 A Model to Predict the Number of Engineers in the United States

An easy-to-understand example of a deterministic model with time delay and memory is a model to
predict the number of biomedical engineers in the United States at any given time. Let us restrict our
analysis to a single discipline such as biomedical engineering. Let E be the number of engineers (bio-
medical) at any given time. The time rate of change of the number of engineers at any given time in
the United States can be expressed as

dEldt=G+I-R-L-M (1.28)

where G represents the number of graduates entering the profession (graduating from an engineer-
ing program) per unit time, / represents the number of engineers immigrating into the United States
per unit time, R represents the number of engineers retiring per unit time, L represents the number
of engineers leaving the profession per unit time (e.g., leaving the profession to become doctors,
lawyers, managers, etc.), and M represents the number of engineers dying (before retirement) per unit
time.

In Eq. (1.28), we have lumped the entire United States into a single region (a well-stirred com-
partment) with homogeneous distribution. In addition, we have not made any discrimination with
regard to age, sex, or professional level. We have considered the entire pool as a well-stirred homo-
geneous compartment. In reality, there is a continuous distribution of ages. Even with this global
analysis with a lumped model, we could consider the age distribution with a series of compartments
with each compartment representing engineers within a particular age group. Moreover, we have
assumed that all engineering graduates enter the workforce. A percentage of them go to graduate
school and enter the workforce at a later time.

The number of graduates entering the profession is a function of the number of students entering
the engineering school 4 years before:

G =k, S(t-4) (1.29)

where S(f) is the number of students entering the engineering school per unit time. The number of
students entering the engineering school depends on the demand for the engineering profession over
a period of years, that is, on the demand history.

The number of engineers immigrating into the United States per unit time depends on two factors:
demand history in the United States for engineers and the number of visas that can be issued per
unit time. Assuming that immigration visa policy is also dependent on demand history, we can
assume that / is dependent on demand history. Here we have assumed that immigrants from all for-
eign countries are lumped into a single compartment. In reality, each country should be placed in a
separate compartment and intercompartmental diffusion should be studied.

The number of engineers retiring per unit time is proportional to the number of engineers in the
profession at the time:

R(t) = k,E(1) (1.30)

The number of engineers leaving the profession depends on various factors: the demand for the
engineering profession at that time and demand for various other professions at that time as well as
on several personal factors. For the purpose of this analysis, let us assume that the number of engi-
neers leaving the profession in a time interval is proportional to the number of individuals in the pro-
fession at that time:

L(t) = kE(1) (1.31)
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The number of engineers dying (before retirement) per unit time is proportional to the number of
engineers at that time:

M(t) = k,E(1) (1.32)

The demand for engineers at any given time is proportional to the number of jobs available at that
time (J(¢)) and is inversely proportional to the number of engineers available at that time:

D(t) = kJ()E®) (1.33)

The number of jobs available depends on various factors such as government spending for R&D
projects, economic growth, sales of medical products, number of hospitals, etc. Let us assume in this
case (biomedical engineering) that the number of jobs is directly proportional to the sales of medical
products (p), directly proportional to government spending for health care R&D (e), and directly pro-
portional to the number of new medical product company startups (i):

J(#) = (kge + k,c + kgl + kg + kp ) (1.34)

Although we assumed that the number of jobs at the present time is dependent on e(?), c(?), h(?),
i(t), and p(?), in reality the number of jobs at present may depend on previous values of these para-
meters, or on the history of these parameters.

Let us now analyze the demand history. This history depends on the memory function. Let us
assume that the effect of demand existing at a time decays exponentially (exponentially decaying
memory). The net effect of demands from time = 0 to 7 can be expressed as

H\(t) = __,I"="{D(v) exp[-k,(t - T)]}dT (1.35)
The number of students entering the engineering school per unit time is
S(t) =k, H,(0) (1.36)
Immigration rate can similarly be expressed as
I(t) = k, H,(t) (1.37)
where
Hy(0) =, _[*={D@exp[-k;(t - )]}dt (1.38)

H, and H, are called hereditary functions. Instead of an exponential decay of memory, we could have
a sinusoidal or some other functional form of memory decay, depending on the physical situation.

dE/dt = kykyoH (t = 4) + ky Hy() = (ky + ky + kE(D) (139)

In this analysis, making various assumptions, we have formulated a lumped parameter determin-
istic model to predict the number of engineers (biomedical) present in the United States at any given
time. If we want to know the geographical distribution, we can take two approaches. We can divide
the entire United States into a number of compartments (e.g., northeast, east, west, etc.) and study
the intercompartmental diffusion. Alternatively, we can make E a continuous variable in space and
time / (x, y, ¢) and account for spatial diffusion.

1.4.2 Modeling the Cell-Mediated Immunity in Homograft Rejection

In cell-mediated immunity, lymphocytes in the tissue become sensitized to the target (graft) cells and
travel to the regional lymph nodes where they initiate an immunological response by increasing the
production of immunocompetent lymphocytes. The newly produced lymphocytes are then transported
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into the blood stream via the thoracic duct. Lymphocytes recirculate from the blood stream through
the tissue and return to the blood stream via the lymphatic system. When foreign cells are introduced
into the tissue, blood lymphocytes migrate into the tissue at an increased rate and bring about the
destruction of the target cells. Lymphocytes have memory and they exhibit an increased secondary
response, e.g., if after the rejection of the first graft, a second graft is introduced into the host, the
second graft is rejected much faster. A similar situation occurs in delayed hypersensitivity, which is
another cell-mediated reaction. In this analysis, let us assume that blood and tissue are well-stirred
compartments and that the newly produced lymphocytes are introduced into the blood compartment
(Reddy and Krouskop, 1978).

For sensitization to occur, a lymphocyte has to come in contact with a target cell. The number of
lymphocytes becoming sensitized at any given time (L (#)) is a function of the number of lympho-
cytes in the tissue (L,(#)) and the number of target (foreign) cells (g(7))

L0 = C,Lp(Dg(®) (1.40)

Certain lymphocytes, upon encountering target cells, are transformed into memory cells. The
memory cell formation depends upon the number of lymphocytes in the tissue and the number of
target cells. The number of memory cells formed at any time (f) may thus be expressed as

L, (1) = C,L(Dg(0) (1.41)

Sensitized lymphocytes stimulate the production of immunocompetent lymphocytes and the
effect of each sensitized cell lasts for a given period of time. For the purpose of the present analysis,
it is assumed that the effect of each sensitized lymphocyte decays exponentially over a period of
time. The production rate of blood lymphocytes at any time (f) due to the primary response
(dLB/dt)prim would then be equal to the sum of the residual effect of all the lymphocytes sensitized
between time 0 and time 7 — @, where @, is the time lag between sensitization and production of
the lymphocytes.

The number of lymphocytes produced due to primary response between time ¢ and time (7 — @)
would be

Ly(t) = Ly(t = At ) = Co{L(t = @ )AL + Lt — @, = At )Ar + L(t = D, - 2A0)e K18 Ar

Due to lymphocytes Due to lymphocytes Due to lymphocytes
sensitized at 1 — @, sensitized at t — @, — At sensitized at ¢ - 2@, - At
+ Lyt - D, - rADe K A AL 4 - (1.42)

Due to lymphocytes
sensitized at t — @, _ = rAt

= C3L|(1 - @, - rAne K1 Ar (1.43)

Dividing by At and taking the limits as Atz IT O, the left-hand side becomes a derivative and the right-
hand side can be represented as an integral in terms of the hereditary function

(dLB(t)/dt)prim,‘lry =C, I} 0 @ Ls(t)e‘K 10 -2y -7)gy (1.44)
Substituting for L in terms of L,
(dLB(t)/dt)primary =k, I} o ‘DILT('c)e‘ Kl - @1 - gy (1.45)

For the secondary response to appear, a memory cell must encounter a target cell, and therefore the
secondary response depends upon the number of memory cells and the number of target cells.
Similar to Eq. 1.45, Reddy and Krouskop (1978) expressed the secondary response in terms of a
hereditary function

(dLy(D)/dr) = ky ™ P2 L (0)g(0)e K40~ ®2-Dg(s - )t (1.46)

secondary
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In developing the above equation, it is assumed that the effect of a memory cell also decays expo-
nentially over a period of time. Thus the production rate of blood lymphocytes at time (¢) due to sec-
ondary response (dLg/dt),... s due to the sum of the residual effects of all the memory cells formed
between 0 and time 7 - ¢,, where ¢, is the time lag between memory cell formation and the appear-
ance of the secondary response.

The net rate in change of blood lymphocytes may then be described as

dLyldt =k, [{ = ®1 L(t)e K10~ P1-Vgv + k, [t~ P2L (v)g()e X4~ P2 = Vg(r — D,)dv

Due to primary response Due to secondary response
+KL, - KL,-KL, - KL, (1.47)
Recirculation Death in the blood Migration into tissue due to

target cell presence

The rates of change of tissue lymphocytes and the number of target cells can be described using simi-
lar mass balance

dL,Jdt = KoL, g - KL+ KL, - KyL,g (1.48)
Increased migration Recirculation Loss due to target cell destruction
dgldt = (dgldty,,,, - kiLg (1.49)

These equations were simulated by Reddy and Krouskop. Figure 1.8 shows the production rate
of lymphocytes and the number of target cells when the target cells were introduced on day 0 and
again on day 4. Figure 1.9 shows the production rate of lymphocytes and the number of target cells
present in the tissue when the target cells were introduced continuously.

1.5 ARTIFICIAL NEURAL NETWORK MODELS

Neural network models represent the black box type of model. These models are used where the pre-
cise functioning of the system is not understood but the sample input-output data are known. Neural
networks represent a new generation of information processing systems that are artificially (virtually)
constructed to make use of the organizational structure of the neuronal information processing in the
brain. A neural network consists of several interconnecting neurons also called as nodes. These
nodes are organized into an input layer, one or more hidden layers, and an output layer. The number
of input layer nodes in the input layer depends on the number of input variables. The number of
nodes in the output layer is determined by the number of output parameters. Each input parameter is
represented by a node in the input layer, and the each output parameter is represented by a node in
the output layer. The number of nodes in the hidden layer could be variable. Each node in a feed-
forward neural network is connected to every node in the next level of nodes. That means each input
node is connected to all the nodes in the hidden layer neurons. Let us, for simplicity, consider only
one hidden layer. Now, each node in the hidden layer is connected to all the nodes in the output layer.
Figure 1.10 shows a network with four output nodes and five input nodes with four hidden layer
nodes. The connection strengths are determined by the weights.

Let us assume that W, represents the weight of the connection from the jth node in the hidden layer
to the ith node in the output layer, and let us assume that w,, represents the weight of connection from the
kth input node to the jth node in the hidden layer. Let X, represent the value of kth input node.

The sum of weighted inputs to the jth node in the hldden layer is

L=3w, X, (1.50)

In other words, I, = w, [ X, + w, , X, + w ;X5 +w, X 4 ,» Where X, X, X, X, are the values of the four
input parameters.
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The simulation results of the production rate of lymphocytes (a), and the number of tar-

get cells or foreign cells (b) plotted as a function of time in days. In the simulation, the target cells were
introduced on day 0 and again on day 4. [Reddy and Krouskop (1978).] Note the increased secondary

response.

The output of a hidden layer neuron is a function of its input

Hj=f(1j)

(1.51)

This function f'is called the activation function. An example of this function is the sigmoid function

Hj = k[2/(1 + exp (- alj +B)-1]

(1.52)

where k, a, and B are constants. B is called the bias. B can be a zero. In general, any monotone, non-
decreasing differentiable signal function can be used as the activation function.
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FIGURE 1.9 The simulation results of the production rate of lymphocytes (a), and the number
of target cells or foreign cells (b) when the target cells were continuously introduced. [Reddy and
Krouskop (1978).]

The input G; to the ith node in the output layer is the sum of its weighted inputs.
G, =XW, H, (1.53)
The output of the node in the output layer is some function of the input node.
Y. = F(G) (1.54)

The activation function F of the output neurons can be any monotone, nondecreasing differentiable
function. Sigmoid or logistic functions are usually used.

If the weights w;,, and W, are all known, then given the input X, the output Y; of the system
can be calculated. The weights are determined through a training algorithm using the sample input-
output data.
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Outputs

Input layer

Inputs
Neural network

FIGURE 1.10 A neural network model consists of several input layer neurons (nodes), one or more
neurons in the output layer, and one or more layers of hidden layer neurons each consisting of sever-
al neurons. Each neuron in the input layer corresponds to an input parameter, and each neuron in the
output layer corresponds to an output parameter. Each neuron in a layer is connected to each of the
neurons in the next level. In this example only one hidden layer is used. Each of the input neurons is
connected with each neuron in the hidden layer and each neuron in the hidden layer is connected to
each neuron in the output layer. The connection strengths are represented by weights.

There are several training techniques and the most popular technique is the back propagation
technique. Let us assume that for a set of sample inputs X,, we know the actual outputs d; Initially,
we do not know the weights, but we could have a random initial guess of the weights w, , and Wz,
As an example, we could define all weights initially to be w;,, = W;; = 0.2 or 0.5. Using the above
equations along with the sample input vector X, we can calculate the output of the system Y,. Of
course, this calculated value is going to be different from the actual output (vector if there is more
than one output node) value d;, corresponding to the input vector X,. The error is the difference
between the calculated output value and the actual value. There are various algorithms to iteratively
calculate the weights, each time changing the weights as a function of the error. The most popular
of these is the gradient descent technique.

The sum of the error in the mth iteration is defined as

e/"=d - y/"=d - FEW/'H) = d, - FEW,! f{Ew/ X)) (1.55)

The instantaneous summed squared error at an iteration m, corresponding to the sample data set n,
can be calculated as

E" = (1/2) Z(e/")? (1.56)

The total error E at each iteration, for all the sample data pairs (input-output), can be calculated as
the sum of the errors E, for the individual sample data.

Adjusting the weights for each iteration for connections between the hidden layer neurons and
the output layer neurons W, ; can be calculated as

Wil = Wi —n(d E"RW, ) (1.57)

where 1) is the learning rate.
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The error gradient can be expressed as
OE"13W, ) = (OE"ISF)(dFIdW,)) (1.58)

For a sigmoid function (F), it turns out that the differential is a simple function of the sigmoid as
follows:

dF =b(1 - F)F (1.59)
where b is a constant. Thus,
(dF/dWl.’/.) =b(1 - F(VVLJ.))F(VVZ.J) (1.60)

For adjusting the weights for connections between the input and the hidden layer neurons, the error
is back propagated by calculating the partial derivative of the error E with respect to the weights Wi
similarly (Haykin, 1999).

The whole process of calculating the weights using the sample data sets is called the training
process. There is a neural network package in the MATLAB which can be easily used in the train-
ing process. There are several algorithms in the package, including the back propagation, modified
back propagation, etc. which the user can choose in the MATLAB software. Once the weights are
calculated using MATLAB or any other software, it becomes a matter of obtaining the output vector
for a given input vector using matrix multiplications. The most important aspect of a neural network
is that it should be tested with data not used in the training process.

Neural networks have been used for classification and control. For instance, Reddy et al. (1995)
used neural networks to classify the degree of the disease in dysphagic patients using noninvasive
measurements (of throat acceleration, swallow suction, pressure, etc.) obtained from dysphagic
patients during swallowing. These measurements were the inputs to the network and the outputs
were normal, mild, moderate, and severe. Neural network performance depends on the sample data,
initial weights, etc. Reddy et al. (1995) trained several networks with various initial conditions and
activation functions. Based on some initial testing with known data, they recruited the best five net-
works into a committee. A majority opinion of the committee was used as the final decision. For clas-
sification problems, Reddy and Buch (2000) and Das et al. (2001) obtained better results with
committee of neural networks (Fig. 1.11) when compared to a single network, and the majority opin-
ion of the committee was in agreement with clinical or actual classification.

Committee of Neural Networks

| Classification by majority opinion |
A

NW-1 NW-3 NW-5

4 h h

I t [

| Extracted features/parameters |

FIGURE 1.11 The committee of neural networks. Each of the
input parameters is simultaneously fed to several networks working in
parallel. Each network is different from the others in terms of initial
training weights or the activation function (transfer function at the nodes).
A majority opinion of the member networks provides the final decision
of the committee. This committee of networks simulates the parliamen-
tary process, and emulates a group of physicians making the decision.
[Reddy and Buch (2000).]
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1.6 FUZZY LOGIC

Most real world systems include some element of uncertainty and cannot be accurately modeled
using crisp logic. Moreover, some of these systems require modeling of parameters like human expe-
rience, intuition, etc., which involve various degrees of conceptual uncertainties and vagueness.
Several of these applications require fuzzy definition of boundaries and fuzzy classes, whose mem-
bership values are in the form of degree of membership, rather than in the form of true or false. In
crisp logic, a parameter can belong to only one class. However, in fuzzy logic, a parameter could
belong to more than one class at the same time. Let us assume that we want to classify the age of a
person into two classes: young and old. In crisp logic, the individual belongs to either old or young,
as the crisp logic requires a clear boundary between the two classes. In fuzzy logic, the individual
can belong to both classes at the same time. Figure 1.12 provides a general comparison of a crisp
and a fuzzy variable and its membership to subsets. The variable x is divided into two subsets
“young” and “old.” For example, if x = 40, the crisp classification would be “young.” On the other
hand, the fuzzy classification would be (0.7, 0.3), indicating that the individual belongs to both classes
(70 percent young and 30 percent old). The individual’s membership to the subset “young” would
be 0.7, and his membership to subset “old” would be 0.3. The function which defines the boundaries
of the domains (or subsets) is called “membership function” and the values 0.7 and 0.3 are called the
membership values.

Overall scheme of the fuzzy logic system is shown in Fig. 1.13. In the fuzzy logic, each measured
parameter is fuzzified by calculating the membership values to various subsets using predefined
membership functions. The membership values for the parameters are then sent to a predefined rule
base to provide a fuzzy output. The fuzzy output is then defuzzified using a defuzzification scheme.
Usually, the centroid defuzzification is used to come up with a crisp output. The first step in design-
ing a fuzzy logic system is to first define the number of subsets, and the membership functions
which define the subset domains. The membership functions can be linear, triangular, trapezoidal, or
sigmoidal, or can be of irregular geometry. Fuzzy logic can be used for classification
(Suryanarayanan et al., 1995; Steimann and Adlassnig, 1998; Sproule et al., 2002; Sakaguchi et al.,
2004; Mangiameli et al., 2004) and control problems (Suryanarayan and Reddy, 1997; Kuttava et al.,
2006). Examples of both of these are presented below.

Young old
0 50 120
Crisp classification of age
o
=
=1
>
o
£
5 Young Old
©
=
=0
50 120

Fuzzy classification of age

FIGURE 1.12 A comparison of crisp logic and fuzzy
logic. In crisp logic a variable (age of an individual in this
example) belongs to a single subdomain. In fuzzy logic, a
variable can belong to a number of subdomains with varying
degree of membership value. The domain boundaries are
defined by membership functions.
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Crisp parameter input

Fuzzification using membership functions

Membership values

v

Output membership
values

Defuzzification

Crisp output

FIGURE 1.13 The overall scheme of fuzzy logic. The
measured crisp parameters are first fuzzified with the aid
of membership functions to obtain the membership value
to various subdomains. The membership values are then
subjected to a predefined rule base. The output of the rule
base is in the form of output membership values to various
subdomains. This fuzzy output is then defuzzified to
obtain a crisp output.

1.6.1 Fuzzy Classification of Risk for Aspiration in Dysphagic Patients

Suryanarayanan et al. (1995) developed a fuzzy logic diagnosis system to classify the dysphagic patient
into “normal, mild, moderate, and severe dysphagia” based on several parameters measured from the
dysphagic subject. Dysphagia denotes dysfunction of the swallowing mechanism and presents a
major problem in the rehabilitation of stroke and head injury patients. Dysfunction of the pharyngeal
phase of swallow can lead to aspiration, chocking, and even death. Consequently, the assessment of
risk for aspiration is important from a clinical point of view. Reddy et al. (1990, 1991, 1994) have
identified and developed instrumentation and techniques to noninvasively quantify various biome-
chanical parameters that characterize the dysphagic patient and clinically evaluated the technique by
correlating with the videofluorography examination (Reddy et al., 2000). For the assessment of the
pharyngeal phase, they have placed an ultra miniature accelerometer at the throat at the level of thy-
roid cartilage and asked the patient to elicit a swallow (Reddy et al., 1991, 1994). Swallowing in nor-
mal subjects gave rise to a characteristic acceleration pattern which was distorted or absent in
dysphagic individuals. In addition to the acceleration measurements, they measured swallow suction
pressure (with a catheter placed toward the posterior aspect of the tongue), and the number of
attempts to swallow before eliciting a swallow response, etc. Suryanarayanan et al. (1995) fuzzified
these measurements by defining membership functions for each of these parameters (magnitude of
acceleration, swallow pressure, and number of attempts to swallow) which defined the four subdo-
mains (severe risk, moderate risk, mild risk for aspiration, and normal) for each of these parameters
(Fig. 1.14). Membership functions were constructed using the function

u = 1/(exp(ox + ) (1.61)

where u is the membership value, x is the measured parameter, and o and 3 are constants. The slope
of the sigmoid function can be changed by changing the value of a.
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FIGURE 1.14 The membership functions are used to compute the membership values corresponding to the mea-
sured parameters: (a¢) membership functions for the acceleration magnitude (peak-to-peak value); () membership
functions for the peak swallow pressure; and (c) the measured number of attempts to swallow. The variable number of
attempts to swallow n, was transformed by a linear transfer function given by defining a new variable f = (8 — n)/7] and
membership functions defined on the new variable f. [Reproduced with permission from Suryanarayanan et al. (1995).]

The membership values are represented as My where i represents the parameter and j represents
the subset. Corresponding to each parameter a, we have a vector of membership values given by

H,X) = [t (0. 1,5 (), 150, 1 4] (1.62)

where a is the parameter, My is the membership to the jth subset corresponding to parameter a. For
instance, w, | refers to membershlp value related to severe distortion in the acceleration magnitude, @, ,
refers to moderate distortion in acceleration magnitude, u, , refers to mild distortion in acceleration
magnitude, and ,, , refers to normal acceleration magmtude Similarly, the elements in w, |, W, 5, W, 5
and w, , refer to severe distortion in the swallow pressure magnitude, moderate distortion in swallow
pressure magnitude, mild distortion in swallow pressure magnitude, and normal swallow pressure.

For each patient, the measured parameter values are fuzzified to obtain the four membership val-
ues for each of the three parameters. These values are then fed to a rule base R. The function R is
defined as a relation between the parameters defined. A typical relation between input and output
parameters is the IF-THEN rule. The output is given by the rule set R acting upon the membership
values computed for the measured parameters and is represented as

D =R - [(n,(0), u,(¥) u. (] (1.63)

where subscript a refers to the parameter “acceleration magnitude” and x is the corresponding value,
subscript b refers to the parameter “swallow pressure magnitude” and y is the corresponding value
of this parameter, and subscript ¢ refers to the parameter “number of attempts to swallow” and z is
the corresponding value of this parameter. The rule base can be in the form of a lookup table or in
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the form of a minimum or maximum operation. Since the dysphagia classification involves estimat-
ing the severity of the disease, Suryanarayanan et al. (1995) used the maximum rule.

Using the maximum rule, the output membership value corresponding to the severe risk (®,) can
be calculated as

@, = (1, OV 1, OV @] (1.64)
The output membership value corresponding to the moderate risk can be expressed as

D, = [(1, (V1,5 GV (2] (1.65)
The output membership value corresponding to the mild risk can be expressed as

D, = (1, ;O 1, OV 11, 5@)] (1.66)
The output membership value corresponding to the normal risk can be expressed as

D, =[(n, 4 DV, MV @] (1.67)

where V indicates the maximum operator.
The output can be defuzzified using certroid defuzzification scheme to obtain a crisp value C.

DIL)

=

=1

C = (1.68)

This crisp output gives a continuous value. In the present case, C has a value between 1 and 4 where
1 represents severe risk for dysphagia, 2 represents moderate risk for dysphagia, 3 represents mild
risk for dysphagia, and 1 represents normal. Figure 1.15 compares the classification made by the fuzzy
logic diagnosis system and the classification made by the clinician. There was complete agreement
between the fuzzy logic system and the clinician classification. In four cases, the fuzzy logic system
overestimated the risk by half a category. It should be noted that the clinician classification itself is
subjective based on qualitative observations.

-= System —} Clinician

Classification

1 3 5 7 9 11 13 15 17 19 21
Subject number

FIGURE 1.15 A comparison of the classification made by the fuzzy logic system and the
clinician. [Reproduced with permission from Suryanarayanan et al. (1995).]
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1.6.2 Fuzzy Mechanics

Virtual reality (VR) is gaining importance in every discipline, including medicine and surgery. VR is
a computer-generated pseudo space that looks, feels, hears, and smells real, and fully immerses the
subject. Potential applications of VR include medical education and training, patient education, VR-
enhanced rehabilitation exercises, VR-induced biofeedback therapy and teletherapy, VR-aided emer-
gency medicine, and VR surgical simulations, etc. Surgical simulations in VR environment can aid
the surgeon in planning and determining the optimal surgical procedure for a given patient, and also
can aid in medical education. Song and Reddy (1995) have demonstrated the proof of concept for
tissue cutting in VR environment. They have developed a technique for cutting in VR using interac-
tive moving node finite element models controlled by user-exerted forces on instrumented pseudo
cutting tool held by the user. In Song and Reddy’s system, the user (surgeon) holds the instrumented
wand (instrumented pseudo tool) and manipulates the tool. The forces exerted by the wand (on a
table) together with the orientation and location of the wand are measured and fed to a finite element
model of the tissue and the deformations are calculated to update the model geometry. Cutting takes
place if the force exerted is larger than the critical force (computed from local tissue properties) at
the node. Otherwise, tissue simply deforms depending on the applied force. However, finite element
models require significant amount of computational time and may not be suitable for cutting large
amount of tissue. Recently, Kutuva et al. ( 2006) developed a fuzzy logic system for cutting simu-
lation in VR environment. They fuzzified the force applied by the operator and the local stiffness of
the tissue. The membership functions for the force and stiffness are shown in Fig. 1.16. They have

Membership
value

0.1.23456.7.891.0
Force

Membership
value

0.123456.7.891.0
Stiffness

FIGURE 1.16 Fuzzy membership functions for (a) force
exerted on the pseudohand held by the user, and (b) the
local stiffness of the tissue. Fuzzy membership functions
describe small, medium, large, and very large subdomains.
[Reproduced with permission from Kuttava et al. (2006).]
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TABLE 1.1 Fuzzy-rules Lookup Table

Stiffn:sosrce Small Medium Large Very large
Small No cut Small Medium Large
Medium No cut No cut Small Medium
Large No cut No cut No cut Small
Very large No cut No cut No cut No cut

The force subdomains are in the horizontal column and the stiffness domains
are described in the vertical column. The corresponding output subdomain is given
in the cells.

developed a lookup table (IF-THEN rules) to compute the cutting depth. Table 1.1 shows the lookup
table. For instance, if the normalized force is 0.4, the membership values are (0, 0.5, 0.3, 0). The
membership value for small is zero, for medium is 0.5, for large is 0.3, and zero for very large. If the
normalized stiffness at the cutting location is 0.32, the membership values for stiffness are (0.4, 0.8,
0.4, 0). The stiffness membership value is 0.4 for small, 0.8 for medium, 0.4 for large, and O for very
large. The contribution to the output domain small cut is calculated from the lookup table by adding
all the possibilities for small cut. Small cut is possible if the force is medium (0.5) and the stiffness
is small (0.4) which results in 0.4 times 0.5 which is 0.2; additional possibility is if force is large
(0.3) and stiffness is medium (0.8) which results in 0.3 x 0.8 = 0.24 for small cut. Another possibil-
ity is if force is very large (0) and stiffness is large (0.4) which results in 0. Now, the membership
value for the output subdomain small cut is calculated by adding all these possibilities: 0.2 + 0.24 +
0 = 0.44. Similar calculation for medium cut results in 0.3 x 0.4 = 0.12. The membership value for
no cut results in 0.5 (0.8 + 0.4) + 0.3 x 0.4 = 72. The output membership values for this example are
(0.72, 0.44, 0.12, 0). The fuzzy output of the cutting depth is then defuzzified using the centoid
defuzzification scheme to calculate a crisp value for the cutting depth. In the above example, the
crisp value is calculated as

C- 072x1+044 x2+0.12x3+0x4
0.72+044 +0.12+0

(1.69)

At each epoch, the force exerted by the user on the pseudo cutting tool is measured, fuzzified,
and the cutting depth is calculated. The virtual cutting tool is then advanced to the depth computed
by the fuzzy logic system. The node(s) along the cutting path are released, and the display is updated
with cut view. Then, the user’s input force exerted on the pseudo-cutting tool is measured, defuzzi-
fied, and the cutting is performed by advancing the tool to the new location by the amount of cutting
depth. The procedure is repeated as long as the pseudo-cutting tool is in the cutting space. The
procedure is continued until the pseudo-cutting tool is withdrawn out of the virtual tissue space.
Figure 1.17 provides a demonstration of fuzzy-logic-based tissue cutting in VR environment using
two-dimensional models.

1.7 MODEL VALIDATION

This chapter discussed the art of modeling with few examples. Regardless of the type of model
developed, a mathematical model should be validated with experimental results. Validation becomes
very important in the black box type of models such as the neural network models. Moreover, the
model results are valid only to certain regimes where the model assumptions are valid. Sometimes,
any model can be fit to a particular data by adjusting the parameter values. Moreover, the techniques
of parameter estimation were not presented in this chapter. In addition, the presentation was limited
to lumped parameter analysis or macroscopic modeling.
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VIRTUAL SURGERY SIMULATION

FIGURE 1.17 A demonstration of the fuzzy logic cutting. [Reproduced with
permission from Kuttava et al. (2006).]
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2.1 INTRODUCTION

Over the past 100 years, the understanding of thermal and mechanical properties of human tissues
and physics that governs biological processes has been greatly advanced by the utilization of fun-
damental engineering principles in the analysis of many heat and mass transport applications in
biology and medicine. During the past two decades, there has been an increasingly intense interest
in bioheat transfer phenomena, with particular emphasis on therapeutic and diagnostic applications.
Relying on advanced computational techniques, the development of complex mathematical models
has greatly enhanced our ability to analyze various types of bioheat transfer process. The collabo-
rations among physiologists, clinicians, and engineers in the bioheat transfer field have resulted in
improvements in prevention, treatment, preservation, and protection techniques for biological
systems, including use of heat or cold treatments to destroy tumors and to improve patients’ outcome
after brain injury, and the protection of humans from extreme environmental conditions.

In this chapter we start with fundamental aspects of local blood tissue thermal interaction.
Discussions on how the blood effect is modeled in tissue then follow. Different approaches for the-
oretically modeling the blood flow in the tissue are shown. In particular the assumptions and validity
of several widely used continuum bioheat transfer equations are evaluated. Different techniques to
measure temperature, thermophysical properties, and blood flow in biological systems are then
described. The final part of the chapter focuses on one of the medical applications of heat transfer,
hyperthermia treatment for tumors.

2.2 FUNDAMENTAL ASPECTS OF BIOHEAT TRANSFER

One of the remarkable features of the human thermoregulatory system is that we can maintain a core
temperature near 37°C over a wide range of environmental conditions and during thermal stress. The
value of blood flow to the body varies over a wide range, depending upon the need for its three
primary functions:

33
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1. Mass transfer in support of body metabolisms. Blood transports oxygen to the rest of the body
and transports carbon dioxide and other waste from the cells.

2. Regulation of systemic blood pressure. The vascular system is a primary effector in the regula-
tion of systemic blood pressure through its ability to alter the distribution of blood flow and reg-
ulate the cardiac output and thereby buffer systemic pressure fluctuations.

3. Heat transfer for systemic thermoregulation.

As for the third primary function, blood is known to have a dual influence on the thermal
energy balance. First it can be a heat source or sink, depending on the local tissue temperature.
During wintertime, blood is transported from the heart to warm the rest of the body. On the other
hand, during hyperthermia treatment for certain diseases where the tissue temperature is elevated
to as high as 45°C by external devices, the relatively cold blood forms cold tracks that can
decrease the treatment efficacy. The second influence of the blood flow is that it can enhance heat
dissipation from the inside of the body to the environment to maintain a normal body tempera-
ture. Theoretical study has shown that if the heat produced in the central areas of the body at rest
condition could escape only by tissue conduction, the body temperature would not reach a steady
state until it was about 80°C. A lethal temperature would be reached in only 3 hours. During exer-
cise, our body temperature would have typically risen 12°C in 1 hour if no heat were lost by
blood flow. Maintaining a core temperature of 37°C during thermal stress or exercise in the body
is achieved by increasing the cardiac output by central and local thermoregulation, redistributing
heat via the blood flow from the muscle tissue to the skin, and speeding the heat loss to the envi-
ronment by evaporation of sweat.

Thermal interaction between blood and tissue can be studied either experimentally or theoreti-
cally. However, for the following reasons it is difficult to evaluate heat transfer in a biological
system:

* The complexity of the vasculature. It is not practical to develop a comprehensive model that
includes the effect of all thermally significant vessels in a tissue. Therefore, the most unusual and
difficult basic problem of estimating heat transfer in living biologic systems is modeling the
effect of blood circulation.

* Temperature response of the vasculature to external and internal effects is also a complex task. In
a living system, the blood flow rate and the vessel size may change as a response to local tem-
perature, local pH value, and the concentration of local O, and CO, levels.

* The small thermal length scale involved in the microvasculature. Thermally significant blood ves-
sels are generally in a thermal scale of less than 300 wm. It has been difficult to build temperature-
measuring devices with sufficient resolution to measure temperature fluctuation.

For the above reasons, even if the heat transfer function of the vascular system has been appreciated
since the mid-nineteenth century, only in the past two decades, has there been a revolution in our
understanding of how temperature is controlled at the local level, both in how local microvascular
blood flow controls the local temperature field and how the local tissue temperature regulates local
blood flow.

Until 1980, it was believed that, like gaseous transport, heat transfer took place in the capillaries
because of their large exchange surface area. Several theoretical and experimental studies (Chato,
1980; Chen and Holmes, 1980; Weinbaum et al., 1984; Lemons et al., 1987) have been performed
to illustrate how individual vessels participate in local heat transfer, and thus to understand where
the actual heat transfer between blood and tissue occurs. In these analyses, the concept of thermal
equilibration length was introduced. Thermal equilibration length of an individual blood vessel was
defined as a distance over which the temperature difference between blood and tissue drops a cer-
tain percentage. For example, if the axial variation of the tissue and blood temperature difference can
be expressed as AT = AT, e™*, where AT}, is the temperature difference at the vessel entrance, and L
and 4.6L are the thermal equilibration lengths over which AT decreases to 37 percent and 1 percent,
respectively, of its value at the entrance. Blood vessels whose thermal equilibration length is com-
parable to their physical length are considered thermally significant.
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Chato (1980) first theoretically investigated the heat transfer from individual blood vessels in
three configurations: a single vessel, two vessels in counterflow, and a single vessel near the skin sur-
face. It was shown that the Graetz number, proportional to the blood flow velocity and radius, is the
controlling parameter determining the thermal equilibration between the blood and tissue. For blood
vessels with very low Graetz number, blood quickly reaches the tissue temperature. It was also
demonstrated that heat transfer between the countercurrent artery and vein is affected by the vessel
center-to-center spacing and mass transport between them.

In an anatomic study performed on rabbit limbs, Weinbaum et al. (1984) identified three vascular
layers (deep, intermediate, and cutaneous) in the outer 1-cm tissue layer. Subsequently, three fun-
damental vascular structures were derived from the anatomic observation: (1) an isolated vessel
embedded in a tissue cylinder, as shown by the intermediate tissue layer; (2) a large artery and its
countercurrent vein oriented obliquely to the skin surface, as shown in the deep tissue layer; and
(3) a vessel or vessel pair running parallel to the skin surface in the cutaneous plexus. These three
vascular structures served as the basic heat transfer units in the thermal equilibration analysis in
Weinbaum et al. (1984).

As shown in Weinbaum et al. (1984), 99 percent thermal equilibration length of a single blood
vessel embedded in a tissue cylinder was derived as

X, = 1.15aPrRe[0.75 + KIn(R/a)] (2.1)

where a and R are the blood vessel and tissue cylinder radii, respectively; Pr and Re are the blood
flow Prandtl number and Reynolds number, respectively; and K is the ratio of blood conductivity to
tissue conductivity. It is evident that x_ is proportional to the blood vessel size and its blood flow
velocity. Substituting the measured vascular geometry and the corresponding blood flow rate number
for different blood vessel generations (sizes) from a 13-kg dog (Whitmore, 1968), one could calcu-
late the thermal equilibration length as listed in Table 2.1.

Several conclusions were drawn from the comparison between x_ and L. In contrast to
previous assumptions that heat transfer occurs in the capillary bed, for blood vessels smaller than
50 um in diameter, blood quickly reaches the tissue temperature; thus, all blood-tissue heat transfer
must have already occurred before entering into these vessels. For blood vessels larger than 300 um
in diameter, there is little change in blood temperature in the axial direction because of their
much longer thermal equilibration length compared with the vessel length. The medium-sized
vessels between 50 and 300 um in diameter are considered thermally significant because of their
comparable thermal equilibration length and physical length. Those blood vessels are primary
contributors to tissue heat transfer. Note that the conclusions are similar to that drawn by Chato
(1980).

The most important aspect of the bioheat transfer analysis by Weinbaum and coinvestigators was
the identification of the importance of countercurrent heat transfer between closely spaced, paired
arteries and veins. The countercurrent heat exchange mechanism, if dominant, was suggested as an
energy conservation means since it provides a direct heat transfer path between the vessels. It was
observed that virtually all the thermally significant vessels (>50 wm in diameter) in the skeletal

TABLE 2.1 Thermal Equilibration Length in a Single
Vessel Embedded in a Tissue Cylinder

Vessel radius ~ Vessel length

a, mm L, cm Rla X €M
300 1.0 30 9.5
100 0.5 20 0.207

50 0.2 10 0.014

20 0.1 7 0.0006
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muscle were closely juxtaposed artery-vein pairs (Weinbaum et al., 1984). Thermal equilibration in
the artery (approximately 50 to 300 um in diameter) in a countercurrent pair was estimated based on
a simple heat conduction analysis in the cross-sectional plane. It was noted that the thermal equili-
bration length in the countercurrent artery was at least 3 times shorter than that in a single vessel
of the same size embedded in a tissue cylinder (Weinbaum et al., 1984). Significantly, short thermal
equilibration length in comparison with that of a single vessel suggests that the primary blood tissue
heat exchange mechanism for vessels larger than 50 um in the deep layer is the incomplete counter-
current heat exchange. Therefore, for modeling heat transfer in these tissue regions, reasonable
assumptions related to the countercurrent heat exchange mechanism can be made to simplify the
mathematical formulation.

Theoretical analysis of the thermal equilibration in a large vessel in the cutaneous layer (Chato,
1980; Weinbaum et al., 1984) demonstrated that its thermal equilibration length was much longer
than its physical length during normal and hyperemic conditions despite the close distance from the
skin surface. It was suggested that the large vessels in the cutaneous layer can be far from thermal
equilibration and are, therefore, capable of delivering warm blood from the deep tissue to the skin
layer. This superficial warm blood shunting is very important in increasing the normal temperature
gradient at the skin surface and, therefore, plays an important role in losing heat during heavy exer-
cise. On the contrary, during surface cooling there is rapid cutaneous vasoconstriction in the skin.
The minimally perfused skin, along with the underlying subcutaneous fat, provides a layer of insu-
lation, and the temperature gradient from the skin surface into the muscle becomes almost linear
(Bazett, 1941) yielding the lowest possible heat transfer from the body.

2.3 BIOHEAT TRANSFER MODELING

The effects of blood flow on heat transfer in living tissue have been examined for more than a cen-
tury, dating back to the experimental studies of Bernard in 1876. Since then, mathematical
modeling of the complex thermal interaction between the vasculature and tissue has been a topic
of interest for numerous physiologists, physicians, and engineers. A major problem for theoretical
prediction of temperature distribution in tissue is the assessment of the effect of blood circulation,
which is the dominant mode of heat removal and an important cause of tissue temperature
inhomogeneity.

Because of the complexity of the vascular geometry, there are two theoretical approaches describing
the effect of blood flow in a biological system. Each approach represents two length scales over
which temperature variations may occur.

¢ Continuum models, in which the effect of blood flow in the region of interest is averaged over
a control volume. Thus, in the considered tissue region, there is no blood vessel present; how-
ever, its effect is treated by either adding an additional term in the conduction equation for the
tissue or changing some of the thermophysical parameters in the conduction equation. The
continuum models are simple to use since the detailed vascular geometry of the considered
tissue region need not be known as long as one or two representative parameters related to the
blood flow are available. The shortcoming of the continuum model is that since the blood
vessels disappear, no point-by-point variation in the blood temperature is available. Another
shortcoming is associated with the assumptions introduced when the continuum model was
derived. For different tissue regions and physiological conditions, these assumptions may not
be valid.

* Vascular models, in which blood vessels are represented as tubes buried in tissue. Because of the
complicate vascular geometry one may only consider several blood vessels and neglect the others.
Recent studies (Dorr and Hynynen, 1992; Crezee and Lagendijk, 1990; Roemer, 1990) have
demonstrated that blood flow in large, thermally unequilibrated vessels is the main cause for tem-
perature nonhomogeneity during hyperthermia treatment. Large blood vessels may significantly
cool tissue volumes around them, making it very difficult to cover the whole tumor volume with
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therapeutic thermal exposure. In applications where point-to-point temperature nonuniformities
are important, vascular model has been proved to be necessary to predict accurately the tissue
temperature field (Zhu et al., 1996a). In recent years, with the breakthrough of advanced compu-
tational techniques and resources, vascular models (Raaymakers et al., 2000) for simulating vas-
cular networks have grown rapidly and already demonstrated its great potential in accurate and
point-to-point blood and tissue temperature mapping.

2.3.1 Continuum Models

In continuum models, blood vessels are not modeled individually. Instead, the traditional heat con-
duction equation for the tissue region is modified by either adding an additional term or altering
some of the key parameters. The modification is relatively simple and is closely related to the local
vasculature and blood perfusion. Even if the continuum models cannot describe the point-by-point
temperature variations in the vicinity of larger blood vessels, they are easy to use and allow the
manipulation of one or several free parameters. Thus, they have much wider applications than the
vascular models. In the following sections, some of the widely used continuum models are intro-
duced and their validity is evaluated on the basis of the fundamental heat transfer aspects.

Pennes Bioheat Transfer Model. 1t is known that one of the primary functions of blood flow in a
biological system is the ability to heat or cool the tissue, depending on the relative local tissue tem-
perature. The existence of a temperature difference between the blood and tissue is taken as evidence
of its function to remove or release heat. On the basis of this speculation, Pennes (1948) proposed
his famous heat transfer model, which is called Pennes bioheat equation. Pennes suggested that the
effect of blood flow in the tissue be modeled as a heat source or sink term added to the traditional
heat conduction equation. The Pennes bioheat equation is given by

a7,
pCT[[ = ktVZTt * dblood T I (22)

where g, is the metabolic heat generation in the tissue, and the second term (g, ;) on the right side
of the equation takes into account the contribution of blood flow to the local tissue temperature dis-
tribution. The strength of the perfusion source term can be derived as follows.

Figure 2.1 shows a schematic diagram of a small tissue volume perfused by a single artery and vein
pair. The tissue region is perfused via a capillary network bifurcating from the transverse arterioles,
and the blood is drained by the transverse venules. If one assumes that both the artery and vein keep
a constant temperature when they pass through this tissue region, the total heat released is equal to
the total amount of blood perfusing this tissue volume per second ¢ multiplied by its density p,,
specific heat C;, and the temperature difference between the artery and vein, and is given by

qprb(Ta - Tv) = (Qin - Qout) pbcb(Ta - Tv) (23)

The volumetric heat generation rate g, ., defined as the heat generation rate per unit tissue volume,
is then derived as

Goiood = (@i = Qoud/VIP,CYT, = T)) = 0 p,C\(T, = T)) 24

where o is defined as the amount of blood perfused per unit volume tissue per second.

Note that both T, and 7|, in Eq. (2.4) are unknown. Applying the analogy with gaseous exchange
in living tissue, Pennes believed that heat transfer occurred in the capillaries because of their large
area for heat exchange. Thus, the local arterial temperature 7, could be assumed as a constant and
equal to the body core temperature T .. As for the local venous blood, it seems reasonable to assume
that it equilibrates with the tissue in the capillary and enters the venules at the local tissue temperature.
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FIGURE 2.1 Schematic diagram of a tissue volume perfused by a single artery and vein pair.

Then the Pennes bioheat equation becomes
i,
PC; =k VT, +wp,Cy(T. - T)) +q,, (2.5)

This is a partial differential equation for the tissue temperature. As long as an appropriate initial con-
dition and boundary conditions are prescribed, the transient and steady-state temperature field in the
tissue can be determined.

The limitations of the Pennes equation come from the basic assumptions introduced in this
model. First, it is assumed that the temperature of the arterial blood does not change when it trav-
els from the heart to the capillary bed. As shown in Sec. 2.2, small temperature variations occur
only in blood vessels with a diameter larger than 300 wm. Another assumption is that the venous
blood temperature is approximated by the local tissue temperature. This is valid only for blood ves-
sels with a diameter smaller than 50 um. Thus, without considering the thermal equilibration in the
artery and vein in different vessel generations, the Pennes perfusion source term obviously overes-
timates the effect of blood perfusion. To accurately model the effect of blood perfusion, the tem-
perature variation along the artery and the heat recaptured by the countercurrent vein must be taken
into consideration.

Despite the limitations of the Pennes bioheat equation, reasonable agreement between theory
and experiment has been obtained for the measured temperature profiles in perfused tissue subject
to various heating protocols. This equation is relatively easy to use, and it allows the manipulation
of two blood-related parameters, the volumetric perfusion rate and the local arterial temperature, to
modify the results. Pennes performed a series of experimental studies to validate his model. Over
the years, the validity of the Pennes bioheat equation has been largely based on macroscopic
thermal clearance measurements in which the adjustable free parameter in the theory, the blood per-
fusion rate (Xu and Anderson, 1999) was chosen to provide a reasonable agreement with experi-
ments for the temperature decay in the vicinity of a thermistor bead probe. Indeed, if the limitation
of Pennes bioheat equation is an inaccurate estimation of the strength of the perfusion source term,
an adjustable blood perfusion rate will overcome its limitations and provide a reasonable agreement
between experiment and theory.
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Weinbaum-Jiji Bioheat Equation. Since 1980, researchers (Chato, 1980; Chen and Holmes, 1980;
Weinbaum et al., 1984) have begun to question the validity of the Pennes bioheat equation. Later,
Weinbaum and Jiji (1985) developed a new equation for microvascular blood tissue heat transfer,
based on an anatomic analysis (Weinbaum et al., 1984) to illustrate that the predominant mode of
heat transfer in the tissue was the countercurrent heat exchange between a thermally significant
artery and vein pair. The near-perfect countercurrent heat exchange mechanism implies that most of
the heat leaving the artery is transferred to its countercurrent vein rather than released to the sur-
rounding tissue. Once there is a tissue temperature gradient along the countercurrent vessel axes, the
artery and vein will transfer a different amount of energy across a plane perpendicular to their axes
even if there is no net mass flow. This gives rise to a net energy transfer that is equivalent to an
enhancement in tissue conductivity in the axial direction of the vessels. In the Weinbaum-Jiji bioheat
equation, the thermal effect of the blood perfusion is described by an enhancement in thermal con-
ductivity k_g, appearing in the traditional heat conduction equation,

T,

i)
pC—L =k VT, +q, kege = kt[l + f((l))] (2.6)

ot

It was shown that kg is a function of the local blood perfusion rate and local vascular geometry.

The main limitations of the Weinbaum-Jiji bioheat equation are associated with the importance
of the countercurrent heat exchange. It was derived to describe heat transfer in peripheral tissue only,
where its fundamental assumptions are most applicable. In tissue area containing a big blood vessel
(>200 um in diameter), the assumption that most of the heat leaving the artery is recaptured by its
countercurrent vein could be violated; thus, it is not an accurate model to predict the temperature
field. In addition, this theory was primarily developed for closely paired microvessels in muscle
tissue, which may not always be the main vascular structure in other tissues, such as the renal cor-
tex. Furthermore, unlike the Pennes bioheat equation, which requires only the value of local blood
perfusion rate, the estimation of the enhancement in thermal conductivity requires that detailed
anatomical studies be performed to estimate the vessel number density, size, and artery-vein spacing
for each vessel generation, as well as the blood perfusion rate (Zhu et al., 1995). These anatomic data
are normally not available for most blood vessels in the thermally significant range.

A New Modified Bioheat Equation. The Pennes and Weinbaum-Jiji models represent two extreme
situations of blood-vessel thermal interaction. In the original Pennes model, the arterial blood releases
all of its heat to the surrounding tissue in the capillaries and there is no venous rewarming. Pennes
did not realize that thermal equilibration was achieved in vessels at least an order of magnitude larger
than the capillaries. In contrast, in the Weinbaum-Jiji model the partial countercurrent rewarming is
assumed to be the main mechanism for blood-tissue heat transfer. The derivation of the Weinbaum-
Jiji equation is based on the assumption that heat transfer between the artery and the vein does not
depart significantly from a perfect countercurrent heat exchanger. In other words, most of the heat
lost by the artery is recaptured by its countercurrent vein rather than lost to the surrounding tissue.
Subsequent theoretical and experimental studies have shown that this is a valid assumption only for
vessels less than 200 um diameter (Charny et al., 1990; Zhu et al., 1996a).

Several theoretical studies have suggested that one way to overcome the shortcomings of both
models was to introduce a “correction coefficient” in the Pennes perfusion term (Chato, 1980; Baish,
1994; Brinck and Werner, 1994; Weinbaum et al., 1997; Zhu et al., 2002). In 1997, Weinbaum and
coworkers (Weinbaum et al., 1997) modified the Pennes source term on the basis of the thermal
analysis of a basic heat transfer unit of muscle tissue, a 1-mm-diameter tissue cylinder containing
blood vessels smaller than 200 um in diameter, as shown in Fig. 2.2. The countercurrent heat
exchange between the s artery and vein defined in the anatomical studies of Myrhage and Eriksson
(1984) led to the estimation of the heat loss recaptured by the s vein. The strength of the source
term was then rederived taking into account the rewarming of the countercurrent venous blood in the
s tissue cylinder. The thermal equilibration analysis on the countercurrent s artery and vein in the tissue
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FIGURE 2.2 Macro- and microvascular arrangement in skeletal muscle. The blood supply for the
muscle tissue cylinder comes from a branching countercurrent network of supply vessels. The primary
(P) vessels originating from the SAV vessels, run obliquely across the muscle tissue cylinders and then
branch into the long secondary (s) vessels. [From Myrhage and Eriksson (1984), with permission.]

cylinder led to the following bioheat transfer equation:

o,

foa A
P ot

k VT, +e0p,C,(T,o = T,) +q,, 2.7

Note that the only modification to the Pennes model is a correction coefficient in the Pennes source
term. This correction coefficient can be viewed as a weighting function to correct the overestimation
of the original Pennes perfusion term. An easy-to-use closed-form analytic expression was derived
for this coefficient that depends on the vessel spacing and radius. From the anatomic studies of the
vascular arrangements of various skeletal muscles, the correction coefficient was found to vary from
0.6 to 0.8 under normal physiological conditions, indicating that there is a 20 to 40 percent rewarming
of the countercurrent vein. Note that it is close to neither unity (the Pennes model) nor zero (the
Weinbaum-Jiji model). Thus, both the Pennes and Weinbaum-Jiji bioheat equations are not valid for
most muscle tissue. Furthermore, as shown in Zhu et al. (2002), the arterial temperature T, may not
be approximated as the body core temperature either, unless the local blood perfusion is very high.
In most physiological conditions, it is a function of the tissue depth, blood vessel bifurcation pattern,
and the local blood perfusion rate.

2.3.2 Experimental and Theoretical Studies to Validate the Models

Pennes (1948) performed a series of experimental studies to validate his model. He inserted and
pulled thermocouples through the arms of nine male subjects to measure the radial temperature
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profiles. He also measured the skin temperature distributions along the axis of the upper limb, as
well as around the circumference of the forearm. Pennes then modeled the arm as a long cylinder
and calculated the steady-state radial temperature profile. In this theoretical prediction, since the
blood perfusion rate w could not be directly measured, Pennes adjusted this parameter in his model
to fit the solution to his experimental data for a fixed, representative ambient temperature and meta-
bolic heating rate. The fitted value of blood perfusion rate w was found to be between 1.2 and 1.8 mL
blood/min/100 g tissue, which is a typical range of values for resting human skeletal muscle.
Recently, Wissler (1998) reevaluated Pennes’ original paper and analyzed his data. He found that the
theoretical prediction agrees very well with Pennes’ experimental results if the data were analyzed
in a more rigorous manner.

Profound understanding of the heat transfer site and the countercurrent heat exchange between
paired significant vessels was gained through the experiments (Lemons et al., 1987) performed on
rabbit thigh to measure the transverse tissue temperature profiles in the rabbit thigh using fine ther-
mocouples. The experimental study was designed to achieve two objectives. The first is to examine
whether there exists detectable temperature difference between tissue and blood for different-size
vessels. Existing detectable blood-tissue temperature difference implies that blood has not reached
thermal equilibration with the surrounding tissue. The second is to examine the temperature differ-
ence between the countercurrent artery and vein. If the countercurrent heat exchange is dominant in
blood tissue heat transfer, the vein must recapture most of the heat leaving the artery; thus, the tem-
perature difference between the countercurrent artery and vein should not vary significantly in the
axial direction.

Experimental measurements (Lemons et al., 1987) revealed small temperature fluctuations of up
to 0.5°C in the deep tissue. The irregularities in the tissue temperature profiles were closely associ-
ated with the existence of blood vessels in the vicinity of the thermocouple wire. It was shown that
temperature fluctuation was observed in all the blood vessels larger than 500 um, in 67 percent of
the vessels between 300 and 500 um, and in 9 percent of the vessels between 100 and 300 um. No
temperature fluctuation was observed in blood vessels less than 100 um in diameter. This finding
indicates that the assumption in the Pennes model that arterial blood reaches the capillary circu-
lation without significant prior thermal equilibration is inaccurate for this vascular architecture, and
thus most of the significant blood-tissue heat transfer occurs in the larger vessels upstream. It was
also observed that the temperature field rarely exceeded 0.2°C in any countercurrent pair, even when
the difference in temperature between the skin and the central part of the rabbit thigh exceeded 10°C.
This implies the effectiveness of the countercurrent heat exchange process throughout the vascular
tree.

Similar experiments were performed by He et al. (2002, 2003) to measure directly the tempera-
ture decays along the femoral arteries and veins and their subsequent branches in rats. The experi-
mental results have demonstrated that the venous blood in mid-size blood veins recaptured up to
41 percent of the total heat released from their countercurrent arteries under normal conditions. As
expected, the contribution of countercurrent rewarming is reduced significantly to less than 15 percent
for hyperemic conditions.

In a series of experiments with an isolated perfused bovine kidney, Crezee and Lagendijk (1990)
inserted a small plastic tube into the tissue of a bovine kidney and measured the resulting tempera-
ture fields in a plane perpendicular to the tube while heated water was circulated through it, with the
kidney cortex perfused at different rates. They also used thermocouples to map the temperature dis-
tribution in the tissue of isolated bovine tongues perfused at various perfusion rates (Crezee et al.,
1991). By examining the effect of increased perfusion on the amplitude and width of the thermal pro-
file, they demonstrated that the temperature measurements agreed better with a perfusion-enhanced
kg as opposed to the perfusion source term in the Pennes equation.

Charny (Charny et al., 1990) developed a detailed one-dimensional three-equation model. Since
this model was based on energy conservation and no other assumptions were introduced to simplify
the analysis of the blood flow effect, it was viewed as a relatively more accurate model than both the
Pennes and Weinbaum-Jiji equation. The validity of the assumptions inherent in the formulation of
the Weinbaum-Jiji equation was tested numerically under different physiological conditions. In addi-
tion, the temperature profile predicted by the Pennes model was compared with that by the three-
equation model and the difference between them was evaluated. The numerical simulation of the
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axial temperature distribution in the limb showed that the Weinbaum-Jiji bioheat equation provided
very good agreement with the three-equation model for downstream vascular generations that are
located in the outer layer in the limb muscle, while the Pennes model yielded better description of
heat transfer in the upstream vessel generations. Considering that vessels bifurcate from approxi-
mately 1000 um in the first generation to 150 um in the last generation, one finds that the Pennes
source term, which was originally intended to represent an isotropic heat source in the capillaries, is
shown to describe instead the heat transfer from the largest countercurrent vessels, more than 500 wm
in diameter. The authors concluded that this was largely attributed to the capillary bleed-off from the
large vessels in these tissue regions. The capillary bleed-off appeared to result in a heat source type
of behavior that matches the Pennes perfusion term. The Weinbaum-Jiji model, on the other hand
significantly overestimated the countercurrent heat exchange in the tissue region containing larger
blood vessels. The validity of the Weinbaum-Jiji equation requires that the ratio of the thermal equi-
libration length L, of the blood vessel to its physical length L be less than 0.2. This criterion was
found to be satisfied for blood vessels less than 300 um in diameter under normothermic conditions.

2.3.3 Heat Transfer Models of the Whole Body

As outlined above, due to the complexity of the vasculature, continuum models appear more favor-
able in simulating the temperature field of the human body. In the Pennes bioheat equation, blood
temperature is considered to be the same as the body core temperature; in the Weinbaum-Jiji bioheat
equation, on the other hand, the effect of the blood temperature serves as the boundary condition of
the simulated tissue domain. In either continuum model (Pennes or Weinbaum-Jiji), blood tempera-
ture is an input to the governing equation of the tissue temperature. However, in situations in which
the blood temperature is actively lowered or elevated, both continuum models seem inadequate to
account for the tissue-blood thermal interactions and to accurately predict the expected body tem-
perature changes.

The human body has limited ability to maintain a normal, or euthermic, body temperature. The
vasculature facilitates the redistribution and transfer of heat throughout the body preserving a steady
core temperature for all vital organs and making the human body relatively insensitive to environ-
mental temperature changes. In extreme situation such as heavy exercise or harsh thermal environ-
ment, the body temperature can shift to a high or low level from the normal range. Active control of
body temperature is increasingly employed therapeutically in several clinical scenarios, most com-
monly to protect the brain from the consequences of either primary (i.e., head trauma, stroke) or sec-
ondary injury (i.e., after cardiac arrest with brain hypoperfusion). Mild to moderate hypothermia,
during which brain temperature is reduced to 30 to 35°C, has been studied, among others, as an
adjunct treatment for protection from cerebral ischemia during cardiac bypass injury (Nussmeier,
2002), carotid endarterectomy (Jamieson et al., 2003), and resection of aneurysms (Wagner and
Zuccarello, 2005), and it is also commonly employed in massive stroke and traumatic brain injury
patients (Marion et al., 1996, 1997). Even mild reductions in brain temperature as small as 1°C and
importantly, the avoidance of any hyperthermia, can substantially reduce ischemic cell damage
(Clark et al., 1996; Wass et al., 1995) and improve outcome (Reith et al., 1996). It seems that either
the Pennes or Weinbaum-Jiji bioheat equation alone is unable to predict how the body/blood tem-
perature changes during those situations.

Understanding the blood temperature variation requires a theoretical model to evaluate the over-
all blood-tissue thermal interaction in the whole body. The theoretical models developed by Wissler
and other investigators (Fu, 1995; Salloum, 2005; Smith, 1991; Wissler, 1985) similarly introduced
the whole body as a combination of multiple compartments. The majority of the previously pub-
lished studies introduced a pair of countercurrent artery and vein with their respective branching
(flow system) in each compartment and then modeled the temperature variations along this flow sys-
tem to derive the heat transfer between the blood vessels and tissue within each flow segment. The
accuracy of those approaches of applying a countercurrent vessel pair and their subsequent branches
has not been verified by experimental data. Such an approach is also computationally intensive,
although the models are capable of delineating the temperature decay along the artery and the
rewarming by the countercurrent vein.
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FIGURE 2.3 Schematic diagram of the whole body geometry.

A recently developed whole body model by our group (Zhu et al., 2009) utilizes the simple rep-
resentation of the Pennes perfusion source term to assess the overall thermal interaction between the
tissue and blood in the human body. As shown in Fig. 2.3, a typical human body (male) has a body
weight of 81 kg and a volume of 0.074 m?. The body consists of limbs, torso (internal organs and
muscle), neck, and head. The limbs and neck are modeled as cylinders consisting of muscle. Note
that the body geometry can be modeled more realistically if one includes a skin layer and a fat layer
in each compartment. However, since our objective is to illustrate the principle and feasibility of the
developed model, those details are neglected in the sample calculation. The simple geometry results
in a body surface area of 1.8 m2. Applying the Pennes bioheat equation to the whole body yields

a7,
pici— L=k VT, +q, + Py (T, = T)) (2.8)

where subscripts 7 and b refer to tissue and blood, respectively; T, and T, are body tissue temperature
and blood temperature, respectively; p is density; c is specific heat; k, is thermal conductivity of
tissue; ¢g,, is the volumetric heat generation rate (W/m?) due to metabolism; and w is the local blood
perfusion rate. The above governing equation can be solved once the boundary conditions and ini-
tial condition are prescribed. The boundary at the skin surface is modeled as a convection boundary
subject to an environment temperature of 7, and a convection coefficient of /.

Based on the Pennes bioheat equation, the rate of the total heat loss from the blood to tissue at
any time instant is

leood—tissue = fff prbU)(Ta - T;)dVbody = PpCy 6(Taz - T’)Vbody 2.9)

body volume

where V| dy is the body volume, T, is the blood temperature which may vary with time. Equation (2.9)
implies that both density p and specific heat ¢ are constant. In Eq. (2.9), o is the volumetric average
blood perfusion rate defined as

1

= v [0 dVbody (2.10)
body pody volume



44

BIOMECHANICS OF THE HUMAN BODY

T, is the weighted average tissue temperature defined by Eq. (2.9) and is given by

(T = T)Vooay = [Jf  Peo(T, = T))dViqy @2.11)

body volume

where in Eq. (2.11), T, can be determined by solving the Pennes bioheat equation.

During clinical applications, external heating or cooling of the blood can be implemented to
manipulate the body temperature. In the study of Zhu et al. (2009), the blood in the human body is
represented as a lumped system. It is assumed that a typical value of the blood volume of body, V,
is approximately 5 L. External heating or cooling approaches can be implemented via an intravas-
cular catheter or intravenous fluid infusion. A mathematical expression of the energy absorbed or
removed per unit time is determined by the temperature change of the blood, and is written as

oo Vo[ T (2 + A =T, (0] At = pye,V,, ddT; (2.12)

where T (7) is the blood temperature at time, ¢, and T (¢ + Az) is at time ¢ + Az. In the mathematical
model, we propose that energy change in blood is due to the energy added or removed by external
heating or cooling (Q,,,), and heat loss to the body tissue in the systemic circulation (Qp o issue)-
Therefore, the governing equation for the blood temperature can be written as

dT, _ _
PbeVb = Oext (T35 1) = Opioogutissue (1) = Qext (T 1) = Py 0 Vo (T, = T') (2.13)

where Q. can be a function of time and the blood temperature due to thermal interaction between
blood and the external cooling approach, T , 7;, and ® can be a function of time. Equation (2.13)
cannot be solved alone since 7, is determmed by solving the Pennes bioheat equation. One needs
to solve Egs. (2.8) and (2.13) simultaneously.

One application of blood cooling involves pumping coolant into the inner tube of a catheter
inserted into the femoral vein and advanced to the veno-vera. Once the coolant reaches the catheter,
it flows back from the outer layer of the catheter and out of the cooling device. This cooling device
has been used in clinical trials in recent years as an effective approach to decrease the temperature
of the body for stroke or head injury patients. Based on previous research of this device, the cooling
capacity of the device is around -100 W [Q,,, in Eq. (2.13)].

Figure 2.4 gives the maximum tissue temperature, the minimum tissue temperature at the skin
surface, the volumetric-average body temperature (7, ) and the weighted-average body temperature
(T,). The difference between the volumetric-average body temperature and the weighted-average-
body temperature is due to their different definitions. All tissue temperatures decrease almost lin-
early with time and after 20 minutes, the cooling results in approximately 0.3 to 0.5°C tissue
temperature drop. The cooling rate of the skin temperature is smaller (0.2°C/20 min). As shown
in Fig. 2.5, the initial cooling rate of the blood temperature in the detailed model is very high (~0.14°C/min),
and then it decreases gradually until it is stabilized after approximately 20 minutes. On the other
hand, cooling the entire body (the volumetric average body temperature) starts slowly and gradually
catches up. It may be due to the inertia of the body mass in responding to the cooling of the blood.
Figure 2.5 also illustrates that after the initial cooling rate variation, the stabilized cooling rates of
all temperatures approach each other and they are approximately 0.019°C/min or 1.15°C/h. The sim-
ulated results demonstrate the feasibility of inducing mild body hypothermia (34°C) within 3 hours
using the cooling approach.

The developed model in Zhu et al. (2009) using the Pennes perfusion term and lumped system
of the blood is simple to use in comparison with these previous whole body models while providing
meaningful and accurate theoretical estimates. It also requires less computational resources and time.
Although the model was developed for applications involving blood cooling or rewarming, the
detailed geometry can also be used to accurately predict the body temperature changes during exercise.
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FIGURE 2.4 Temperature decays during the cooling process using the implicit scheme.

It is well known that strenuous exercise increases cardiac output, redistributes blood flow from inter-
nal organs to muscle, increases metabolism in exercising muscle, and enhances heat transfer to the
skin. The whole body model can be easily modified to also include a skin layer and a fat layer in the
compartments of the limbs. Further, redistribution of blood flow from the internal organs to the mus-
culature can be modeled as changes of the local blood perfusion rate in the respective compartments
and the enhanced skin heat transfer can be adjusted for by inducing evaporation at the skin surface
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FIGURE 2.5 Induced cooling rates of the blood temperature, the maximum temperature, the
volumetric average temperature, and the weighted average temperature.
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and/or taking off clothes to increase the overall heat transfer coefficient 4. Therefore, one can use the
model to accurately delineate important clinical scenarios such as heat stroke, and predict body tem-
perature elevations during heavy exercise and/or heat exposures.

2.4 TEMPERATURE, THERMAL PROPERTY, AND BLOOD
FLOW MEASUREMENTS

2.4.1

Temperature

The control of human body temperature is a complex mechanism involving release of neurotrans-
mitters and hormones, redistributing blood flow to the skin, respiration, evaporation, and adjusting
metabolic rate. The control mechanism can be altered by certain pathologic (fever) and external
(hyperthermia treatment) events. Consequently, temperature is an important parameter in the diag-
nosis and treatment for many diseases. Elevated local tissue temperature can be an indication of
excess or abnormal metabolic rates. Inflammation is the body’s response to attacks and a mechanism
for removing foreign or diseased substances. Exercise also induces an increase in local temperature
of skeletal muscles and joints. Some diagnostic procedures involve the measurement of tempera-
tures. Thermal images of the breast surface have been used to detect the presence of malignant
tumors. Temperature measurement is also critical in many therapeutic procedures involved in either
hyperthermia or hypothermia.

Temperature-measuring devices can fall into two categories, invasive and noninvasive. Invasive
temperature sensors offer the advantages of small size, fast response time, extreme sensitivity to tem-
perature changes, and high stability. However, they have generally involved a limited number of
measurement locations, uncertainties about the anatomic placement of thermometry devices, inter-
action with the energy field applied, periodic rather than continuous temperature monitoring, and, in
some cases, surgical exposure of the target tissue for placement of the temperature probes.

Invasive temperature devices include thermocouples, thermistor beads, optical fiber sensors, etc.
A thermocouple consists of two pieces of dissimilar metal that form two junctions. In the wire, an
electric potential difference is formed if there exists a temperature difference between the two junc-
tions. This potential difference can be measured with a high resolution voltmeter and translated to
temperature with a fairly simple means of calibration. A thermocouple usually has a good long-term
stability, responds very quickly to changes in temperature due to its small thermal capacity, and can
be constructed in a manner that allows a good resolution. Another kind of invasive device, the ther-
mistor bead, is made by depositing a small quantity of semiconductor paste onto closely spaced
metal wires. The wire and beads are sintered at a high temperature when the material forms a tight
bond. The wires are then coated with glass or epoxy for protection and stabilization. The resistors
generally exhibit high thermal sensitivity. This characteristic sensitivity to temperature change can
result in a change of thermistor resistance of more than 50 Q/°C. Unlike a thermocouple or a ther-
mistor bead, the fiber optic temperature probe does not interfere with an electromagnetic field. It has
been used to measure tissue temperature rise induced by microwave and/or radio frequency heating
(Zhu et al., 1996b, 1998). However, it is relatively big in size (~1.5 mm in diameter) and has a lower
temperature resolution (~0.2°C).

Noninvasive temperature-measuring techniques include MRI thermometry, infrared thermogra-
phy, etc. Because of the theoretical sensitivity of some of its parameters to temperature, MRI has
been considered to be a potential noninvasive method of mapping temperature changes during ther-
apies using various forms of hyperthermia. MRI imaging has the advantage of producing three-
dimensional anatomic images of any part of the body in any orientation. In clinical practice, MRI
characteristic parameters such as the molecular diffusion coefficient of water, the proton spin-lattice
(T)) relaxation time (Parker et al., 1982), and the temperature-dependent proton resonance fre-
quency (PRF) shift have been used to estimate the in vivo temperature distribution in tissues. MRI
provides good spatial localization and sufficient temperature sensitivity. At the present time, it also
appears to be the most promising modality to conduct basic assessments of heating systems and
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techniques. The disadvantages of MRI thermometry include limited temporal resolution (i.e., quasi-
real time), high environmental sensitivity, high material expenditure, and high running costs.

Infrared thermography is based on Planck’s distribution law describing the relationship between
the emissive power and the temperature of a blackbody surface. The total radiative energy emitted
by an object can be found by integrating the Planck equation for all wavelengths. This integration
gives the Stefan-Boltzmann law E(T) = ¢oT*. The thermal spectrum as observed by an infrared-
sensitive detector can be formed primarily by the emitted light. Hence, the formed thermal image is
determined by the local surface temperature and the emissivity of the surface. If the emissivity of the
object is known, and no intervening attenuating medium exists, the surface temperature can be quan-
tified. Quantification of skin temperature is possible because the human skin is almost a perfect
blackbody (g = 0.98) over the wavelengths of interest. A recent numerical simulation of the temper-
ature field of breast (Hu et al., 2004) suggests that image subtraction could be employed to improve
the thermal signature of the tumor on the skin surface. Drug-induced vascular constriction in the
breast can further enhance the ability of infrared thermography in detecting deep-seated tumor.
Qualitative thermography has been successfully used in a wide range of medical applications (Jones,
1998) including cardiovascular surgery (Fiorini et al., 1982), breast cancer diagnoses (Gautherie and
Gros, 1980; Lapayowker and Revesz, 1980), tumor hyperthermia (Cetas et al., 1980), laser angio-
plasty, and peripheral venous disease. Clinical studies on patients who had breast thermography
demonstrated that an abnormal thermography was associated with an increased risk of breast cancer
and a poorer prognosis for the breast cancer patients (Gautherie and Gros, 1980; Head et al., 1993).
Infrared tympanic thermometry has also been developed and widely used in clinical practice and
thermoregulatory research as a simple and rapid device to estimate the body core temperature
(Matsukawa et al., 1996; Shibasaki et al., 1998).

2.4.2 Thermal Property (Thermal Conductivity and Thermal Diffusivity)
Measurements

Knowledge of thermal properties of biological tissues is fundamental to understanding heat transfer
processes in the biological system. This knowledge has increased importance in view of the concerns
for radiological safety with microwave and ultrasound irradiation, and with the renewed interest in
local and regional hyperthermia as a cancer therapy. The availability of a technique capable of accu-
rately characterizing thermal properties of both diseased and normal tissue would greatly improve
the predictive ability of theoretical modeling and lead to better diagnostic and therapeutic tools.

The primary requirement in designing an apparatus to measure thermal conductivity and diffu-
sivity is that the total energy supplied should be used to establish the observed temperature distrib-
ution within the specimen. For accurate measurements, a number of structural and environmental
factors, such as undesired heat conduction to or from the specimen, convection currents caused by
temperature-induced density variations, and thermal radiation, must be minimized. Biomaterials pre-
sent additional difficulties. The existing literature on biological heat transfer bears convincing evi-
dence of the complexity of heat transfer processes in living tissue. For example, thermal properties
of living tissue differ from those of excised tissue. Clearly the presence of blood perfusion is a major
factor in this difference. Relatively large differences in thermal conductivity exist between similar
tissues and organs, and variations for the same organ, are frequently reported. Such variations sug-
gest the importance of both defining the measurement conditions and establishing a reliable mea-
surement technique.

The thermal property measurement techniques can be categorized as steady-state methods and
transient methods. They can also be categorized as invasive and noninvasive techniques. In general,
determining thermal properties of tissue is conducted by an inverse heat transfer analysis during
which either the temperatures or heat transfer rates are measured in a well-designed experimental
setup. The major challenge is to design the experiment so that a theoretical analysis of the tempera-
ture field of the experimental specimen can be as simple as possible to determine the thermal prop-
erty from the measured temperatures. It is usually preferred that an analytical solution of the
temperature field can be derived. In the following sections, those principles are illustrated by several
widely used techniques for measuring tissue thermal conductivity or diffusivity. Their advantages
and limitations will also be described.
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Guarded Hot Plate. Thermal conductivity can be measured directly by using steady-state methods,
such as the guarded hot plate. This method is invasive in that it requires the excision of the specimen
for in vitro measurement. It typically involves imposing a constant heat flux through a specimen and
measuring the temperature profile at specific points in the specimen after a steady-state temperature
field has been established. Once a simple one-dimensional steady-state temperature field is estab-
lished in the specimen, the thermal conductivity may be easily found by the expression based on the
linear temperature profile in a one-dimensional wall

qHL
k=
T-1, (2.14)

where ¢” is the heat flux passing through the specimen, T, and T, are temperature values at any two
measurement locations in the axial direction (or the direction of the heat flux), and L is the axial dis-
tance between these two temperature measurements.

Biological materials typically have moderate thermal conductivities and therefore, require exten-
sive insulation to ensure a unidirectional heat flow in the one-dimensional wall. The contact resis-
tance between the specimen and the plate is also difficult to be minimized. In addition, this method
cannot be used to obtain in vivo measurements. Once the tissue specimen is cut from the body, dehy-
dration and temperature-dependent properties may need to be considered. It is also a challenge to
accurately measure the thickness of the tissue sample.

Flash Method. The transient flash method, first proposed by Parker et al. (1961), is the current
standard for measuring the thermal diffusivity of solids. A schematic diagram of this method is
shown in Fig. 2.6. The front face of a thin opaque solid, of uniform thickness, is exposed to a burst
of intense radiant energy by either a high-energy flash tube or laser. The method assumes that the
burst of energy is absorbed instantaneously by a thin layer at the surface of the specimen. Adiabatic
boundary conditions are assumed on all other surfaces and on the front face during the measurement.
The transient temperature at the rear surface is then measured by using thermocouples or an infrared
detector.

An analytic expression for the rear surface temperature transient in the one-dimensional temper-
ature field is given by

Td,t)-T(,0)= % 1+ 2’;;:11 (-D"exp ( - njfz at) (2.15)
Radiant Energy Q
PV AL L
Adiab;icv : Sample Ebatic

Thermocouple

FIGURE 2.6 Schematic diagram of a flash apparatus for sample diffusivity
measurements.



HEAT TRANSFER APPLICATIONS IN BIOLOGICAL SYSTEMS 49

where Q = absorbed radiant energy per unit area
p = mass density
C = specific heat
[ = sample thickness
a = thermal diffusivity

The maximum temperature at the rear surface is determined by the volumetric heating as
T ..=T(0)+ Ql(pCh (2.16)
The thermal diffusivity in the direction of heat flow is usually calculated by the expression
2

o=1.38 2.17
i, (2.17)

where ¢, , is the time required for the rear surface to reach half of its maximum temperature.

The simplicity of the method described above is often offset by the difficulty in satisfying the
required adiabatic boundary conditions. In order for this solution to be valid, the radiant energy incident
on the front surface is required to be uniform, and the duration of the flash must be sufficiently short
compared with the thermal characteristic time of the sample. In addition, it assumes that the sample
is homogeneous, isotropic, and opaque, and that the thermal properties of the sample do not vary
considerably with temperature.

Temperature Pulse Decay (TPD) Technique. Temperature pulse decay (TPD) technique is based
on the approach described and developed by Arkin, Chen, and Holmes (Arkin et al., 1986, 1987).
This method needs no insulation, in contrast to some of the methods described above, since testing
times are short, usually on the order of seconds. However, the determination of the thermal conduc-
tivity or the blood flow rate requires the solution of the transient bioheat transfer equation.

This technique employs a single thermistor serving as both a temperature sensor and a heater.
Typically in this technique, either a thermistor is inserted through the lumen of a hypodermic nee-
dle, which is in turn inserted into the tissue, or the thermistor is embedded in a glass-fiber-reinforced
epoxy shaft. Figure 2.7 shows the structure of a thermistor bead probe embedded in an epoxy shaft.
Each probe can consist of one or two small thermistor beads situated at the end or near the middle
of the epoxy shaft. The diameter of the finished probe is typically 0.3 mm, and the length can vary
as desired. Because the end can be sharpened to a point, it is capable of piercing most tissues with
very minimal trauma.

During the experiment, a short-heating pulse of approximately 3 seconds is delivered by the
thermistor bead. The pulse heating results in a temperature rise in the area near the tip of the
probe. After the pulse heating, the temperature of the probe will decrease. During the pulse heat-
ing and its subsequent temperature decay, the temperature at the tip of the probe is measured by
the thermistor bead. To determine the thermal conductivity or blood flow rate, a theoretical pre-
diction of the transient temperature profile is needed for the same tissue domain as in the exper-
imental study. Typically, the theoretically predicted temperature profile is obtained by solving a
bioheat transfer equation in which the blood flow rate and thermal conductivity have to be given
as input to the model. The predicted temperature profile is then compared with the experimental
measurements. The values of the blood flow rate and/or thermal conductivity will be adjusted to
minimize the square difference between the predicted temperature profile and the experimental
measurements using the linear-square residual fit. The values for the blood flow rate and thermal
conductivity that give the best fit of the experimentally measured temperature profile are the cal-
culated blood flow rate and thermal conductivity of the tissue sample.

Typically, the Pennes bioheat transfer equation is used to predict the temperature transient. It is
assumed that the thermistor bead is small enough to be considered a point source inserted into the
center of an infinitively large medium. The governing equation and initial condition for this thermal
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FIGURE 2.7 Sketch of a thermistor bead probe. [From Xu et al. (1998), with permission.]

process are described as
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where ¢ is the pulse heating deposited locally into the tissue through a very small thermistor bead
probe as g, =P &(0) for ¢ < 1 4q,= =0 for ¢ > ¢ . P is the deposited power, and 6(0) is the Dirac delta
function. Before the measurement the steady-state temperature distribution 7, (r) in the sample
should satisfy the one-dimensional steady-state conduction equation without the pulse heating. The
governing equation for 7 (r) is given by
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Subtracting Eq. (2.19) from Eq. (2.18), and introducing 6 = T, - T, one obtains
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For the limiting case of an infinitesimally small probe with an infinitesimally short heating pulse, the
solution for Eq. (2.20) for the interval of temperature decay takes the form

Iy

0= xzf(t _ S)—I.Se—u)(t—s)e—rz/[M»,(t—s)] ds 2.21)
0

where A, = P(pC)**/(8n'*) and A, = o /(k,*t **). In this theoretical analysis, there are two unknowns,
k, and a.. A least square residual fit allows one to find a set of values of k, and w that will lead to the
best fit of the theoretical predictions to the experimentally measured temperature decay.

The temperature pulse decay technique has been used to measure both the in vivo and in vitro
thermal conductivity and blood flow rate in various tissues (Xu et al., 1991, 1998). The specimen
does not need to be cut from the body, and this method minimizes the trauma by sensing the tem-
perature with a very small thermistor bead. For the in vitro experimental measurement, the mea-
surement of thermal conductivity is simple and relatively accurate. The infinitively large tissue area
surrounding the probe implies that the area affected by the pulse heating is very small in comparison
with the tissue region. This technique also requires that the temperature distribution before the pulse
heating should reach steady state in the surrounding area of the probe.

2.4.3 Blood Perfusion Measurement

Blood perfusion rate is defined as the amount of blood supplied to a certain tissue region per minute
per 100 g tissue weight. In most of the situation, it is representing the nutrient need in that tissue
area. High blood perfusion is also associated with heat dissipation during exercise or thermal stress.
In humans, there are several tissue regions, such as kidney, heart, and choriocapillaris in the eye, pos-
sessing a high blood perfusion rate. The measured blood perfusion rate in the kidney is approxi-
mately 500 mL/min/100 g tissue (Holmes, 1997). In the heart, the blood perfusion rate is around
300 mL/min/100 g which serves for the energy need of pumping the heart. The choriocapillaris in
the eyes is a meshed structure within two thin sheets. Its blood perfusion rate is very high and can
be as much as 8000 mL/min/100 g tissue. In addition to providing oxygen and other nutrients to the
retina, the choriocapillaris also may play a role in stabilizing the temperature environment of the retina
and retinal pigment epithelium (Aurer and Carpenter, 1980). In addition to its physiological role,
blood perfusion measurement is important in theoretical modeling of the temperature distribution
during various therapeutic and diagnostic applications.

Radio-Labeled Microsphere Technique. Measurement of blood flow has become an integral part
of the physiologic study of humans. While many methods have been utilized in measuring tissue
blood flow, the one most often practiced today is dependent on injection of radioactively labeled
microspheres. The reason for its overwhelming acceptance is due, in part, to the shortcomings of
many of the alternative methods of blood flow determination.

In principle, small particles are uniformly mixed with blood and allowed to circulate freely until
they impact in a vessel smaller in diameter than themselves. The tissue or organ is then removed and
its radioactivity measured. In such a system, the number of particles impacted in a given tissue is
assumed proportional to the volume of particle-containing blood perfusing that tissue. If the number
of particles in the tissue sample is determined, and an adequate blood flow reference established, a
tissue blood flow can be derived.

Calculating the blood flow rate is straightforward; it is based on the assumption that the number
of microspheres in each organ should be directly proportional to blood flow to that organ, e.g.,

BloodflowtoorganA  bloodflow toorganB cardiac output (2.22)

Microspheresinorgan A B microspheresinorgan B ~ total microspheres injected

The cardiac output of the animal is obtained by another independent method.
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Like any other experimental method, determination of blood flow by radioactive microspheres is sub-
ject to many sources of error, including individual variation among the sample population, the counting
accuracy of the total microspheres in the tissue sample by the gamma counter, and the effect of arteri-
ovenous shunting or the migration of the microspheres. Despite all the limitations of this method, the
microsphere technique of blood flow determination has become the most powerful method available
today and has been used to evaluate the accuracy of other techniques of blood flow measurement.

Doppler Ultrasound. Doppler ultrasound has been widely used to provide qualitative measure-
ments of the average flow velocity in large to medium-size vessels if the vessel diameter is known.
These include the extracranial circulation and peripheral limb vessels. It is also used in an assess-
ment of mapped occlusive disease of the lower extremities. The frequency used for Doppler ultra-
sound is typically between 1 and 15 MHz. The basis of this method is the Doppler shift, which is the
observed difference in frequency between sound waves that are transmitted from simple piezoelec-
tric transducers and those that are received back when both transmitter and receiver are in relative
motion. The average frequency shift of the Doppler spectrum is proportional to the average particu-
late velocity over the cross-sectional area of the sample. When used to measure blood flow, the trans-
ducers are stationary and motion is imparted by the flowing blood cells. In this event, red cell
velocity V is described by the relationship

OF/F = (2VIC) cosH or V = 8F/F (C/2cos) (2.23)

where OF = frequency change of the emitted wave
C = mean propagation velocity of ultrasound within tissues (about 1540 m/s)
0 = angle between the ultrasound beam and the flow velocity

The frequency shift is usually in the audible range and can be detected by an audible pitch variation
or can be plotted graphically.

Attenuation of ultrasound increases nearly linearly with frequency in many types of tissue, causing
high frequencies to be attenuated more strongly than low frequencies. The depth of penetration of the
signal also depends on the density of the fluid; hence sampling of the velocity profile could be inaccu-
rate in situations where this can vary. Determination of absolute flow/tissue mass with this technique
has limited potential, since vessel diameter is not accurately measured and volume flow is not
recorded. It is not possible, using currently available systems, to accurately measure the angle made by
the ultrasonic beam and the velocity vector. Thus, Doppler flow measurements are semiquantitative.

Laser Doppler Flowmetry. Laser Doppler flowmetry (LDF) offers the potential to measure flow in
small regional volumes continuously and with repetitive accuracy. It is ideally suited to measure sur-
face flow on skin or mucosa or following surgical exposure. LDF couples the Doppler principle in
detecting the frequency shift of laser light imparted by moving red blood vessels in the blood stream.
Incident light is carried to the tissue by fiber optic cables, where it is scattered by the moving red
blood cells. By sampling all reflected light, the device can calculate flux of red blood cells within
the sample volume. Depending on the light frequency, laser light penetrates tissue to a depth of less
than approximately 3 mm.

The output from LDF is measured not in easily interpretable units of flow but rather in hertz. It
would be ideal to define a single calibration factor that could be used in all tissues to convert laser
output to flow in absolute units. Unfortunately, the calibration to determine an absolute flow is
limited by the lack of a comparable standard and the lack of preset controlled conditions. This may
be due to varying tissue optical properties affected by tissue density (Obeid et al., 1990). Further,
LDF signals can be affected by movement of the probe relative to the tissue.

Despite its limitations, LDF continues to find widespread applications in areas of clinical
research because of its small probe size, high spatial and temporal resolution, and entire lack of tis-
sue contact if required. It has been suggested that LDF is well suited for comparisons of relative
changes in blood flow during different experimental conditions (Smits et al., 1986). It is especially
valuable to provide a direct measurement of cutaneous blood flow. In patients with Raynaud’s
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phenomenon, it has been indicated that the abnormal cutaneous blood flow is related to the diminished
fibrinolytic activity and increased blood viscosity (Engelhart and Kristensen, 1986). LDF has also been
useful for assessing patients with fixed arterial obstructive disease of the lower extremity (Schabauer
and Rooke, 1994). Other cutaneous uses of LDF include postoperative monitoring of digit reattach-
ment, free tissue flap, and facial operations (Schabauer and Rooke, 1994). In the noncutaneous appli-
cation of LDF, it has been reported to measure the retinal blood flow in patients with diabetes mellitus.
LDF has also been used to monitor cerebral blood perfusion (Borgos, 1996). Recently, it was used to
evaluate the brain autoregulation in patients with head injury (Lam et al., 1997).

Temperature Pulse Decay Technique. As described in subsection “Temperature Pulse Decay
(TPD) technique,” local blood perfusion rate can be derived from the comparison between the theo-
retically predicted and experimentally measured temperature decay of a thermistor bead probe. The
details of the measurement mechanism have been described in that section. The temperature pulse
decay technique has been used to measure the in vivo blood perfusion rates of different physical or
physiological conditions in various tissues (Xu et al., 1991, 1998; Zhu et al., 2005). The advantages
of this technique are that it is fast and induces little trauma. Using the Pennes bioheat transfer equation,
the intrinsic thermal conductivity and blood perfusion rate can be simultaneously measured. In some
of the applications, a two-parameter least-square residual fit was first performed to obtain the intrinsic
thermal conductivity of the tissue. This calculated value of thermal conductivity was then used to
perform a one-parameter curve fit for the TPD measurements to obtain the local blood perfusion rate
at the probe location. The error of blood perfusion measurement using the TPD technique is mainly
inherited from the accuracy of the bioheat transfer equation. Theoretical study (Xu et al., 1993) has
shown that this measurement is affected by the presence of large blood vessels in the vicinity of the
thermistor bead probe. Further, poor curve fitting of the blood perfusion rate occurs if the steady state
of the tissue temperature is not established before the heating (Xu et al., 1998).

2.5 HYPERTHERMIA TREATMENT FOR CANCERS AND TUMORS

2.5.1 Introduction

Within the past two decades, there have been important advances in the use of hyperthermia in a
wide variety of therapeutic procedures, especially for cancer treatment. Hyperthermia is used either
as a singular therapy or as an adjuvant therapy with radiation and drugs in human malignancy. It has
fewer complications and is preferable to more costly and risky surgical treatment (Dewhirst et al.,
1997). The treatment objective of current therapy is to raise tumor temperature higher than 43°C for
periods of more than 30 to 60 minutes while keeping temperatures in the surrounding normal tissue
below 43°C. It has been suggested that such elevated temperatures may produce a heat-induced cyto-
toxic response and/or increase the cytotoxic effects of radiation and drugs. Both the direct cell-
killing effects of heat and the sensitization of other agents by heat are phenomena strongly dependent
on the achieved temperature rise and the heating duration.

One of the problems encountered by physicians is that current hyperthermia technology cannot
deliver adequate power to result in effective tumor heating of all sites. The necessity of developing
a reliable and accurate predictive ability for planning hyperthermia protocols is obvious. The treat-
ment planning typically requires the determination of the energy absorption distribution in the tumor
and normal tissue and the resulting temperature distributions. The heating patterns induced by vari-
ous hyperthermia apparatus have to be studied to focus the energy on a given region of the body and
provide a means for protecting the surrounding normal tissues. Over the past two decades, opti-
mization of the thermal dose is possible with known spatial and temporal temperature distribution
during the hyperthermia treatment. However, large spatial and temporal variations in temperature are
still observed because of the heterogeneity of tissue properties (both normal tissue and tumor), spa-
tial variations in specific absorption rates, and the variations and dynamics of blood flow (Overgaard,
1987). It has been suggested that blood flow in large, thermally unequilibrated vessels is the main
cause for temperature nonhomogeneity during hyperthermia treatment, since these large vessels can
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produce cold tracts in the heated volume. Thus, to heat the tissue and tumor volume effectively and
safely, it is critical to experimentally or theoretically monitor the temporal and spatial temperature
gradient during the hyperthermia treatment.

2.5.2 Temperature Monitoring during Thermal Treatment

One of the reasons hyperthermia has not yet become widely accepted as a mode of therapy is the
lack of noninvasive and inexpensive temperature measurement technology for routine use. Invasive
temperature devices have a number of restrictions when applied to temperature monitoring during
hyperthermia. These restrictions include small representative tissue sample of the entire tissue and
tumor regions, difficulty in inserting the sensor into a deep-seated tumor, and discomfort to patients
during the insertion. Because of the problems associated with invasive temperature measurement
techniques, there has been a strong demand for noninvasive temperature feedback techniques such
as ultrasonic imaging and microwave radiometry imaging (MRI). In addition to their focusing and
real-time capabilities, ultrasound-based techniques are capable of providing satisfactory temperature
resolution as well as hot-spot localization in soft tissue. MRI was applied as a noninvasive ther-
mometry method, but it has limited temperature resolution (~0.5°C) and spatial resolution (~1 cm)
and, therefore, can provide only an estimate of the average temperature over a certain tissue volume.
Further, MRI is a costly technique, and therefore, it does not comply with the clinical requirements
of treatment monitoring for tissue temperature distribution.

2.5.3 Heating Pattern Induced by Hyperthermia Applicators

Ideal Treatment Volume and Temperature Distribution. Heating pattern or specific absorption
rate (SAR) induced by external devices is defined as the heat energy deposited in the tissue or tumor
per second per unit mass or volume of tissue. In optimal treatment planning, it is the temperature
rather than the SAR distribution that is optimized in the treatment plan. The maximum temperature
generally occurs in the tissue region with heat deposition. However, one should note that SAR and
temperature distribution may not have the same profile, since temperature distribution can also be
affected by the environment or imposed boundary conditions.

The thermal goal of a clinically practical hyperthermia treatment is to maximize the volume of
tumor tissue that is raised to the therapeutic temperature. This maximization should be accomplished
while keeping the volume of normal tissue at or below some clinically specific temperature level.
There are difficulties to reaching the optimal temperature distribution with the presently available
heating devices. Most clinical heating systems have had such fixed power deposition patterns that
optimization was limited. In recent years, the cooperation between engineers and clinicians has
resulted in a new generation of heating equipment. These heating devices have considerably more
flexibility in their ability to deposit power in different patterns that help reach the treatment goal.
Further, the ideal temperature distribution may be achieved by manipulating the geometrical consid-
eration or regional blood flow. In most of the transurethral microwave catheters, circulated cold
water is installed in the catheter to provide protection to the sensitive prostatic urethra. Manipulation
of the flow rate and temperature of the water have been demonstrated to facilitate the achievement
of high temperature penetrating deep in the transition zone (Liu et al., 2000). Preheating the large
arterial blood to some extent before it enters the treatment region has also been shown to improve
the temperature homogeneity in that area.

Currently Used Heating Approaches. 1t is known that the size and location of the tumor have a
significant impact on applicator design and type of heating. In most of the heating devices, heat is
deposited in the tissue via electromagnetic wave absorption (microwave or radio frequency), electric
conductive heating, ultrasound absorption, laser, and magnetic particles, etc. In this section, different
heating devices are introduced and their advantages and limitations are described.
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High energy DC shock (Scheinman et al., 1982) has been used as an implanted energy source for
the treatment of drug-refractory supraventricular arrhythmias. During the catheter ablation, the peak
voltage and current measured at the electrode-tissue interface are typically higher than 1000 V and
40 A, respectively. The high voltage pulse results in a very high temperature at the electrode surface.
Explosive gas formation and a shock wave can occur, which may cause serious complications,
including ventricular fibrillation, cardiogenic shock, and cardiac peroration.

Alternating current in the radio frequency range has been investigated as an alternative to shock
for heating applicator (Huang et al., 1987; Nath et al., 1994; Nath and Haines, 1995; Wonnell et al.,
1992; Zhu and Xu, 1999). Radio frequency ablation has been successfully used to treat liver neo-
plasms, solid renal mass, and osteoid osteomas. In recent years, this technique has been applied to
destroy brain tissue for the treatment of motor dysfunctions in advanced Parkinson’s disease
(Kopyov et al., 1997; Linhares and Tasker, 2000; Mercello et al., 1999; Oh et al., 2001; Patel et al.,
2003; Su et al., 2002). The current clinical practice of inducing RF lesions in the brain involves
implanting a microelectrode-guided electrode and applying RF current to the targeted region, in
order to relieve symptoms of the Parkinson’s disease in patients whose symptoms cannot be con-
trolled with traditional pharmacological treatment. RF energy is readily controllable, and the equip-
ment is relatively cheap (Hariharan et al., 2007a). The standard RF generator used in catheter
ablation produces an unmodulated sinusoidal wave alternating current at a frequency of 200 to 1000
kHz. Two electrodes are needed to attach to the tissue and a current is induced between them. The
passage of current through the tissue results in resistive or ohmic heating (/%R losses). Resistive cur-
rent density is inversely proportional to the square of the distance from the electrode. Thus, resistive
heating decreases with the distance from the electrode to the fourth power. Maximal power occurs
within a very narrow rim of tissue surrounding the electrodes. The heating typically leads to desic-
cation of tissue immediately surrounding the catheter electrodes, but diverges and decreases in-
between, which can cause broad variations of heating. Improved RF hyperthermia systems have been
proposed to reduce the heterogeneity of the RF heating, including implanting a feedback power cur-
rent system (Astrahan and Norman, 1982; Hartov et al., 1994) and using electrically insulating mate-
rial around the electrodes (Cosset et al., 1986).

Microwave hyperthermia uses radiative heating produced by high-frequency power. High-
frequency electromagnetic waves may be transmitted down an appropriately tuned coaxial cable and
then radiated into the surrounding medium by a small antenna. The mechanism of electromagnetic
heating from a microwave source is dielectric rather than ohmic. The heating is due to a propagating
electromagnetic wave that raises the energy of the dielectric molecules through which the field passes
by both conduction and displacement currents. While maintaining alignment with the alternating elec-
tric field, neighboring energized dipole molecules collide with each other and the electromagnetic
energy is transformed into thermal energy. The main limitation of microwave heating is that the energy
is absorbed within a very narrow region around the microwave antenna. Typically, the generated heat
decays fast and can be approximated as proportional to 1/72. The highly absorptive nature of the water
content of human tissue has limited the penetration of electromagnetic energy to 1 to 2 em.

Laser photocoagulation is a form of minimally invasive thermotherapy in which laser energy is
deposited into a target tissue volume through one or more implanted optical fibers. Laser is used in
medicine for incision and explosive ablation of tumors and other tissues, and for blood vessel coagu-
lation in various tissues. Laser light is nearly monochromatic. Most popular lasers utilized in the lab-
oratory include argon laser (488 nm), pulsed dry laser (585 to 595 nm), Nd: YAG lasers operating at
1064 nm, and diode lasers operating at 805 nm. Laser-beam power ranges from milliwatts to several
watts. Usually the laser energy is focused on a small tissue area of a radius less than 300 um, resulting
in a very high heat flux. Because there is minimal penetration of laser energy into the tissue, suffi-
cient energy is delivered to heat tissues surrounding the point of laser contact to beyond 60°C or
higher, leading to denaturation and coagulation of biomolecules. Because of the high temperature
elevation in the target tissue, laser photocoagulation may produce vapor, smoke, browning, and char.
A char is usually formed when temperature is elevated above 225°C or higher (LeCarpentier et al.,
1989; Thomsen, 1991; Torres et al., 1990; Whelan and Wyman, 1999).

Laser ablation has been used primarily in two clinical applications, one is dermatology and the
other is ophthalmology. Laser treatment for port wine stain with cryogen spray cooling has been
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shown as a promising clinical approach for maximizing thermal damage to the targeted blood ves-
sels under the skin while minimizing injury to the epidermis (Jia et al., 2006). Laser use in ophthal-
mology has a long history. Energy absorption in the tissue or blood is largely dependent on the
wavelength of the laser used; longer wavelengths penetrate more deeply into tissue than short wave-
lengths. Most of the laser-based treatments depend upon light/tissue interactions that occur in the
superficial layers associated with the neuro-retina and retinal pigment epithelium (RPE).
Conventional laser treatment for the retinal layer uses continuous or pulse wave laser (wavelength:
527 nm) with exposure time in the range of 100 to 200 ms, and power in the range of 50 to 200 mW
(Banerjee et al., 2007). The laser is primarily absorbed by the melanin granules in the RPE tissue.
On the other hand, in laser photocoagulation of the choroidal feeder vessels, laser energy must pen-
etrate the overlying retinal layers, RPE, and choriocapillaris to reach the choroid and then be
absorbed by the targeted feeder vessel. Considering that the targeted vessels in these studies lie rel-
atively deep, it is logical that the widely used 805-nm-wavelength diode laser was selected as the
source for maximizing energy absorption. An experimental study on pigmented rabbit eyes has
shown that the photocoagulation of large choroidal arterioles can be accomplished with relatively
little concomitant retinal tissue damage (Flower, 2002), when using near-infrared wavelengths, espe-
cially when used in conjunction with an injection of a biocompatible dye that enhances absorption
of the laser energy. A recent theoretical simulation of the temperature field in the vicinity of the
choroidal vessel has illustrated the strategy to achieve thermal damage while preserving the sensitive
RPE layer (Zhu et al., 2008).

Unlike the electromagnetic heating devices mentioned above, ultrasound heating is a mechanical
hyperthermic technique. The acoustic energy, when absorbed by tissue, can lead to local temperature
rise. Ultrasound offers many advantages as an energy source for hyperthermia because of its small
wavelength and highly controllable power deposition patterns, including penetration depth control in
human soft tissue (Hariharan et al., 2007b, 2008). The depth of the resulting lesion could theoreti-
cally be increased or decreased by selecting a lower or higher ultrasound frequency, respectively. It
has been shown that scanned focused ultrasound provides the ability to achieve more uniform tem-
perature elevations inside tumors than the electromagnetic applicators. Moros and Fan (1998) have
shown that the frequency of 1 MHz is not adequate for treating chest wall recurrences, since it is too
penetrating. As for a deep-seated tumor (3 to 6 cm deep), longer penetration depth is achieved by
using relatively low frequency (1 MHz) and/or adjusting the acoustic output power of the transducer
(Moros et al., 1996). The practical problem associated with ultrasound heating is the risk of over-
heating the surrounding bone-tissue interface because of the high ultrasound absorption in bone.

Another hyperthermia approach involves microparticles or nanoparticles which can generate heat
in tissue when subjected to an alternating magnetic field. Magnetic particle hyperthermia procedure
consists of localizing magnetic particles within tumor tissue or tumor vasculature and applying an
external alternating magnetic field to agitate the particles (Gilchrist et al., 1957). In this case, mag-
netic particles function as a heat source, which generates heat due to hysteresis loss, Néel relaxation,
brownian motion, or eddy currents. Subsequently, a targeted distribution of temperature elevation
can be achieved by manipulating the particle distribution in the tumor and tuning the magnetic field
parameters. Compared to most conventional noninvasive heating approaches, this technique is capa-
ble of delivering adequate heat to tumor without necessitating heat penetration through the skin sur-
face, thus avoiding the excessive collateral thermal damage along the path of energy penetration if
the tumor is deep seated. In addition to treatment of deep seated tumor, the employment of nanopar-
ticle smaller than 100 nm is especially advantageous in generating sufficient heating at a lower mag-
netic field strength. Typically, the particle dosage in the tumor and the magnetic field strength are
carefully chosen to achieve the desired temperature elevation. Generally, the usable frequencies are
in the range of 0.05 to 1.2 MHz and the field amplitude is controlled lower than 15 kA/m. Previous
in vitro and in vivo studies have used a frequency in the 100 kHz range (Rand et al., 1981; Hase
et al., 1989; Chan et al., 1993; Jordan et al., 1997; Hilger et al., 2001). The studies of heat genera-
tion by particles suggest that the heating characteristic of magnetic particles depends strongly on
their properties, such as particle size, composition, and microstructure (Chan et al., 1993; Hergt et al.,
2004; Hilger et al., 2001; Jordan et al., 1997). In particular, as the particle size decreases, thermal
activation of reorientation processes leads to superparamagnetic (SPM) behavior that is capable of
generating impressive levels of heating at lower field strengths. The spherical nanoparticle of 10 nm



HEAT TRANSFER APPLICATIONS IN BIOLOGICAL SYSTEMS 57

diameter is capable of providing a specific loss power (SLP) of 211 W/g under a magnetic field of
14 kA/m in amplitude and 300 kHz in frequency. In contrast, particles with diameter of 220 nm only
achieve an SLP of 144 W/g under identical conditions (Hilger et al., 2001). Therefore, nanoparticle
hyperthermia provides a more effective and clinically safer therapeutic alternative for cancer treat-
ment than microparticles.

The quantification of heat generated by the particles has suggested that the size of the individual
particle and properties of the magnetic field (strength and frequency) determine its heating capacity.
Hence, given the particle size and magnetic field strength, it is the spatial distribution of the particle
dispersed in tissue that affects the resulting temperature elevation. However, it is not clear how the
spatial concentration of the particles in the tissue correlates with the particle concentration in the car-
rier solution before the injection. In nanofluid transport in tissue, the injection strategy as well as
interaction between particle and the porous interstitial space may affect the particle distribution. An
experimental study by our group has attempted to evaluate how to achieve a spherical-shaped
nanoparticle distribution in tissue. Figure 2.8 gives two images of nanoparticle distribution in agarose
gel (0.2 percent) after a commercially available nanofluid was injected using a syringe pump. The
selected injection rate affects significantly the final distribution of the nanofluid. As described in
detail in Salloum et al. (2008a and 2008b), the ability of achieving a small spherical particle delivery
is the first step to induce uniform temperature elevations in tumors with an irregular shape.

Depending on the amplitude of the magnetic field and particle dosage, the rate of temperature
increase at the monitored site was as high as several degrees Celsius per minute. Temperatures up to
71°C were recorded at the tumor center (Hilger et al., 2005). The subsequent work by Johannsen and
Jordan (Johannsen et al., 2005a, 2005b; Jordan et al., 2006) focused on testing the magnetic fluid hyper-
thermia on prostate cancer in human subjects. The histological analysis of the cancerous tissues
showed a partial necrosis of the cells after the treatment. Recently, our group performed experi-
mental study on the temperature elevation in rat muscle tissue induced by intramuscular injection of
0.2 cc nanofluid. The elevated temperatures were as high as 45°C and the FWHM (full length of half
maximum) of the temperature elevation is 31 mm Salloum et al. (2008a and 2008b). All the experi-
mental data have suggested the feasibility of elevating the tumor temperature to the desired level for
tissue necrosis. However, in some tumor regions, usually at the tumor periphery, underdosage heating
(temperature elevations lower than a critical value) was observed.

Thermocouple

5 mm

FIGURE 2.8 Two images of nanofluid distribution in agarose gel (0.2 percent).
The injection rate was (a) 5 uL/min and (b) 2.5 uL/min, respectively. The
nanofluid can be viewed by the black color in the images.
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Determination of SAR. Several methods are used to determine the SAR distribution induced by
various heating applicators. The SAR distribution can be directly derived from the Maxwell equa-
tion of the electromagnetic field (Camart et al., 2000; Gentili et al., 1995; Ling et al., 1999; Stauffer
et al., 1998; Strohbehn, 1984). The electrical field £ and magnetic field B are first determined
analytically or numerically from the Maxwell equation. The SAR (W/kg) is then calculated by
the following equation (Sapozink et al., 1988)

SAR = (E)EZ (2.24)
2p

where p and o represent the density and conductivity of the media, respectively. This method is fea-
sible when the derivation of the electromagnetic field is not very difficult. It generally requires a
rather large computational resource and a long calculation time, though it is flexible for modeling
the applicators and the surrounding media.

Other methods in clinical and engineering applications are experimental determination of the
SAR distribution based on the heat conduction equation. The experiment is generally performed on
a tissue-equivalent phantom gel. The applicability of the SAR distribution measured in the phantom
gel to that in tissue depends on the electrical properties of the phantom gel. For energy absorption of
ultrasound in tissue, the gel mimics tissue in terms of ultrasonic speed and attenuation/absorption
properties. For heat pattern induced by microwave or radio frequency, the applicability requires that
the phantom gel mimic the dielectric constant and electrical conductivity of the tissue. The electrical
properties of various tissues at different wave frequencies have been studied by Stoy et al. (1982). It
has been shown that in addition to the electromagnetic wave frequency, water content of the tissue
is the most important factor in determining the electrical properties. Thermal properties such as heat
capacity and thermal conductivity of the gel are not required if no thermal study is conducted. The
ingredients of the gel can be selected to achieve the same electrical characteristics of the tissue for a
specific electromagnetic wavelength. As shown in Zhu and Xu (1999), the basic ingredients of the
gel used for an RF heating applicator were water, formaldehyde solution, gelatin, and sodium chloride
(NaCl). Water was used to achieve a similar water content as the tissue. Formaldehyde and gelatin
were the solidification agents. NaCl was added to obtain the desired electrical conductivity of tissue
at that frequency. The resulted phantom gel was a semitransparent material that permits easy and pre-
cise positioning of the temperature sensors during the experimental study.

The simplest experimental approach to determining the SAR distribution is from the temperature
transient at the instant of power on (Wong et al., 1993; Zhu et al., 1996b). In this approach, temper-
ature sensors are placed at different spatial locations within the gel. Before the experiment, the gel
is allowed to establish a uniform temperature distribution within the gel. As soon as the initial heating
power level is applied, the gel temperature is elevated and the temperatures at all sensor locations are
measured and recorded by a computer. The transient temperature field in the gel can be described by
the heat conduction equation as follows:

oT 5
C— = kV*T +SAR(x, y,
pC— + (x,¥,2) (2.25)

=0 T=T,,

Within a very short period after the heating power is on, heat conduction can be negligible if the
phantom gel is allowed to reach equilibration with the environment before the heating. Thus, the
SAR can be determined by the slope of the initial temperature rise, i.e.,

SAR = pc L (2.26)
t 1=0

Since the SAR at each spatial location is a constant during the heating, the temperature rise at each
location is expected to increase linearly if heat conduction is negligible. Figure 2.9 gives the measured
temperature rise at different radial locations from an injection site of the nanofluid. Note that the
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FIGURE 2.9 Initial temperature rises after heating is turned on. Temperatures are measured
at three locations in the agarose gel, as shown in Fig. 2.8.

temperatures at all three probe locations were very close to each other before the heating. The tem-
peratures increased linearly once the power was on; however, after approximately 60 seconds, the
plot became curved and heat conduction within the gel was no longer negligible. For convenience
the loose SAR data are generally represented by an analytic expression with several unknown para-
meters. Then a least-square residual fit of the SAR measurement to the analytical expression is per-
formed to determine the unknown parameters in the expression.

It is simple to determine the SAR distribution from the initial temperature transient. This method
is fairly accurate as long as the temperature is uniform before the power is turned on. However, to
obtain an accurate expression for the SAR distribution, enough temperature sensors should be placed
in the region where the energy is absorbed. In the situation when the SAR decays rapidly in the radial
direction because of the superficial penetration of the energy, and it is difficult to place many tem-
perature sensors in the near field, the SAR distribution must be determined by only a few measure-
ments in the near field, which increases the measurement error.

In the experimental study by Zhu et al. (1998), the heating pattern induced by a microwave antenna
was quantified by solving the inverse problem of heat conduction in a tissue equivalent gel. In this
approach, detailed temperature distribution in the gel is required and predicted by solving a two-
dimensional or three-dimensional heat conduction equation in the gel. In the experimental study, all
the temperature probes were not required to be placed in the near field of the catheter. Experiments
were first performed in the gel to measure the temperature elevation induced by the applicator. An
expression with several unknown parameters was proposed for the SAR distribution. Then, a theo-
retical heat transfer model was developed with appropriate boundary conditions and initial condition
of the experiment to study the temperature distribution in the gel. The values of those unknown para-
meters in the proposed SAR expression were initially assumed and the temperature field in the gel
was calculated by the model. The parameters were then adjusted to minimize the square error of the
deviations of the theoretically predicted from the experimentally measured temperatures at all tem-
perature sensor locations.

2.5.4 Dynamic Response of Blood Flow to Hyperthermia

As mentioned previously, blood flow plays a profound effect in the temperature field during hyper-
thermia treatment. Accurately measuring and monitoring blood flow in different tissue regions and
at different heating levels are especially crucial to achieve the thermal goal. The distribution of blood
flow is quite heterogeneous in the tissue. Blood flow rate may be higher in the skin than in the
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muscle. Blood flow in the tumor and normal tissue may also be quite different because of different
vasculatures. Contrary to the general notion that blood flow is less in tumors than in normal tissues,
blood flow in many tumors, particularly in small tumors, is actually greater than that in surrounding
normal tissues at normothermic conditions. Even in the same tumor, blood flow generally decreases
as the tumor grows larger, owing partially to progressive deterioration of vascular beds and to the
rapid growth of tumor cell population relative to vascular bed.

The dynamic responses of the blood flow to hyperthermia in normal tissue and tumors are even
more diversified than the blood flow heterogeneity. It is a well-known fact that heat induces a prompt
increase in blood flow accompanied by dilation of vessels and an increase in permeability of the
vascular wall in normal tissues. The degree of pathophysiological changes in the vascular system in
normal tissue is, of course, dependent on the heating temperature, the heating duration, and the
heating protocol. Experimental study by Song (1984) has shown how the vasculature changed in the
skin and muscle of rodents at different time intervals after hyperthermia for varying heating temper-
atures at 42 to 45°C. It was shown that the blood flow in the skin increased by a factor of 4 and 6
upon heating at 43°C for 60 and 120 minutes, respectively. At 44°C the skin blood flow was about
12 times the control value within 30 minutes. At high heating temperature, there existed a critical
time after which the blood flow decreased because of vasculature damage. This critical time was
more quickly reached when the heating temperature was higher. The blood flow increase in the muscle
was similar to that observed in the skin layer, a tenfold increase in the blood flow was noticed at the
45°C heating.

An indisputable fact emerging from various experimental data indicates that heat-induced change
in the blood flow in some tumors is considerably different from that in normal tissue. As noted in
Fig. 2.10, there was a limited increase in blood flow in tumors during the initial heating period
(Song, 1984). When the heating was prolonged, the tumor blood flow decreased progressively. The
different responses of the normal tissue and tumors suggest the feasibility of selective tumor heating.
A relatively small increase in blood flow in tumors favors retention of heat within the tumor volume,
and thus causes greater heat damage. On the other hand, a large blood flow increase in the normal
tissue by vascular dilation causes tissue cooling and high survival of cells.

Since blood flow is the major route of heat dissipation during hyperthermia, attempts have been
made to modify the vascular responses in tumors and normal tissue to heat (Reinhold and Endrich,
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FIGURE 2.10 Temperature-dependent changes in the relative blood perfusion
rates for muscle and animal tumors. [From Song (1984), with permission.]
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1986; Song, 1991). Decreased tumor perfusion may induce changes in the tumor microenvironment,
such as reduced pH value and energy supply, thus enhance the thermal cytotoxicity (Gerweck, 1977;
Overgaard, 1976; Song et al., 1994). An injection of hydralazine to dogs was reported to decrease
the blood flow by 50 percent in the tumor and increase the blood flow in the underlying muscle by
a factor of three (Song, 1984). It was demonstrated that the use of vasoactive drugs led to intracel-
lular acidification of the tumor environment (Song et al., 1994). It has been shown that 1 hour after
an intravenous or intraperitoneal injection of KB-R8498, the blood flow in the SCK mammary car-
cinoma tumors of mice was reduced 30 to 60 percent (Griffin et al., 1998; Ohashi et al., 1998). The
effect has also been made to induce a blood flow increase in the normal tissue. It was reported that
preferentially dilating vessels in normal tissues using vasodilator such as sodium nitroprusside led to
shunting of blood away from the tumor, and thus reducing the cooling eftect of the blood flow in a
tumor during local hyperthermia (Jirtle, 1988; Prescott et al., 1992). Not surprisingly, radiation
also altered the response of vasculatures to heat. It was reported that irradiation with 2000 R given
1 hour before heating at 42°C for 30 minutes, enhanced the heat-induced vascular damage in the
cervical carcinoma of hamsters. Another research showed that hyperthermia of 42°C for 1 hour,
given several weeks after irradiation, enhanced the capacity of blood flow increase in skin and
muscle (Song, 1984).

It has been increasingly evident that the response of vascular beds to heat in tumors differs con-
siderably from that in normal tissues. The effective clinical use of hyperthermia depends on a
careful application of these biological principles emerging from experimental work. More experi-
mental measurements of temperature response are needed for different tumor types at different ages.
It is also important to evaluate the applicability of the dynamic response measured in animal to
human subjects. Another issue to be addressed is the hyperthermia-induced blood flow change in
drug delivery, since the reduced tumor blood flow may decrease the drug delivered to the tumors.

2.5.5 Theoretical Modeling

In treatment planning, quantitative three-dimensional thermal modeling aids in the identification of
power delivery for optimum treatment. Thermal modeling provides the clinician with powerful tools
that improve the ability to deliver safe and effective therapy, and permits the identification of criti-
cal monitoring sites to assess tumor heating as well as to ensure patient safety. Thermal modeling
maximizes the information content of (necessarily sparse) invasive thermometry. The empirical tem-
perature expression (if it is possible) can be used to develop an online reference for monitoring tissue
temperatures and building a feedback control of the applied power to avoid overheatings in critical
tissue areas during the hyperthermia therapy.

Tissue temperature distributions during hyperthermia treatments can be theoretically determined
by solving the bioheat transfer equation (continuum model or vascular model), which considers the
contributions of heat conduction, blood perfusion, and external heating. In addition to geometrical
parameters and thermal properties, the following knowledge must be determined before the simu-
lation. The SAR distribution induced by the external heating device should be determined first. The
regional blood perfusion in the tissue and tumor and their dynamic responses to heating are also
required. All this information, with appropriate boundary and initial conditions, allows one to calcu-
late the temperature distribution of the tissue.

Analytical solution for the temperature field during the hyperthermia treatment is available for
certain tissue geometries (Liu et al., 2000; Zhu and Xu, 1999). In most of the situations, temperature
field is solved by numerical methods because of the irregular tissue geometry and complicated
dynamic response of blood flow to heating (Chatterjee and Adams, 1994; Charny et al., 1987; Clegg
and Roamer, 1993; Zhu et al., 2008a, 2008b).

Parametric studies can be performed to evaluate the influence of different parameters, such as
heating level, tissue perfusion, and cooling fluid, on the temperature elevation. Extensive parametric
studies can be performed quickly and inexpensively so that sensitive (and insensitive) parameters can
be identified, systems can be evaluated, and critical experiments can be identified. This is especially
important when the parameter is unknown. It is also possible to extract the ideal SAR distribution
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from the parametric study (Loulou and Scott, 2000) and design an improved heating applicator in
future. Knowledge of the expected thermal profiles could be used to guide experimental and clinical
studies in using an optimum thermal dose to achieve a desired therapeutic effect. The optimal ther-
mal dose needed in the treatment volume predicted by the theory helps physicians to evaluate the
effectiveness of the heating devices and their treatment protocols.
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3.1 PHYSIOLOGY OF THE CIRCULATORY SYSTEM

The circulatory transport system is responsible for oxygen and nutrient supply to all body tissues
and removal of waste products. The discovery of the circulation of blood in the human body is
related to William Harvey (1578-1657). The circulatory system consists of the heart—the pump
that generates the pressure gradients needed to drive blood to all body tissues, the blood vessels—
the delivery routes, and the blood—the transport medium for the delivered materials. The blood
travels continuously through two separate loops; both originate and terminate at the heart. The
pulmonary circulation carries blood between the heart and the lungs, whereas the systemic circu-
lation carries blood between the heart and all other organs and body tissues (Fig. 3.1). In both
systems blood is transported in the vascular bed because of a pressure gradient through the following
subdivisions: arteries, arterioles, capillaries, venules, and veins. The cardiac cycle is composed of
the diastole, during which the ventricles are filling with blood, and the systole, during which the
ventricles are actively contracting and pumping blood out of the heart (Martini, 1995; Thibodeau
and Patton, 1999).

The total blood volume is unevenly distributed. About 84 percent of the entire blood volume
is in the systemic circulation, with 64 percent in the veins, 13 percent in the arteries, and 7 percent
in the arterioles and capillaries. The heart contains 7 percent of blood volume and the pulmonary
vessels 9 percent. At normal resting activities heart rate of an adult is about 75 beats/min with a
stroke volume of typically 70 mL/beat. The cardiac output, the amount of blood pumped each
minute, is thus 5.25 L/min. It declines with age. During intense exercise, heart rate may increase
to 150 beats/min and stroke volume to 130 mL/beat, providing a cardiac output of about 20 L/min.
Under normal conditions the distribution of blood flow to the various organs is brain, 14 percent;
heart, 4 percent; kidneys, 22 percent; liver, 27 percent; inactive muscles, 15 percent; bones,
5 percent; skin, 6 percent; bronchi, 2 percent. The averaged blood velocity in the aorta (cross-sectional
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FIGURE 3.1 General organization of the circulatory system with averaged
values of normal blood flow to major organs.

area of 2.5 cm?) is 33 cm/s, while in the capillaries (cross-sectional area of 2500 cm?) it is
about 0.3 mm/s. The blood remains in the capillaries 1 to 3 seconds (Guyton and Hall, 1996;
Saladin, 2001).

At normal conditions, the pulsatile pumping of the heart is inducing an arterial pressure that fluc-
tuates between the systolic pressure of 120 mmHg and the diastolic pressure of 80 mmHg (Fig. 3.2).
The pressure in the systematic capillaries varies between 35 mmHg near the arterioles to 10 mmHg
near the venous end, with a functional average of about 17 mmHg. When blood terminates through
the venae cavae into the right atrium of the heart, its pressure is about 0 mmHg. When the heart ejects
blood into the aorta, a pressure pulse is transmitted through the arterial system. The traveling veloc-
ity of the pressure pulse increases as the vessel’s compliance decreases; in the aorta it is 3 to 5 m/s,
in the large arteries 7 to 10 m/s, and in small arteries 15 to 35 m/s. Figure 3.3 depicts an example of
the variations in the velocity and pressure waves as the pulse wave travels toward peripheral arteries
(Caro et al., 1978; Fung, 1984).
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3.2 PHYSICAL PROPERTIES OF BLOOD

3.2.1

Constituents of Blood

Blood is a suspension of cellular elements—red blood cells (erythrocytes), white cells (leuko-
cytes), and platelets—in an aqueous electrolyte solution, the plasma. Red blood cells (RBC)
are shaped as a biconcave saucer with typical dimensions of 2 x 8 um. Erythrocytes are slightly
heavier than the plasma (1.10 g/cm? against 1.03 g/cm?); thus they can be separated by cen-
trifugation from the plasma. In normal blood they occupy about 45 percent of the total volume.
Although larger than erythrocytes, the white cells are less than 1/600th as numerous as the red
cells. The platelet concentration is 1/20th of the red cell concentration, and their dimensions
are smaller (2.5 ym in diameter). The most important variable is the hematocrit, which defines
the volumetric fraction of the RBCs in the blood. The plasma contains 90 percent of its mass
in water and 7 percent in the principal proteins albumin, globulin, lipoprotein, and fibrinogen.
Albumin and globulin are essential in maintaining cell viability. The lipoproteins carry lipids
(fat) to the cells to provide much of the fuel of the body. The osmotic balance controls the fluid
exchange between blood and tissues. The mass density of blood has a constant value of
1.05 g/cm? for all mammals and is only slightly greater than that of water at room temperature
(about 1 g/cm?).

3.2.2 Blood Rheology

The macroscopic rheologic properties of blood are determined by its constituents. At a normal phys-
iological hematocrit of 45 percent, the viscosity of blood is ¢ = 4 x 10~2 dyne - s/cm? (or poise),
which is roughly 4 times that of water. Plasma alone (zero hematocrit) has a viscosity of = 1.1 x
102 to 1.6 x 1072 poise, depending upon the concentration of plasma proteins. After a heavy meal,
when the concentration of lipoproteins is high, the plasma viscosity is quite elevated (Whitmore,
1968). In large arteries, the shear stress (7) exerted on blood elements is linear with the rate of shear,
and blood behaves as a newtonian fluid, for which,

T=M<—* 3.1

where u is blood velocity and r is the radial coordinate perpendicular to the vessel wall.

In the smaller arteries, the shear stress acting on blood elements is not linear with shear rate,
and the blood exhibits a nonnewtonian behavior. Different relationships have been proposed for the
nonnewtonian characteristics of blood, for example, the power-law fluid,

r=k[-M 0 (32)

where K is a constant coefficient. Another model, the Casson fluid (Casson, 1959), was proposed
by many investigators as a useful empirical model for blood (Cokelet, 1980; Charm and Kurland,
1965),

dun 12
2 K(_;) +r;/2 (.3)

where T, is the fluid yield stress.
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3.3 BLOOD FLOW IN ARTERIES

3.3.1 Introduction

The aorta and arteries have a low resistance to blood flow compared with the arterioles and capil-
laries. When the ventricle contracts, a volume of blood is rapidly ejected into the arterial vessels.
Since the outflow to the arteriole is relatively slow because of their high resistance to flow, the arter-
ies are inflated to accommodate the extra blood volume. During diastole, the elastic recoil of the
arteries forces the blood out into the arterioles. Thus, the elastic properties of the arteries help to
convert the pulsatile flow of blood from the heart into a more continuous flow through the rest of the
circulation. Hemodynamics is a term used to describe the mechanisms that affect the dynamics of
blood circulation.

An accurate model of blood flow in the arteries would include the following realistic
features:

1. The flow is pulsatile, with a time history containing major frequency components up to the eighth
harmonic of the heart period.

2. The arteries are elastic and tapered tubes.
3. The geometry of the arteries is complex and includes tapered, curved, and branching tubes.
4. In small arteries, the viscosity depends upon vessel radius and shear rate.

Such a complex model has never been accomplished. But each of the features above has been
“isolated,” and qualitative if not quantitative models have been derived. As is so often the case in the
engineering analysis of a complex system, the model derived is a function of the major phenomena
one wishes to illustrate.

The general time-dependent governing equations of fluid flow in a straight cylindrical tube are
given by the continuity and the Navier-Stokes equations in cylindrical coordinates,

ﬂ+ﬁ+%_o 34
o r &z 34

ou  ou  ow_ o 1P uld'uw Lo o)

—+Vv—tu—=F ————+ + + .

a o e pa plat rar o2) (3:5)
v 1 0P v 1av a*
—+v@+u&=ﬂ———+ﬁ/—;+f——%+—:\ (3.6)
ot or oz por p k o” ror r- iz J

Here, u and v are the axial and radial components of the fluid velocity, r and z are the radial and axial
coordinates, and p and u are the fluid density and viscosity, respectively. Equations (3.5) and (3.6) are
the momentum balance equations in the z and r directions.

3.3.2 Steady Flow
The simplest model of steady laminar flow in a uniform circular cylinder is known as the Hagen-

Poiseuille flow. For axisymmetric flow in a circular tube of internal radius R, and length /, the boundary
conditions are

u(r=Ry)=0 and g—u(r=0)=0 3.7
v
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For a uniform pressure gradient (AP) along a tube, we get the parabolic Poiseuille solution

u(r) = —%(Rg -r?) (3.8)

The maximal velocity u_, = (RO)2 AP/Aul is obtained at r = 0.

The Poiseuille equation indicates that the pressure gradient AP required to produce a volumetric
flow Q = uA increases in proportion to Q. Accordingly, the vascular resistance R will be
defined as

R=— (3.9

If the flow is measured in cm3/s and P in dyn/cm?, the units of R are dyn - s/cm?. If pressure is
measured in mmHg and flow in cm?/s, resistance is expressed in “peripheral resistance units,” or
PRU.

The arteries are composed of elastin and collagen fibers and smooth muscles in a complex
circumferential organization with a variable helix. Accordingly, the arteries are compliant vessels,
and their wall stiffness increases with deformation, as in all other connective tissues. Because of their
ability to expand as transmural pressure increases, blood vessels may function to store blood volume
under pressure. In this sense, they function as capacitance elements, similar to storage tanks. The
linear relationship between the volume V and the pressure defines the capacitance of the storage
element, or the vascular capacitance:

av
c=-%-
P (3.10)

Note that the capacitance (or compliance) decreases with increasing pressure, and also decreases
with age. Veins have a much larger capacitance than arteries and, in fact, are often referred to as
capacitance or storage vessels.

Another simple and useful expression is the arterial compliance per unit length, C,, that can be
derived when the tube cross-sectional area A is related to the internal pressure A = A(P, z). For a
thin-wall elastic tube (with internal radius R, and wall thickness h), which is made of a hookean
material (with Young modulus E), one can obtain the following useful relation,

_dC 2R}
““dz  hE

3.11)

3.3.3 Wave Propagation in Arteries

Arterial pulse propagation varies along the circulatory system as a result of the complex geometry
and nonuniform structure of the arteries. In order to learn the basic facts of arterial pulse character-
istics, we assumed an idealized case of an infinitely long circular elastic tube that contains a homoge-
nous, incompressible, and nonviscous fluid (Fig. 3.4). In order to analyze the velocity of propagation
of the arterial pulse, we assume a local perturbation, for example, in the tube cross-sectional area,
that propagates along the tube at a constant velocity c.

The one-dimensional equations for conservation of mass and momentum for this idealized case
are, respectively (Pedley, 1980; Fung, 1984),
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FIGURE 3.4 Cross section of artery showing the change of volume and
volume flow.
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where A(z) = tube cross-sectional area
u(z) = uniform axial velocity of blood
P(z) = pressure in the tube
p= fluid viscosity
z = axial coordinate
t = time

The elasticity of the tube wall can be prescribed by relationship between the local tube pressure and
the cross-sectional area, P(A).

We further assume that the perturbation is small, while the wave length is very large compared
with the tube radius. Thus, the nonlinear inertia variables are negligible and the linearized conserva-
tion equation of mass and momentum become, respectively,

B 3.14
or dz (3.14)
o __Lop 3.15
o paz (3.15)

Next, we differentiate Eq. (3.14) with respect to ¢t and Eq. (3.15) with respect to z, and upon adding
the results we obtain the following wave equation:

’P paAdP 9P

= =c 1
> AP o’ o’ (3.16)
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for which the wave speed c is given by

, AdP
- (3.17)

This suggests that blood pressure disturbances propagate in a wavelike manner from the heart toward
the periphery of the circulation with a wave speed c. For a thin-wall elastic tube (with internal radius
R, and wall thickness ), which is made of a hookean material (with Young modulus F) and sub-
jected to a small increase of internal pressure, the wave speed ¢ can be expressed as

» Eh
CcC =
2pR,

(3.18)

This equation was obtained by Thomas Young in 1808, and is known as the Moens-Kortweg wave
speed. The Moens-Kortweg wave speed varies not only with axial distance but also with pressure.
The dominant pressure-dependent term in Eq. (3.18) is E, the modulus of elasticity; it increases with
increasing transmural pressure as the stiff collagen fibers bear more of the tension of the artery wall.
The high-pressure portion of the pressure wave therefore travels at a higher velocity than
the low-pressure portions of the wave, leading to a steepening of the pressure front as it travels
from the heart toward the peripheral circulation (Fig. 3.5). Wave speed also varies with age because
of the decrease in the elasticity of arteries.

The arteries are not infinitely long, and it is possible for the wave to reflect from the distal end
and travel back up the artery to add to new waves emanating from the heart. The sum of all such
propagated and reflected waves yields the pressure at each point along the arterial tree. Branching is
clearly an important contributor to the measured pressures in the major arteries; there is a partial
reflection each time the total cross section of the vessel changes abruptly.

FIGURE 3.5 Steepening of a pressure pulse with distance along an artery.

3.3.4 Pulsatile Flow

Blood flow in the large arteries is driven by the heart, and accordingly it is a pulsating flow. The sim-
plest model for pulsatile flow was developed by Womersley (1955a) for a fully developed oscillatory
flow of an incompressible fluid in a rigid, straight circular cylinder. The problem is defined for a
sinusoidal pressure gradient composed from sinuses and cosinuses,

AP i,
= Ke'! (3.19)

where the oscillatory frequency is @/27. Insertion of Eq. (3.19) into Eq. (3.5) yields

u Lou_1ou_ K o

92 + (3.20)

ror - v ot u
The solution is obtained by separation of variables as follows:

u(r, 1) = W) (3.21)



PHYSICAL AND FLOW PROPERTIES OF BLOOD 77

Insertion of Eq. (3.21) into (3.20) yields the Bessel equation,
d*W 14w  iPwp A
——

W=-2=
dar* r dr u u (3.22)
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The solution for Eq. (3.22) is

L0 P P W L

pon (3.23)

%

where J, is a Bessel function of order zero of the first kind, v = u/p is the kinematic viscosity, and o
is a dimensionless parameter known as the Womersley number and given by

o= Ro \/% (3.24)

When o is large, the velocity profile becomes blunt (Fig. 3.6).
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FIGURE 3.6 Theoretical velocity profiles of an oscillating flow resulting from a sinusoidal
pressure gradient (cos 1) in a pipe. & is the Womersley number. Profiles are plotted for intervals
of Awt = 15°. For @t > 180°, the velocity profiles are of the same form but opposite in sign.
[From Nichols and O’Rourke (1998) by permission.]

Pulsatile flow in an elastic vessel is very complex, since the tube is able to undergo local defor-
mations in both longitudinal and circumferential directions. The unsteady component of the pulsatile
flow is assumed to be induced by propagation of small waves in a pressurized elastic tube. The mathe-
matical approach is based on the classical model for the fluid-structure interaction problem, which
describes the dynamic equilibrium between the fluid and the tube thin wall (Womersley, 1955b;
Atabek and Lew, 1966). The dynamic equilibrium is expressed by the hydrodynamic equations
(Navier-Stokes) for the incompressible fluid flow and the equations of motion for the wall of an elastic
tube, which are coupled together by the boundary conditions at the fluid-wall interface. The
motion of the liquid is described in a fixed laboratory coordinate system (7, 6, Z), and the dynamic



78 BIOMECHANICS OF THE HUMAN BODY

equilibrium of a tube element in its deformed state is expressed in a lagrangian (material) coordi-
nate system (71, {, 6), which is attached to the surface of the tube (Fig. 3.7).

FIGURE 3.7 Mechanics of the arterial wall: (a) axisym-
metric wall deformation; (b) element of the tube wall under
biaxial loading. The T's are longitudinal and circumferential
internal stresses.

The first-order approximations for the axial (#,) and radial (v,) components of the fluid velocity,
and the pressure (P,) as a function of time () and space (7, z), are given by

A Jo (ao RL)
u(r, z, )= —- l+m——20 exp iw/t—g\ (3.25)
cpr | Jo(og) el
Jijoo -
A R
v (r, z, t)=ii L+mu exp[iw(t—i\] (3.26)
cor | Ry aJy(ay) U e
P(z.0)= A exp[iw(t— 5)] (3.27)
c
The dimensionless parameters m, x, k, Ty and F ', are related to the material properties and defined
as
_2+x[20-(1-7)] ‘e Eh k= prh
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where ¢ = wave speed
o = 27HR/60 = angular frequency
HR = heart rate
A, = input pressure amplitude
J,, and J, = Bessel functions of order 0 and 1 of the first kind
P and p, = blood and wall densities

R, = undisturbed radius of the tube

Excellent recent summaries on pulsatile blood flow may be found in Nichols and O’Rourke (1998)
and Zamir (2000).

3.3.5 Turbulence

Turbulence has been shown to exist in large arteries of a living system. It is especially pronounced
when the flow rate increases in exercise conditions (Yamaguchi and Parker, 1983). Turbulence is
characterized by the appearance of random fluctuations in the flow. The transition to turbulence is a
very complex procedure, which schematically can be described by a hierarchy of motions: growth
of two-dimensional infinitesimal disturbances to final amplitudes, three-dimensionality of the flow,
and a maze of complex nonlinear interactions among the large-amplitude, three-dimensional modes
resulting in a final, usually stochastically steady but instantaneously random motion called turbulent
flow (Akhavan et al., 1991; Einav and Sokolov, 1993).

In a turbulent flow field, all the dynamic properties (e.g., velocity, pressure, vorticity) are random
functions of position and time. One thus looks at the statistical aspects of the flow characteristics
(e.g., mean velocity, rms turbulent intensity). These quantities are meaningful if the flow is stochas-
tically random (i.e., its statistics are independent of time) (Nerem and Rumberger, 1976). The time
average of any random quantity is given by

. 1
f Ehmrﬂ; fo f(o)de (3.29)

One can thus decompose the instantaneous variables u and v as follows:

u(x,)=Ux)+u'(x, 1) (3.30)
v(y, ) =V(y)+v'(y, 1) (3.31)
P(x,1)=P(x)+p'(x,1) (3.32)

We assume that u' is a velocity fluctuation in the x direction only and v' in the y direction only. The
overbar denotes time average, so that by definition, the averages of «', V', and p' fluctuations are zero
(stochastically random), and the partial derivatives in time of the mean quantities U, V, P are zeros
(the Reynolds turbulence decomposition approach, according to which velocities and pressures can
be decomposed to time-dependent and time-independent components).

By replacing u with U + u’ etc. in the Navier-Stokes equation and taking time average, it can be
shown that for the turbulent case the two-dimensional Navier-Stokes equation in cartesian coordi-
nates becomes

pﬁﬂ+p\7ﬂ= —8P+6[/,¢6U—pu’v’]
ox ady ox  dy ay

ﬂ=0—>U=U(y) V=0
0x

(3.33)
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and for the y direction one obtains

J (=
5(P+p\)’2+pgz =0 (3.34)

Integration yields

= 12 _
P+ pgz+ pv'~ = constant (3.35)

As v' must vanish near the wall, the values of P + pgz will be larger near the wall. That implies that,
in a turbulent boundary layer, the pressure does not change hydrostatically (is not height or depth
dependent), as is the case of laminar flow. Equation (3.35) implies that the pressure is not a function
of y, and thus,

P o dU —

—=—|u—-pu'v

ax ay u p (3.36)

Since P is independent of y, integration in y yields

W _ v =3P ¢
‘udy 1Y yax 1 (3.37)

where C, = 7, is the shear stress near the wall.

We see that in addition to the convective, pressure, and viscous terms, we have an additional term,
which is the gradient of the nonlinear term pu'v', which represents the average transverse transport
of longitudinal momentum due to the turbulent fluctuations. It appears as a pseudo-stress along with
the viscous stress (dU/dy, and is called the Reynolds stress. This term is usually large in most
turbulent shear flows (Lieber and Giddens, 1988).

3.3.6 Flow in Curved Tubes

The arteries and veins are generally not straight uniform tubes but have some curved structure, espe-
cially the aorta, which has a complex three-dimensional curved geometry with multiplanar curvature.
To understand the effect of curvature on blood flow, we will discuss the simple case of steady laminar
flow in an in-plane curved tube (Fig. 3.8). When a steady fluid flow enters a curved pipe in the
horizontal plane, all of its elements are subjected to a centripetal acceleration normal to their
original directions and directed toward the bend center. This force is supplied by a pressure gradient
in the plane of the bend, which is more or less uniform across the cross section. Hence, all the fluid
elements experience approximately the same sideways acceleration, and the faster-moving elements
with the greater inertia will thus change their direction less rapidly than the slower-moving ones. The
net result is that the faster-moving elements that originally occupy the core fluid near the center of
the tube are swept toward the outside of the bend along the diametrical plane, and their place is taken
by an inward circumferential motion of the slower moving fluid located near the walls. Consequently,
the overall flow field is composed of an outward-skewed axial component on which is superimposed
a secondary flow circulation of two counterrotating vortices.

The analytical solution for a fully developed, steady viscous flow in a curved tube of circular
cross section was developed by Dean in 1927, who expressed the ratio of centrifugal inertial forces
to the viscous forces (analogous to the definition of Reynolds number Re) by the dimensionless
Dean number,

De =Re

(3.38)

curve
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FIGURE 3.8 Schematic description of the skewed axial velocity profile and
the secondary motions developed in a laminar flow in a curved tube.

where r is the tube radius and R ve is the radius of curvature. As De increases, the maximal
axial velocity is more skewed toward the outer wall. Dean’s analytic solutions are limited to
small ratios of radius to radius of curvature for which De < 96. However, numerical solutions
extended the range up to 5000. Blood flow in the aortic arch is complex and topics such as
entry flow from the aortic valve, pulsatile flow, and their influence on wall shear stress have
been the subject of numerous experimental and numerical studies (Pedley, 1980; Berger et al.,

1983; Chandran, 2001).

3.3.7 Flow in Bifurcating and Branching Systems

The arterial system is a complex asymmetric multigeneration system of branching and bifurcating
tubes that distribute blood to all organs and tissues. A simplified arterial bifurcation may be repre-
sented by two curved tubes attached to a straight mother tube. Accordingly, the pattern of blood flow
downstream of the flow divider (i.e., bifurcating region) is in general similar to flow in curved tubes
(Fig. 3.9). Typically, a boundary layer is generated on the inside wall downstream from the flow
divider, with the maximum axial velocity just outside the boundary layer. As in flow in curved tubes,
the maximal axial velocity is skewed toward the outer curvature, which is the inner wall of the
bifurcation.

Comprehensive experimental and computational studies were conducted to explore the pattern
of blood flow in a branching vessel, energy losses, and the level of wall shear stress in the branch
region (Ku and Giddens, 1987; Pinchak and Ostrach, 1976; Liepsch et al., 1989; Liepsch, 1993;
Pedley, 1995; Perktold and Rappitsch, 1995). Of special interest are the carotid bifurcation and the
lower extremity bypass graft-to-artery anastomosis whose blockage may induce stroke and walking
inability, respectively. A recent review of computational studies of blood flow through bifurcating
geometries that may aid the design of carotid endartectomy for stroke prevention and graft-to-artery
configuration may be found in Kleinstreuer et al., 2001.
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Separation region

FIGURE 3.9 Qualitative illustration of laminar flow downstream of a bifurcation with a possi-
ble region of flow separation, secondary flow, and skewed axial profile.

3.4 BLOOD FLOW IN VEINS

3.4.1 Vein Compliance

The veins are thin-walled tubular structures that may “collapse” (i.e., the cross-sectional area does
not maintain its circular shape and becomes less than in the unstressed geometry) when subjected to
negative transmural pressures P (internal minus external pressures). Experimental studies (Moreno
et al., 1970) demonstrated that the structural performance of veins is similar to that of thin-walled
elastic tubes (Fig. 3.10). Three regions may be identified in a vein subjected to a transmural
pressure: When P > 0, the tube is inflated, its cross section increases and maintains a circular shape;
when P < 0, the tube cross section collapses first to an ellipse shape; and at a certain negative trans-
mural pressure, a contact is obtained between opposite walls, thereby generating two lumens.
Structural analysis of the stability of thin elastic rings and their postbuckling shape (Flaherty et al.,
1972), as well as experimental studies (Thiriet et al., 2001) revealed the different complex modes of
collapsed cross sections. In order to facilitate at least a one-dimensional fluid flow analysis, it is
useful to represent the mechanical characteristics of the vein wall by a “tube law” relationship that
locally correlates between the transmural pressure and the vein cross-sectional area.

3.4.2 Flow in Collapsible Tubes

Venous flow is a complex interaction between the compliant structures (veins and surrounding
tissues) and the flow of blood. Since venous blood pressure is low, transmural pressure can become
negative, thereby resulting in blood flow through a partially collapsed tube. Early studies with a
thin-walled elastic tube revealed the relevant experimental evidence (Conrad, 1969). The steady flow
rate (Q) through a given length of a uniform collapsible tube depends on two pressure differences



selected from among the pressures immediately
upstream (P,), immediately downstream (P,), and
external (P,) to the collapsible segment (Fig. 3.11).
Thus, the pressure-flow relationships in col-
lapsible tubes are more complex than those of
rigid tubes, where Q is related to a fixed pres-
sure gradient, and may attain different shapes,
depending on which of the pressures (e.g., P,
P,, P,) are held fixed and which are varied. In
addition, one should also consider the facts that
real veins may be neither uniform nor straight,
and that the external pressure is not necessarily
uniform along the tube.

The one-dimensional theory for steady
incompressible fluid flow in collapsible tubes
(when P — P, < 0) was outlined by Shapiro
(1977) in a format analogous to that for gas
dynamics. The governing equations for the fluid
are that for conservation of mass,
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FIGURE 3.11 Sketch of a typical experimental system for investigation of liquid
flow in a collapsible tube. See text for notation.
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The governing equation for the tube deformation may be given by the tube law, which is also an
equation of state that relates the transmural pressure to the local cross-sectional area,

P—Pe=K,,-F(%) (3.41)

where A is the unstressed circular cross section and K, is the wall stiffness coefficient. Solution of
these governing equations for given boundary conditions provides the one-dimensional flow pattern
of the coupled fluid-structure problem of fluid flow through a collapsible elastic tube.

Shapiro (1977) defined the speed index, S = u/c, similar to the Mach number in gas dynamics,
and demonstrated different cases of subcritical (S < 1) and supercritical (S > 1) flows. It has been
shown experimentally in simple experiments with compliant tubes that gradual reduction of the
downstream pressure progressively increases the flow rate until a maximal value is reached (Holt,
1969; Conrad, 1969). The one-dimensional theory demonstrates that for a given tube (specific geo-
metry and wall properties) and boundary conditions, the maximal steady flow that can be conveyed
in a collapsible tube is attained for S = 1 (e.g., when u = ¢) at some position along the tube (Dawson
and Elliott, 1977; Shapiro, 1977; Elad et al., 1989). In this case, the flow is said to be “choked” and
further reduction in downstream pressure does not affect the flow upstream of the flow-limiting site.
Much of its complexity, however, is still unresolved either experimentally or theoretically (Kamm
et al., 1982; Kamm and Pedley, 1989; Elad et al., 1992).

3.5 BLOOD FLOW IN THE MICROCIRCULATION

3.56.1

The concept of a closed circuit for the circulation was established by Harvey (1578-1657). The
experiments of Hagen (1839) and Poiseuille (1840) were performed in an attempt to elucidate the
flow resistance of the human microcirculation. During the past century, major strides have been
made in understanding the detailed fluid mechanics of the microcirculation and in depicting a con-
crete picture of the flow in capillaries and other small vessels.

The Microvascular Bed

We include in the term “microcirculation” those vessels with lumens (internal diameters) that are
some modest multiple—say 1 to 10—of the major diameter of the unstressed RBC. This definition
includes primarily the arterioles, the capillaries, and the postcapillary venules. The capillaries are of
particular interest because they are generally from 6 to 10 um in diameter, i.e., about the same size
as the RBC. In the larger vessels, RBC may tumble and interact with one another and move from
streamline to streamline as they course down the vessel. In contrast, in the microcirculation the RBC
must travel in single file through true capillaries (Berman and Fuhro, 1969; Berman et al., 1982).
Clearly, any attempt to adequately describe the behavior of capillary flow must recognize the par-
ticulate nature of the blood.

3.5.2 Capillary Blood Flow

The tortuosity and intermittency of capillary flow argue strongly that the case for an analytic descrip-
tion is lost from the outset. To disprove this, we must return to the Navier-Stokes equations for a
moment and compare the various acceleration and force terms, which apply in the microcirculation.
The momentum equation, which is Newton’s second law for a fluid, can be written as

(4) B) © @D

p% +pu-V)u=-VP +F, (342)

hear
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Since we are analyzing capillaries in which the RBCs are considered solid bodies traveling in a tube
and surrounded by a waterlike fluid (plasma), a good representation of the viscous shear forces
acting in the fluid phase is the newtonian flow,

Fipear = V0 (343)

We now examine the four terms in the momentum equation from the vantage point of an observer
sitting on the erythrocytes. It is an observable fact that most frequently the fluid in the capillary
moves at least 10 to 20 vessel diameters before flow ceases, so that a characteristic time for the
unsteady term (A) is, say, 10 D/U. The distance over which the velocity varies by U is, typically, D.
(In the gap between the RBC and the wall, this distance is, of course, smaller, but the sense of our
argument is not changed.)

Dividing both sides of Eq. (3.42) by p, we have the following order-of-magnitude comparisons
between the terms:

(A) U/QQ0DIU) UD

(D) UIDYH  10v
(B UMD UD

(D) wUD? ~ v

(3.44)

The term UD/v is the well-known Reynolds number. Typical values for human capillaries are
U =500 um/s, D=7 um, v=1.5 x 102 cm?/s, so that the Reynolds number is about 2 x 10-3, Clearly,
the unsteady (A) and convective acceleration (B) terms are negligible compared to the viscous forces
(Le-Cong and Zweitach, 1979; Einav and Berman, 1988).

This result is most welcome, because it allows us to neglect the acceleration of the fluid as it
passes around and between the RBCs, and to establish a continuous balance between the local net
pressure force acting on an element of fluid and the viscous stresses acting on the same fluid
element. The equation to be solved is therefore

VP = uV’u (3.45)

subject to the condition that the fluid velocity is zero at the RBC surface, which is our fixed frame
of reference, and U at the capillary wall. We must also place boundary conditions on both the pres-
sure and velocity at the tube ends, and specify the actual shape and distribution of the RBCs. This
requires some drastic simplifications if we wish to obtain quantitative results, so we assume that all
the RBCs have a uniform shape (sphere, disk, ellipse, pancake, etc.) and are spaced at regular inter-
vals. Then the flow, and hence the pressure, will also be subject to the requirement of periodicity,
and we can idealize the ends of the capillary as being substantially removed from the region being
analyzed. If we specify the relative velocity U between the capillary and the RBC, the total pressure
drop across the capillary can be computed.

3.5.3 Motion of a Single Cell

For isolated and modestly spaced RBC, the fluid velocities in the vicinity of a red cell is schemati-
cally shown in Fig. 3.12. In the gap, the velocity varies from U to zero in a distance s, whereas in
the “bolus” region between the RBC, the same variation is achieved over a distance of D/4. If h < D/4,
as is often observed in vivo, then the viscous shear force is greatest in the gap region and tends to
“pull” the RBC along in the direction of relative motion of the wall.

Counteracting this viscous force must be a net pressure, P, — P, acting in a direction opposite to
the sense of the shear force. This balance of forces is the origin of the parachutelike shape shown in
Fig. 3.3 and frequently observed under a microscope.
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FIGURE 3.12 Diagram of the fluid pressure and velocity
near the red blood cell within a capillary.

For h < D/4, we can approximate the net pressure,

aD? _( U\
(P,-P)) 1 ~\Mh/(nD)(2b) (3.46)

where 2b is the axial extent of the region of the gap. Suppose we use Eq. (3.46) to estimate the
pressure drop across a typical capillary. Taking & = 0.02D, b = 0.1D, U = 500 um/s, D =7 um, and
p=1.4x10"2dyn - s/cm? then P, - P,~40 dyn/cm?.

3.6 BLOOD FLOW IN THE HEART

3.6.1 Flow in the Heart Ventricles

Under normal physiological conditions, systole and diastole occur in a definite coordination and con-
stitute the cardiac cycle. Each cycle is considered to start with the atrial systole. The contraction
begins a wave in that part of the right atrium where the orifices of the venae cavae are, and then
involves both atria, which have a common musculature. With the cardiac thythm of 75 contractions
per minute, an atrial (auricular) systole lasts 0.1 second. As it ends, the ventricle systole begins, the
atria then being in a state of diastole, which lasts 0.7 second. The contraction of the two ventricles
occurs simultaneously, and their systole persists for about 0.3 second. After that, ventricular diastole
begins and lasts about 0.5 second. One-tenth second before the end of the ventricular diastole, a new
atrial systole occurs, and a new cycle of cardiac activity begins. The interconnection and sequence
of the atrial and ventricular contractions depend upon where stimulation arises in the heart and how
it spreads. Contraction of the ventricular myocardium ejects blood into the aorta and pulmonary
arteries.

The heart valves are unidirectional valves, and in normal physiological conditions, blood flows
in only one direction in the heart cavities: from the atria into the ventricles, and from the ventricles
into the arterial system (Fig. 3.13). The ring-shaped muscle bundles of the atria, which surround the
orifices, like a sphincter contract first during atrial systole, constricting these orifices so that blood
flows from the atria only in the directions of the ventricles, and does not return into the veins. As the
ventricles are relaxed during the atrial systole, and the pressure within them is lower than that in the
contracting atria, blood enters them from the atria.

3.6.2 Flow through Heart Valves

The human heart contains four unidirectional valves that are anatomically grouped into two types:
the atrioventricular valves and the semilunar valves. The tricuspid and mitral (bicuspid) valves
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FIGURE 3.13 Structure of the heart and course of blood flow through
the heart chambers. [From Guyton and Hall (1996) by permission.]

belong to the first type, whereas the pulmonic and aortic valves compose the second. Valves of the
same type are not only structurally similar, but also functionally alike. For this reason, conclusions
derived from studies on aortic and mitral valves are generally applicable to pulmonic and tricuspid
valves, respectively.

One-way passages of blood from the ventricles into the main arteries is due to the heart valves.
Though relatively simple in structure, heart valves are in their healthy state remarkably efficient,
opening smoothly with little resistance to flow and closing swiftly in response to a small pressure
difference with negligible regurgitation. Yet they are essentially passive devices that move in
reaction to fluid-dynamical forces imposed upon them.

The motions of heart valves have drawn a considerable amount of attention from physicians and
anatomists. One of the major reasons for this interest can be attributed to the frequent diagnosis of
valvular incompetence in association with cardiopulmonary dysfunctionings. The first study exploring
the nature of valve functioning, by Henderson and Johnson (1912), was a series of simple in vitro
experiments, which provided a fairly accurate description of the dynamics of valve closure. Then
came the Bellhouse and Bellhouse experiments (1969) and Bellhouse and Talbot (1969) analytical
solution, which showed that the forces responsible for valve closure, are directly related to the
stagnation pressure of the flow field behind the valve cusps.

Computational fluid dynamics models were developed over the years that include the effects of
leaflet motion and its interaction with the flowing blood (Bellhouse et al., 1973; Mazumdar, 1992).
Several finite-element structural models for heart valves were also developed in which issues such
as material and geometric nonlinearities, leaflet structural dynamics, stent deformation, and leaflet
coaptation for closed valve configurations were effectively dealt with (Bluestein and Einav, 1993;
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1994). More recently, fluid-structure interaction models, based on the immersed boundary technique,
were used for describing valvular function (Sauob et al., 1999). In these models, strong coupled
fluid-structure dynamic simulations were obtained. These models allowed for the inclusion of bend-
ing stresses, contact between adjacent leaflets when they coapted, and transient three-dimensional
blood flow through the valve.

Coronary Blood Flow

The supply of blood to the heart is provided by the coronary vessels (Fig. 3.14), and occurs mainly
during the diastole, opposite to other blood vessels. Coronary flow is low and even reversing
during systole, while venous outflow is high. In diastole, coronary flow is high while venous flow
is low. Contraction of the myocardium during the period of ventricular tension compresses the
small arteries lying within it to such an extent that blood flow in the coronaries is sharply reduced
(Fig. 3.15). Some blood from the cardiac veins enters the coronary sinus, which empties into
the right atrium (Kajiya et al., 1990; Hoffman et al., 1985). The sinus receives blood mainly from
the veins of the left ventricle, around 75 to 90 percent. A large amount of blood flows from the
myocardium of the interatrial septum and from the right ventricle along numerous microvessels,
and drains into the right ventricle (Krams et al., 1989). From 200 to 250 mL of blood flows
through the coronaries of a human being per minute, which is about 4 to 6 percent of the minute
volume of the heart. During physical exertion, coronary flow may rise to 3 or 4 L per minute
(Bellhouse et al., 1968).
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FIGURE 3.14 The arterial coronary circulation from anterior view. Arteries
near the anterior surface are darker than those of the posterior surface seen
through the heart. [From Thibodeau and Patton (1999) by permission.]
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FIGURE 3.15 Blood flow through the coronary arteries: left (top) and
right (bottom).

3.7 ANALOG MODELS OF BLOOD FLOW

3.71

Introduction

The circulatory system is a complex system of branching compliant tubes, which adjusts itself
according to complex controllers. Mechanical and electrical analog models that can be solved ana-
Iytically were devised to study either single arteries or the whole circulatory subsystem of specific
organs (e.g., heart, kidney). Because of the complexity of the human system, there are a multitude
of variables, which affect the functions, properties, and response of the circulatory system.
Experimentally it is impossible to include all the known variables in a single system. However, ana-
log models can deal with a group of variables at a time, and even make it possible to study the inter-
action between the variables. For extreme circulatory and physiological situations, it is simply too
dangerous to study them experimentally, while the models are immune to studies.

3.7.2 Mechanical Models (Windkessel)

The Windkessel (air-cell in German) was suggested by Otto Frank (1899) to represent the cardio-
vascular system (Fig. 3.16a). In this linear mechanical model, the aorta and large blood vessels are
represented by a linear compliant air-cell and the peripheral vessels are replaced by a rigid tube with
a linear resistance (Dinnar, 1981; Fung, 1984). Accordingly,

~

V=C-P and Q= (3.47)

R
where V, P, and C = volume, pressure, and compliance of the air-cell and are linearly related
Oy = outflow of the air-cell

R = linear resistance of the rigid tube
P =0

venous
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FIGURE 3.16 (a) The Windkessel model of the aorta and peripheral circulation.
(b) Electrical model of the Windkessel model.

Conservation of mass requires that

dP P
O = CE+E (3.48)

where Q, is the inflow to the air-cell and represents the cardiac stroke. This governing equation can
be solved analytically for a set of given boundary conditions. The scheme of this analog is shown in
Fig. 3.16b.

3.7.3 Electrical Models

A realistic model of blood flow in a compliant artery or vein requires a coupled solution of the gov-
erning equations for both the fluid and the elastic tube wall along with boundary conditions. These
models are known as fluid-structure problems and can be solved by complex numerical techniques.
In order to investigate linear approximations of complex blood flow phenomena, electrical analogs,
which result in analogous linear differential equations, were developed (Dinnar, 1981). In these models
the vessel resistance to blood flow is represented by a resistor R, the tube compliance by a capacitor
C, and blood inertia by an inductance L. Assuming that blood flow and pressure are analogous to the
electrical current and voltage, respectively, blood flow through a compliant vessel (e.g., artery or
vein) may be represented by an electrical scheme (Fig. 3.17). Following Kirchhoff’s law for currents,
the governing differential equation becomes

da’p dP do

—5+RC—+P=L—+R

P & & 0 (3.49)
Q. Q, L R

|

FIGURE 3.17 Electrical analog for blood flow in a compliant
vessel.
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FIGURE 3.18 Lumped-parameter electrical model of a multicompartment arterial segment.

For a system of vessels attached in series (or small units of a nonuniform vessel) a more complicated
scheme, composed of a series of compartments whose characteristics are represented by R,, C;, and
L, (Fig. 3.18), is used. For this case, Kirchhoff’s law applied to each loop will yield

di
P-FP_=RO;+ Li7Q (3.50)
dt
V.
P =i
= (3.51)
av,
0,-0,_, = r (3.52)

The problem is reduced to a set of linear differential equations and can be solved for given bound-
ary conditions. The RCL characteristics of a given problem may be derived from the known physi-
cal properties of blood and blood vessels (Dinnar, 1981; Van der Twell, 1957). This compartmental
approach allowed for computer simulations of complex arterial circuits with clinical applications
(McMahon et al., 1971; Clark et al., 1980; Barnea et al., 1990; Olansen et al., 2000; Westerhof and
Stergiopulos, 2000; Ripplinger et al., 2001).

ACKNOWLEDGMENT

The authors are thankful to Dr. Uri Zaretsky for his technical assistance.

REFERENCES

Akhavan R. A, Kamm, R. D., and Shapiro, A. H., “An investigation of transition to turbulence in bounded oscil-
latory Stokes flows—Part 2: Numerical simulations,” J. Fluid Mech., 225:423-444, 1991.

Atabek H. B., and Lew, H. S., “Wave propagation through a viscous incompressible fluid contained in a initially
stressed elastic tube,” Biophys. J., 6:481-503, 1966.

Barnea, O., Moore, T. W., Jaron, D., “Computer simulation of the mechanically-assisted failing canine circulation,”
Ann. Biomed. Eng., 18:263-283, 1990.

Bellhouse, B. J., Bellhouse, F. H., and Reid, K. G., “Fluid mechanics of the aortic root with application to coro-
nary flow,” Nature, 219:1059-1061, 1968.

Bellhouse, B., and Bellhouse, F., “Fluid mechanics of model normal and stenosed aortic valves,” Circ. Res.,
25:693-704, 1969.

Bellhouse, B., and Talbot, L., “Fluid mechanics of the aortic valve,” J. Fluid. Mech., 35:721-735, 1969.

Bellhouse, B. J., Bellhouse, F., Abbott, J. A., and Talbot, L., “Mechanism of valvular incompetence in aortic sinus
dilatation,” Cardiovasc. Res., 17:490-494, 1973.

Berger, S. A., Goldsmith, W., and Lewis, E. R., Introduction to Bioengineering. Oxford University Press, 1996.
Berger, S. A., Talbot, L., and Yao, S., “Flow in curved tubes,” Ann. Rev. Fluid Mech., 15:461-512, 1983.



92

BIOMECHANICS OF THE HUMAN BODY

Berman, H. J., and Fuhro, R. L., “Effect of rate of shear on the shape of the velocity profile and orientation of
red blood cells in arterioles,” Bibl. Anat., 10:32-37, 1969.

Berman, H. J., Aaron, A., and Behrman, S., “Measurements of red blood cell velocity in small blood vessels.
A comparison of two methods: high-speed cinemicrography and stereopairs.” Microvas. Res., 23:242, 1982.

Bluestein, D., and Einav, S., “Spectral estimation and analysis of LDA data in pulsatile flow through heart
valves,” Experiments in Fluids, 15:341-353, 1993.

Bluestein, D., and Einav, S., “Transition to turbulence in pulsatile flow through heart valves: A modified stability
approach,” J. Biomech. Eng., 116:477-487, 1994.

Caro, C. G., Pedley T. J., Schroter R. C., and Seed, W. A., The Mechanics of the Circulation. Oxford University
Press, Oxford, 1978.

Casson, M., in Rheology of Dispersive Systems, C. C. Mills, ed., Pergamon Press, Oxford, 1959.

Chandran, K. B., “Flow dynamics in the human aorta: Techniques and applications,” in Cardiovascular
Techniques, C. Leondes, ed., CRC Press, Boca Raton, Florida, Chap. 5, 2001.

Charm, S. E., and Kurland, G. S., “Viscometry of human blood for shear rates of 0-100,000 sec~!,” Nature,
206:617-618, 1965.

Clark, J. W., Ling, R. Y., Srinivasan, R., Cole, J. S., and Pruett, R. C., “A two-stage identification scheme for the
determination of the parameters of a model of left heart and systemic circulation,” IEEE Trans. Biomed. Eng.,
27:20-29, 1980.

Cokelet, G. R., “Rheology and hemodynamics,” Ann. Rev. Physiol., 42:311-324, 1980.
Conrad, W. A., “Pressure-flow relationships in collapsible tubes,” IEEE Trans. Biomed. Eng., 16:284-295, 1969.

Dawson, S. V., and Elliott E. A., “Wave-speed limitation on expiratory flow: A unifying concept,” J. Appl.
Physiol., 43:498-515, 1977.

Dawson, T. H., Engineering Design of the Cardiovascular System of Mammals, Prentice Hall, Englewood Cliffs,
N. J., 1991.

Dinnar, U., Cardiovascular Fluid Dynamics, CRC Press, Boca Raton, Florida, 1981.

Einav, S., and Berman, H. J., “Fringe mode transmittance laser Doppler microscope anemometer. Its adaptation
for measurement in the microcirculation,” J. Biomech. Eng., 10:393-399, 1988.

Einav, S., and Sokolov, M., “An experimental study of pulsatile pipe flow in the transition range,” J. Biomech.
Eng., 115:404-411, 1993.

Elad, D., Sahar, M., Avidor, J. M., and Einav, S., “Steady flow through collapsible tubes: measurement of flow
and geometry,” J. Biomech. Eng., 114:84-91, 1992.

Elad, D., Kamm., R. D., and Shapiro, A. H., “Steady compressible flow in collapsible tubes: Application to forced
expiration,” J. Fluid. Mech., 203:401-418, 1989.

Flaherty, J. E., Keller, J. B., and Rubinow, S. 1., “Post buckling behavior of elastic tubes and rings with opposite
sides in contact,” SIAM J. Appl. Math., 23:446-455, 1972.

Fung, Y. C., Biodynamics: Circulation, Springer-Verlag, New York, 1984.
Guyton, A. C., and Hall J. E., Textbook of Medical Physiology, 9th ed., W. B. Saunders, Philadelphia, 1996.
Henderson, Y., and Johnson, F. E., “Two models of closure of the heart valves,” Heart, 4:69, 1912.

Hoffman, H. E., Baer R. W., Hanley, F. L., Messina, L. M., and Grattan, M. T., “Regulation of transmural myocardial
blood flow,” J. Biomech. Eng., 107:2-9, 1985.

Holt, J. P., “Flow through collapsible tubes and through in situ veins,” IEEE Trans. Biomed. Eng., 16:274-283, 1969.

Kajiya, F., Klassen, G. A., Spaan, J. A. E., and Hoffman J. 1. E., Coronary circulation. Basic mechanism and
clinical relevance, Springer, Tokyo, 1990.

Kamm, R. D., “Bioengineering studies of periodic external compression as prophylaxis against deep vein
thrombosis—Part I: Numerical studies; Part II: Experimental studies on a stimulated leg,” J. Biomech. Eng.,
104:87-95 and 96-104, 1982.

Kamm, R. D., and Pedley, T. J., “Flow in collapsible tubes: a brief review,” J. Biomech. Eng., 111:177-179, 1989.

Kleinstreuer, C., Lei, M., and Archie, J. P., “Hemodynamics simulations and optimal computer-aided designs of
branching blood vessels,” in Biofluid Methods in Vascular and Pulmonary Systems, C. Leondes, ed., CRC
Press, Boca Raton, Florida, Chap. 1, 2001.

Krams, R., Sipkema, P., Zegers, J., and Westerhof, N., “Contractility is the main determinant of coronary systolic
flow impediment,” Am. J. Physiol.: Heart Circ. Physiol., 257:H1936-H1944, 1989.



PHYSICAL AND FLOW PROPERTIES OF BLOOD 93

Ku, D. N., and Giddens, D. P., “Laser Doppler anemometer measurements of pulsatile flow in a model carotid
bifurcation,” J. Biomech., 20:407-421, 1987.

Le-Cong, P., and Zweifach, B. W., “In vivo and in vitro velocity measurements in microvasculature with a laser,”
Microvasc. Res., 17:131-141, 1979.

Lieber, B. B., and Giddens, D. P., “Apparent stresses in disturbed pulsatile flow,” J. Biomechanics, 21:287-298,
1988.

Liepsch, D., “Fundamental flow studies in models of human arteries,” Front. Med. Biol. Eng., 5:51-55, 1993.

Liepsch, D., Poll, A., Strigberger, J., Sabbah, H. N., and Stein, P. D., “Flow visualization studies in a mold of the
normal human aorta and renal arteries,” J. Biomech. Eng., 111:222-227, 1989.

Martini, F. H., Fundamentals of Anatomy and Physiology. Prentice Hall, Englewood Cliffs, N. J., 1995.
Mazumdar, J. N., Biofluid Mechanics, World Scientific Pub., Singapore, 1992.
McDonald, D. A., The relation of pulsatile pressure to flow in arteries. J. Physiol, 127:533-552, 1955.

McMahon, T. A., Clark, C., Murthy, V. S., and Shapiro, A. H., “Intra-aortic balloon experiments in a lumped-
element hydraulic model of the circulation,” J. Biomech., 4:335-350, 1971.

Mills, C.J., Gabe, I. T., Gault, J. H., Mason, D. T., Ross, J., Braunwald, E., and Shillingford, J. P., “Pressure-flow
relationships and vascular impedance in man,” Cardiovasc. Res., 4:405-417, 1970.

Moreno, A. H., Katz, I. A, Gold, L. D., Reddy, R. V., “Mechanics of distension of dog veins and other very
thin-walled tubular structures,” Circ. Res., 27:1069-1080, 1970.

Nerem, R. M., and Rumberger, J. A., “Turbulance in blood flow,” Recent Adv. Eng. Sci., 7:263-272, 1976.

Nichols, W. W., O’Rourke, M. ., McDonald’s Blood Flow in Arteries: Theoretical, experimental, and clinical
principles, Arnold, London, 1998.

Olansen, J. B., Clark, J. W., Khoury, D., Ghorbel, F., and Bidani, A., “A closed-loop model of the canine cardio-
vascular system that includes ventricular interaction,” Comput. Biomed. Res., 33:260-295, 2000.

Pedley, T. J., Schroter, R. C., and Sudlow, M. E,, “Flow and pressure drop in systems of repeatedly branching
tubes,” J. Fluid Mech., 46:365-383, 1971.

Pedley, T. J., The Fluid Mechanics of Large Blood Vessels, Cambridge University Press: Cambridge, U.K., 1980.

Pedley, T. J., “High Reynolds number flow in tubes of complex geometry with application to wall shear stress in
arteries,” Symp. Soc. Exp. Biol., 49:219-241, 1995.

Perktold, K., and Rappitsch, G., “Computer simulation of local blood flow and vessel mechanics in a compliant
carotid artery bifurcation model,” J. Biomech., 28:845-856, 1995.

Pinchak, A. C., and Ostrach, S., “Blood flow in branching vessels,” J. Appl. Physiol., 41:646-658, 1976.

Ripplinger, C. M., Ewert, D. L., and Koenig, S. C., “Toward a new method of analyzing cardiac performance,”
Biomed. Sci. Instrum., 37:313-318, 2001.

Saladin, K. S., Anatomy and Physiology: The Unity of Form and Function, 2d ed., McGraw-Hill, New York 2001.

Sauob, S. N., Rosenfeld, M., Elad, D., and Einav, S., “Numerical analysis of blood flow across aortic valve
leaflets at several opening angles,” Int. J. Cardiovasc. Med. Sci., 2:153-160, 1999.

Shapiro, A. H., “Steady flow in collapsible tubes,” J. Biomech. Eng., 99:126-147, 1977.
Thibodeau, G. A., Patton, K. T., Anatomy and Physiology. 4th ed., Mosby, St Louis, 1999.

Thiriet, M., Naili, S., Langlet, A., and Ribreau, C., “Flow in thin-walled collapsible tubes,” in Biofluid Methods
in Vascular and Pulmonary Systems, C. Leondes, ed., CRC Press, Boca Raton, Florida, Chap. 10, 2001.

Van der Tweel, L. H., “Some physical aspects of blood pressure pulse wave, and blood pressure measurements,”
Am. Heart J., 53:4-22, 1957.

Westerhof, N., and Stergiopulos, N., “Models of the arterial tree,” Stud. Health Technol. Inform., 71:65-77, 2000.
Whitmore, R. L., Rheology of the Circulation, Pergamon Press, Oxford, 1968.

Womersley, J. R., “Method for the calculation of velocity, rate of flow and viscous drag in arteries when the
pressure gradient is known,” J. Physiol., 127:553-563, 1955a.

Womersley, J. R., “Oscillatory motion of a viscous liquid in a thin-walled elastic tube: I. The linear approximation
for long waves,” Philosophical Magazine, Ser. 7, 46:199-221, 1955b.

Yamaguchi, T., Parker K. H., “Spatial characteristics of turbulence in the aorta,” Ann. N. Y. Acad. Sci.,
404:370-373, 1983.

Zamir, M., The Physics of Pulsatile Flow, Springer, New York, 2000.



This page intentional ly left blank



CHAPTER 4

RESPIRATORY MECHANICS
AND GAS EXCHANGE

James B. Grotberg
University of Michigan, Ann Arbor, Michigan

4.1 ANATOMY 95 4.6 AIRWAY FLOW, DYNAMICS,
4.2 MECHANICS OF BREATHING 97 AND STABILITY 105

4.3 VENTILATION 98 REFERENCES 106

4.4 ELASTICITY 101 BIBLIOGRAPHY 108

4.5 VENTILATION, PERFUSION,
AND LIMITS 103

4.1 ANATOMY

4.1.1 General

As shown in Fig. 4.1, the pulmonary system consists of two lungs; each lung is conical in shape, with
an inferior border (or base) that is concave as it overlies the diaphragm and abdominal structures and
a superior border (or apex) that is convex and extends above the first rib. The anterior, lateral, and
posterior lung surfaces are adjacent to the rib cage, while the medial surface is adjacent to the
mediastinum, which contains the heart, great vessels, and esophagus. All of the lung surface is covered
by the visceral pleural membrane, while the inside of the chest wall, mediastinum, and diaphragm
are covered by the parietal pleural membrane. The two pleural membranes are separated by a thin
liquid film (~20 to 40 um thick) called the pleural fluid which occupies the pleural space, Fig. 4.1.
This fluid lubricates the sliding motion between the lung and chest wall, and its pressure distribution
determines lung inflation and deflation. Because the air-filled lung is surrounded by the pleural
liquid, it experiences a buoyancy force that contributes to the overall force, including lung weight and
fluid pressures.!”

4.1.2 Airway Divisions

The right main bronchus branches from the end of the trachea to the right lung, while the left main
bronchus branches to the left. This division of a “parent” airway into two “daughter” airways is
called a bifurcation. Each level of branching is called a generation and is given an integer value
n, according to the Weibel symmetric model®® shown in Table 4.1. The trachea is designated as
n = 0, the main bronchi, n = 1, etc. For a symmetrically bifurcating geometry, then, there would
be 2" airways at each generation level. Generations 0 < n < 16 constitute the conducting zone

95
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FIGURE 4.1 Sketch of the pulmonary system. airway network.

(trachea to terminal bronchiole) whose airways have no alveoli and, hence, do not participate in gas
exchange with the pulmonary blood circulation. Each terminal bronchiole enters an acinus or
respiratory zone unit for 17 < n < 23; see Fig. 4.2. The respiratory bronchioles occupy generations
17 = n < 19 and are tubes with partially alveolated surfaces. Generations 20 < n < 22 are the alveolar
ducts, tubes with totally alveolated surfaces. The alveoli are polyhedral in shape, but, viewed as nearly
spherical caps, they each have a diameter of ~200 um at 34 inflation.

4.1.3 Pulmonary Circulation

The pulmonary circulation consists of mixed venous blood entering the pulmonary artery from the
right ventricle of the heart. After passing through the pulmonary capillary bed, the blood returns to
the left atrium via the pulmonary vein. Flow through portions of the capillary bed that are in
ventilated alveolar regions of the lung will discharge CO, and absorb O,. Flows that go to unventi-
lated alveoli will not exchange gas and are called the shunt flow. Typical values of pulmonary arte-
rial blood pressures are 20 mmHg systolic/12 mmHg diastolic, about one-sixth the systemic vascular
pressures. Because the pulmonary system is a low-pressure system, the vessel walls are much
thinner than their systemic counterparts. The pulmonary arterial and venous systems have accom-
panying divisions, forming a triad with each airway division. The pulmonary capillaries, with a
vessel diameter of ~6 yum, form a multivessel mesh surrounding each alveolus and are contained in
the alveolar walls. The blood-gas barrier is composed of (starting from the gas side): the alveolar
liquid lining, alveolar epithelial cell, basement membrane, and capillary endothelial cell. These
combined layers sum to approximately 0.5 to 1.0 um, in thickness. This is the distance gas must
diffuse to enter or leave the blood under normal conditions.

The conducting airways are fed by a second blood supply, the bronchial circulation, which comes
from the systemic circulation via the bronchial arteries. Blood returns via the bronchial veins, which
empty partly to the systemic veins and partly to the pulmonary veins. The latter case is a circuit that
bypasses the lungs entirely and makes the systemic cardiac output slightly larger than the pulmonary
cardiac output or lung perfusion Q.
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4.1.4 Lymphatics and Nerves

To maintain homeostasis, the continuous transudation of fluid and solutes from the pulmonary cap-
illary bed into the surrounding interstitium and alveolar space is balanced by lymphatic drainage out
of the lung. The lymphatic flow is directed toward the hilum from the pleural surfaces. From lymph
nodes in the hilum, the lymph travels to the paratracheal nodes and then eventually into the venous
system via the thoracic duct. The lung has nerve fibers from both the vagal nerves (parasympathetic)
and the sympathetic nerves. The efferent fibers go to the bronchial musculature and the afferents
come from the bronchi and alveoli.

4.2 MECHANICS OF BREATHING

4.2.1 ChestWall

The rib cage and its muscles form the chest wall, which protects the vital thoracic organs while keep-
ing the lungs inflated. During inspiration, the ribs swing on an axis defined by their articulation with
the vertebrae,?® dashed lines in Fig. 4.3. The result is that upper ribs, such as rib 1, swing forward
and up, like a pump handle, increasing the anterior-posterior diameter of the upper chest wall.
However, lower ribs swing primarily laterally, like a bucket handle pinned at the spine and sternum.
Their motion increases the lateral diameter of the thorax.

Top View Side View
Rib 1 .

spine

Iz 1\\
\\\\\
\\
\\
AN
cartilage sternum - /
- spine
sternum "pump handle”

Top View Front View

spine
\

Rib 6

sternum

"bucket handle™

sternum
FIGURE 4.3 Rib motion during inspiration.

4.2.2 Muscles of Inspiration and Expiration

The major muscles involved in inspiration and expiration include the diaphragm and the intercostal
muscles. During inspiration, the diaphragm contracts, pulling the inferior lung surface (via the pleural
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fluid) downward, while the external intercostal muscles contract, lifting the ribs; see Fig. 4.4.
Expiration is primarily a passive event; the elastic structures simply return to their original, less-
stretched, state as the diaphragm and external intercostals relax. At a normal breathing rate of
15 breaths per minute (bpm), inspiration may occupy one-third of the 4-second breathing cycle, while
passive expiration occupies the rest, an inspiratory to expiratory time ratio of 1:2. Forceful expiration
is accomplished by contraction of the internal intercostal muscles and the abdominal wall muscles that
squeeze the abdominal contents hard enough to push them upward. The normal inspiratory to
expiratory time ratio can increase with forceful expiration, as may occur during exercise, or decrease
with prolonged expiration, as one finds in obstructive airways disease like asthma or emphysema.

4.3 VENTILATION

diaphragm

inspiration

expiration

chest wall

abdominal
wall

FIGURE 4.4 Diaphragm and abdominal muscles during inspiration
and expiration.

4.3.1 LungVolumes
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FIGURE 4.5 Lung volumes and definitions.

There is common terminology for different lung
volume measurements, as shown in Fig. 4.5.
The maximum volume is total lung capacity
(TLC), which can be measured by dilution of a
known amount of inspired helium gas whose
insolubility in tissue and blood prevents it from
leaving the air spaces. The minimum is residual
volume (RV). Normal ventilation occurs within
an intermediate range and has a local minimum
called functional residual capacity (FRC). The
volume swing from FRC to the end of inspira-
tion is the tidal volume V. The vital capacity
(VC) is defined by VC = TLC - RV. Within
the lung there are also important volume concepts.
The anatomic dead space V,, is the summed
volume of all conducting airways, measured by
the Fowler method, while the physiologic dead
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space is that portion of the lung that does not transfer CO, from the capillaries, measured by the
Bohr method. While the methods used to determine these two values are different, normally they
yield essentially the same result, approximately 150 cm? in an adult male. In some disease states,
however, the Bohr method may be affected by abnormalities of the ventilation-perfusion relation-
ship. The alveolar volume V,, where gas exchange occurs, is the lung volume minus the dead space.

4.3.2 Air Flow and Resistance

A typical V. of 500 cm? at a rate of 15 bpm yields a total ventilation V of (0.5L x 15 breaths/mm) =
7.5 L/min. Assummg that air flows in the conducting airways like a plug, for each 500 cm? breath
inspired the tail 150 cm? fills the dead space while the front 350 cm? expands the alveoli, where it
mixes with the alveolar gas previously retained at FRC. This makes the alveolar ventilation V= (0.5 —
0.15) L x 15 bpm = 5.25 L/min. The plug flow assumption is not correct, of course, but for resting
ventilation it is a useful simplification. It fails, for example, in high-frequency ventilation,3?*
where the mechanical ventilator can operate at 15 Hz with V. <5 cm?; i.e., the tidal volumes can be
smaller than the dead space. Adequate gas exchange occurs under these circumstances, because of
the Taylor dispersion mechanism,3? which is a coupling of curvilinear, axial velocity profiles with
radial diffusion applied to a reversing flow.> The properties of airway branching, axial curvature, and
flexibility can modify the mechanism considerably.®3:14

The ventilatory flow rate V results from the pressure boundary conditions imposed at the trachea
and alveoli. In lung physiology, the flow details are often neglected and simply lumped into a resis-
tance to air flow defined as the ratio of the overall pressure drop AP to the flow rate; i.e., AP/V = Res.
A typical value is Res = 0.2 cmH,O-s/L for resting breathing conditions. The appeal of defining air-
way resistance this way is its analogy to electrical circuit theory and Ohm’s law, and other elements
such as capacitance (see compliance, below) and inertance may be added.”?”-32 Then an airway at
generation n has its own resistance, Res,, that is in series with its n — 1 and n + 1 connections but in
parallel with the others at n.

The detailed fluid dynamics can be viewed as contributing to either the pressure drop due to
kinetic energy changes, AP, or that due to frictional, viscous, effects, AP, so that

AP = AP, + AP, 4.1

For a frictionless system, AP, = 0, Eq (4.1) becomes the Bernoulli equation, from which we learn
that, in general, AP, = 1/2 p(u out — Ui ) where uom(um)}s the outlet (inlet) velocity. For a given flow
rate V, the average a1r velocity at generat1on nisu,=V/A , where A, is the total cross-sectional area
at generation n. Because A, << A,,, air velocities diminish significantly from the tracheal value to the
distal airways. This implies that AP, < O for inspiration while AP, > 0 for expiration.

The frictional pressure drop AP, is always positive, but its value depends on the flow regime in
each airway generation. For fully developed laminar tube flow (Poiseuille flow) AP, = (128 uL/ )V,
where U is the fluid (gas) viscosity, d is the tube diameter, and L is the axial distance. This
formula is helpful in understanding some of the general trends for R, like its strong dependence on
airway diameter, which can decrease in asthma. Airways are aerodynamically short tubes under
many respiratory situations, i.e., not long enough for Poiseuille flow to develop. Then the viscous
pressure drop is governed by energy dissipation in a thin boundary layer region near the airway wall
where the velocity profile is curvilinear. For this entrance flow, AP ~ V372, 50 resistance now is flow
dependent. The local Reynolds number is given by Re, = u,d, /v where v = 0.15 cm?/s is the
kinematic viscosity of air. For Re, = 2300, (see Table 4. l) the ﬂow is turbulent and AP, in those
airways has an even stronger dependence on ventilation, AP, ~ V74 smooth wall, ~ V2 rough wall.
Expressing these three cases for a single tube (a1rway) in terms of the friction coefficient,
C. = AP /12pu?. The comparison is shown in Eq. (4.2):

L, ( L\ v n Lo i L
C,=64—Re Cr.=6{— Re Cr=032—Re Cpr=k— 4.2
F pl F=07) F 4 r=k 4.2)
Poiseuille flow entrance flow turbulent flow turbulent flow

smooth wall rough wall
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where k depends on the wall roughness; a typical value is k = 0.04. Experiments of inspiratory flow
with a multigeneration cast of the central airways®!' show that Poiseuille effects dominate for 350 <
Re, = 500, entrance effects for 500 < Re, < 4000, and rough-walled turbulent effects for 4000 <
Re,, = 30,000, approximately. C, tends to be higher during expiration than inspiration.

As shown from measurements in airway models!® or theories using modifications of the friction
coefficients,?® the vast majority of the pressure drop across the entire lung occurs within the large
airways, say 0 < n < 8. Thus clinical evaluation of total airway resistance can miss diseases of the
small airways whose diameters are less than 2 mm, the so-called silent zone of the network. Pressure
drop measurements and models are also important for the design of ventilators and other respiratory
assist or therapeutic devices that interface with lung mechanics.

4.3.3 GasTransport

Transport of O,, CO,, anesthetics, toxins, or any other soluble gas occurs by convection, diffusion,
and their interplay. The ability of one gas species to diffuse through another is quantified by the
molecular diffusivity D for the gas pair. For O, diffusing through air, the value of D is Dy, . = 0.22
cm?/s (at atmospheric pressure and 37°C), whereas for CO, the value is less, Dco, ;. = 0.17 cm?/s.
A characteristic time for diffusion to provide effective transport of a concentration front over a
distance Lis T, = L?/D, where L can be the airway length L,. By contrast, a characteristic time for
convective transport over the same distance is T, = L/U, where U = u,, is the average flow speed of
the bulk gas mixture in an airway. The ratio of the two time scales tells us which mechanism, diffu-
sion, or convection, may dominate (i.e., occur in the shortest time) in a given airway situation. This
ratio is the Peclet number, Pe = T,/T, = UL/D, where Pe > 1 indicates convection-dominated
transport while Pe < 1 indicates diffusion-dominated transport. Table 4.1 shows how Pe_ for O,
transport varies through the airway tree whenV = 500 cm®/s. Convection dominates in the conducting
airways, where negligible O, is lost, so the O, concentration in these airways on inspiration is essentially
the ambient inspired level, normally P, = 150 mmHg. At approximately generation 15, where Pe is
close to unity and both convection and diffusion are important, the axial concentration gradient
in O, develops over the next ~0.5 cm in path length to reach the alveolar level (P,,,= 100 mmHg).

TABLE 4.1 Airway Geometry

A,
total X,
Cross- v, distance
dn, L, sectional  volume of from
n 2" diameter, length, area, generation,  carina, Pen*
generation Name number cm cm cm? cm? cm Re * O,
0 Trachea 1.80 12.00 2.54 30.50 0 2,362 1,611
1 Main bronchus 1.22 4.76 2.33 11.25 476 1,745 1,190
2 Lobar bronchus 0.83 1.90 2.13 3.97 6.66 1,299 886
3 Segmental bronchus 8 0.56 1.76 2.00 1.52 7.42 933 636
4 Subsegmental bronchus 16 045 1.27 2.48 3.46 8.69 605 412
5 Small bronchus 32 0.35 1.07 3.11 3.30 9.76 375 256
10 Small bronchus 1,024  0.13 0.46 13.40 6.21 13.06 32 22
16 Terminal bronchiole 65,536 0.06 0.17 180.00 29.70 14.46 1.11 0.79
17 Respiratory bronchiole 131,072 0.054 0.141 300.00 41.80 14.55 0.60 0.43
20 Alveolar duct 1,048,576  0.045 0.083 1,600.00 139.50 14.77 0.09 0.06
23 Alveolar sac 8,388,608  0.041 0.050 11,800.00 591.00 14.98 0.01 0.01

"Re, and Pe for O, transport are evaluated for V =500 cm/s.
Source: Data from Weibel (1963) (Ref. 35).
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CO, has the reverse gradient during inspiration from its alveolar level (Py,,= 40 mmHg) to the ambient
level of near zero. During expiration the alveolar levels of both gases are forced out through the airway tree.

Once in the alveoli, gas transport through the alveolar alveolar/endothelial
wall and endothelium into the blood (or vice versa) is membrane
diffusive transport, which is quantified by the concept
of the lung’s diffusing capacity. As shown in Fig. 4.6, g:fggéa:ga (A)
with wall thickness #, total alveolar membrane surface g
area A, and a gas concentration or partial pressure
difference of P, (alveolar) — P, (blood serum), the mass Py P,
flow rate across is V= AngaS_liSS(P1 - P)/h = veol _

D, (P, = P). D, is the diffusivity of the gas (O,, CO,) alveolar capillary
in tissue and is proportional to solubility/(molecular gas blood
weight)!/2, making Dco, ., ~ 20Do, ;.. since CO, has

far greater solubility in tissue. The details of the area, ] /
thickness, and diffusivity are lumped into an overall —

coefficient called the diffusing capacity D,. The diffu- thickness (h)

sion equation can be simplified for transport of carbon  FIGURE 4.6 Diffusion across the alveolar/
monoxide, CO, which is so rapidly taken up by hemo-  endothelial membrane.

globin within the red blood cells that the serum P,

value is essentially zero. Then we find, after rearranging, that the diffusing capacity is given by

v,
Dy =< (4.3)
PACO

and there are both single-breath and steady-state methods employed in pulmonary function testing
to evaluate D, by breathing small concentrations of CO. Diseases that thicken the membrane wall,
like pulmonary fibrosis, or reduce the available surface area, like emphysema, can cause abnormally
low D, values.

4.4 ELASTICITY

4.4.1 Pressure-Volume Relationship of Isolated Lung

The overall mechanical properties of the isolated
lung are demonstrated by its pressure-volume
(P-V) curve. Lung inflation involves both inflating
open alveoli and recruiting those which are initially
closed because of liquid plugs or local collapse.
Deflation from TLC starts with a relatively
homogenous population of inflated alveoli. This
irreversible cycling process is partly responsible
for the inflation and deflation limbs of the curve
being different. Inflation requires higher pressures
than deflation for any given volume; see the air-
cycled (solid line) curve of Fig. 4.7 adapted from
Ref. 26. Irreversible cycling of a system exhibits its
hysteresis, and the hatched area within the loop
created by the two limbs is called the hysteresis
area. The magnitude of the area is the work per Pressure (cm H,O)
cycle required to cycle the lung. The overall slope . . .

o)f/ the CL?I‘VC, obtairfled by conngcting the endpoir?ts FIGURE 4.7 Air cycling of isolated dog lungs.
with a straight line, is the total compliance C,,, = AV/AP, which measures the total volume change
obtained for the total pressure increase. Stiffer lungs have lower compliance, for example. Often one

Volume (L)
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FIGURE 4.8 Saline cycling compared to air cycling. FIGURE 4.9 Pressure-volume curves for
lung (P, ), chest wall (P, ), and total respiratory
system (P).

wants a local measure of compliance, which is the local slope of the V(P) curve, defined as the dynamic
compliance C, = dV/dP. Other useful parameters are the specific compliance V~' dV/dP, the elastance
1/C, and the specific elastance V dP/dV.

Shown in Fig. 4.8 is the curve for a lung inflated and deflated with saline rather than air. Saline
cycling was first noted by Von Neergaard> to reduce inflation pressures, as can be seen in the result-
ing curve that is shifted to the left, because of increased compliance, and has lost almost all of its
hysteresis area. Because it removes the air-liquid interface that alveoli normally possess, saline
cycling reveals that the surface tension forces exerted by this interface have very significant effects
on the lung’s mechanical response. Saline cycling allows us to understand the elasticity and hys-
teresis properties of the lung tissue by removing the surface tension forces and their contributions to
hysteresis and compliance.

4.4.2 Pressure-Volume Relationship of the Respiratory System

The P-V curve for an isolated lung is only part of the total picture. The intact pulmonary system is
contained within the chest cavity, which has its own P-V characteristics. In Fig. 4.9 adapted from
Ref. 22, the static P-V curves for an isolated lung (P,), a passive chest with no lung contents (P,),
and the total (P, = P, + Py) are shown. When P, = 0, the system is in equilibrium with the sur-
rounding atmospheric pressure and the graph indicates that the lung is stretched from its near-zero
volume at P, = 0 while the chest cavity is compressed from its higher equilibrium volume at P, = 0.
Hence the elastic recoil of the chest wall is pulling outward while the lung tissue is pulling inward
to balance the forces, which are in series.

4.4.3 Surface Tension versus Surface Area

The internal surface of the lung is coated with a thin liquid film, which is in contact with the res-
ident air. The surface tension arising at this air-liquid interface has significant effects on the over-
all lung mechanical response, as shown in Fig. 4.8, when it is removed. Alveolar Type II cells
produce important surface-active substances called surfactants, which reduce the interfacial ten-
sion. A major component of lung surfactant is dipalmitoylphosphatidylcholine (DPPC). Lung
surfactants reduce alveolar surface tension from the surfactant-free value for air-water,
70 dyn/cm, to 1 to 5 dyn/cm in the alveoli, depending on the concentration and state of lung infla-
tion. Figure 4.10 shows the relationship between surface tension and surface area for cycling of
an air-liquid interface containing lung surfactants. Note that there is a hysteresis area and
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average slope, or compliance, that characterize the
loop and have significant effects on their counterparts
in Fig. 4.7.

Insufficient surfactant levels can occur in premature
neonates whose alveolar cells are not mature enough to
produce sufficient quantities, a condition leading to respi-
ratory distress syndrome, also called hyaline membrane
disease.” Instilling liquid mixtures, containing either nat-
ural or man-made surfactants, directly into airways via
the trachea has developed from early work in animal
models’ into an important clinical tool called surfactant
replacement therapy. The movement of these liquid o —surface tension
boluses through the network relies on several mecha-  pIGURE 4.10 Surface arca A versus surface
nisms, including air-blown liquid plug flow dynamics,  tension o for a cycled interface Scontaining lung

ravity, and surface tension and its gradients.*1%:18 surfactant. There is a hysteresis area and mean slope
y P
or compliance to the curve; compare to Fig. 4.7.

hysteresis area

A - surface area

4.5 VENTILATION, PERFUSION, AND LIMITS

The lung differs from many other organs in its combina-
tion of gas-phase and liquid-phase constituency. Because
the densities of these two phases are so different, grav-
ity plays an important role in determining regional lung
behavior, both for gas ventilation and for blood perfu- Pou
sion. In an upright adult, the lower lung is compressed
by the weight of the upper lung and this puts the lower
lung’s alveoli on a more compliant portion of their u
regional P-V curve; see Fig. 4.7. Thus inhaled gas tends
to be directed preferentially to the lower lung regions,
and the regional alveolar ventilation V), decreases in a
graded fashion moving upward in the gravity field.

Blood flow Q is also preferentially directed toward
the lower lung, but for different reasons. The blood pres-
sure in pulmonary arteries, P, and veins, P, sees a
hydrostatic pressure gradient in the upright lung. These
vessels are imbedded within the lung’s structure, so they
are surrounded by alveolar gas pressure, P,, which is
essentially uniform in the gravity field since its density
is negligible. Thus there is a region called Zone III in the
upper lung where P, < P,. This difference in pressures
squeezes the capillaries essentially shut and there is rel-
atively little pulmonary blood flow there. In the lower F| rigid tube
lung called Zone I, the hydrostatic effect is large enough
to keep P, > P, > P, and blood flow is proportional to
the arterial-venous pressure difference, P, — P,. In
between these two zones is Zone Il where P, > P, > P,.
Here there will be some length of the vessel that is nei-
ther fully closed nor fully opened. It is partially col-
lapsed into more of a flattened, oval shape. The physics P_P
of the flow, called the vascular waterfall®® or choked v
Sflow™® or flow limitation®, dictates that Q is no longer
dependent on the downstream pressure, but is primarily P,, external pressure P, ,, flow , pressure P, cross-
determined by the pressure difference P, - P,. sectional area A. (b)A//c\O versus transmural pressure

Figure 4.11a shows this interesting type of flexible  with shapes indicated. (c) Flow versus pressure drop,
tube configuration and flow limitation phenomena where ~ assuming P, is decreased and P, is fixed.

" flexible tubes

FIGURE 4.11 Choked flow through a flexible
tube. (a) upstream pressure P, downstream pressure
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P,=P,P,=P,,P =P, and Q = F. As downstream pressure P g is decreased and upstream pressure P,
is kept fixed, the flow increases until the internal pressure of the tube drops somewhat below the exter-
nal pressure P, . Then the tube partially collapses, decreasing in cross-sectional area according to its
pressure-area or “tube law” relationship A(P), shown in Fig. 4.11b. As P, is further decreased, the tube
reduces its cross-sectional area while the average velocity of the flow increases. However, their product,
the volumetric flow rate F, does not increase as shown in Fig. 4.11c. A simplified understanding of this
behavior may be seen from the conservation of momentum equation for the flow, a Bernoulli equation,
where the average fluid velocity U is defined as the ratio of flow to cross-sectional area, U = F/A, all of
the terms pressure dependent.

P

res

2
=P+%p(@) 4.4)

A(P)
where P, = pressure in a far upstream reservoir where

fluid velocity is negligibly small

p = fluid density
P, is the alveolar air pressure, for example, when applied to limitation of air flow discussed below.
Taking the derivative of Eq. (4.4) with respect to P and setting the criterion for flow limitation as
dF/dP = 0 gives
(A dP)I/Z /E)l/z \s
““lpaa Lo )
where E is the specific elastance of the tube. The quantity (E/p)? is the “wave speed” of small pres-
sure disturbances in a fluid-filled flexible tube, and flow limitation occurs when the local fluid speed
equals the local wave speed. At that point, pressure information can no longer propagate upstream,
since waves carrying the new pressure information are all swept downstream.

The overall effect of nonuniform ventilation and perfusion is that both decrease as one progresses
vertically upward in the upright lung. But perfusion decreases more rapidly so that the dimen-
sionless ratio of ventilation to perfusion, V,/Q,decreases upward, and can vary from approx1mately
0.5 at the lung’s bottom to 3 or more at the lung’s top.3® Extremes of this ratio are ventilated regions
with no blood flow, called dead space, where V4/Q — o, and perfused regions with no ventilation,
called shunt, where V,/0—0.

The steady-state gas concentrations within an
S Lung . alveolus reflect the balance of inflow to outflow, as
i, S »  shown in the control volumes (dashed lines) of
A Fig. 4.12. For CO, in the alveolar space, net inflow
by perfusion must equal the net outflow by
[ ventilation, Q(C‘,m -Ce,) =V, (C Aoy~ mez)
C ''C C. where C indicates concentration. In the tissue
u @G compartment, the CO, production rate from
cellular metabolism, V¢, , is balanced by net inflow
versus outﬂow in the tissues; i.e.,Vco,=
Q(CVCO - Cm ) Noting that Cie,,~0 and com-

£

Veo, Vi

Tissues

FIGURE 4.12  Schematic for ventilation and perfusion in
the lung and tissues. Dashed line indicates control volume
for mass balance. Assume instantaneous and homogenous
mixing. Subscripts indicate gas concentrations for systemic
(s) or pulmonary (p) end capillary C,, venous C,, alveolar
C,, and arterial Ca.

bining the two’ equations, while converting con-
centrations to partial pressures, leads to the
alveolar ventilation equation

. v,
V, =8.63—2

Aco,

(4.6)

where the constant 8.63 comes from the units
conversion. The inverse relationship between
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alveolar ventilation and alveolar CO, is well known clinically. Hyperventilation drops alveolar, and
hence arterial, CO, levels whereas hypoventilation raises them. Using a similar approach for oxygen
consumption Vg, and using the results of the CO, balance yields the ventilation-perfusion equation

b, _BORC, Gy w
Q Pico,

Equation 4.7 uses the definition of the respiratory exchange ratio, R = Vcoz/ VO2, which usually has a
value of R = 0.8 for V,/Q = 1. It also replaces the end capillary concentration with the systemic
arterial value, C,,, = C,, ,assuming equilibration. From Eq. (4.7), the extreme limits of V,/Q, men-
tioned earlier, may be recognized. Intermediate solutions are more complicated, however, since there
are nonlinear relationships between gas partial pressure and gas content or concentration in the
blood. Equation 4.7 also demonstrates that higher V,/Q, as occurs in the upper lung, is consistent
with a higher end capillary and alveolar oxygen level. It is often thought that tuberculosis favors the
upper lung for this reason.

The V/Q variation leads to pulmonary venous blood having a mix of contributions from different
lung regions. Consequently, there is a difference between the lung-average alveolar Py,, and the
average or systemic arterial F,, , sometimes called the A-a gradient of O,. An average Py,,can be
derived from the alveolar gas equation,

PAcoz
PA02 =Ploz_ R +f (4.8)

which derives from the mass balance for O, in Fig. 4.12. Here P, is the inspired value and f'is a
small correction normally ignored. Clinically, an arterial sample yields F,, , which can be substituted

for Pye,,in Eq. (4.8). The A-a gradient becomes abnormally large in several lung diseases that cause
increased mismatching of ventilation and perfusion.

4.6 AIRWAY FLOW, DYNAMICS, AND STABILITY

4.6.1

Forced Expiration and Flow Limitation

A common test of lung function consists of measur-
ing flow rate by a spirometer apparatus. When the maximal effort
flow signal is integrated with time, the lung volume  Flow
is found. Important information is contained in the
volume versus time curves. The amount of volume
forcefully exhaled with maximum effort in 1 second,
FEV1, divided by the maximal volume exhaled or
forced vital capacity, FVC, is a dimensionless ratio
used to separate restrictive and obstructive lung disease
from normal lungs. FEV1/FVC is normally
80 percent or higher, but in obstructed lungs (asthma,
emphysema) the patient cannot exhale very much T
volume in 1 second, so FEV1/FVC drops to diagnos-
tically low levels, say 40 percent. The restricted lung
(fibrosis) has smaller than normal FVC, though the

\</v Volume
FEV1/FVC ratio may fall in the normal range because

of the geometric scaling as a smaller lung. . FIGURE 4.13  Flow-volume curves for increasing
Flow and volume are often plotted against one  effort level during expiration, including maximal

another as in Fig. 4.13. The flow-volume curves effort. Note effort-independent portion of curves.

expiration

inspiration &
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shown are for increasing levels of effort during expiration. The maximal effort curve sets a portion
common to all of the curves, the effort-independent region. Expiratory flow limitation is another
example of the choked flow phenomenon discussed earlier in the context of blood flow. Similar flow
versus driving pressure curves shown in Fig. 4.11 can be extracted from Fig. 4.13 by choosing flows
at the same lung volume and measuring the pressure drop at that instant, forming the isovolume
pressure-flow curve. Since airway properties and E vary along the network, the most susceptible
place for choked flow seems to be the proximal airways. For example, we expect gas speeds prior to
choke to be largest at generation n = 3 where the total cross-sectional area of the network is
minimal; see Table 4.1. So criticality is likely near that generation. An interesting feature during
choked flow in airways is the production of flutter oscillations, which are heard as wheezing breath
sounds,!315:16 5o prevalent in asthma and emphysema patients whose maximal flow rates are
significantly reduced, in part because E and U, are reduced.

4.6.2 Airway Closure and Reopening

Most of the dynamics during expiration, so far, have been concerned with the larger airways. Toward
the very end of expiration, smaller airways can close off as a result of plug formation from the liquid
lining, a capillary instability,'"*! or from the capillary forces pulling shut the collapsible airway,> or
from some combination of these mechanisms. Surfactants in the airways help to keep them open by
both static and dynamic means. The lung volume at which airway closure occurs is called the closing
volume, and in young healthy adults it is ~10 percent of VC as measured from a nitrogen washout
test. It increases with aging and with some small airway diseases. Reopening of closed airways was
mentioned earlier as affecting the shape of the P-V curve in early inspiration as the airways are
recruited. When the liquid plugs break and the airway snaps open, a crackle sound, or cascade of
sounds from multiple airways, can be generated and heard with a stethoscope.!!? Diseases that lead
to increased intra-airway liquid, such as congestive heart failure, are followed clinically by the extent
of lung crackles, as are certain fibrotic conditions that affect airway walls and alveolar tissues.
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5.1 INTRODUCTION

The respiratory tract provides passageways for airflow between environmental air, rich in oxygen,
and the gas exchange region within the pulmonary alveoli. Periodic pumping of gas in and out of the
lungs is controlled by contractions of the respiratory muscles that rhythmically change the thoracic
volume and produce the pressure gradients required for airflow. In this chapter, which is largely
based on a recent review in a special issue on respiratory biomechanics (Ratnovsky et al., 2008), we
will review techniques for assessment of the biomechanical performance of the respiratory muscles
and biomechanical models of chest wall mechanics.

5.2 THE RESPIRATORY MUSCLES

The respiratory muscles are morphologically and functionally skeletal muscles. The group of inspi-
ratory muscles includes the diaphragm, external intercostal, parasternal, sternomastoid, and scalene
muscles. The group of expiratory muscles includes the internal intercostal, rectus abdominis, external
and internal oblique, and transverse abdominis muscles. During low breathing effort (i.e., at rest) only
the inspiratory muscles are active. During high breathing effort (i.e., exercise) the expiratory muscles
become active as well.

109
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FIGURE 5.1 Schematic description of the anatomy of human respiratory muscles. [From
www.concept2.co.uk/training/breathing.php, with permission.]

5.2.1 The Diaphragm

The diaphragm, the main muscle of inspiration, is a thin, flat, musculotendinous structure separating
the thoracic cavity from the abdominal wall. The muscle fibers of the diaphragm radiate from the
central tendon to either the three lumbar vertebral bodies (i.e., crural diaphragm) or the inner sur-
faces of the lower six ribs (i.e., costal diaphragm) (Fig. 5.1). The tension within the diaphragmatic
muscle fibers during contraction generates a caudal force on the central tendon that descends in order
to expand the thoracic cavity along its craniocaudal axis. In addition, the costal diaphragm fibers
apply a force on the lower six ribs which lifts and rotates them outward (De Troyer, 1997).

5.2.2 The Intercostal Muscles

The intercostal muscles are composed of two thin layers of muscle fibers occupying each of the
intercostal spaces. The external intercostal muscle fibers run obliquely downward and ventrally from
each rib to the neighboring rib below. The lower insertion of the external intercostal muscles is more
distant from the rib’s axis of rotation than the upper one (Fig. 5.1), and as a result, contraction of
these muscles exerts a larger torque acting on the lower rib which raises the lower rib with respect
to the upper one. The net effect of the contraction of these muscles raises the rib cage.

The internal intercostal muscle fibers, on the other hand, run obliquely downward and dorsally
from each rib to the neighboring rib below. The lower insertion of these muscles is less distant from
the rib’s axis of rotation than the upper one, and thus, during their contraction they lower the ribs
(De Troyer, 1997).

5.2.3 The Accessory Muscles

The accessory muscles of inspiration include the sternomastoid and scalene muscles. The ster-
nomastoid muscles descend from the mastoid process to the ventral surface of the manubrium sterni
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and the medial third of the clavicle. The scalene muscles comprise three bundles that run from the
transverse processes of the lower five cervical vertebrae to the upper surface of the first two ribs.
Contraction of these muscles raises the sternum and the first two ribs and thus assists in expanding
the rib cage (Legrand et al., 2003).

5.2.4 The Abdominal Muscles

The four abdominal muscle pairs forming the abdominal wall are the rectus abdominis, external
oblique, internal oblique, and transverse abdominis (Fig. 5.1). The rectus abdominis is the most ventral
one that runs caudally from the ventral aspect of the sternum and the fifth, sixth, and seventh costal
cartilages along the length of the abdominal wall to its insertion into the pubis (De Troyer, 1997).
The external oblique is the most superficial that originates from the external surface of the lower
eight ribs, well above the costal margin, and covers the lower ribs and intercostal muscles. Its fibers
radiate caudally to the iliac crest and inguinal ligament and medially to the linea alba. The internal
oblique lies deep to the external oblique. Its fibers arise from the inguinal ligament and iliac crest
and insert into the anterolateral surface of the cartilages of the last three ribs and into the linea alba.
The transverse abdominis is the deepest muscle of the lateral abdominal wall. Its fibers run circum-
ferentially around the abdominal visceral mass from the inner surface of the lower six ribs, lumbar
fascia, iliac crest, and inguinal ligament to the rectus sheath. Contraction of the abdominal muscles
pulls the abdominal wall inward, causing the diaphragm to move cranially into the thoracic cavity,
and pulls the lower ribs caudally to deflate the rib cage (De Troyer, 1997).

5.3 MECHANICS PERFORMANCE OF RESPIRATORY MUSCLES

All-inclusive function of the respiratory muscles is an important index in diagnosis and follow-up of
breathing problems due to respiratory muscle weakness. It can be assessed by employing different
techniques, which are based on different measurement protocols.

5.3.1 Global Assessment of Respiratory Muscles Strength

Measurements of maximal inspiratory or expiratory mouth pressures during quasi-static maneuvers
are widely used for assessment of the global strength of respiratory muscles (Black and Hyatt, 1969;
Chen and Kuo, 1989; Leech et al., 1983; McElvaney et al., 1989; Ratnovsky et al., 1999; Steier et al.,
2007; Wilson et al., 1984). The subject inspires or expires through a mouthpiece with an air leak
orifice (1.5 to 2 mm) to prevent the contribution of the facial muscles (Black and Hyatt, 1969).
Maximal static mouth pressure is measured while performing a maximal inspiratory or expiratory
effort against an obstructed airway for at least 1 second. Maximal expiratory mouth pressure is usu-
ally measured at lung volumes approaching total lung capacity (TLC), while maximal inspiratory
pressure is usually measured near functional residual capacity (FRC) or residual volume (RV).
A summary of published values of maximal inspiratory and expiratory mouth pressures is given
in Table 5.1.

The ability of respiratory muscles to generate force, like other skeletal muscles, depends on their
length and the velocity of contraction (Green and Moxham, 1985; Rochester, 1988). In the respira-
tory system, force is generally estimated as pressure and their length varies as lung volume changes
(Fauroux and Aubertin, 2007). Employment of the interrupter technique, in which the airflow inlet
is obstructed during forced expiration or force inspiration maneuvers, allowed measurement of
mouth pressures at different lung volumes during maximum inspiratory and expiratory efforts made
against different levels of resistance (Agostoni and Fenn, 1960; Cook et al., 1964; Ratnovsky et al.,
1999). This is particularly relevant when evaluating hyperinflated patients in whom the geometry of
the respiratory muscles changes, and thereby their ability to drive the respiratory pump decreases
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TABLE 5.1 Summary of Averaged Values of Maximal Mouth Pressure of Normal Subject

Male Female
P, (cmH,0) P (cmH,0) P, (cmH,0) P (cmH,0)

Reference No. & sex RV FRC FRC TLC RV FRC FRC TLC

Cook et al., 37M 11F 124 +30 103 = 20 100+40 190 +45 102+20 8725 57+22 146 +30
1964

Black and 120 107 35 208 +76 74 30 168 +44
Hyatt, 1969

Rochester and 80M 121F 127 +28 21645 9125 138+39
Arora, 1983

Wilson et al., 48M 87F 106 +31 148 +34 73+22 93+17
1984

Chen and 80M 80F 104 £25 90+25 115+33 132£38 T4£21 65+18 75+20 8825
Kuo, 1989

McElvaney 40M 64F 108 +26 17341 75+24 115+34
et al., 1989

Leech et al., 300M 480F 115+35 160 =40 7028 93+33
1983

Nickerson and 15M+F 122+8
Keens, 1982

Ambrosino 22 M+F 104 +28 142+33
et al., 1994

McParland 9M+F 70-150 70-120 70-200 100-230
et al., 1992

Ratnovsky 6 M+F 8916 73+14 8128 109+19
et al., 1999

+/— represents the SD.

(Laghi and Tobin, 2003; Ratnovsky et al., 2006). Measurement of maximal inspiratory and expiratory
mouth pressure at different lung volumes in untrained but cooperative subjects revealed a reduction in
expiratory muscle strength as lung volume decreases from TLC and in inspiratory muscles as lung
volume increases from RV (Ratnovsky et al., 1999).

Measurement of sniff nasal inspiratory pressure is another method to assess the global strength
of respiratory muscles. The nasal pressure is measured in an occluded nostril during a maximal sniff
performed through the contralateral nostril from FRC. This pressure closely reflects esophageal pres-
sure, and thus, inspiratory muscle strength (Fauroux and Aubertin, 2007; Fitting, 2006; Stefanutti
and Fitting, 1999; Steier et al., 2007).

5.3.2 Endurance of the Respiratory Muscles

The ability of a skeletal muscle to endure a task is determined by the force of contraction, the duration
of contraction, and the velocity of shortening during contraction. The endurance capacity of respiratory
muscles depends on lung volume (which determines muscle length), velocity of muscle shortening, and
type of breathing maneuver used in the test (Rochester, 1988). Maximal voluntary ventilation (MVV)
is the oldest test of respiratory muscle endurance in which the level of ventilation that can be sustained
for 15 minutes or longer is measured. Besides the forces required for reaching this high level of venti-
lation, this test reflects the ability of the respiratory muscles to reach and sustain the required
contractile output (Freedman, 1970).

The two most popular methods to measure respiratory muscle endurance are the resistive and the
threshold inspiratory load (Fiz et al., 1998; Hart et al., 2002; Johnson et al., 1997; Martyn et al.,
1987; Reiter et al., 2006). The incremental threshold loading is imposed during inspiration through
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a device with a weighted plunger, which requires development of enough pressure to lift the plunger
out of its socket in order to initiate inspiration (Nickerson and Keens, 1982). The endurance is
expressed as the time the subject can endure a particular load or as the maximum load tolerated for
a specific time (Fiz et al., 1998). In the resistive inspiratory load the subject breathes against a vari-
able inspiratory resistance at which the subject had to generate a percentage of his maximal mouth
pressure in order to inspire. Endurance is expressed as the maximal time of sustained breathing
against a resistance (Reiter et al., 2006; Wanke et al., 1994). The postinterruption tracing of mouth
pressure against time represents an effort sustained (against an obstructed airway) over a length
of time and can serve as a pressure-time index of respiratory muscle endurance. The area under this
tracing (i.e., the pressure-time integral) represents an energy parameter of the form P7, where P is
the mean mouth pressure measure during airway obstruction and 7'is the time a subject can sustain the
obstruction (Ratnovsky et al., 1999). Similar to the strength of respiratory muscles, large dependence
on lung volume was found for their endurance. The endurance of expiratory muscles decreased as
lung volume decreased from TLC, while the endurance of inspiratory muscles decreased as lung volume
increased from RV (Ratnovsky et al., 1999).

5.3.3 Electromyography

Electromyography (EMG) is a technique for evaluating the electrical activity of skeletal muscles at
their active state (Luca, 1997). Intramuscular EMG signals are measured by needle electrodes inserted
through the skin into the muscle, while surface EMG signals are recorded with surface electrodes
that are placed on the skin overlying the muscle of interest. Typically, EMG recordings are obtained
using a bipolar electrode configuration with a common ground electrode, which allows canceling
unwanted electrical activity from outside of the muscle. The electrical current measured by EMG is
usually proportional to the level of muscle activity. Normal range for skeletal muscles is 50 uV to
5 mV for a bandwidth of 20 to 500 Hz (Cohen, 1986).

The raw EMG data resembles a noise signal with a distribution around zero. Therefore, the data
must be processed before it can be used for assessing the contractile state of the muscle (Herzog,
1994). The data can be processed in the time domain or in the frequency domain. The EMG signal
processing in the time domain includes full wave rectification in which only the absolute values of
the signal is considered. Then in order to relate the EMG signal to the contractile feature of the mus-
cle it is desired to eliminate the high-frequency content by using any type of low-pass filter that
yields the linear envelope of the signal. The root-mean-square (RMS) value of the EMG signal is an
excellent indicator of the signal magnitude. RMS values are calculated by summing the squared values
of the raw EMG signal, determining the mean of the sum, and taking the square root of the mean

t+T
RMS = }% [ EMG2(t) dt 5.1
t

The study of EMG signals in the frequency domain has received much attention due to the loss
of the high frequency content of the signal during muscle fatigue (Herzog, 1994). Power density
spectra of the EMG signal can be obtained by using fast Fourier transformation technique. The most
important parameter for analyzing the power density spectrum of the EMG signal is the mean fre-
quency or the centroid frequency, which is defined as the frequency that divides the power of the
EMG spectrum into two equal areas.

5.3.4 Electromyography of the Respiratory Muscles

Using EMG for assessment of respiratory muscles performance, in addition to the methods described
in the above paragraphs, enables differentiation between different respiratory muscles. The EMG
signals can detect abnormal muscle electrical activity that may occur in many diseases and conditions,
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including muscular dystrophy, inflammation of the muscles, peripheral nerve damage, and myasthe-
nia gravis and other (ATS/ERS, 2002). The EMG of human respiratory muscles has been measured
for many years in order to investigate their activity during various respiratory maneuvers and at dif-
ferent lung volumes. Measurements of EMG signals from the diaphragm during inspiration revealed
peak values of about 50 uV during quiet breathing and maximal values around 150 pV as inspiration
effort increases (Agostoni and Fenn, 1960; Corne et al., 2000; Hawkes et al., 2007; Petit et al., 1960).
A similar electrical activity during quiet inspiration was also measured from the parasternal muscle
(De Troyer et al., 1982) and from the external intercostals that reached amplitudes of 80 to 100 uV
(Hawkes et al., 2007; Maarsingh et al., 2000; Ratnovsky et al., 2003). The EMG activity from the
accessory muscle is controversial. Several studies detected activity only at high inspiratory efforts
(Costa et al., 1994; Estenne et al., 1998) while other found activity even during quiet breathing which
increased as inspiration effort increased (Breslin et al., 1990; Ratnovsky et al., 2003).

Quiet expiration is predominantly the result of passive elastic recoil of the lung and chest wall
(Osmond, 1995), and thus the abdominal muscles (i.e., rectus abdominis, external and internal oblique,
and transverse abdominis) are not active during quiet breathing. However, as breathing effort increases,
EMG signals are observed at the beginning of expiration and they become increasingly noticeable as the
expiration proceeds and reaches maximum values of 200 uV (Abraham et al., 2002; Hodges and
Gandevia, 2000; Ratnovsky et al., 2003).

The EMG activity of respiratory muscles is also useful for assessing respiratory muscle
endurance and fatigue after muscle training or exercise. It is widely accepted that respiratory muscle
fatigue is related to the change in the power spectrum of the measured EMG (Rochester, 1988).
When a skeletal muscle is in a fatiguing pattern of contraction, the mean frequency in the power
spectrum of the EMG is decreased. An additional indicator for muscle fatigue is a reduction in the
ratio between the EMG powers in the high-frequency band to that in the low-frequency band
(H/L ratio). Using the above frequency analysis of EMG, it has been shown that inspiratory loads
higher than 50 percent of maximal diaphragmatic pressure lead to diaphragmatic fatigue (Gross
etal., 1979). In addition, an inverse relationship between the inspiratory or expiratory loads and both
the mean frequency and the H/L ratio was demonstrated in the diaphragm and rectus abdominis muscles
(Badier et al., 1993).

Respiratory muscle fatigue may also be developed in healthy subjects during high-intensity exer-
cise (Johnson et al., 1993; Mador et al., 1993; Verges et al., 2006), which may limit exercise tolerance
in both trained and untrained individuals (Sheel et al., 2001). The findings that respiratory muscles
training enhances performance in normal subjects support the hypothesis that respiratory muscle
fatigue is potentially a limiting factor in intense exercise (Boutellier, 1998; Boutellier and Piwko,
1992). Simultaneous measurement of surface EMG from respiratory muscles (e.g., sternomastoid,
external intercostal, rectus abdominis, and external oblique) and the calf muscles demonstrated sig-
nificantly faster fatigue of the inspiratory muscles (e.g., sternomastoid and external intercostal) than
the calf muscles during intense marching on a standard electrically powered treadmill (Perlovitch
et al., 2007). Progressive muscle fatigue was associated with the increase of root-mean-square (RMS)
values of the surface EMG data (Krogh-Lund and Jorgensen, 1993; Ohashi, 1993).

5.3.5 Forces of the Respiratory Muscles

The EMG of skeletal muscle provides information on the level of muscle activity during different
tasks. Accordingly, several models have been developed for prediction of the forces generated dur-
ing muscle contraction. The biophysical cross bridge model of Huxley (Huxley, 1957) is commonly
used for understanding the mechanisms of contraction at the molecular level, and to interpret the
results of mechanical, thermodynamics, and biochemical experiments on muscles.

The Hill-type muscle model was derived from a classic study of heat production in muscle and
became the preferred model for studies of multiple muscle movement systems (Hill, 1938). The
model is composed of three elements: the contractile element (representing the contractile muscle
fibers), the series elastic component (representing the connective tissue in series with the sarcomeres
including the tendon), and the parallel elastic component (representing the parallel connective tissue
around the contractile element). The relationship between the force generated by the elastic elements
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and the change in muscle length is assumed to be exponential, similar to those of connective tissues,
while the characteristic equation of the contractile element combines the tension-length and the
force-velocity relationships of the muscle with the neural input signal (Winter and Bagley, 1987).

Hill’s muscle model was implemented in a study aimed to determine the forces generated by four
respiratory muscles from both sides of the chest wall (e.g., sternomastoid, external intercostals, rectus
abdominis, and external oblique) during different respiratory maneuvers (Hill, 1938; Ratnovsky et al.,
2003; Winter, 1990). The constant parameters for the model were extracted either from the literatures
or were measured from cadavers. Linear extrapolation was done to determine the variation in
respiratory muscles length at lung volume different than RV, FRC, and TLC during respiration. EMG
signal is depicted from the vicinity near the electrode, and it represents the electrical activity of a
skeletal muscle with a typical width of 5 cm and length of up to 30 cm. Therefore, for the wide muscles
(e.g., external intercostal and external oblique) it was assumed that a muscle unit in the vicinity of
the electrodes contributes to the EMG signal. Thus, the total muscle force from these muscles was
calculated as the sum of all the parallel units. The averaged forces developed by the abdominal mus-
cles, the sternomastoid muscles, and the fibers of the external intercostal muscles in one intercostal
space during low breathing efforts (i.e., expiration from 50 to 60 percent VC to 30 to 40 percent VC
or inspiration from 30 to 40 percent VC to 50 to 60 percent VC) were about 10 N, 2 N, and 8 N,
respectively. At high respiratory effort (i.e., expiring from 90 to 80 percent VC to RV and inspiring
from RV to 80 percent VC) these forces increased to about 40 to 60 N, 12 N, and 30 N, respectively.

The coordinated performance of respiratory muscles from both sides of the chest wall induces its
displacement during lung ventilation. Lung ventilation efficacy, therefore, may be influenced from
imbalance in the function of the muscles between the two sides. In healthy subjects a highly sym-
metrical performance both in terms of the value of the forces and the recruitment of the muscles was
observed in four respiratory muscles (Ratnovsky et al., 2003).

The same model was also employed to study the forces developed by the external oblique, ster-
nomastoid, and external intercostal muscles in emphysematous patients after a single-lung transplant
surgery (Ratnovsky and Elad, 2005). Forces developed by the muscles on the side of the transplanted
lung were compared with those of the other side, which has the diseased lung. The averaged values
for maximal forces at any breathing effort calculated from the muscles located at the side of the
transplanted lung were higher (0.66, 56, and 18 N at low breathing efforts and 7.3, 228, and 22 N at
high breathing efforts for the sternomastoid, external intercostal, and external oblique, respectively)
than those calculated for muscles on the side of the native (i.e., diseased) lung (0.56, 20.22, and 3 N at
low breathing efforts and 5.64, 132, and 6 N at high breathing efforts, respectively).

5.4 MODELS OF CHEST WALL MECHANICS

The human chest wall is a complex structure, and the contribution of its different components to effi-
cient respiration has been the subject of numerous mechanical and mathematical models.

5.4.1 One-Dimensional Chest Wall Model

In early models, the chest wall was simulated as one compartment of the rib cage with a single
degree of freedom (Fig. 5.2). It was described as a single cylinder containing three moving, massless
bodies that represent the rib cage, the diaphragm, and the abdomen (Primiano, 1982). An electrical
analog was used to examine the following limited cases: (1) a very stiff rib cage (as in adult normal
breathing) that moves relative to the skeleton as a single unit; (2) a very flaccid rib cage (represent-
ing a quadriplegic patient); and (3) Mueller maneuver, which is defined by a complete obstruction
of the airway opening, such that lung volume can change only by compressing the gas in the lungs.
A pneumatic analog of the inspiratory musculature was used in a quasi-static mechanical model
(Fig. 5.3) in order to examine theoretically the forces that act on the rib cage and the influence of lung
volume changes on the area of apposition of the diaphragm to the rib cage (Macklem et al., 1983).
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FIGURE 5.2 Mechanical analog of the ventilatory system (chest wall and lungs). The
chest wall is modeled as a single cylinder containing three moving massless bodies that
represent the rib cage, diaphragm, and abdomen. Circular symbols represent active force
produce by contraction respiratory muscles and rectangular symbols represent passive
mechanical elements. [From Primiano (1982), with permission.]

5.4.2 Two-Dimensional Chest Wall Model

In more advanced models the chest wall was simulated by two compartments separated by the
diaphragm (Ben-Haim et al., 1989; Ben-Haim and Saidel, 1989; Ben-Haim and Saidel, 1990;
Lichtenstein et al., 1992). The rib cage, diaphragm, and abdomen were simulated as moving mem-
branes attached to a fixed skeleton. Each of the moveable parts was modeled as a membrane that can
support a pressure difference without bending. The external surfaces of the ventilatory system were
modeled by three membranes associated with the lung-apposed rib cage, the diaphragm-apposed rib
cage and the ventral abdominal wall (Fig. 5.4). The quasi-static governing equations of the force bal-
ance on each component were solved numerically to study limited cases of stiff and flaccid chest
walls, effects of introducing volume displacement in the pleural and abdominal spaces on static lung
maneuvers, and the influence of lung abnormalities on the rib cage and diaphragm compliance.
Extension of the single-compartment model of Macklem et al. (1983) was done by separation of
the rib cage into two parts, one that is apposing the inner surface to the lung and the other one that
is apposing the diaphragm (Ward et al., 1992). In this model three springs represent the elastic
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FIGURE 5.3 Mechanical model of inspiratory musculature. Intercostal
and accessory muscles are mechanical in parallel with the diaphragm. The
springs represent the elastic properties of the rib cage, lung, and abdomen.
Bar into which crural and costal fibers insert represents the central tendon
of the diaphragm. [From Macklem et al. (1983), with permission.]
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FIGURE 5.4 Model representation of cheat wall structure, where RL,
RD, DI, and AB are the membrane of the rib cage, diaphragm, and the
abdomen. [From Ben-Haim and Siadel (1990), with permission.]
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acting to displace and distort rib cage. [From Ward et al. (1992), with permission.]

properties of the rib cage, the lung, and the abdomen. The rib cage is shaped like an inverted hockey
stick with a separated handle. The two parts of the rib cage are connected by a spring that resists
deformation. The diaphragm is depicted as two muscles arranged in parallel so that the transdi-
aphragmatic pressure is the sum of the pressure developed by each of the muscles (Fig. 5.5). Using
a hydraulic analog in combination with measurements of transdiaphragmatic pressures and relax-
ation curves the mechanical coupling between different parts of the rib cage during inspiration was
explored (Ward et al., 1992). This model was further advanced by including the abdominal muscles
and was used along with measurements of the rib cage and abdomen volume during exercise in order
to calculate the pressure developed by the scalene, parasternal intercostals, and sternomastoid mus-
cles (Kenyon et al., 1997). In a similar two-compartment model, extradiaphragmatic (e.g., rib cage
and abdominal muscles) and diaphragmatic forces were added in the equilibrium equations and were
solved for different patterns of breathing (Ricci et al., 2002).

Another model simulated the chest wall by simple levers that represent the ribs, a cylinder that
represents the lungs and a diagonal element of passive and active components that represents a muscle
(Wilson and De Troyer, 1992). The displacement of a point on the chest wall is proportional to the
forces that act on the chest wall. A similar model of ribs and intercostal muscles was also developed
for comparison of the work of chest wall expansion by active muscles (i.e., active inflation) to the
work of expansion by pressure forces (i.e., passive inflation) (Wilson et al., 1999). Since the calcu-
lation of muscle force is complicated, they calculated the muscle shortening during active and pas-
sive inflation using the minimal work assumption. This assumption was tested with measurements
of the passive and active shortening of the internal intercostal muscles in five dogs. The mechanical
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analogs of all the models described so far have not differentiated between individual groups of respi-
ratory muscles and between the rib cage and the accessory muscles, and thus precluded evaluation
of their contribution to respiration.

Recently, a more realistic model of the chest wall has been developed with the objective to eval-
uate the performance of individual groups of respiratory muscles in terms of the force and the work
generated during breathing maneuvers (Ratnovsky et al., 2005). The two-dimensional model in the
sagittal plane is composed of stationary and mobile bones and the respiratory muscles (Fig. 5.6). The
stationary elements are the bones of the vertebral column, skull, iliac crest, and pelvis, while the rib
cage forms the mobile part of the model. The model incorporates three groups of inspiratory mus-
cles (e.g., diaphragm, external intercostal, and sternomastoid) and four groups of expiratory muscles

Vertebral
column

Iliac crest
Abdominal

wall

FIGURE 5.6 Scheme of a two-dimensional model of the human trunk in the sagittal plane. The springs represent the
respiratory muscles while the thick lines represent the vertebral column, sternum, and iliac crest. o, represents the rib
angles, v, represents the vertebral column curvature angles, and L;; represents the length of each thorax vertebra. SM,
RC, TR, and IO represent the sternomastoid, rectus abdominis, transverse abdominis, and internal oblique muscles,
respectively. EI-EL,, represent the external intercostal muscle units and their angle with the horizon. EO,-EO represent
the external oblique muscle units. CD,, CD,, CD,, CD,, and RD represent the costal fibers and the crural fibers of the
diaphragm muscle, respectively. [From Ratnovsky et al. (2005), with permission.]
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(e.g., rectus abdominis, external and internal oblique, and transverse abdominis), which act as actu-
ators of the mobile rib cage. The geometry parameters of the model components (e.g., rib length and
angle corresponding to the cephacaudal direction, muscle fiber orientation, and muscle length and
position) and their variation with lung volumes were derived from the literature (Ratnovsky et al.,
2003) and observation of cadavers. Assuming a quasi-static equilibrium at each lung volume sets of
force balance equations were constructed (Ratnovsky et al., 2005). The model input parameters were
mouth pressure, lung volume and the forces of the sternomastoid, external intercostals, external
oblique, and rectus abdominis that were computed from EMG measurements (Ratnovsky et al., 2003).
The instantaneous work done by each of the respiratory muscle during breathing was calculated
as the product of the instantaneous force and the corresponding length change at any lung volume.
The overall work performed by each of the respiratory muscle during a given breathing phase of
inspiration or expiration was calculated from the area under the curve of the instantaneous work
(Ratnovsky et al., 2005). The results show that the inspiratory muscles performed work even at rel-
atively low efforts, while the expiratory muscles produced work only at high expiratory efforts
(i.e., average value increased from O to 1 mJ). The work of the diaphragm was found to be significantly
higher than those of the external intercostals and sternomastoid muscles. However, the diaphragm
work decreased as lung volume increased, while the work done by the sternomastoid and external
intercostals increased with lung volume.

5.4.3 Three-Dimensional Chest Wall Model

A three-dimensional model of the canine chest wall geometry was developed for finite element
analysis of the forces of the intercostal muscles (Loring and Woodbridge, 1991). Accurate dimen-
sions were used to construct the geometry of the ribs and sternum as well as the orientation of the
external, internal, and parasternal intercostal muscles. The forces of the intercostal muscles were
applied first at a single intercostal space and then over the entire rib cage. In the first case the action
of both the external and internal intercostal muscles was to draw the ribs together. However, in the
second case the result was a prominent motion of the sternum and all ribs in the direction consistent
with the traditional view of intercostal muscle action. The external intercostal forces had an inspira-
tory effect with cephalad motion of the sternum and a “pump-handle” motion of the ribs, while the
internal intercostal forces had an expiratory effect.

A similar finite element model for the human chest wall was also developed in order to simulate
the action of the respiratory muscles (Loring, 1992). The external, internal, parasternal intercostal,
levator costae, and cervical accessory muscles were modeled with forces whose position and orien-
tations were consistent with the distribution of the muscles in two human cadavers. All muscle forces
were equivalent to approximately one-fifth of the maximal stress of a tetanized skeletal muscle. The
model predictions revealed that the external intercostal, internal intercostal, and cervical accessory
muscles cause large displacements of the sternum and large pump handle rotations of the ribs about
their spinal ends, but cause minor lateral movements of the lateral portions of the ribs. On the other
hand, the parasternal and the levator costae cause prominent upward and outward displacements of
the lateral portion of the ribs, expanding the transverse diameter of the rib cage and cause only a
small downward displacement of the sternum.
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6.1 WHY STUDY HUMAN MOVEMENT?

The biomechanics of human motion is a fascinating field. Who among us has never marveled at the
graceful motions of a dancer, or the rapid finger movements of a musician? From the time of
Aristotle onward there have been countless books written on the topic of movement in animals and
humans. Despite the great minds that have considered the topic, it is just recently that much advance-
ment has been made experimentally. Historically, the study of human movement has been costly and
very time consuming. This is because in order to study them, movements are almost always
discretized and then analyzed step-by-step, with the size of the steps determined by the speed of the
movement (and the questions being asked). Whether it be frames of film from a video camera or
digitized samples from an electrogoniometer, most movements are recorded as series of static images
which are then reassembled to provide kinematic and kinetic information.

There has been a tremendous growth in the study of human movement in the past two decades
due to the low cost of digital data acquisition systems that make possible the storage and analysis of
massive amounts of data that are required to accurately characterize complex motion. This growing
interest in the study of human movement is coming from five predominate groups.

First, basic scientists are interested in the control of human movement. How the nervous system
controls the large number of degrees of freedom necessary to produce smooth, complex movements
(or even simple ones!) is poorly understood. The study of the coordination of movement can be
compared to the inverse problem faced by the roboticist. The roboticist develops computer programs
to produce coordinated movements in a robot. On the other hand, the motor control researcher measures
coordinated movements in order to understand what the “neural program” is.

Second, human movements are studied to understand and treat pathologies. For example, gait
analysis is often used to help guide the physician contemplating surgery for children with cerebral
palsy. The best choice for a tendon transfer or muscle lengthening surgery can be predicted using
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combinations of movement analysis and biomechanical modeling (e.g., Delp et al., 1996). Gait
analysis can also be used to monitor the progression of the disease and the efficacy of the treatment.

Third, the study of human athletic performance has been revolutionized by motion analysis
equipment and software that make it possible to readily analyze complex three-dimensional
movements. From cricket bowling to figure skating to swimming to pole vaulting, the kinematics
and kinetics have been examined with an aim to improve human performance.

Fourth, there is substantial interest in human movement from those studying ergonomics and
human factors related to military applications. Both the development of human-machine interfaces
for high-tech weapons and the minimization of industrial injuries require knowledge of human
kinematics and kinetics.

Finally, the kinematics of human movement has been studied by animators interested in making
computer-generated characters move in realistic ways. By recording actors while they perform
choreographed dances and movements, it is possible to get complex kinematic data into a computer,
which can then be used to animate a computer-generated image.

6.2 FORWARD VERSUS INVERSE DYNAMICS

There are two fundamentally different approaches to studying the biomechanics of human movement:
forward dynamics and inverse dynamics. Either can be used to determine joint kinetics (e.g., estimate
joint moments during movements).

6.2.1 Forward Dynamics

In a forward dynamics approach to the study of human movement, the input to the system is the neural
command (Fig. 6.1). This specifies the level of activation to the muscles. The neural command can
be estimated by optimization models (Zajac, 1989; Pandy and Zajac, 1991) or from electromyograms
(EMGs). The neural command is the sum of the neuronal signals from the a-motorneurons (that
originate in the spinal cord) to the fibers of each muscle. This can be represented by a single value
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(at any given time) for each muscle that we will call muscle activation, o, and it will be mathemati-
cally represented as a value between 0 and 1. Hence, if it is to be estimated from EMGs, additional
steps are needed to transform EMGs to muscle activation.

Musculotendon dynamics govern the transformation of muscle activation, a, to muscle force, F,
Once the muscle begins to develop force, the tendon (in series with the muscle) begins to carry load
as well. Depending upon the kinetics of the joint, the relative length changes in the tendon and the
muscle may be very different. For example, this is certainly the case for a “static contraction.” (This
commonly used name is an oxymoron, as something cannot contract, i.e., shorten, and be static at
the same time. Hence, the tendon must lengthen as the muscle shortens if the joint is not to move!).

The force in each musculotendonous unit contributes toward the total moment about the joint.
The musculoskeletal geometry determines the moment arms of the muscles. (Since muscle force is
dependent upon muscle length, i.e., the classic muscle “length-tension curve,” there is feedback
between joint angle and musculotendon dynamics.) It is important to note that the moment arms of
muscles are not constant values, but change as a function of joint angles. Also, one needs to keep in
mind the multiple degrees of freedom of each joint, as a muscle may have multiple actions at a joint,
depending on its geometry. Finally, it is important to note that the joint moment, T}, is determined
from the sum of the contributions for each muscle. If not all muscles are included in the process, the
joint moment will be underestimated. The output of this transformation is a moment for each joint
(or, more precisely, each degree of freedom).

From the joint moments, multijoint dynamics can be used to compute the accelerations, velocities,
and angles for each joint of interest. On the feedback side, the neural command is influenced by
muscle length (via muscle spindles) and tendon force (via Golgi tendon organs). Many other sensory
organs play a role in this as well, but these two are generally the most influential.

There are several limitations of the forward dynamics approach. First, it requires estimates of
muscle activation. EMG methods have been used to this end, but the high variability in EMG signals
has made this difficult, especially during dynamic conditions. Second, the transformation from
muscle activation to muscle force is difficult, as it is not completely understood. Most models of this
(e.g., Zajac, 1989) are based on phenomenological models derived from A. V. Hill’s classic work
(Hill, 1938) or the more complex biophysical model of Huxley’s (Huxley, 1957; Huxley and
Simmons, 1971), such as Zahalack’s models (Zahalack, 1986, 2000). One way around the problem
of determining force from EMGs is to employ optimization methods to predict muscle forces directly
(bypassing these first two limitations). However, the choice of a proper cost function is a matter of
great debate. Scientists doing research in human motor control find it surprising that biomechanical
engineers replace their entire line of study (and indeed, the entire central nervous system), with a
simple, unverified equation. Nevertheless, some cost functions provide reasonable fits of the data
when addressing specific questions. Another limitation is that of determining musculoskeletal
moment arms. These are difficult to measure in cadavers and even harder to determine with any
accuracy in a living person. Finally, joint moments can easily be underestimated. Using forward
dynamics, small errors in joint torques can lead to large errors in joint position.

6.2.2 Inverse Dynamics

Inverse dynamics approaches the problem from the opposite end. Here we begin by measuring
position and the external forces acting on the body (Fig. 6.2). In gait analysis for example, the
position of tracking targets attached to the segments can be recorded using a camera-based system
and the external forces can be recorded using a force platform.

The relative position of tracking targets on adjacent segments is used to calculate joint angles.
These data are differentiated to obtain velocities and accelerations.

The accelerations and the information about other forces exerted on the body (e.g., the recordings
from a force plate) can be input to the equations of motion to compute the corresponding joint
reaction forces and moments.

If the musculoskeletal geometry is included, muscle forces can then be estimated from the joint
moments and, from these it may be possible to estimate ligament and joint compressive forces.

As with forward dynamics, inverse dynamics has important limitations. First, in order to estimate
joint moments correctly, one must know the inertia of each body segment (this is embedded in the
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FIGURE 6.2 Inverse dynamics approach to studying human movement. This simplified figure depicts the angular
position for two joints, and the forces for three muscles. See text for details.

equations of motion). These parameters are difficult to measure and must be estimated. Typically,
they are estimated using established values from cadavers and scaled using simplistic scaling rules,
the accuracies of which are rarely verified. Secondly, the resultant joint reaction forces and moments
are net values. This is important to keep in mind if an inverse dynamics approach is used to predict
muscle forces. For example, if a person activates his hamstrings generating a 30-N-m flexion
moment and at the same time activates the quadriceps generating a 25-N- m extension moment, the
inverse dynamics method (if it is perfectly accurate) will yield a net knee flexion moment of 5-N-m.
Since the actual contribution of the knee flexor muscles was 6 times greater, this approach is grossly
inaccurate and inappropriate for estimating the role of the knee flexors during this task. This is
strongly stated because cocontraction of muscles is very common, yet this approach is widely use to
estimate muscular contributions. Another limitation of the inverse dynamics approach occurs when
one tries to estimate muscle forces. Since there are multiple muscles spanning each joint, the trans-
formation from joint moment to muscle forces yields an infinite number of solutions. Choosing the
proper solution requires some sort of optimization analysis, requiring the use of a cost function
whose validity is sure to be challenged. Finally, if one wishes to examine muscle activations, there
is no current model available that will do this inverse transformation. However, this is rarely the goal
of an inverse dynamics analysis.

6.2.3 Comparing Forward and Inverse Dynamics Methods

Given the limitations of each method, which should be used: forward or inverse dynamics? That
depends on the question being asked. If one’s primary interest is in joint kinematics, it makes more
sense to start with a measurement of position as in the inverse dynamics approach. If one is primarily
interested in muscle forces, one could argue that forward dynamics has more advantages. For
estimating joint moments during movements, inverse dynamics is probably the best bet, depending
upon the specific application.

For the remainder of this chapter, we will concentrate on the inverse dynamics approach for the
study of human movement. Inverse dynamics are more commonly used than forward dynamics when
studying human movement. A forward dynamics approach will be addressed in a subsequent chapter
“Biomechanics of the Musculoskeletal System.”
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6.3 TOOLS FOR MEASURING HUMAN MOVEMENT

In this section we will discuss three of the more common methods used to collect human movement
data: electrogoniometers, electromagnetic tracking devices and opto-electronic measuring systems.
Of these distinctly different measuring tools, optoelectronic systems are the most common registration
method, and therefore the majority of this section will focus on video-based motion analysis.

6.3.1 Electrogoniometers

Electrogoniometers are devices that convert joint angle to a voltage. The voltage can be sampled
continuously, making electrogoniometers ideal for measuring dynamic movement. There are basi-
cally two designs, both of which fall under the category of resistive transducers. These devices,
namely, potentiometers and strain gauges, output a voltage related to the angular position of the joint.
The voltage is converted to an angle using a manufacturer-supplied scale factor specific to each
transducer. The joint angle can be displayed in real-time and/or stored on a computer equipped with
an analog to digital data acquisition card.

Potentiometers. A potentiometer is nothing more than a variable resistor that is sensitive to changes in
angular position. Two arms, one fixed to the outer casing of the potentiometer and the other to the rotat-
ing shaft can be used to mount the device to the segments on either side of a joint. The potentiometer is
placed over the joint axis of rotation with the arms secured to the segments using medical tape or elas-
ticized wraps. Changes in joint angle will cause the wiper (i.e., sliding contact) of the potentiometer to
slide across the resistor resulting in an output voltage linearly related to the joint angle. It is important
that the potentiometer be placed over the axis of rotation; otherwise, movement of the joint will be
restricted. The electrogoniometer is ideally positioned when the rotating shaft of the potentiometer and
the joint axis of rotation are aligned. More elaborate mounting methods have been designed to house
mutually perpendicular potentiometers in multi-degree-of-freedom exoskeletal linkages (e.g., Chao,
1980; Shiavi et al., 1987). These devices are no longer commonly used, but are mentioned for historical
purposes since they have played an important role in many previous studies.

Strain Gauges. Strain gauges can also be used to detect changes in joint angular position.
An example of a one-degree-of-freedom electrogoniometer is illustrated in Fig. 6.3. Two- and

Mounting block

Connecting element

Axis of rotation

FIGURE 6.3 Single degree of freedom strain gauge for measuring joint
angular position. Strain-sensitive wires are fixed to the connecting element
between the mounting blocks. The mounting blocks are secured to both
segments on either side of a joint. Changes in joint angle are output as a
voltage proportional to the amount of rotation about the axis of rotation.
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three-degree-of-freedom electrogoniometers of this type are also available. Strain sensitive wires are
mounted within a connecting element and electrically connected to form a Wheatstone bridge. Each
strain-sensitive wire is, in effect, a resistor and is sensitive to strains in particular directions. Hence,
when the electrogoniometer is forced to rotate about the axis of rotation as drawn in Fig. 6.3, the
bridge circuitry becomes unbalanced. This “unbalancing” is noted as a change in the output voltage
of the bridge and is proportional to the amount of rotation. The design is clever because pure rotation
about axes perpendicular to the axis of rotation depicted in Fig. 6.3 will not unbalance the bridge.
Another interesting and practical characteristic of this device is that it does not have to be positioned
over the joint axis of rotation as is the case for rotatory potentiometers. Note, however, that the base
of the mounting blocks must lie in the plane of rotation without necessarily being centered over
the axis of rotation.

Electrogoniometers of this type can be configured to display joint angles in real time and/or inter-
faced with a computer for data storage. Additionally, data can be saved to a storage unit (i.e., data
logger) strapped to the subject. The data logger is ideal for recording dynamic movements in the
field. The stored data can be uploaded to a computer at a later time and converted to joint angles for
analysis.

Limitations of Electrogoniometers. There are advantages and disadvantages associated with the
use of electrogoniometers. In their favor are ease of use and cost. On the other hand, they are less
accurate than other systems used to record movement. In addition, both designs (i.e., potentiometer
and strain gauge) require placement over the joint, which may interfere with the natural kinematics
due to cumbersome cabling and/or method of attachment. Another drawback of these devices is that
while they provide a relative measure of joint angular position, the data do not lend themselves to an
inverse dynamics analysis in which joint reaction forces and moments are of interest, the computation
of which requires knowledge of the absolute positions of the body segments.

6.3.2 Electromagnetic Tracking Systems

Electromagnetic tracking technology originated in the defense industry and has since become widely
used in the entertainment industry (e.g., motion pictures, animation, and gaming). The use of
electromagnetic tracking has become increasingly popular in the academic environment as evinced
by the growing number of research publications using this technology.

Electromagnetic tracking is based on Faraday’s law of magnetic induction. That is, electrons in a
conductor experience a spontaneous magnetic force when moved through a magnetic field. The
magnitude of the induced force (i.e., electromotive force or EMF) is proportional to the strength of
the magnetic field through which the conductor is moved. The magnitude of the EMF (i.e., voltage)
is also related to the speed the conductor is moving. If the conductor is in the shape of a loop, the
same principles apply with an induced EMF proportional to the strength of the magnetic field
perpendicular to the cross-sectional area of the loop. The induced EMF is related to the magnetic
flux (@) as noted in Eq. (6.1).

d®,
dt

EMF = -

6.1)

Conceptually, the strength and direction of a magnetic field can be thought of as the density and
direction of magnetic field lines. The magnetic flux will vary as the conductor moves closer/further
to the source of the magnetic field and also as it rotates relative to the magnetic field lines. The more
field lines passing through the loop of the conductor, the greater the induced EMF. This principle
forms the basis for electromagnetic tracking. That is, the general idea is to move a conducting
sensor through a magnetic field and record the induced voltage.

The basic components of an electromagnetic tracking system consist of an active transmitter and
passive sensors. The transmitter is stationary and contains three orthogonal coils (i.e., antennae) that
are activated in sequence, with only one antenna generating a magnetic field at a time. Interestingly,
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if the subject (and therefore the sensors attached to the subject) stops moving within the magnetic
field, we might think the induced voltage in each sensor would remain constant. However, revisiting
Eq. (6.1) shows that this is not the case, because the magnetic flux must change with respect to time
or the EMF goes to zero. There are two things that can be controlled to ensure a changing flux:
(1) make sure the subject never stops moving or (2) change the strength and direction of the mag-
netic field. Electromagnetic tracking systems use the latter strategy to ensure the magnetic flux
changes. The transmitter not only emits a magnetic field, but also serves as a fixed reference about
which position and orientation of each sensor is reported.

Each receiving sensor contains three orthogonal coils used to detect the magnetic field emitted
by the transmitter using the principles of magnetic induction. The receiving coils are contained within
a 1-in3 plastic housing for protection and provide a convenient method for attaching the sensor to
the subject. The sensors are generally secured using double-sided tape and wrapped with an elasti-
cized band. Proprietary signal processing takes place in real time, compensating for the strength of
the earth’s magnetic field. Individual coil signals can be used to determine the orientation of the
sensor relative to the antenna generating the magnetic field. Each coil within the sensor detects three
signals from the transmitter (i.e., one for each antenna of the transmitter) for a total of nine signals.
These nine signals suffice to locate the position and orientation of the sensor relative to the trans-
mitter. For example, the receiving coil most parallel to the currently active transmitting antenna will
experience the largest EMF, while the more orthogonal the coil, the smaller the induced voltage.
Because each coil within a sensor is the same distance from the transmitter, it is possible to deter-
mine the distance and orientation of the sensor relative to the currently active antenna by comparing
the strength of the induced EMF in each coil to the strength of the emitted magnetic field.

There are two types of electromagnetic tracking systems that are used for the study of human
movement. The biggest difference between these systems is that one (e.g., Polhemus Incorporated)
uses an AC magnetic field, while the other type (e.g., Ascension Technology Corporation) uses a
pulsed DC magnetic field. The precision and accuracy of electromagnetic tracking systems is affected
by metallic objects, low-frequency electronic noise, and also by the distance of the sensor from the
transmitting antennae. The radius within which precise and accurate data are sampled depends on
the particular system and strength of the transmitter. However, when used in an ideal environment,
the precision and accuracy of both systems is more than adequate for studying human movement.
With proper setup, static accuracy of less than 2 mm RMS and 0.5° RMS for both systems is possible.
Real-time data can be sampled at a rate of up to 144 Hz depending on the system, the number of
sensors tracked and the type of data communication interface with the computer. These systems do
not suffer from line of sight problems typical of optoelectronic systems and are, therefore, ideal for
capturing complex movements.

6.3.3 Optical Methods: Camera-Based Systems

The most common method of recording human movement involves “filming” the motion of interest.
Historically, images were stored on conventional media such as 16 mm film or on videotape. Today’s
standard is based on digital technology, bypassing physical media per se, sending the data directly
to the computer. Data are commonly sampled between 50 and 240 frames per second, depending on
the movement of interest. For example, natural cadence walking is often sampled at a rate of 60 Hz,
while running and arm movements tend to be sampled at 100 Hz or faster. There are two types of
high-speed video-based systems that are used for studying human movement. The fundamental
difference between designs is related to their use of active or passive tracking targets.

Active tracking target systems use infrared light-emitting diodes to indicate the position of the
target in space. The diodes are pulsed in order so that only one target is illuminated (i.e., active) at a
time. Thus, if a target is not detected by a camera and then suddenly reappears in the camera’s field
of view, it will automatically be identified based on its order in the pulse sequence. Active target
systems are subject to “line of sight” problems common to all optical-based tracking systems. That is,
the target must be seen by a camera to be detected. Active targets emit a restricted angle of light that
may not be detected by the camera if the target rotates relative to the segment to which it is attached.
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A limitation of active target systems is that on-board electronics must be strapped to the subject
with leads to each of the diodes. These wires, combined with the subject being tethered to the
cameras can interfere with certain movements. Tetherless systems (i.e., telemetered systems) are
available; however, wires to each diode are still necessary.

In contrast, passive tracking targets merely reflect projected light and do not actively communi-
cate their position in space. It is therefore important that the tracking targets reflect more light than
surrounding objects. To promote this, tracking targets are covered with a highly reflective material,
most often in the form of retroreflective tape; however, reflective ink or paint can also be used. In
addition, a ring of stroboscopic LEDs mounted around the camera lens housing is used to illuminate
the tracking targets (see right panel of Fig. 6.4).

| = TP

FIGURE 6.4 (left panel) 10- and 25-mm retroreflective tape covered tracking targets. Note how
the targets are mounted on lightweight plastic pedestals. The pedestals make it easier to attach the
targets to the segment. (right panel) High-speed digital video camera used to “film” the position of
the tracking targets. Note the stroboscopic ring of LEDs around the lens of the camera.

Passive tracking targets typically range between 10 and 40 mm in diameter, with the size of the
target usually related to the field of view in which the movement takes place and the accuracy of
the experimental setup. There is a trade-off in target size since overly large targets may obscure the
detection of other targets, while too small of a target may not reflect sufficient light to be detected
by the cameras. A reasonable rule of thumb is that the diameter of the tracking targets should be
between 1 and 2 percent of the largest dimension of the calibrated workspace. The workspace may
be thought of as the region in which the movement will take place, and is generally defined during
a system calibration process (discussed in the subsection “Camera Calibration”).

The Role of the Video Camera. The determination of the three-dimensional coordinates of tracking
targets from multiple two-dimensional camera views is often taken for granted or treated as a black
box. In the sections that follow, we will discuss the basic principles of reconstructing three-dimensional
target coordinates from multiple camera images. It is advantageous to describe how the process
works for a single tracking target prior to discussing how three-dimensional kinematics of segmental
motion are calculated.

For the purposes of this discussion, we assume the image plane of our high-speed video camera
is a CCD (charge-coupled display) sensor. The image plane may be thought of as the exposure media
onto which real-world object-space is projected. The term object-space will be used to describe the
X, Y, Z inertial reference system in which the tracking targets move. Individual elements of the
sensor are arranged in a series of rows and columns, with each element responsible for converting
the intensity of light to a voltage such that the greater the intensity of light striking the element, the
greater the voltage. This is particularly relevant because the tracking targets should reflect more light
than all other objects detected by the camera. The matrix arrangement of light-sensitive elements is
illustrated schematically in Fig. 6.5. Note the internal u, v coordinate system of the image plane.

Consider the case where a single tracking target is detected by a camera and no other light-reflecting
objects are visible. The silver-shaded circle in Fig. 6.5 is used to depict the projection of the target
onto the imaging sensor. Clearly, other elements of the sensor would be excited to varying degrees
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depending on the ambient lighting, but have been turned [T
off for the sake of this example. Figure 6.5 is also help-
ful in depicting the effect of using binary thresholding to
suppress background light sources or reflective objects
other than the tracking targets. The idea is to suppress all
voltages below a user-specified threshold, which has the
effect of moving the light-reflective tracking targets to
the foreground. This is ideal since we are ultimately
concerned with locating the center of a prospective
target in u, v coordinates and do not want other sources
of light affecting the location of the computed center.
One method of determining the center of a target is to ~ FIGURE 6.5 Schematic representation of the
scan the matrix of light sensitive elements for transitions  light-sensitive clements of the imaging sensor.
. R . . The silver circle is the projection of a target onto
in voltage (i.e., edge detection) and fit a circle of best fit ;. image plane. Note the direction of the u, v
to the resulting “edges.” While this approach is concep-  reference axes.

tually straight forward, binary thresholding as described

here would eliminate useful information that could otherwise be used to determine the center of the
projected target at greater subpixel accuracy. For example, rather than simply treating each element
of the sensor as being on or off, we could use a weighted average of sensor element voltages and
a geometric constraint that the active elements form a circle. The center of the target in the image
plane is assumed to lie at the center of the circle.

If one were to draw a line from the center of the target in the image plane to the X, ¥, Z coordi-
nates of the target in object-space, it would be clear that the mapping between these spaces is not
unique since all targets lying on this line would map to the same u, v coordinates. From this it is evi-
dent that the location of a target in object-space cannot be determined using only one camera. This
raises a subtle but important distinction regarding the role of the camera in video-based motion
analysis. The camera does not actually record the location of a target in object-space, but rather
the role of the camera is to define a ray in the direction of the target. When multiple cameras view
the same target, the location of the target in object-space is assumed to lie at the intersection of the
directed rays from each camera. The cameras must first be calibrated before the intersection of these
rays can be calculated.

Camera Calibration. Each camera must be calibrated before it can contribute to locating a target
in object-space. Camera calibration defines a mapping from three-dimensional object-space into the
two-dimensional u, v coordinates of the camera. This mapping is expressed in Eq. (6.2) using homo-
geneous coordinates:

Y
(};VJ —A S 6.2)
1

where A is a scale factor relating the spaces, u and v are the image plane coordinates of a target,
A is a 3 x 4 transformation matrix, and X, ¥, Z are the coordinates of a target in object-space.
Expanding the right-hand side of Eq. (6.2) results in the following set of equations:

Au=opX+apY +03Z+0y, (6.3)
W =0y X +0pY +03Z + 0y, (6.4)

A=o3 X +03Y +033Z+03y (6.5)
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Substituting A into Eq. (6.3) and (6.4), and introducing the following:
By = ot /oty (6.6)

leads to two convenient expressions relating the coordinates of the center of the target in the image
plane and the location of the target in the object-space.

u=PyX+BpY +Bi3Z+B1y —ubyX —ufzY —usZ 6.7)

V=B X +PBpY +PpZ +Poy — vy X - vB3Y —vB3Z (6.8)

Note that the u, v coordinates of the target are known. Therefore, if the X, ¥, Z coordinates of the target
are also known, we are left with 11 unknowns (i.e., transformation parameters) in two equations. The
unknown betas (i.e., ;) can be determined if the X, ¥,
Z coordinates of at least six control points are detected
by the camera. That is, each control point provides two
equations that can be used to solve for the 11 unknown
betas. The term control point is used to make clear that
the X, ¥, Z coordinates for these targets are known, having
been accurately measured relative to the origin of the
object-space. The control points are used solely for the
purposes of calibrating the cameras and are removed
from the field of view once the cameras have been
calibrated. The distribution of the n = 6 control points
must not be colinear and the control points should
encompass the volume within which the movement will
take place. This volume is often referred to as the work-
space. One method of defining the workspace is to hang
four strings with a number control points attached to
each string, as shown in Fig. 6.6.

The direct linear transformation (DLT) proposed by
Abdel-Aziz and Karara (1971) is perhaps the most well-
FIGURE 6.6 The X, ¥, Z coordinates of the  known method of calibrating the cameras amongst those
control points (i.e., reflective targets) are known  conducting video-based motion analysis. The unknown
relative to the origin of the object-space. Once the  poqq for cach camera are related to internal and external
cameras have been calibrated, the hanging strings .
with the control points are removed from the field camera paramf:tets. Ex_amples of internal parameters
of view of the cameras. The black rectangle flush  include the principal distance from the center of the
with the floor is a force platform (see Sec. 6.4.5).  camera lens to the image plane and the u, v coordinates

of the principal point. (The principal point lies at the
intersection of the principal axis and the image plane.) Although the number of internal parameters
can vary depending on the accuracy of the geometric representation of the camera, the number of
external parameters remains fixed at six. The six external parameters (i.e., 3 position and 3 orientation)
describe the relationship between the internal camera coordinate system and the object-space.

Prior to development of the DLT method, the six external parameters were measured manually.
This was a painstaking process and subject to errors. The simple act of bumping a camera or repo-
sitioning the cameras for a new experimental setup involved remeasuring the external parameters.
The DLT greatly facilitated video-based motion analysis, providing a convenient method of solving
for the external camera parameters and determining the mapping from object-space to the u, v coor-
dinates of the image plane.

This discussion on camera calibration is not meant to be comprehensive. However, it does
provide the basic background for understanding how and why cameras are calibrated. Additional
terms can be added to the basic 11 parameter DLT model to correct for symmetrical and asymmetrical
lens distortions. These errors can be treated, in part, during camera calibration, and may also be
accounted for using lens correction maps provided by the manufacturer.
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In recent years, the so-called wand or dynamic calibration method has become widely used in place
of hanging strings with control points. In a dynamic calibration, two retroreflective targets attached to
a wand are moved throughout the entirety of the volume in which the movement will take place. The
targets on the wand are not control points per se because their locations in object-space are not known
a priori. However, since the coordinates of the two wand targets can be measured with respect to the
u, v coordinates of each camera and because the distance between targets should remain constant, the
cameras can be calibrated in an iterative manner until the length of the wand as detected by the cameras
matches the true length of the wand (i.e., distance between targets). Although the length of the wand
can be reconstructed very accurately using this method, the direction of the object-space reference axes
does not have to be known for determining the length. A static frame with a predefined origin and
control points arranged to define the object-space reference axes is placed in the field of view of the
“calibrated” cameras to establish the direction of the X, ¥, Z object-space axes.

Calculating Object-Space Coordinates. Once
the cameras have been calibrated and a set of betas

for each camera are known, the opposite approach X I:l
can be used to locate the position of a target in O

object-space. The term reconstruction is often used Camera 2
to describe the process of calculating three- (2, v2)

dimensional coordinates from multiple (n = 2)

camera views. Consider the example illustrated in

Fig. 6.7, where two cameras have a unique per-

spective of the same tracking target. The u, v coor-

dinates of the target in each camera view are Camera 1

known, as are the betas for both cameras as a result (uy, vy)

of the calibration. The unknowns in this case are

the X, Y, Z coordinates of the target in the object- . : S .
perspective of the tracking target in object-space (i.e.,

space. Remanglng Eq. (6.7) and (6.8) and adding gy, circle). The X, ¥, Z coordinates of the target can be
two more equations for the second camera leads to  calculated using the u, v coordinates and the betas deter-

FIGURE 6.7 Cameras 1 and 2 each have a unique

the following: mined during calibration.
= (B =105, ) X+ (Bla = B )Y+ (Bs — s ) Z + B 69)
vy = (Bar = iy )X + (oo = v )Y +(Bs — s ) Z + B (6.10)
ty = (Bry =By ) X +(Bro — 1B ¥ + (B — wafss ) Z + B ©.11)
vy = (B2 = a3y )X + (B = vaBa )Y + (Bos = a5 ) Z + B 6.12)

where the subscript on u and v indicates camera 1 or 2, with [5',_7 and B,j used to identify the betas for
cameras 1 and 2, respectively. We can express Egs. (6.9) through (6.12) compactly if we let C;;be
the terms in parentheses, where i indicates row and j column [see Eq. (6.13) for an example], and by
letting L; be the combination of the left-hand side and the lone beta on the right-hand side of
Eqgs. (6.9) through (6.12) [see Eq. (6.14) for an example]. Equation (6.15) reflects this compact notation.

Ch =(f5’||—”1|3‘3|) (6.13)

Ly = (u2_6I4) (6.14)
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(X\
YJ (6.15)
z

L=C

Since C is not a square matrix (it is 4 x 3), the unknown X, ¥, Z coordinates can be solved using the
Moore-Penrose generalized inverse, as follows:

[ X
LYJ - (cToy'cL (6.16)
7z

which, in essence, yields a least-squares solution for the X, ¥, Z coordinates of the tracking target.
The solution is easily expanded to account for n > 2 cameras.

While only two cameras are necessary to reconstruct the three-dimensional coordinates of a
tracking target in object-space, more than two cameras are recommended to help ensure that a
minimum of two cameras see the target every point in time. The cameras should be positioned so
that each has a unique perspective of the workspace. Ideally the cameras should be placed at an angle
of 90° with respect to one another. In practice this may not be possible, and every effort should be
taken to maintain a minimum separation angle of at least 60°.

6.4 ANALYSIS OF HUMAN MOTION: AN INVERSE
DYNAMICS APPROACH

The inverse dynamics approach is the most commonly used method to solve for unknown joint
reaction forces and moments. The analysis begins with the most distal segment, moving upward
through the kinematic chain, requiring that all external forces acting on the system are known.
A free-body diagram appropriate for a two-dimensional inverse dynamics analysis of the foot and
shank is illustrated in Fig. 6.8. This can be expressed mathematically in a generalized form suitable
for a two- or three-dimensional analysis of n segments.

SM, = I,dw, /dt (6.17)

SF, = mdv,ldt (6.18)

where Y M, is the sum of the moments acting on segment i, I, is the inertia tensor for segment i about
its center of mass (COM), and w; is the angular velocity of the segment. Forces acting on segment 7,
mass and linear velocity of the segment correspond to F,, m,, and v, respectively.

The three types of measurement fools described in Sec. 6.3 all provide kinematic data of some form.
For example, goniometers provide an estimate of joint angular position, while electromagnetic track-
ing systems output the relative position and orientation of the sensors attached to the segments. In
the case of video-based motion analysis, output data are in the form of target coordinates expressed
in the object-space. It is important to note that output from all of these devices contains some degree
of error. That is, the sampled signal is actually a combination of “true” signal and “noise.” This is an
important consideration because the equations of motion contain linear and angular acceleration
terms, values that are obtained by numerically differentiating the position data. Differentiating the
raw data will have the undesirable effect of magnifying the noise, which can severely compromise
the integrity of the results. An excellent discussion of this topic can be found in Winter (1990). The
point we wish to make is that the raw data should be treated to reduce or eliminate the amount of
contaminating noise before the data are used in subsequent calculations. This process of treating the
raw data is commonly referred to as data smoothing.
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FIGURE 6.8 Two-dimensional FBD of the foot and shank segments. Note how the forces
and moment acting at the distal end of the shank are equal in magnitude but opposite in direc-
tion compared to the forces and moment acting at the ankle. F and M are used to indicate
force and moment, respectively, with A and K used to distinguish between the ankle and knee
joints. The foot and shank segments are represented by fand s, while F;is used to denote the
external force acting on the foot.

Data Smoothing

As previously stated, all motion capture data contains some degree of noise. For example, consider
the plot in Fig. 6.9. The black dotted line is the trajectory of a tracking target attached to the shank
of a subject walking at a natural cadence. The data are limited to the stance phase of gait and have
not been treated (i.e., these data are “raw”). The thin line passing through the raw data is a smoothed
form of the original signal. The purpose of this section is to introduce several methods that are com-
monly used in biomechanical studies to smooth motion capture data.

For the purpose of this discussion, consider a single tracking target whose position has been
determined using video-based motion analysis. We begin by assuming the data were collected at an
adequate sampling rate to prevent aliasing of the signal. The sampling theorem states that the data
should be sampled at a rate of at least 2 times greater than the highest frequency component in the
signal being sampled. This minimum rate is commonly described as the Nyquist limit. It is not unrea-
sonable to sample the data at 5 times the Nyquist limit to ensure the integrity of the data in both the
frequency and time domains. Historically, sampling at such a high rate was prohibitive due to con-
straints on disk space. Storage space, however, is no longer an issue and sampling data well above
the Nyquist limit is recommended.

Two general approaches of smoothing data include curve fitting and digital filtering. Both
approaches can yield similar results, however, the underlying theory behind each approach is different.
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Low Pass Butterworth Filter
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FIGURE 6.9 The bold black squares are raw data for the X-coordinate of a tracking target
attached to the shank of a subject during the stance phase of natural cadence walking, where Y is
the forward direction and Z is the vertical direction. The thin line is the result of filtering the raw
data in the forward and reverse direction using a fourth order Butterworth low-pass digital filter
set at a cutoff frequency of 6 Hz. The front and back ends of the raw data were padded prior to
filtering. Note how the thin line fits through the original raw data. The bold line is the result of filtering
the raw data using exactly the same Butterworth filter, with the only difference being that the raw
data were not padded prior to filtering. Clearly, the smoothed data represented by the bold line are
not suitable for analysis.

Curve Fitting. Curve fitting, as the name implies, involves fitting a function or a series of functions
through the raw data with a goodness of fit generally based on a least squares difference. For example,
polynomial regression and piecewise polynomial approximation are methods of curve fitting, the
latter of which is more commonly used when studying human movement. Cubic and quintic splines
are the more common of the piecewise approximation methods. These splines require a smoothing
parameter be specified to determine how closely the smoothed data fit through the original data
points. The goal is to select a smoothing parameter that does not over/under smooth the raw data. In
practice, it may be difficult to determine an ideal smoothing parameter. Algorithms have been created
in which an ideal smoothing parameter can be determined using a statistical procedure known as
generalized cross validation (GCV). The GCVSPL package (Woltring, 1986) is one such program
that uses GCV to identify an ideal smoothing parameter for the spline. A description of the GCVSPL
package and source code is available for download from the International Society of Biomechanics
(1999).

Digital Filtering. Digital filtering is another method that is used to smooth biomechanical data.
The concept is based on the fact that any signal, if sampled at an adequate rate can be recreated from
a series of sine and cosine waveforms of varying frequency. This principle can be used to reduce the
amount of noise, if the frequency content of the noise is known. For the sake of this example we
assume the acquired data are contaminated with high-frequency noise. Although a variety of digital
filters exist, we focus our attention on the Butterworth filter because it is perhaps the most widely
used filter in biomechanics research.

A low-pass Butterworth filter is designed to attenuate frequencies above a specified cutoff
frequency, while allowing frequencies below the cutoff to pass through the filter unattenuated.
Butterworth filters are not infinitely sharp. The order of the filter characterizes the sharpness, or how
much the signal is attenuated in the vicinity of the cutoff frequency. The higher the order, the sharper
the filter response. Computer implementation of a Butterworth filter is straightforward, which may
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be in part why it is so widely used. Although we described the role of the Butterworth filter as
extracting particular frequencies, the raw signal is actually filtered in the time domain as seen below.

Y =aX()+a X(t-D+a,X(t-2)+bY(t-1)+bY(t-2) (6.19)

where Y(7) and X(¢) are the filtered and raw data at time ¢. The (¢ x 1) and (¢ x 2) notation is used to
indicate data at 1 and 2 samples prior to the current time. Equation (6.19) is for a second-order
recursive filter; higher-order filters require additional recursive terms. The a and b coefficients for a
Butterworth low-pass filter can be determined using the following equations:

o, = tan( ”f]:f) (6.20)
K, =20, 6.21)
Ky = o (6.22)
Ky= ZKL;’ (6.23)
K,
ay=a, = m (6.24)
a, = 2a, (6.25)
by =-2a, + K, (6.26)
by =1-2a, - K, (6.27)

where f, and f, are the cutoff frequency and the sampling frequency expressed in hertz, respectively.

Several practical considerations should be noted when using a Butterworth digital filter. First, we
see from Eq. (6.19) that the filtered data at time ¢ are related in a recursive manner to raw and
filtered data at times (¢ x 1) and (¢ x 2). This can cause problems at the beginning of the data set
unless the front end of the data is padded with extra data points. The bold line in Fig. (6.9) illustrates
the consequence of not padding the data set prior to filtering. Clearly the smoothed data at the beginning
(and also at the end!) of the data set are erroneous. Two methods of padding the front end of the data
involve reflecting the first n data points (15 or more generally work well for a second-order filter)
about data point #1, or simply by collecting more data than is actually needed. It should be noted
that this type of digital filter introduces a phase lag in the smoothed signal. The easiest method of
correcting for this phase lag is to refilter the already filtered data in the reverse direction. This will
shift the data in an equal and opposite direction, realigning the raw and filtered data temporally. Note
that filtering the already filtered data in the reverse direction will increase the sharpness of the filter
response. If the data are filtered in the reverse direction, it is advisable to pad the back end of the
data set for the reasons cited earlier.

The smooth thin line in Fig. 6.9 is the result of filtering the raw data in the forward and reverse
directions using a fourth-order, low-pass Butterworth filter set at a cutoff frequency of 6 Hz (note
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that the front and back ends of the raw data were padded). This raises an interesting question, that
is, how do we identify an appropriate cutoff frequency for the filter? There are a number of methods
that can be used to help select an appropriate cutoff frequency. An FFT can be used to examine the
content of the signal in the frequency domain, or one of several residual analysis methods can be
used (Jackson, 1979; Winter, 1990).

6.4.2 Tracking Motion of the Segment and Underlying Bone

We continue with our example of how motion data collected with a video-based tracking system is
used in an inverse dynamics analysis. Calculating joint kinetics from the observed kinematics and
the external forces acting on the body requires knowledge of how the bones are moving. In this
section, we describe how tracking targets attached to the segments can be used to track motion of
the underlying bones. We assume the target coordinates have been smoothed using an appropriate
method.

The first step in calculating joint and segmental kinematics is to define orthogonal anatomical
coordinate systems (ACSs) embedded in each segment. Because it is the kinematics of the underlying
bones that are most often of interest, we must define a set of reference axes that are anatomically
meaningful for the purposes of describing the motion. An ACS is constructed for each segment in
the kinematic chain. Retroreflective targets positioned over anatomical sites (hence the term
anatomical targets) are used to define the ACS for each segment. Consider the case in the left panel
of Fig. 6.10 where anatomical targets are positioned over the malleoli and femoral condyles. These
targets are used to define an ACS for the shank (ACS_ ). The frontal plane of the shank is defined
by fitting a plane through the four anatomical targets. The next step is to define the ankle and knee
joint centers, which are assumed to lie midway between the malleoli and femoral condyle targets,
respectively. The longitudinal axis of the shank lies in the previously defined plane, originating at
the distal joint center (i.e., the ankle joint) and pointing in the direction of the knee joint center. The
origin of the ACS, . is set at the COM of the segment. The COM lies along the longitudinal axis,
at a location generally determined using anthropometric lookup tables (see Sec. 6.4.4). The unit
vector X, originating at the COM will be used to define the direction of the longitudinal axis of the

o' o a—29
X X
VA
ACSshank
O, ¥ (J—D

FIGURE 6.10 Retroreflective targets are placed over the medial and lateral
malleoli and femoral condyles (see left panel). These anatomical targets are
used to define the frontal plane of the shank (see middle panel). The X axis
projects from the ankle joint center towards the knee joint center. The Y axis
lies perpendicular to the frontal plane, with the Z axis given by the cross
product of X and Y. The orthogonal axes in the right panel represent the
ACS; .« Which is located at the COM of the segment.

shanl
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ACS,, .- An antero-posterior (AP) axis lies perpendicular to the frontal plane of the shank, with a
medio-lateral (ML) axis formed by the cross product of the longitudinal and AP axes. Unit vectors
Y, and Z_ originating at the COM of the shank are used to define the direction of the AP and ML
axes, respectively. The X, Y and Z_ unit vectors are orthonormal by way of construction and form
the basis of the ACS_,_ | (see right panel, Fig. 6.10).

A similar approach can be used to construct ACSs for other segments in the kinematic chain given
suitable placement of anatomical targets (Cappozzo et al., 1995). Figure 6.11 illustrates ACSs for the
shank and thigh without specifying the exact details of how the ACS. , was constructed.

Although anatomical targets are used to construct the ACSs, and it is motion of the ACSs that is
of interest, it is not practical to track motion of the anatomical targets because they are prone to being
knocked off, and in many cases pose line of sight problems. The medial malleolus and femoral
condyle targets are especially prone to these problems. From a data collection perspective, it is
easier to track targets attached to a segment that have been positioned for optimal viewing by the
cameras than it is to track targets over anatomical sites. If we define a relationship between the tracking
targets and the ACS, we can estimate how the bones are moving by tracking motion of targets on the
segment. The easiest way to do this is to construct a set of orthogonal axes using three tracking
targets and a series of vector cross products [Egs. (6.28) through (6.30)]. The resulting orthogonal
axes are illustrated in Fig. 6.12. These axes will be referred to as a local coordinate system.

i=A-C (6.28)
j=B-0xA-0 (6.29)
k=ixj (6.30)

where the X, Y, Z coordinates of tracking targets A, B, and C are known in the object-space.

! Ys

—
P
w1

= ) o::, FIGURE 6.12 Three tracking targets A, B and C are fastened

to a contour molded shell. The shell is attached to the segment

FIGURE 6.11 ACSs for the shank and thigh seg-  using an elasticized wrap or some other convenient method.

ments. The ACSs originate at the COM of each  Targets A, B, and C are used to construct an orthogonal local

segment. Note that changes in the knee angle will ~ coordinate system as per Eqs. (6.28) through (6.30). The origin

cause the relative orientation between the ACS, .~ of the local coordinate system has been drawn in the middle of
and ACS,, . . to change. the figure for convenience.

thigh
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The relative position and orientation of the local coordinate system and the ACS can be repre-
sented as a translation vector relating their origins and a rotation matrix of direction cosines.
Moreover, the relative position and orientation between the local coordinate system and the ACS
should not change if we assume the segment is rigid. This relationship can be used to estimate the
position and orientation of the ACS at any point in time by tracking motion of targets attached to the
segment. This idea is easily expanded to multiple segments and forms the basis for comparing
relative motion between adjacent bones (i.e., ACSs).

Constructing a local coordinate system for the purposes of estimating motion of the ACS is a
straightforward and convenient method. However, the position and orientation of the local coordinate
system is generally sensitive to errors in the coordinates of the tracking targets, and therefore, the
estimated position and orientation of the ACS will also be affected. For this reason, it is generally
advantageous to use more than three targets per segment and a least squares method to track motion
of the segment and underlying bone. The singular value decomposition (SVD) method has been used
to this end with good success (Soderkvist & Wedin, 1993; Cheze et al., 1995). The SVD method
maps all of the tracking targets (n = 3) from position a to position b using a least squares approxi-
mation. This is illustrated schematically in Fig. 6.13 and represented algebraically in Eq. (6.31).

[R] } )
r’ min 3 [Ra; +d-b, | 6.31)
i=1

where n represents the number of targets attached to

the segment, with @, and b, used to indicate the

object-space coordinates of the individual tracking

targets. R is a 3 x 3 rotation matrix, while d is a

Position b displacement vector that, when combined with R,

maps all targets in a least squares sense from their

FIGURE 6.13 Least squares mapping of the tracking ~ position in a to their position in b. Because the

targets from position a to position b. Ris a 3 x 3 coordinates of the tracking targets are also known

rotation matrix and d is a displacement vector. relative to the ACS, the same least squares approach

can be used to determine how the ACS moved

between position a and position b. Note that although

this example maps the targets on the same segment, this idea can also be used to determine relative
kinematics between adjacent segments (cf. Soderkvist & Wedin, 1993).

Position a

6.4.3 Joint Kinematics: Relative Motion between Adjacent Anatomical
Coordinate Systems

It is clear from Fig. 6.11 that changing the knee angle will affect the relative orientation between the
ACS, . and the ACSlhigh. The orientation at any point in time can be represented by a 3 x 3 matrix
of direction cosines. The nine elements of the direction cosine matrix are related to an ordered
sequence of rotations about a particular set of axes. This can be visualized by starting out with the
ACS, . and ACS .  initially aligned, moving the ACS_ . into its final orientation relative to the
ACS,; ah by rotating about the Z , ¥Y', X" axes of a moving reference frame. The ACS . is the moving
reference in our example. The prime superscripts indicate that the orientation of the primed axes is
related to a previous rotation. The first rotation in the Z, Y', X" sequence takes place about the ML
axis of the ACSyiq,, (or equivalently about the Z axis of the ACSg,,y because both ACSs are aligned at
the onset!). The Y’ axis about which the second rotation occurs is perpendicular to both the ML axis
of the thigh and the longitudinal axis of the shank. This mutually perpendicular axis is often called
the line of nodes (or floating axis in joint coordinate system terminology). The line of nodes is
formed by the vector cross product of the ML axis of the thigh and the longitudinal axis of the shank.
The final rotation takes place about the longitudinal axis of the shank (i.e., X"). Note the double
superscript indicating the orientation of the longitudinal axis has been influenced by two previous
rotations about the Z and Y’ axes. These ordered rotations are known as Euler Z, Y', X" angles. The
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Euler angles described here are commonly reported in biomechanical studies (e.g., Grood and
Suntay, 1983) because the rotations take place about clinically meaningful axes corresponding
to joint flexion-extension (Z), abduction-adduction (Y'), and internal-external rotation (X"). The
Z,Y', X" sequence of rotations is expressed using matrix notation in Eq. (6.32), with the elements
of the individual matrices shown in Eq. (6.33).

R =[R I[R,1[R,] (6.32)
1 0 0 cos6 O sinB cos¢p -sing O
R..=]0 cosy —siny R,=| 0 1 0 R, =|sin¢ cos¢p O (6.33)
0 siny cosy —-sin® 0 cosO 0 0 1

where ¢, 0, and ¢ are the Euler angles about the Z, Y', X" axes, respectively. Expanding Eq. (6.33)
using the matrices from Eq. (6.33) leads to the rotation matrix R in Eq. (6.34).

cos(9)cos(B) cos(¢)sin(0)sin(y) —sin(p)cos(y) cos(Pp)sin(0) cos(y) + sin(¢P) sin(rp)
R = | sin(¢)cos(0) sin(¢)sin(0)sin(y) + cos(p)cos(y) sin(¢p)sin(0)cos(y) — cos(¢p)sin(r)
—sin(0) cos(0)sin(y) cos(0)cos(y)

(6.34)

It is easy to show that a different sequence of rotations can be used to move the ACS, = from its
initially aligned position to its final orientation relative to the ACSy,;gn. Because matrix multiplica-
tion is not commutative in general, the terms of R in Eq. (6.34) will differ depending on the sequence
of rotations selected. Equations (6.35) through (6.37) can be used to determine the Euler angles for
this particular sequence of rotations:

o= arctan( } (6.35)

0 = arctan (o | (6.36)
L \/’112 + ’212 J

a.rctan[ ) (6.37)

where T is the element in the ith row and jth column of matrix R.
The methods outlined above can also be used to calculate segmental kinematics. For example,
rather than calculating the relative orientation between the shank and thigh at time 1, we can use

Euler angles to determine the relative orientation between the ACS_,_ . at times | and 2.

6.4.4 Body Segment Parameters

Reexamining Eqs. (6.17) and (6.18), we see that estimates for mass (m) and the inertia tensor (/) for
each segment are required to determine the right-hand side of the equations. Several other terms,
including the location of the center of mass and the distances from the distal and proximal joint
centers to the COM, are embedded in the left-hand side of Eq. (6.18). The term body segment
parameters (BSP) is used to describe this collection of anthropometric information.
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There are essentially two approaches that are used for estimating BSP values. The more exact
approach is to measure the BSP values experimentally. In practice, this is rarely done because the
process is tedious, subject to error, and certainly not practical to perform for every subject. Because
the BSP values are difficult to measure accurately, they are generally estimated using anthropometric
lookup tables and/or regression equations (e.g., Dempster, 1955; Winter, 1990; Zatsiorsky and
Seluyanov, 1985).

For the case of a two-dimensional analysis, when motion is assumed planar, the moment of
inertia in Eq. (6.18) takes on a single value. In the case of a three-dimensional analysis, I becomes
a 3 x 3 inertia tensor. The main diagonal of the inertia tensor is constant and the off-diagonal
elements vanish when the principal axis of inertia is aligned with the axes of the ACS. The
diagonal matrix in Eq. (6.38) reflects this alignment and is the form used in Eq. (6.18) for a
three-dimensional analysis in which the moments are expressed in the ACS of the segment.

I, 0 0
I=|0 I, 0 (6.38)
0 0 1,

If we assume that each segment is a homogeneous solid of known geometry, we can use standard
formulas for calculating mass moment of inertia about the X, ¥, and Z axes.

6.4.5 Force Transducers

The role of a force transducer is to record external forces acting on the body. Force plates used in
gait and postural studies to measure ground reaction forces are perhaps the most familiar type of
force transducer used in biomechanics. A force platform is sensitive to the load a subject applies to
the plate, with the plate exerting an equal and opposite load on the subject (hence the term ground
reaction forces). Although we will limit our discussion to force plates, we wish to point out that other
types of force transducers are used in the study of human movement. For example, multiaxial load
cells are used to investigate the motor control of arm movements (e.g., Buchanan et al., 1993, 1998).

Commercially available force platforms use one of the two different measuring principles to
determine the applied load. The first type of force plates use strain gauge technology to indirectly
measure the force applied to the plate (e.g., AMTI and Bertec), while the second type uses piezo-
electric quartz (e.g., Kistler). Piezoelectric materials produce an electrical charge directly propor-
tional to the magnitude of the applied load. In this section, we focus on how the output of a force
platform is used in an inverse dynamics analysis, without considering how the forces and moments
detected by the plate are calculated.

Force platforms are used to resolve the load a subject applies to the ground. These forces and
moments are measured about X, ¥, and Z axes specific to the force platform. In general, the
orientation of the force platform axes will differ from the orientation of the reference axes of the
object-space. This is illustrated schematically in Fig. 6.14. Thus, it is necessary that the ground reaction
forces be transformed into the appropriate reference system before they are used in subsequent
calculations. For example, the ground reaction forces acting on the foot should be transformed into
the foot coordinate system, if ankle joint forces and moments are expressed in an anatomically
meaningful reference system (i.e., about axes of the ACS,_ ).

Another variable that must be considered is the location of the external force acting on the
system. For the case of a subject stepping on a force platform, the location of the applied load is
assumed to act at the center of pressure (COP). The term is aptly named since the subject really
applies a distributed pressure to the top surface of the force plate that is treated as an equivalent point
force. As with the forces and moments, the location of the COP in the force platform system should
be transformed into the appropriate reference system. Other devices such as pressure insoles and
mats can measure pressure distributions, but are not suitable for three-dimensional motion analysis
because they do not provide a complete 6° of freedom history of the applied load. If the data from a
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Object-space Force platform

0,0,0)

FIGURE 6.14 Relationship between the reference axes of the force
platform and the reference axes of the object-space. In general, the refer-
ence axes will not be aligned. The force platform is located at a distance
0., O,, O_from the origin of the object-space.
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force platform are used in an inverse dynamics analysis, the data must be synchronized with the kine-
matic observations. Generally, analog data sampled from a force platform are collected at an integer
multiple of the video collection rate.

6.4.6 Example: Results from an Inverse Dynamics Analysis

We close this section by presenting several examples of joint kinematic and kinetic data calculated
using the methods outlined above. The ground reaction forces for a subject walking at a natural
cadence are illustrated in Fig. 6.15. The vertical component of the ground reaction force (GRF) is by
far the largest, with the peak AP component of the GRF next largest in magnitude. Notice how the
AP force component has both a negative phase and a positive phase corresponding to braking and
propulsive phases during stance. The first “hump” of the vertical component of the GRF corresponds
to a deceleration of the whole body COM during weight acceptance (note how this corresponds with
the AP braking force). The second “hump” in the vertical component of the GRF and the positive
phase of the AP force component accelerate the body COM upward and forward as the subject
prepares for push-off at the end of stance.

Newtons

FIGURE 6.15

Ground Reaction Forces
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ML = medio-lateral, AP = antero-posterior.

Ground reaction forces during the stance phase of natural cadence
walking. The stance phase begins at foot strike and ends when the foot leaves the ground.
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Ankle Plantarflexion Moment
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FIGURE 6.16 Sagittal plane ankle moment during the stance phase of natural cadence
walking. Notice the small dorsiflexion moment during the first 20 percent of stance. This
prevents the foot from “slapping” the ground shortly after contact. The large plantarflexion
moment during the latter half of stance helps propel the body upward and forward.

The curve in Fig. 6.16 is the sagittal plane ankle moment that was calculated using the data from
the force platform and Egs. (6.17) and (6.18). At the ankle, we see a small dorsiflexion moment
shortly after contact. This moment prevents the foot from “slapping” down during initial contact with
the ground (i.e., the dorsiflexion moment “pulls” the toes toward the shank). As the subject moves
into the latter half of stance, a sizable plantarflexion moment is generated as a main contributor to
the body’s forward progression. This increase in plantarflexion moment is due to the gastrocnemius
and soleus muscles contracting, essentially “pushing” the foot into the ground.

Also toward the end of the stance phase, the knee joint flexion angle increases in preparation for
push-off. (Think what would happen if the knee did not flex as the leg begins to swing.) The weight
acceptance period shortly after initial contact is mediated, in part, by the knee joint, which under-
goes a brief period of flexion (Fig. 6.17). During this initial period of stance, the knee acts as a

Knee Flexion Angle
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FIGURE 6.17 Knee flexion angle during the stance phase of natural cadence
walking. The initial period of flexion (0 to 20 percent stance) helps absorb the
shock of impact when the foot hits the ground. A second period of flexion begins
at approximately 70 percent of stance, increasing rapidly in preparation for the
swing phase.
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Knee Extension Moment
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FIGURE 6.18 Knee extension moment during the stance phase of natural
cadence walking. The net extension moment reveals that the quadriceps muscles are
the dominant group during stance. The initial small flexion moment is caused by the
vertical ground reaction force when the foot hits the ground.

spring, resisting the force of impact. Hence, in Fig. 6.18 we see that a substantial knee extension
moment is generated by the quadriceps muscle group to control knee flexion during this time.
Reporting the results of an inverse dynamics analysis in graphical form as we have done here
demonstrates the interdependence of the kinematic and kinetic variables. The figures are helpful
when communicating with an athlete or trainer in breaking down a movement pattern to determine
how performance might be improved. Inverse dynamics is also a valuable tool that is used to plan
surgical treatment and assess the outcome. For example, consider the case in Fig. 6.19. The right

FIGURE 6.19 Examples of a normally aligned (right
panel) and a genu varum (left panel) knee. A larger abduction
moment and reduced joint contact area for the genu varum
knee will lead to higher than normal stresses during stance.
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panel depicts a varus-aligned knee (i.e., genu varum). Genu varum is more commonly known as
bow-leggedness. Because the net moment is the result of all muscles acting about the joint, it is a
reasonable assumption that the medial compartment forces will be greater for the genu varum knee
than forces for the normally aligned knee. These increased forces coupled with reduced joint contact
area (the area being substantially less as it is mostly over the medial side) will lead to greater stresses
in the joint, which may predispose an individual to knee osteoarthritis. The abduction moments for
an unimpaired and a genu varum knee are shown in Fig. 6.20. Note how the mid-stance abduction
moment is significantly greater for the presurgical genu varum knee. The dashed line is the average
postsurgical mid-stance moment for patients who underwent high tibial osteotomy surgery, which is
a surgical procedure in which a wedge of bone is removed to better align the joint. Note that the mid-
stance knee abduction moment for these subjects has returned to near normal following surgery.

Knee Abduction Moment
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FIGURE 6.20 Stance phase knee abduction moment for a normally aligned and a
genu varum knee. Note the difference during mid-stance. The dashed grey line is the
postsurgical mean data for patients undergoing high tibial osteotomy to correct the genu
varum. The mean postsurgical mid-stance abduction moment (mean = 16 N-m) has
returned to a near normal level. [Data taken from Weidenhielm et al. (1995).]

These examples demonstrate how, using human movement analysis, we can calculate the
kinematics and kinetics during complex motions and how these, in turn, can be used to provide infor-
mation about clinical efficacy and athletic performance.

Kinematic and kinetic data reported in this chapter were calculated after the movements of
interest were collected. That is, the data were postprocessed. The study of human movement is a
dynamic field and advances in both hardware and software are providing new possibilities for the
way data are processed and displayed. This has opened up exciting new applications for video-based
motion analysis, including computing joint kinematics in real time. In the following section we
provide an overview of the processing flow in realtime motion analysis and present an example of
work we are conducting in our laboratory.

6.4.7 Real-Time Motion Capture and Data Visualization

Real-time motion capture and data visualization has become a reality in recent years due to improve-
ments in hardware, software, and ever increasing computing power. It is now possible to view a
recorded motions and resulting kinematics at almost exactly the same time the movement was
performed. There are numerous advantages of real-time data capture and visualization for those in
the entertainment industry, researchers, and clinicians. Animators and directors benefit because they
can decide if movements were done as the scene had intended rather than waiting hours or days only
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to find out there was a problem and the scene needs to be reshot. Researchers are using real-time
information from motion capture to provide patients with visual feedback on how they are performing
a task. Movement patterns can be modified using visual guidance by showing the patient their
pattern (e.g., knee angle) and how it compares to a target pattern. This allows the patient to visualize
how to change their movement pattern to match a desired trajectory. Clinicians are using real-time
motion capture to immerse patients in virtual environments providing a more stimulating exercise
and rehabilitation experience.

Processing Flow for Real-Time Motion Capture. Latency is the key to the “realness” of real-time
motion capture. For our purposes latency is the time difference between the initiation of a movement
and an accurate characterization of the movement as determined by the motion capture system.
A great deal happens between the time a marker is registered by a CCD sensor and the calculation of
three-dimensional kinematics. Not surprisingly, many factors affect latency including the number of
cameras being used, the number of markers that are tracked and of obviously the processing
speed of the CPU. It is helpful to understand the data processing flow from the image sensor to
desktop display when considering latency in the context of real-time motion capture. Although
specific details may vary from system to system, our goal in this section is to provide an overview
of the processing flow and describe how each step adds to the total latency. The steps involved for
a passive marker system can be summarized as follows:

1. Light-emitting diodes on the face of a camera illuminate retroreflective tracking markers in the
camera’s field of view. The diodes are strobed to coincide with the opening of the camera’s
shutter. Light is reflected back off each marker through the camera lens and excites a portion of
the CCD imaging sensor. The exposure time is related to the sampling frequency of the camera
and for some systems the exposure time can be set by the user. For our purposes we will assume
the exposure time is approximately 1 ms at sampling rates typically used when recording human
movement.

2. After exposure, the sensor is scanned and circle fitted to compute the center point of each marker
imaged by the sensor. The time required to do so is approximately 1/maximum frame rate. For
example, a camera that can sample up to 500 fps would require 2 ms to scan the sensor and
circle fit the data.

3. The two-dimensional camera coordinates (u, v) for each marker are packaged and sent to the data
acquisition computer via Ethernet. This is done very efficiently requiring approximately 1 ms for
the number of markers typical of human movement studies (i.e., <40 markers).

4. The data acquisition software must now reconstruct the three-dimensional X, Y, Z coordinates for
each marker and assign the coordinates to a model being tracking. Correct assignment is imper-
ative for accurate model tracking and the time required for this depends on the number of
cameras and markers used. This may take anywhere from 1 to 5 ms. The position and orientation
of the model has now been computed and the data can be sent to another process (i.e., rendered
to screen or sent to third party software).

The processing flow outlined in steps 1 to 4, and the times required for each step are approximate
values. To accurately determine true latency requires access to low-level system architecture.
Qualisys Inc., has reported latency figures for their 6 camera Oqus system tracking 36 markers at
160 fps. The total latency was 6 ms, which corresponds to a delay of 1 video frame. A delay of 1 to
2 video frames is a realistic goal for modern motion capture systems. It is important to note that this
delay is at the level of the motion capture system and does not include additional processing time
associated with rendering to the screen or processing in third party software for visualization. This
can add a significant layer of delay (10 to 30 ms) to the overall latency depending on how the
real-time data are used.

Real-Time Feedback: A Gait Retraining Example. The knee flexes during the initial portion of
stance and helps absorb the impact our body experiences with every step. Normal peak knee flexion
during this time varies from person to person, but is generally between 15° and 25° for healthy adults
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FIGURE 6.21 The subject in this example walks with a stiff knee gait. His peak knee flexion angle during weight
acceptance is less than 10°. This is re-created during standing (left panel) and provides the subject with a kines-
thetic sense of the flexion angle. The subject is encouraged to flex his knee to 25° (right panel). The real-time knee
flexion angle (26.7°) is displayed and the subject can modify his flexion angle accordingly. The screen is updated
every 30 ms.

(i.e., first peak in Fig. 6.17). Individuals who do not flex sufficiently during weight acceptance may
be at greater risk for developing tibial stress fractures. The real-time capabilities of the Qualisys
system can be used to help guide a patient on how they should adjust their pattern to match a target.
An example of this is shown in Fig. 6.21. The subject walks with a stiff knee gait and flexes less than
10° during weight acceptance. This is re-created while standing to give the subject visual feedback
regarding the flexion angle. In the right panel the subject is encouraged to practice flexing his knee
to 25°. Although this early phase of retraining is done while standing, it provides the subject with a
kinesthetic awareness of his knee positioning. Once the subject can achieve the desired angle
without visual guidance (i.e., numbers being displayed) he then practices walking so that the knee
flexion during weight acceptance is within a prescribed range. Performance can be monitored in real
time and used to direct changes that need to be made to achieve the desired target angle.

6.5 CONCLUDING REMARKS

In this chapter we have examined forward and inverse dynamics approaches to the study of human
motion. We have outlined the steps involved when using the inverse approach to studying movement
with a particular focus on human gait. This is perhaps the most commonly used method for examin-
ing joint kinetics. The forward or direct dynamics approach requires that one start with knowledge
of the neural command signal, the muscle forces, or, perhaps, the joint torques. These are then used
to compute kinematics.

Before concluding, a brief word might be said for hybrid approaches that combine both forward
and inverse dynamics approaches to meet in the middle. These methods record both the neural com-
mand signal (i.e., the EMG) and the joint position information using standard motion analysis meth-
ods as described in Sec. 6.4. The EMG is processed so as to determine muscle forces, which are then
summed together to yield joint moments. These same joint moments can also be computed from the
inverse dynamics. This provides a means by which to calibrate the EMG to muscle force relation-
ships. This method has been shown to work well with gait studies (Bessier, 2000) and has great
potential for studying altered muscle function associated with pathological gait, which cannot be
readily examined using optimization techniques.

The biomechanics of human movement is growing field, spanning many disciplines. As new tech-
niques are developed and shared across these disciplines, the field will continue to grow, allowing us
to peer deeper into the mechanics of movement.
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71 INTRODUCTION

As the nervous system plans and regulates movement, it does so by taking into account the mechan-
ical properties of the muscles, the mass and inertial properties of the body segments, and the exter-
nal forces arising from contact with the environment. These interactions can be represented
schematically as in Fig. 7.1, which suggests that the various elements of the neuromusculoskeletal
system can be compartmentalized and modeled independently.

Muscles provide the forces needed to make movement possible; they transmit their forces to ten-
dons, whose forces in turn cause rotation of the bones about the joints. Muscles, however, are not
simple force generators: the force developed by a muscle depends not only on the level of neural
excitation provided by the central nervous system (CNS), but also on the length and speed at which
the muscle is contracting. Thus, muscles are the interface between the neuromuscular and muscu-
loskeletal systems, and knowledge of their force-producing properties is crucial for understanding
how these two systems interact to produce coordinated movement.

In this chapter, we review the structure and properties of the neuromusculoskeletal system, and
show how the various components of this system can be idealized and described in mathematical terms.

153
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FIGURE 7.1 Schematic diagram showing how the human neuromusculoskeletal system can be com-
partmentalized for modeling purposes.
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Section 7.2 begins with an overview of the mechanical properties of muscle, tendon, ligament, and
cartilage. In Secs. 7.3 and 7.4, we focus on the structure of the body-segmental (skeletal) system, empha-
sizing how musculoskeletal geometry (i.e., muscle moment arms) converts linear actuation (muscu-
lotendon forces) into rotary (joint) motion. How motor output from the CNS is converted to muscle
activation and ultimately muscle force is described in Sec. 7.5. Section 7.6 presents two methods
commonly used to determine musculoskeletal loading during human movement. Representative
results of muscle, ligament, and joint-contact loading incurred during exercise and daily activity are
given in Sec. 7.7.

72 MECHANICAL PROPERTIES OF SOFT TISSUE

We focus our description of the mechanical properties of soft tissue on muscle, tendon, ligament, and
cartilage. The structure and properties of bone are treated elsewhere in this volume.

7.2.1 Muscle

Gross Structure. Muscles are molecular machines that convert chemical energy into force.
Individual muscle fibers are connected together by three levels of collagenous tissue: endomysium,
which surrounds individual muscle fibers; perimysium, which collects bundles of fibers into fasci-
cles; and epimysium, which encloses the entire muscle belly (Fig. 7.2a). This connective tissue
matrix connects muscle fibers to tendon and ultimately to bone.

Whole muscles are composed of groups of muscle fibers, which vary from 1 to 400 mm in
length and from 10 to 60 wm in diameter. Muscle fibers, in turn, are composed of groups of
myofibrils (Fig. 7.2b), and each myofibril is a series of sarcomeres added end to end (Fig. 7.2¢).
The sarcomere is both the structural and functional unit of skeletal muscle. During contraction,
the sarcomeres are shortened to about 70 percent of their uncontracted, resting length. Electron
microscopy and biochemical analysis have shown that each sarcomere contains two types of fil-
aments: thick filaments, composed of myosin, and thin filaments, containing actin (Fig. 7.2d).
Near the center of the sarcomere, thin filaments overlap with thick filaments to form the Al zone
(Fig. 7.2e).

In Secs. “Force-Length Property” and “Force-Velocity Property” the force-length and force-
velocity properties of muscle are assumed to be scaled-up versions of the properties of muscle fibers,
which in turn are assumed to be scaled-up versions of properties of sarcomeres.

Force-Length Property. The steady-state property of muscle is defined by its isometric force-
length curve, which is obtained when activation and fiber length are both held constant. When
a muscle is held isometric and is fully activated, it develops a steady force. The difference
in force developed when the muscle is activated and when the muscle is passive is called the
active muscle force (Fig. 7.3a). The region where active muscle force is generated is (nominally)
0.5 ll},w <M< 1‘5134, where léw is the length at which active muscle force peaks; that is, F M_ FOM,
when (M =l(1,”; l(’)M is called muscle fiber resting length or optimal muscle fiber length and
FOM is the maximum isometric force developed by the muscle (Zajac and Gordon, 1989). In Fig. 7.3a,
passive muscle tissue bears no force at length [ UM . The force-length property of muscle tissue that
is less than fully activated can be considered to be a scaled down version of the one that is fully
activated (Fig. 7.3b). Muscle tissue can be less than fully activated when some or all of its fibers
are less than fully activated.

The shape of the active force-length curve (Fig. 7.3) is explained by the experimental observa-
tion that active muscle force varies with the amount of overlap between the thick and thin filaments
within a sarcomere (see also the subsection “Mechanism of Muscle Contraction” under Sec. 5.2).
The muscle force-striation spacing curve given in Fig. 7.3¢ shows that there is minimal overlap of
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Enoka (1994).]



BIOMECHANICS OF THE MUSCULOSKELETAL SYSTEM 157

A B

‘_

4+
-—
+— W
<+ o
-~ —

~ [} B ]
g 100~ '
= ' '
g 80— ' '
- :
g 60 : :
S 40 - -
s w0l :
= 0 E/1271 1167 |20 '225] l ~ 365 |
=~ 10 1.5 2.0 2.5 3.0 3.5 4.0

Striation spacing ([m)

(um) ja—0.99—swla—— 1.67 ——|4—0.99—m}

FIGURE 7.3 Force-length curve for muscle. (a) Isometric force-length properties when muscle is fully activated. Total =
active + passive. (b) Isometric force-length properties when activation level is halved. Symbols defined in text. [Modified from
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the thick and thin filaments at a sarcomere length of 3.5 um, whereas at a length of about 2.0 um
there is maximum overlap between the cross-bridges. As sarcomere length decreases to 1.5 um, the
filaments slide farther over one another, and the amount of filament overlap again decreases. Thus,
muscle force varies with sarcomere length because of the change in the number of potential cross-
bridge attachments formed.
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FIGURE 7.4 Force-velocity curve for muscle when (a) muscle tissue is
fully activated, and (b) when activation is halved. Symbols defined in text.
Modified from Zajac and Gordon (1989).

Force-Velocity Property. When a constant load is applied to a fully activated muscle, the muscle
will shorten (concentric contraction) if the applied load is less than the maximum isometric force
developed by the muscle for the length at which the muscle is initially contracting. If the applied load
is greater than the muscle’s maximum isometric force at that length, then the muscle will lengthen
(eccentric contraction). From a set of length trajectories obtained by applying different loads to short-
ening and lengthening muscle, an empirical force-velocity relation can be derived for any muscle
length [M (Fig. 7.4a). At the optimal fiber length lf,w , @ maximum shortening velocity v,,.,, can be
defined such that the muscle tissue cannot resist any load even when it is fully activated (Fig. 7.4a).
As with the force-length curve, it is commonly assumed that the force-velocity relation scales pro-
portionally with activation, although some studies have found that the maximum shortening velocity,
Vmax» 18 also a function of muscle length (Fig. 7.4b).

72.2 Tendon and Ligament

Gross Structure. Tendon connects muscle to bone, whereas ligament connects bone to bone. The
main difference between the structure of tendon and ligament is the organization of the collagen
fibril. In tendon, the fibrils are arranged longitudinally in parallel to maximize the resistance to tensile
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(pulling) forces exerted by muscle. In ligament, the fibrils are generally aligned in parallel with some
oblique or spiral arrangements to accommodate forces applied in different directions.

Tendons and ligaments are dense connective tissues that contain collagen, elastin, proteoglycans,
water, and fibroblasts. Approximately 70 to 80 percent of the dry weight of tendon and ligament
consists of Type I collagen, which is a fibrous protein. Whole tendon is comprised of bundles of
fascicles, each made up in turn of bundles of fibrils (Fig. 7.5). The collagen fibril is the basic
load-bearing unit of tendon and ligament. The fibril consists of bundles of microfibrils held
together by biochemical bonds (called cross-links) between the collagen molecules. Because
these cross-links bind the microfibrils together, the number and state of the cross-links are
thought to have a significant effect on the strength of the connective tissue.

Stress-Strain Property. When a tensile force is applied to tendon or ligament at its resting length,
the tissue stretches. Figure 7.6 shows the force-length curves for three different muscle tendons and
one knee ligament found in humans. These data show that the medial patellar tendon is much
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stronger than either the gracilis or fascia lata tendons. Interestingly, the anterior cruciate ligament is
also stronger than the gracilis and fascia lata tendons, and is slightly more compliant as well.
Force-length curves can be normalized to subtract out the effects of geometry; thus, force can be
normalized by dividing by the cross-sectional area of a tissue, while length can be normalized by
dividing by the initial length of the tendon or ligament. The resulting stress-strain curve displays
three characteristic regions: the toe region, the linear region, and the failure region (Fig. 7.7). The toe
region corresponds to the initial part of the stress-strain curve and describes the mechanical behav-
ior of the collagen fibers as they are being stretched and straightened from the initial, resting zigzag
pattern. The linear region describes the elastic behavior of the tissue, and the slope of the curve in
this region represents the elastic modulus of the tendon or ligament. The failure region describes
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plastic changes undergone by the tissue, where a small number of fibrils first rupture, followed by
ultimate failure of the whole tissue.

7.2.3 Articular Cartilage

Articular cartilage is a white, dense, connective tissue, which appears as a layer anywhere from
1 to 5 mm thick on the bony articulating ends of a diarthrodial joint. Cartilage is multiphasic,
nonlinearly permeable, and viscoelastic. It consists of two phases: a solid organic matrix, composed
predominantly of collagen fibrils and proteoglycan macromolecules, and a movable interstitial fluid
phase, composed primarily of water. The ratio by wet weight of these two phases is approximately
4:1, with water accounting for roughly 80 percent of the total mass.

In mathematical models of healthy human joints, cartilage is often represented as a single-
phase, elastic material with homogeneous and isotropic properties. This approximation is valid,
provided only the short-term response of the tissue is of interest; when cartilage is loaded for
1 to 5 seconds, its response is more or less elastic (Hayes and Bodine, 1978; Hori and Mockros,
1976; Mak, 1986). In the long term, however, say more than 1 minute, the response of the tissue
is dominated by the nonlinear, viscoelastic properties of creep and stress relaxation (Hayes and
Mockros, 1971; Mow et al., 1984).

Kempson (1980) performed uniaxial compression tests on an isolated cylinder of cartilage.
Values of the elastic (Young’s) modulus for articular cartilage of the human knee ranged from
E = 8.4 to E = 15.4 MPa when measured 0.2 second after application of the force. Hori and
Mockros (1976) estimated the values of elastic modulus and Poisson’s ratio at 1 second of loading
by conducting torsion and confined compression tests on cartilage of the human tibia. The elastic
modulus of normal cartilage was reported to lie in the range E = 5.6 to E = 10.2 MPa, and that of
degenerate cartilage in the range E = 1.4 to E = 9.3 MPa. Poisson’s ratio for normal and degenerate
cartilage was also found to lie in the range vV = 0.42 to v = 0.49.
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7.3 BODY-SEGMENTAL DYNAMICS

7.3.1 Generalized Coordinates and Degrees of Freedom

The minimum number of coordinates needed to specify the position and orientation of a body in
space is the set of generalized coordinates for the body. The number of degrees of freedom (dof) of
the body is equal to the number of generalized coordinates minus the number of kinematic con-
straints acting on the body at the instant under consideration (Kane and Levinson, 1985). For exam-
ple, the number of dof of a joint is at most 6:3 associated with the orientation of one segment relative
to the other (6;, 6,, 05in Fig. 7.8a), and 3 associated with the position of a point on one segment rel-
ative to the other segment (X, ¥, z in Fig. 7.8a).

In coordination studies, models of joints are kept as simple as possible. In studies of walking, for
example, the hip is often assumed to be a ball-and-socket joint, with the femur only rotating relative
to the pelvis (Anderson and Pandy, in press). Thus, the position of the femur relative to the pelvis
can be described by three angles, as illustrated in Fig. 7.8b. In jumping, pedaling, and rising from a
chair, the hip may even be assumed to be a simple hinge joint, in which case the position of the femur
relative to the pelvis is described by just one angle, as shown in Fig. 7.8c.

Contact with the environment serves to constrain the motion of the body segments during a
motor task. Consider the task of vertical jumping, as illustrated in Fig. 7.9. Assuming that move-
ment of the body segments is constrained to the sagittal plane, Fig. 7.9a indicates that the motor
task has 6 dof when the body is in the air (x,,y,, which specify the position of the metatarsals
plus, 6,,0,,05,0,, which specify the orientation of the shank, thigh, and trunk, respectively).
When the metatarsals touch the ground, only four generalized coordinates are needed to specify the
position and orientation of the body segments relative to any point on the ground, and accordingly,

0, 0
P
P — 4
o 3 &
(.0
Z 13-.,
/62‘
A B C
6 degrees 3 degrees 1 degree
of freedom of freedom of freedom

FIGURE 7.8 Number of degrees of freedom (dof) of a joint. See text for explanation. [Modified from Zajac and
Gordon (1989).]
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FIGURE 7.9 Number of dofs of a motor task such as landing from a vertical jump. See text for explanation.
[Modified from Zajac and Gordon (1989).]

the motor task has only 4 dof (Fig. 7.9b). Similarly, when the feet are flat on the ground, the
number of generalized coordinates and the number of dof are each correspondingly reduced by 1
(Fig. 7.9¢).

7.3.2 Equations of Motion

Once a set of generalized coordinates has been specified and a kinematic model of the motor task
has been defined, the governing equations of motion for the motor task can be written. The num-
ber of dynamical equations of motion is equal to the number of dof of the motor task; thus, if the
number of dof changes during a motor task (see Fig. 7.9), so too will the structure of the equations
of motion.

Different methods are available to derive the dynamical equations of motion for a motor task. In
the Newton-Euler method (Pandy and Berme, 1988), free-body diagrams are constructed to show the
external forces and torques acting on each body segment. The relationships between forces and lin-
ear accelerations of the centers of mass of the segments are written using Newton’s second law
(ZF = ma), and the relationships between torques and angular accelerations of the segments are writ-
ten using Euler’s equation T = Ia.).

The Newton-Euler method is well suited to a recursive formulation of the kinematic and dynamic
equations of motion (Pandy and Berme, 1988); however, its main disadvantage is that all of the inter-
segmental forces must be eliminated before the governing equations of motion can be formed. In an
alternative formulation of the dynamical equations of motion, Kane’s method (Kane and Levinson,
1985), which is also referred to as Lagrange’s form of D’ Alembert’s principle, makes explicit use of
the fact that constraint forces do not contribute directly to the governing equations of motion. It has
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been shown that Kane’s formulation of the dynamical equations of motion is computationally more
efficient than its counterpart, the Newton-Euler method (Kane and Levinson, 1983).
The governing equations of motion for any multijoint system can be expressed as

M(q) G +C(q) 4> +G(q)+ R(q) FM" +E(q,q) = 0 (7.1)

where q, q, q are vectors of the generalized coordinates, velocities, accelerations, respectively; M(q)
is the system mass matrix and M(q) § is a vector of inertial forces and torques; C(q) ¢’ is a vector
of centrifugal and Coriolis forces and torques; G(q) is a vector of gravitational forces and torques;
R(q) is the matrix of muscle moment arms (see Sec. 7.4.3), FMT is a vector of musculotendon
forces, and R(q) FMT is a vector of musculotendon torques; and E(q,q) is a vector of external
forces and torques applied to the body by the environment.

If the number of dof of the motor task is greater than, say, 4, a computer is needed to obtain Eq. (7.1)
explicitly. A number of commercial software packages are available for this purpose, including
AUTOLEYV by On-Line Dynamics Inc., SD/FAST by Symbolic Dynamics Inc., ADAMS by Mechanical
Dynamics Inc., and DADS by CADSI.

74 MUSCULOSKELETAL GEOMETRY

74.1

Modeling the Paths of Musculotendinous Actuators

Two different methods are used to model the paths of musculotendinous actuators in the body: the
straight-line method and the centroid-line method. In the straight-line method, the path of a muscu-
lotendinous actuator (muscle and tendon combined) is represented by a straight line joining the cen-
troids of the tendon attachment sites (Jensen and Davy, 1975). Although this method is easy to
implement, it may not produce meaningful results when a muscle wraps around a bone or another
muscle (see Fig. 7.10). In the centroid-line method, the path of the musculotendinous actuator is rep-
resented as a line passing through the locus of cross-sectional centroids of the actuator (Jensen and
Davy, 1975). Although the actuator’s line of action is represented more accurately in this way, the
centroid-line method can be difficult to apply because (1) it may not be possible to obtain the loca-
tions of the actuator’s cross-sectional centroids for even a single position of the body and (2) even if
an actuator’s centroid path is known for one position of the body, it is practically impossible to deter-
mine how this path changes as body position changes.

One way of addressing this problem is to introduce effective attachment sites or via points at spe-
cific locations along the centroid path of the actuator. In this approach, the actuator’s line of action
is defined using either straight-line segments or a combination of straight-line and curved-line seg-
ments between each set of via points (Brand et al., 1982; Delp et al., 1990). The via points remain
fixed relative to the bones even as the joints move, and muscle wrapping is taken into account by
making the via points active or inactive depending on the configuration of the joint. This method
works quite well when a muscle spans a 1-dof hinge joint, but it can lead to discontinuities in the
calculated values of moment arms when joints have more than 1 rotational dof (Fig. 7.10).

74.2 Obstacle-Set Method

An alternate approach, called the obstacle-set method, idealizes each musculotendinous actuator as
a frictionless elastic band that can slide freely over the bones and other actuators as the configura-
tion of the joint changes (Garner and Pandy, 2000). The musculotendinous path is defined by a series
of straight-line and curved-line segments joined together by via points, which may or may not be
fixed relative to the bones.

To illustrate this method, consider the example shown in Fig. 7.11, where the path of the actu-
ator is constrained by a single obstacle, which is fixed to bone A. (An obstacle is defined as any
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range of elbow flexion, with the humerus positioned alongside the torso in neutral
rotation (solid lines) and in 45° internal rotation (dotted lines). Bottom: Expanded
scale of the graph above, where the moment arms obtained using the fixed-via-point
and obstacle-set models are shown near the elbow flexion angle where the muscle
first begins to wrap around the obstacle (cylinder) placed at the elbow [see part (a)].
The fixed-via-point model produces a discontinuity in moment arm when the shoul-
der is rotated 45° internally (fixed, dotted line). [Modified from Garner and Pandy
(2000).]

regular-shaped rigid body that is used to model the shape of a constraining anatomical structure
such as a bone or another muscle.) The actuator’s path is defined by the positions of the five fixed
via points and the positions of the two obstacles via points. (A fixed via point remains fixed in a
bone reference frame and is always active; an obstacle via point is not fixed in any reference frame,
but is constrained to move on the surface of an underlying obstacle.) Via points P and P, are fixed
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FIGURE 7.11 Schematic of a hypothetical muscle (a) represented by the obstacle-set
model (b and ¢). The muscle spans a single joint that connects bones A and B. Reference
frames attached to the bones are used to describe the position and orientation of the bones
relative to each other. At certain joint configurations, the muscle contacts the bones and
causes the centroid path of the muscle to deviate from a straight line (). The muscle path
is modeled using a total of 7 via points: 5 of these are fixed via points (P, P,, S, S,, S,);
the remaining 2 are obstacle via points (Q, T) which move relative to the bones and the
obstacle. Points P, and S, are the origin and insertion of the muscle. Points P, and S, are
bounding-fixed via points. The obstacle is shown as a shaded circle, which represents the
cross section of a sphere or cylinder. An obstacle reference frame positions and orients
the obstacle relative to the bones. The obstacle is made larger than the cross sections of
the bones in order to account for the thickness of the muscle belly. The obstacle set is
defined by the obstacle, the 4 via points (P,, Q, T, S;), and the segments of the muscle
path between the via points P, and S,. At some joint configurations, the muscle path can
lose contact with the obstacle, and the obstacle via points then become inactive (c). See
Garner and Pandy (2000) for details of the obstacle-set method. [Modified from Garner
and Pandy (2000).]
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to bone A, while S, S,, and §; are fixed to bone B. For a given configuration of the joint, the path
of all segments of the muscle are known, except those between the bounding fixed via points, P, and
S5. The path of the actuator is known once the positions of the obstacle via points Q and T have
been found.

Figure 7.12 shows a computational algorithm that can be used to model the centroid path of a
musculotendinous actuator for a given configuration of the joints in the body. There are four steps in
the computational algorithm. Given the relative positions of the bones, the locations of all fixed via
points are known and can be expressed in the obstacle reference frame (Fig. 7.12, Step 1). The locations

Parameters and inputs

A 4
A

Express bounding fixed via points
in obstacle reference frame

Step 1

A

Step 2 Assume all obstacle via

points are active

Compute locations of active
obstacle via points
[Appendices C-F
in Garner and Pandy (2000)]

A4

A
A

] Use obstacle set
Step 3 Determine wrapping conditions for appropriate for
obstacle via points reduced set of
[Appendix A obstacle via points
in Garner and Pandy (2000)] 7'y

¢—l

Any obstacle Remove inactive
via points YeS | viapoints from >
inactive path

no I

l

A

Step 4 Compute lengths of path segments

based on locations of active
obstacle via points

Outputs

FIGURE 7.12  Flowchart of the obstacle-set algorithm. See text for details.
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of the remaining via points in the actuator’s path, the obstacle via points, can be calculated using one
or more of the four different obstacle sets given in Apps. C through F in Garner and Pandy (2000)
(Fig. 7.12, Step 2). Once the locations of the obstacle via points are known, a check is made to deter-
mine whether any of these points should be inactive (Fig. 7.12, Step 3). If an obstacle via point
should be inactive, it is removed from the actuator’s path and the locations of the remaining obstacle
via points are then recomputed (Fig. 7.12, repeat Steps 2 and 3). Finally, the lengths of the segments
between all of the active via points along the actuator’s path are computed (Fig. 7.12, Step 4).

The computational algorithm shown in Fig. 7.12 was used to model the paths of the triceps brachii
muscle in the arm (Garner and Pandy, 2000). The muscle was separated into three segments: the
medial, lateral, and long heads (Fig. 7.13). The medial head [Fig. 7.13(1)] and lateral head [Fig. 7.13(3)]

FIGURE 7.13 Posterolateral view of the obstacle-set model used
to represent the paths of the triceps brachii in a model of the arm.
The medial head (1) and lateral head (3) were each modeled using a
single-cylinder obstacle set, which is not shown in the diagram. The
long head (2) was modeled using a double-cylinder obstacle set as
illustrated here. The locations of the attachment sites of the muscle
and the locations and orientations of the obstacles were chosen to
reproduce the centroid paths of each portion of the modeled muscle.
The geometry of the bones and the centroid paths of the muscles
were based on three-dimensional reconstructions of high-resolution
medical images obtained from the National Library of Medicine’s
Visible Human Male dataset. [Modified from Garner and Pandy
(2000).]
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were each modeled using a single-cylinder obstacle set (not shown in Fig. 7.13). The long head
[Fig. 7.13(2)] was modeled using a double-cylinder obstacle set as illustrated. The locations of the
attachment sites of each muscle segment and the loca-
tions and orientations of the obstacles were chosen to

reproduce the centroid paths of each head as accu- ’B
rately as possible. The geometry of the bones and the
centroid paths of the muscle segments were obtained
from three-dimensional reconstructions of high-resolution
medical images obtained from the National Library
of Medicine’s Visible Human Male dataset (Garner
and Pandy, 2001). Because the path of a muscle is not
improperly constrained by contact with neighboring
muscles and bones, the obstacle-set method produces not
only accurate estimates of muscle moment arms, but also
smooth moment arm-joint angle curves, as illustrated in
Fig. 7.10.

7.4.3 Muscle Moment Arms

Muscles develop forces and cause rotation of the bones
about a joint. The tendency of a musculotendinous
actuator to rotate a bone about a joint is described by
the actuator’s moment arm. Two methods are commonly
used to measure the moment arm of an actuator—the
geometric method and the tendon excursion method.
In the geometric method, a finite center of rotation is
found using x-rays, computed tomography, or magnetic
resonance imaging, and the moment arm is found by
measuring the perpendicular distance from the joint
center to the line of action of the muscle (Jensen and
Davy, 1975). In the tendon excursion method, the change
in length of the musculotendinous actuator is measured
as a function of the joint angle, and the moment arm is
obtained by evaluating the slope of the actuator-length

FIGURE 7.14 Two bodies, A and B, shown
articulating at a joint. Body A is fixed in an iner-
tial reference frame, and body B moves relative to

versus joint-angle curve over the full range of joint
movement (An et al., 1983).

Consider two body segments, A and B, which articu-
late at a joint (Fig. 7.14). By considering the instantaneous
power delivered by a musculotendinous actuator to body
B, it can be shown that the moment arm of the actuator can
be written as (Pandy, 1999):

it. The path of a generic muscle is represented by
the origin S on B, the insertion N on A, and 3
intermediate via points P, Q, and R. Q and R are
via points arising from contact of the muscle path
with body B. Via point P arises from contact of the
muscle path with body A. The ISA of B relative to
A is defined by the angular velocity vector of B in
AA®B). [Modified from Pandy (1999).]

M AANB

r=C"o ~rOQxI:‘M)A(f)B

(7.2)
where F" is the musculotendinous force directed from the effective 1nsert10n of the actuator on body
B (point Q) to the effective origin of the actuator on body A (point P), “®” is a unit vector that spec-
ifies the direction of the angular velocity of body B in body A [i.e., parallel to the instantaneous axis
of rotation (ISA) of body B relative to body A], r? is a position vector directed from any point O
on the ISA to any point Q on the line of action of the actuator between its origin and insertion s1tes
and FM is a unit vector in the direction of the actuator force F¥ (see Fig. 7.14). In Eq. (7.2), M is
the moment-arm vector, which is equal to the moment of the musculotendinous force per unit of mus-
culotendinous force. The direction of the moment-arm vector is along the instantaneous axis of rota-
tion of body B relative to body A whose direction is described by the unit vector *@%.



170

BIOMECHANICS OF THE HUMAN BODY

In the tendon excursion method, Euler’s theorem on rotation is used to define an equivalent rela-
tion for the moment arm of a musculotendinous force. Thus, if every change in the relative orienta-
tion of body A and body B can be produced by means of a simple rotation of B in A about the ISA,
then the moment arm of a musculotendinous force can also be written as (Pandy, 1999):

o dlM
= ARE 7.3
Ty (7.3)

where " is the length of the musculotendinous actuator between the effective origin and insertion
sites (P to Q in Fig. 7.14), and 0 is the angle associated with the simple rotation of body B about the
ISA. di™/d6 is the total derivative of musculotendinous length with respect to the angle of rotation
0, of body B relative to body A.

Equations (7.2) and (7. 3) have the same geometric 1nterpretat10n the moment arm of a muscle
force r™, given either by *@% - r%x ¥ from Eq. (7.2) or by d!" /d0 from Eq. (7.3), is equal to
the perpendicular (shortest) distance between the ISA of B relative to A and the line of action of the
muscle force, multiplied by the sine of the angle between these two lines (Pandy, 1999).

75 MUSCLE ACTIVATION AND CONTRACTION DYNAMICS

75.1

Muscle Activation Dynamics

Neural Excitation of Muscle. Voluntary contraction of
human muscle initiates in the frontal motor cortex of the
brain, where impulses from large pyramidal cells travel
downward through corticospinal tracts that lead out to
peripheral muscles. These impulses from the motor cortex
are called action potentials and each impulse is associated
with a single motor neuron. The principal structure of a
motor neuron is shown in Fig. 7.15. The action potential
initiates in the cell body, or soma, and travels down a long
efferent trunk, called the axon, at a rate of about 80 to
120 m/s. The action potential waveform is the result of a
voltage depolarization-repolarization phenomenon across
the neuron cell membrane. The membrane ionic potential
at rest is disturbed by a surrounding stimulus, and Na* ions
are allowed to momentarily rush inside. An active transport
mechanism, called the Na*-K* pump, quickly returns the
transmembrane potential to rest. This sequence of events,
which lasts about 1 ms, stimulates a succession of nerve
impulses or wave that eventually reaches muscle tissue.
When the impulse reaches the muscle, it conducts over
muscle tissue as a motor unit action potential (MUAP).
Motor unit action potentials can have a variety of general
shapes (Fang et al., 1997), as depicted in Fig. 7.16.

The connecting site between the motor neuron and the
muscle is called the neuromuscular junction. One motor
neuron can have branches to many muscle fibers, and these
together are called a motor unit. When the nerve impulse
reaches the end of the nerve fiber, a neurotransmitter called P

. . . body, (B) axon, (C) neuromuscular junction,
acetylcholu}e is released into the motor end ple.lte of the (D) muscle fiber. The action potential
muscle. This in turn causes the release of Ca*™* ions deep  yayels downward, from the cell body toward
into the muscle fiber. The presence of Ca** ions causes  the neuromuscular junction.

Action
potential

FIGURE 7.15 Motor neuron. (A) cell
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FIGURE 7.16 Representative motor unit action potentials (MUAPs).
(a) Change in shapes due to increase in stimulation, (b) sequence of
MUAPs during voluntary contraction. [From Fang et al. (1997).]

cross-bridges to be formed between actin and myosin filaments in the sarcomeres. The actin fila-
ments slide inward along the myosin filaments, causing the muscle fiber to contract.

In addition to cortical motor neurons, control of the musculosketal system also relies on afferent
receptors or sensory neurons that carry information from the periphery to the brain or spinal cord.
The simplest nerve pathways lead directly from sensory neurons to motor neurons, and are known
as reflex arcs. One such example is the withdrawal reflex. When skin receptors sense something is
hot or sharp (pinprick), a sensory impulse is sent to the spinal cord where an interneuron integrates
the information, and relays it to a motor neuron. The motor neuron in turn transmits a signal to the
appropriate flexor muscle, which contracts and thus completes the reflex loop.

Muscle Electromyography. While motor unit action potentials form the cellular origin for muscle
activation, they are normally not observable in routine clinical applications. The electromyogram
(EMG) is the primary tool to study muscle activation in clinical and research settings using both sur-
face and indwelling electrodes (Basmajian and DeLuca, 1985). The electromyogram is the summa-
tion of all motor unit action potentials at a given location during muscle contraction. Hence it
represents a “gross” measure of the strength of a muscle contraction, since the number of muscle
fibers contracting is directly related to the number of motor units firing.

The EMG appears as a random series of bursts that represent periods of muscle contraction and
relaxation. Figure 7.17 shows a series of EMG bursts. The EMG signal is acquired using both inva-
sive and noninvasive techniques. In invasive detection, a needle or fine wire is inserted directly into
the muscle to a depth of several centimeters. In noninvasive techniques, also known as surface elec-
tromyography, a recording electrode is pasted onto the skin approximately halfway between the mus-
cle’s origin and insertion sites. In either case, due to the low voltage of the EMG signal (100 uV to
several millivolts), some amplification of the signal is needed leading into the digital data collection
system. In addition, to reduce unwanted noise in the signal, an analog filter with pass band of 20 to
500 Hz should be used. This necessitates a typical digital sampling rate of 1000 Hz. Subsequent
reduction of noise in the EMG signal can be handled computationally using digital filtering (Barr
and Chan, 1986). A set of 16 recommendations for EMG acquisition and processing has been pre-
sented by DeLuca (1997).

The EMG is analyzed in both the amplitude and frequency domains. For amplitude analysis, the
most common processing technique is to compute a running root-mean-square (RMS) of the signal.
Over a short observational period 7, the RMS of the signal x(#) can be expressed as
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FIGURE 7.17 Two representative EMG bursts from the biceps muscle during an elbow flexion maneuver.

I
EMGrys = |7 [P dr (7.4)

In discrete form, over N contiguous samples, the RMS can be expressed as

EMGypys = [x; (O] (7.5)

4

2=
=

An alternative, but similar, approach to EMG amplitude analysis is to rectify and then integrate the
signal over the short period 7T (called integrated EMG or IEMG). This approach has the advantage
in that a simple electronic circuit can be used and no numerical computation is necessary. In either
case, the objective is to obtain an estimation of the underlying muscle contraction force, which is
roughly proportional to the EMGy,,s or IEMG. In recent efforts to use the EMG signal as a myo-
electric control signal (Evans et al., 1994), a three-stage digital processing approach has arisen and
is illustrated in Fig. 7.18. The process consists of (a) band pass filtering (20 to 200 Hz) the signal,
(b) full wave rectification, and (c) low pass filtering (10-Hz cutoff) to produce a smooth signal.

In the frequency domain, the most common tool is to apply a fast Fourier transform (FFT) to the
EMG signal. A typical result is shown in Fig. 7.19. One can see that most of the power in the signal
is confined to the 20- to 200-Hz range, and that the center frequency or mean power point is typi-
cally below 100 Hz. One use of EMG frequency analysis is in the study of muscle fatigue. It has been
shown that as the muscle fatigues, the median power frequency of the EMG shifts downward
(Bigland-Ritchie et al., 1983).
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FIGURE 7.18 A method for processing EMG data for a myoelectric control signal. (a) The raw
EMG data, and (b) the signal after being rectified and low pass filtered (10-Hz cutoff).
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FIGURE 7.19 The fast Fourier transform (FFT) of an EMG sample. Most of the signal power is in the 20- to
200-Hz range.

Modeling Activation Dynamics. As noted in the subsection “Neural Excitation of Muscle” muscle
cannot activate or relax instantaneously. The delay between excitation and activation (or the development
of muscle force) is due mainly to the time taken for calcium pumped out of the sarcoplasmic reticulum
to travel down the T-tubule system and bind to troponin (Ebashi and Endo, 1968). This delay is often
modeled as a first-order process (Zajac and Gordon, 1989; Pandy et al., 1992):

L\ 2 _ m /i\
me/l (u “ ) * krfall J

Tris

amt = ( wu-a™m) u=u(t) a™ =a" (1) (7.6)

where u represents the net neural drive to muscle and a” the activation level. Other forms of this
relation are also possible; for example, an equation that is linear in the control # has been used to
simulate jumping (Pandy et al., 1990) as well as pedaling (Raasch et al., 1997). Implicit in the for-
mulation of Eq. (7.6) is the assumption that muscle activation depends only on a single variable u.
Other models assume that @ depends on two inputs, u; and u, say, which represent the separate
effects of recruitment and stimulation frequency (Hatze, 1978). In simulations of multijoint move-
ment, whether or not both recruitment and stimulation frequency are incorporated in a model of
excitation-contraction (activation) dynamics is probably not as important as the values assumed for
the time constants, T, and Ty . Values of these constants range from 12 to 20 ms for rise time,
Tyise» and from 24 to 200 ms for relaxation time, Ty, (Pandy, 2001). Changes in the values of T,
and Ty, within the ranges indicated can have a significant effect on predictions of movement coor-
dination (Anderson and Pandy, unpublished results).
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75.2 Muscle Contraction Dynamics

Mechanism of Muscle Contraction. Our understanding of how a muscle develops force is
based on the sliding-filament theory of contraction. This theory, formulated by A. F. Huxley in
1957, proposes that a muscle shortens or lengthens because the thick and thin filaments slide
past each other without the filaments themselves changing length (Huxley, 1957). The central
tenet of the theory is that adenosine triphosphate (ATP) dependent interactions between thick
filaments (myosin proteins) and thin filaments (actin proteins) generate a force that causes the
thin filaments to slide past the thick filaments. The force is generated by the myosin heads of
thick filaments, which form cross-bridges to actin thin filaments in the Al zone, where the two
filaments overlap (see Fig. 7.2¢). Subsequent structural changes in these cross-bridges cause the
myosin heads to walk along an actin filament. The sliding-filament theory correctly predicts that
the force of contraction is proportional to the amount of overlap between the thick and thin filaments
(see Fig. 7.3).

To understand the mechanism of muscle contraction, consider Fig. 7.20, which shows the vari-
ous steps involved in the interaction between one myosin head and a thin filament, also often referred
to as the cross-bridge cycle. In the absence of ATP, a myosin head binds tightly to an actin filament
in a “rigor” state. When ATP binds (Step 1), it opens the cleft in the myosin head, which weakens
the interaction with the actin filament. The myosin head then reacts with ATP (Step 2), causing a
structural change in the head that moves it to a new position, closer to the end of the actin filament
or Z disk, where it then rebinds to the filament. Phosphate is then released from the ATP-binding
pocket on the myosin head (Step 3), and the head then undergoes a second structural change, called
the power stroke, which restores myosin to its rigor state. Because the myosin head is bound to the
actin filament, this second structural change exerts a force that causes the myosin head to move the
actin filament (Fig. 7.20).

Modeling Contraction Dynamics. A. F. Huxley developed a mechanistic model to explain the
structural changes at the sarcomere level that were seen under the electron microscope in the late
1940s and early 1950s. Because of its complexity, however, this (cross-bridge) model is rarely, if
ever, used in studies of coordination. Instead, an empirical model, proposed by A. V. Hill, is used in
virtually all models of movement to account for the force-length and force-velocity properties of
muscle (Hill, 1938) (Fig. 7.21).

In a Hill-type model, muscle’s force producing properties are described by four parameters
(Zajac and Gordon, 1989): muscle’s peak isometric force (F,") and its corresponding fiber length
() and pennation angle (o), and the intrinsic shortening velocity of muscle Vi, ). F," is usually
obtained by multiplying muscle’s physiological cross-sectional area by a generic value of specific
tension. Values of optimal muscle fiber length, /', and o, the angle at which muscle fibers insert
on tendon when the fibers are at their optimal length, are almost always based on data obtained
from cadaver dissections (Freiderich and Brand, 1990). v, is often assumed to be muscle
independent; for example, simulations of jumping (Pandy et al., 1990), pedalin% (Raasch et al.,
1997), and walking (Anderson and Pandy, in press) assume a value of v, =10 s~ for all muscles,
which models the summed effect of slow, intermediate, and fast fibers (Zajac and Gordon, 1989).
Very few studies have examined the sensitivity of model simulations to changes in v,,,,, even though
a change in the value of this parameter has been found to affect performance nearly as much as a
change in the value of F," (Pandy et al., 1990).

Tendon is usually represented as elastic (Pandy et al., 1990; Anderson and Pandy, 1993).
Even though force varies nonlinearly with a change in length as tendon is stretched from its
resting length, IST (see Fig. 7.5), a linear force-length curve is sometimes used (Anderson and
Pandy, 1993). This simplification will overestimate the amount of strain energy stored in ten-
don, but the effect on actuator performance is not likely to be significant, because tendon
force is small in the region where the force-length curve is nonlinear. Values of the four mus-
cle parameters plus tendon rest length for a number of musculotendinous actuators in the
human arm and leg can be found in Garner and Pandy (2001) and Anderson and Pandy (1999),
respectively.
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FIGURE 7.20 Schematic diagram illustrating the mechanism of force develop-
ment in muscle. [Modified from Lodish et al. (2000).]

For the actuator shown in Fig. 7.21, musculotendon dynamics is described by a single, nonlinear,
differential equation that relates musculotendon force (FMT, musculotendon length (M,
musculotendon shortening velocity (v ), and muscle activation (a™) to the time rate of change
in musculotendon force:

pMT =f(FMT’lMT,VMT,am) O<a™ <1 .7

Given values of FMT, /M1, vMT’ and a™ at one instant in time, Eq. (7.7) can be integrated numer-

ically to find musculotendon force at the next instant.
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FIGURE 7.21 Schematic diagram of a model commonly
used to simulate musculotendon actuation. Each musculo-
tendon actuator is represented as a three-element muscle in
series with an elastic tendon. The mechanical behavior of
muscle is described by a Hill-type contractile element (CE)
that models muscle’s force-length-velocity property, a
series-elastic element (SEE) that models muscle’s active
stiffness, and a parallel-elastic element (PEE) that models
muscle’s passive stiffness. The instantaneous length of the
actuator is determined by the length of the muscle, the
length of the tendon, and the pennation angle of the muscle.
In this model the width of the muscle is assumed to remain
constant as muscle length changes. [Modified from Zajac
and Gordon (1989) and Pandy et al. (1990).]

7.6 DETERMINING MUSCLE FORCE

177

7.6.1 Muscle Forces and Joint Torques

M1
The torque of a musculotendinous force is equal to the magnitude of the actuator force F

multiplied by the moment arm of the actuator PMT

jointj is

TMT _ riMT FiMT

J

. Thus, the torque exerted by actuator i about

(7.8)

where r,-MT can be found using either Eq. (7.2) or (7.3). For a system with m actuators and # joints,
the above relation can be expressed in matrix form [see also Eq. (7.1)]:

MT MT
i noh - ha || B
MT MT
T, _|21 T2 - om F,
MT MT
Tn Tt T o Tum Fm

(7.9)

. MT MT ..
where 7|, is the moment arm of the actuator force K™ that exerts a torque 7 about joint 1, etc.
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7.6.2 Indeterminate Problem in Biomechanics

Both agonist and antagonist muscles contribute (unequally) to the net torque developed about a joint.
In fact, for any given joint in the body, there are many more muscles crossing the joint than there are
dof prescribing joint movement. The knee, for example, has at most 6 dof, yet there are at least
14 muscles which actuate this joint. One consequence of this arrangement is that the force developed
by each muscle cannot be determined uniquely. Specifically, there are more unknown musculo-
tendinous actuator forces than net actuator torques exerted about the knee; that is, m > n in Eq. (7.9),
which means that the matrix of muscle moment arms is not square and therefore not invertible. This
is the so-called indeterminate problem in biomechanics, and virtually all attempts to solve it are
based on the application of optimization theory (see also Chap. 6 in this volume).

7.6.3 Inverse-Dynamics Method

EMG —p

In the inverse-dynamics method, noninvasive measurements of body motions (position, velocity, and
acceleration of each segment) and external forces are used as inputs in Eq. (7.1) to calculate the net
actuator torques exerted about each joint (see Fig. 7.22). This is a determinate problem because the
number of net actuator torques is equal to the number of equations of motion of the system.
Specifically, from Eq. (7.1), we can write

TV (q) = -{M(q) 4+ C(q) 4* + G(q) + E(q.q)} (7.10)

where Eq. (7.9) has been used to replace R(q)FMT with TMT(q) in Eq. (7.1). The right-hand side
of Eq. (7.10) can be evaluated using noninvasive measurements of body motions (4-9-4d) and
external forces E(q, q). This means that all quantities on the left-hand side of Eq. (7.9) are known.
The matrix of actuator moment arms on the right-hand side of Eq. (7.9) can also be evaluated if the

Inverse dynamics

Y

FIGURE 7.2

y .
M Musculoskeletal _:T Skeletal =q d _'q d e q
geometry dynamics dt dt
Forward dynamics
Musculotc?ndon o Musculoskeletal [ JI Skeletal q= 9 q >
dynarjmcs geometry dynamics I <
' t

2 Comparison of the forward- and inverse-dynamics methods for determining muscle forces during movement.

Top: Body motions are the inputs and muscle forces are the outputs in inverse dynamics. Thus, measurements of body motions
are used to calculate the net muscle torques exerted about the joints, from which muscle forces are determined using static opti-

mization. Bot

tom: Muscle excitations are the inputs and body motions are the outputs in forward dynamics. Muscle force (F'M)

is an intermediate product (i.e., output of the model for musculotendon dynamics).
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origin and insertion sites of each musculotendinous actuator and the relative positions of the body
segments are known at each instant during the movement (Sec. 7.4).

However, Eq. (7.9) cannot be solved for the m actuator forces because 7 >n (i.e., the matrix
of actuator moment arms is nonsquare). Static optimization theory is usually used to solve this
indeterminate problem (Seireg and Arvikar, 1973; Hardt, 1978; Crowninshield and Brand, 1981).
Here, a cost function is hypothesized, and an optimal set of actuator forces is found subject to
the equality constraints defined by Eq. (7.9) plus additional inequality constraints that bound the
values of the actuator forces. If, for example, actuator stress is to be minimized, then the static
optimization problem can be stated as followss (Seireg and Arvikar, 1973; Crowninshield and
Brand, 1981): Find the set of actuator forces which minimizes the sum of the squares of actuator

stresses:
J=§(FMT/F,}}”) (7.11)
i=1
subject to the equality constraints
T™T = R(q) FMT (7.12)
and the inequality constraints
0<FVT <M (7.13)

FMT is the peak isometric force developed by the ith musculotendinous actuator, a quantity that is
directly proportional to the physiological cross-sectional area of the ith muscle. Equation (7.12)
expresses the n relationships between the net actuator torques T™", the matrix of actuator moment
arms R(q), and the unknown actuator forces FMT . Equation (7.13) is a set of m equations which
constrains the value of each actuator force to remain greater than zero and less than the peak iso-
metric force of the actuator defined by the cross-sectional area of the muscle. Standard nonlinear
programming algorithms can be used to solve this problem (e.g., sequential quadratic programming
(Powell, 1978).

7.6.4 Forward-Dynamics Method

Equations (7.1) and (7.7) can be combined to form a model of the musculoskeletal system in
which the inputs are the muscle activation histories (a) and the outputs are the body motions
(9,9, q) (Fig. 7.22). Measurements of muscle EMG and body motions can be used to calculate the
time histories of the musculotendinous forces during movement (Hof et al., 1987; Buchanan et al.,
1993). Alternatively, the goal of the motor task can be modeled and used, together with dynamic
optimization theory, to calculate the pattern of muscle activations needed for optimal performance
of the task (Hatze, 1976; Pandy et al., 1990; Raasch et al., 1997; Pandy, 2001). Thus, one reason
why the forward-dynamics method is potentially more powerful for evaluating musculotendinous
forces than the inverse-dynamics method is that the optimization is performed over a complete
cycle of the task, not just at one instant at a time.

If we consider once again the example of minimizing muscle stress (Sec. 7.6.3), an analogous
dynamic optimization problem may be posed as follows: Find the time histories of all actuator forces
which minimize the sum of the squares of actuator stresses:

Iy

J =f§(FMT/E},“) (7.14)
0

i=1
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subject to the equality constraints given by the dynamical equations of motion [Eqgs. (7.7) and (7.1),
respectively]:

FMT=f(FMT,lMT,vMT,am) 0<a" <1

and

M(@) §+C(q)4° +G(q)+R(q) FM" +E(q,q) = 0

the initial states of the system,
x0-x, x=-{qqF"} (7.15)

and any terminal and/or path constraints that must be satisfied additionally. The dynamic optimiza-
tion problem formulated above is a two-point, boundary-value problem, which is often difficult to
solve, particularly when the dimension of the system is large (i.e., when the system has many dof
and many muscles).

A better approach involves parameterizing the input muscle activations (or controls) and con-
verting the dynamic optimization problem into a parameter optimization problem (Pandy et al.,
1992). The procedure is as follows. First, an initial guess is assumed for the control variables a.
The system dynamical equations [Egs. (7.7) and (7.1)] are then integrated forward in time to
evaluate the cost function in Eq. (7.14). Derivatives of the cost function and constraints are then
calculated and used to find a new set of controls which improves the values of the cost function and
the constraints in the next iteration (see Fig. 7.23). The computational algorithm shown in Fig. 7.23

Initial guess for muscle excitation
(controls)

-

Nominal forward integration and
evaluation of performance and constraints

v

Derivatives of performance and constraints

-

Parameter optimization routine

Convergence? Yes ——» Stop

No

Improved set of controls

FIGURE 7.23 Computational algorithm used to solve dynamic optimiza-
tion problems in human movement studies. The algorithm computes the
muscle excitations (controls) needed to produce optimal performance (e.g.,
maximum jump height). The optimal controls are found using parameter
optimization. See text for details.
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has been used to find the optimal controls for vertical jumping (Anderson and Pandy, 1993), rising
from a chair (Pandy et al., 1995), pedaling (Fregly and Zajac, 1996), and walking (Anderson and
Pandy, in press).

If accurate measurements of body motions and external forces are available, then inverse
dynamics should be used to used to determine musculotendinous forces during movement, because
this method is much less expensive computationally. If, instead, the goal is to study how changes
in body structure affect function and performance of a motor task, then the forward-dynamics
method is preferred, for measurements of body motions and external forces are a priori not available
in this instance.

77 MUSCLE, LIGAMENT, AND JOINT-CONTACT FORCES

Because muscle, ligament, and joint-contact forces cannot be measured noninvasively in vivo, esti-
mates of these quantities have been obtained by combining mathematical models with either the
inverse-dynamics or the forward-dynamics approach (Sec. 7.6). Below we review the levels of mus-
culoskeletal loading incurred in the lower-limb during rehabilitation exercises, such as isokinetic
knee extension, as well as during daily activity such as gait.

771 Knee Extension Exercise

The quadriceps is the strongest muscle in the body. This can be demonstrated by performing an
isometric knee-extension exercise. Here, the subject is seated comfortably in a Cybex or Biodex
dynamometer with the torso and thigh strapped firmly to the seat. The hip is flexed to 60°, and
the leg is strapped to the arm of the machine, which can either be fixed or allowed to rotate at a
constant angular velocity (see Fig. 7.24). Locking the machine arm in place allows the muscles

FIGURE 7.24 Photograph and schematic diagram showing the arrangement commonly used when people per-
form a knee-extension exercise on a Biodex or Cybex dynamometer. Notice that the strap fixed on the machine
arm is attached distally (near the ankle) on the subject’s leg.
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FIGURE 7.25 Muscle and knee-ligament forces incurred during a maxi-
mum isometric knee-extension exercise. The results were obtained from a
two-dimensional mathematical model of the knee joint, assuming the quadri-
ceps muscles are fully activated and there is no cocontraction in the flexor
muscles of the knee (Shelburne and Pandy, 1997). The thick solid line repre-
sents the resultant force acting in the quadriceps tendon. The thin lines are the
forces transmitted to the cruciate ligaments (aAC, black solid line; pAC,
black dashed line; aPC, gray dashed line; pPC, gray solid line). The forces in
the collateral ligaments are nearly zero. [Modified from Shelburne and Pandy
(1997).]

crossing the knee to contract isometrically, because the knee angle is then held fixed. Under
these conditions, the quadriceps muscles can exert up to 9500 N when fully activated. As shown
in Fig. 7.25, peak isometric force is developed with the knee bent to 90°, and decreases as the
knee is moved toward extension (Fig. 7.25, Quads). Quadriceps force decreases as knee-flexion
angle decreases because the muscle moves down the ascending limb of its force-length as the
knee extends (see Fig. 7.3).

Quadriceps force increases monotonically from full extension and 90° of flexion, but the forces
borne by the cruciate ligaments of the knee do not (Fig. 7.25, ACL). Calculations obtained from a
mathematical model of the knee (Shelburne and Pandy, 1997; Shelburne and Pandy, 1998; Pandy
and Shelburne, 1997; Pandy et al., 1997; Pandy and Sasaki, 1998) indicate that the ACL is loaded
from full extension to 80° of flexion during knee-extension exercise. The model calculations also
show that the resultant force in the ACL reaches 500 N at 20° of flexion, which is lower than the
maximum strength of the human ACL (2000 N) (Noyes and Grood, 1976).

The calculations show further that load sharing within a ligament is not uniform. For example,
the force borne by the anteromedial bundle of the ACL (aAC) increases from full extension to
20° of flexion, where peak force occurs, and aAC force then decreases as the knee flexion
increases (Fig. 7.25, aAC). The changing distribution of force within the ACL suggests that
single-stranded reconstructions may not adequately meet the functional requirements of the
natural ligament.

For isokinetic exercise, in which the knee is made to move at a constant angular velocity,
quadriceps force decreases as knee-extension speed increases. As the knee extends more quick-
ly, quadriceps force decreases because the muscle shortens more quickly, and, from the force-
velocity property, an increase in shortening velocity leads to less muscle force (see Fig. 7.4).
As a result, ACL force also decreases as knee-extension speed increases (Fig. 7.26), because

of the drop in shear force applied to the leg by the quadriceps (via the patellar tendon) (Serpas
et al., 2002).
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FIGURE 7.26 Resultant force in the ACL for isometric (thick line) and isokinetic
(30, 90, 180, and 300 deg/sec) knee-extension exercises. The results were obtained
from a two-dimensional model of the knee joint, assuming the quadriceps are fully
activated and there is no cocontraction in the flexor muscles of the knee (Serpas et al.,
2002). The model results show that exercises in the studied speed range can reduce the
force in the ACL by as much as one-half. [Modified from Serpas et al. (2002).]

The forces exerted between the femur and patella and between femur and tibia depend mainly on
the geometry of the muscles that cross the knee. For maximum isometric extension, peak forces trans-
mitted to the patellofemoral and tibiofemoral joints are around 11,000 N and 6500 N, respectively
(i.e., 15.7 and 9.3 times body weight, respectively) (Fig. 7.27). As the knee moves faster during
isokinetic extension exercise, joint-contact forces decrease in direct proportion to the drop in
quadriceps force (Yanagawa et al., 2002).
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FIGURE 7.27 Resultant forces acting between the femur and patella (PF) and
between the femur and tibia (TF) during maximum isometric knee-extension exer-
cise. See Fig. 7.25 for details.
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772 Gait

The results of Figs. 7.25 through 7.27 have significant implications for the design of exercise reg-
imens aimed at protecting injured or newly reconstructed knee ligaments. For maximum, isolated
contractions of the quadriceps, Fig. 7.25 shows that the ACL is loaded at all flexion angles less than
80°. Quadriceps-strengthening exercises should therefore be limited to flexion angles greater than
80° if the ACL is to be protected from load. In this region, however, very high contact forces can be
applied to the patella (Fig. 7.27), so limiting this exercise to large flexion angles may result in
patellofemoral pain. This scenario, known as the “paradox of exercise,” is the reason why surgeons
and physical therapists now prescribe so-called closed-chain exercises, such as squatting, for
strengthening the quadriceps muscles subsequent to ACL reconstruction.

Muscle and joint loading are much lower during gait than during knee-extension exercise.
Various studies have used inverse-dynamics or static optimization (Hardt, 1978; Crowninshield
and Brand, 1981; Glitsch and Baumann, 1997) and forward-dynamics or dynamic optimization
(Davy and Audu, 1987; Yamaguchi and Zajac, 1990; Anderson and Pandy, in press) to estimate
muscle forces during normal gait. There is general agreement in the results obtained from these
modeling studies.

Analysis of a dynamic optimization solution has shown that the hip, knee, and ankle extensors
are the prime movers of the lower limb during normal walking. Specifically, gluteus maximus and
vasti provide support against gravity during initial stance; gluteus medius provides the majority of
support during mid-stance; and soleus and gastrocnemius support and simultaneously propel the
body forward during terminal stance (also known as push-off) (Anderson, 1999; Anderson and
Pandy, 2001).

The plantarflexors generate the largest forces of all the muscles in the leg during normal gait.
Soleus and gastrocnemius, combined, produce peak forces of roughly 3000 N (or 4 times body
weight) during the push-off phase (Fig. 7.28, SOL and GAS prior to OHS). By comparison, the hip
extensors, gluteus maximus and gluteus medius combined, produce peak forces that are slightly less
(around 2500 N or 3.5 times body weight during initial stance) (Fig. 7.28, GMAXL, GMAXM,
GMEDP, and GMEDA near OTO). Finally, the quadriceps, vasti and rectus femoris combined,
develop peak forces that are barely 2 times body weight near the transition from double support to
single support (Fig. 7.28, VAS and RF at OTO).

Muscles dominate the forces transmitted to the bones for most activities of daily living. Thus,
the loading histories applied at the ankle, knee, and hip are in close correspondence with the pre-
dicted actions of the muscles that cross each of these joints (Fig. 7.29). For example, the peak
force transmitted by the ankle is considerably higher than the peak forces transmitted by the hip
or knee, which is consistent with the finding that the ankle plantarflexors develop the largest
forces during normal gait (compare joint-contact force at ankle in Fig. 7.29 with forces produced
by SOL and GAS in Fig. 7.28). Similarly, peak hip-contact force is around 4 times body weight
near OTO, which results from the actions of the hip extensors, gluteus maximus and gluteus
medius, at this time (compare joint-contact force at hip in Fig. 7.29 with forces developed by
GMAXL, GMAXM, GMEDP, and GMEDA in Fig. 7.28).

During walking, the peak articular contact force transmitted by the tibio-femoral joint at the
knee is less than 3 times body weight. This level of joint loading is much lower than that esti-
mated for knee-extension exercise, where forces approaching 10 times body weight have been
predicted to act between the femur and tibia (Fig. 7.27). During the single-support portion of
stance, where only a single foot is in contact with the ground, the center of mass of the body passes
medial to the center of pressure of the foot. This results in an adduction moment exerted at the
knee (Morrison, 1970). The magnitude of the knee adduction moment varies among individuals,
with a mean value of around 3.2 percent of body weight times height (Hurwitz et al., 1998). The
adduction moment is large enough that it would open the tibio-femoral joint on the lateral side, if
it were not resisted by some internally generated abduction moment (Schipplein and Andriacchi, 1991),
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FIGURE 7.28 Forces generated by muscles spanning the hip, knee, and ankle (heavy black
lines) during normal walking over level ground. The muscle forces were found by solving a
dynamic optimization problem that minimized the amount of metabolic energy consumed by the
muscles in the body per meter walked. In the model used to simulate gait, the body was repre-
sented as a 10-segment, 23-dof articulated linkage, and was actuated by 54 musculotendinous
units (Anderson, 1999; Anderson and Pandy, 2001; Anderson and Pandy, in press). The time
scale is represented as a percentage of the gait cycle. The gray wavy lines are EMG data recorded
from one subject, and are given to show that the timing of the muscle-force development is
consistent with the measured EMG activity of the muscles. The following gait cycle landmarks
are demarcated by thin vertical lines: opposite toe-off (OTO), opposite heel strike (OHS), toe-off
(TO), and heel strike (HS). The muscle-force plots are scaled to each muscle’s maximum iso-
metric strength (e.g., peak isometric strength in vasti is 6865 N). Muscle abbreviations are as fol-
lows: erector spinae (ERSP), gluteus maximus (GMAX), gluteus medius (GMED), hamstrings
(HAMS), vasti (VAS), gastrocnemius (GAS), soleus (SOL). [Modified from Anderson and Pandy
(2001).]
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FIGURE 7.29 Joint contact forces acting at the hip, knee, and ankle

during gait. The results were obtained by solving a dynamic optimization

problem for normal walking (see Fig. 7.28 for details). [Modified from
Anderson and Pandy (2001 ).]

which is produced by the muscles and ligaments that span the knee. The quadriceps and gastroc-
nemius muscles generate most of the supporting abduction moment (Fig. 7.30), with a peak at
contralateral toe-off generated by the quadriceps, and a second peak at contralateral heel strike
generated by the gastrocnemius (Shelburne et al., 2006). Ligaments also contribute to this abduc-
tion moment, during early- and mid-stance, when the quadriceps and gastrocnemius muscles are
not active (Fig. 7.30). The knee adduction moment results in an articular contact force at the
tibio-femoral joint that is shared unevenly between the medial and lateral joint compartments, at
the points of contact between the femoral condyles and the tibial plateau (Fig. 7.31). The medial
compartment supports most of the load (up to a peak of 2.4 times body weight), with the lateral
compartment supporting far less (only 0.8 times body weight) (Shelburne et al., 2006).

The tension calculated in the ACL during walking is shown in Fig. 7.32. The peak value is 303 N,
which is less than the 500 N predicted for knee-extension exercise (Fig. 7.25, aAC and pAC). The
ACL acts to resist anterior translation of the tibia relative to the femur, and so it is loaded whenever
the total shear force acting on the tibia is directed anteriorly. The components of the tibial shear force
are shown in Fig. 7.33. The large peak in ACL force at contralateral toe-off is caused by contraction
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FIGURE 7.30 Contributions of individual muscles (A) and ligaments (B) to the total
knee abduction moment during normal walking. [Modified from Shelburne et al. (20006).]
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FIGURE 7.32 Forces transmitted to the anterior (ACL) and posterior (PCL) cruci-
ate ligaments, the medial (MCL) and lateral (LCL) collateral ligaments, and the pos-
terior capsule (pCap) of the knee during normal walking. Events of the stride shown
above the figure are: heel strike (HS), contralateral toe-off (CTO), contralateral heel
strike (CHS), and toe-off (TO). [Modified from Shelburne et al. (2004a).]
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FIGURE 7.33  Shear forces acting on the lower leg (shank and foot) during normal walking. The
shaded region shows the total shear force borne by the knee ligaments of the model, while the lines
show shear forces exerted by the patellar tendon (PT), hamstrings muscles (Hams), gastrocnemius
muscle (Gastroc), tensor fascia lata muscle (TF), and the ground reaction force (GRF). Events of
the stride shown above the figure are: heel strike (HS), contralateral toe-off (CTO), contralateral
heel strike (CHS), and toe-off (TO). [Modified from Shelburne et al. (2004a).]
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of the quadriceps muscles, and their resulting pull on the patellar tendon. In later stance, anterior
shear forces produced by the quadriceps and gastrocnemius muscles are balanced by a posterior
shear force produced by the ground reaction force (Fig. 7.33), resulting in a relatively small ACL
force for this period of the stride.

Injuries to the ACL are common and often result in rupture of the ligament, producing an ACL-
deficient (ACLD) knee. In the ACLD knee, the total anterior shear force acting on the tibia is
reduced, from a peak of 262 N in the intact knee, to only 128 N in an ACLD knee (Shelburne et al.,
2004b). This reduction in total anterior shear arises mainly from a reduction in the shear force
induced by the quadriceps muscles acting via the patellar tendon. In the ACLD knee, the ACL no
longer acts to resist anterior translation of the tibia, and so tension in the patellar tendon can trans-
late the tibia to a more anterior location, relative to the femur, than it occupies in the intact knee. This
anterior translation reduces the angle between the tibia and the patellar ligament, and causes a con-
comitant reduction in quadriceps shear force (Shelburne et al., 2004b; Fig. 7.34). The smaller ante-
rior shear force in the ACLD knee is then supported by the other, remaining ligaments, with the vast
majority borne by the medial collateral ligament.

773 Landing from a Jump

One possible cause of ACL injury is landing from a jump, which can produce a peak ground reaction
force 4 times larger than that experienced during walking. However, simulation of landing from a jump
with bent knees has revealed that the peak ACL force experienced in such a configuration is only 253 N
(Pflum et al., 2004), which is comparable with the value of 303 N experienced during normal walking.
This result is somewhat surprising, because increasing knee flexion increases the angle of the patellar
ligament relative to the tibia (Fig. 7.34), and thus increases the anterior shear force exerted by the quadri-
ceps muscles. However, when landing with bent knees, the anterior shear forces are counteracted by a
large posterior shear force generated by the ground reaction force (Fig. 7.35). Thus, the potential for ACL
injury when landing from a jump is not mediated by quadriceps force alone and the action of the ground
reaction force must also be considered in this case.

Total patellar

tendon force 7

Shear force
component

Nt

Anterior
tibial
translation

FIGURE 7.34 Illustration of the shear force generated by the patel-
lar tendon in the normal (a) and ACL-deficient (b) knee.
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FIGURE 7.35 Shear forces acting on the lower leg (shank and foot) during a drop

landing. Positive shear forces are directed anteriorly. [Modified from Pflum et al.
(2004).]
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8.1 MOTIVATION

Athletic performance, work environment interaction, and medical sciences involving rehabilitation,
orthotics, prosthetics, and surgery rely heavily on the analysis of human performance. Analyzing
human motion allows for a better understanding of the anatomical and physiological processes
involved in performing a specific task, and is an essential tool for accurately modeling intrinsic and
extrinsic biodynamic behaviors (Peterson, 1999). Analytical dynamic models (equations of motion)
of human movement can assist the researcher in identifying key forces, movements, and movement
patterns to measure, providing a base or fundamental model from which an experimental approach
can be determined and the efficacy of initially obtained data can be evaluated. At times, the funda-
mental model may be all that is available if laboratory or field-based measurements prove to be costly
and impractical. Finally, it permits the engineer to alter various assumptions and/or constraints of the
problem and compare the respective solutions, ultimately gaining an overall appreciation for the
nature of the dynamic system.

As an example, consider the motion of an arm-forearm system illustrated in Fig. 8.1. The
corresponding equation of motion for the elbow joint (point C), or a two-link, multibody system
is given in Eq. (8.1).

Ie + mglcosB + MApplied = MElbow (81)
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FIGURE 8.1 The bones of the arm, forearm, and hand with
line segments superimposed. (Note that the line segments and
points coincide with Figs. 8.6, 8.7, and 8.8. Point G, represents
the center of gravity for segment CD, or the forearm.)

where / = mass moment of inertia of the forearm
m = mass of the forearm
Elbow = Moment at the elbow created by the muscles
Applied = TROMENt due to externally applied loads
[ = distance from the elbow to the center of mass (G,) of the forearm
0 = angle between the forearm and the horizontal plane

M,
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By solving for the moment created by the muscles at the elbow, an estimation of the effort
required during a forearm movement activity can be determined.

In order to yield estimates for each term within the equations of motion for a biodynamic system,
an experimental approach involving the simultaneous collection of information from several
modalities would be required. More specifically, systems such as optoelectronic motion capture
(to track anatomical positioning) and sensors such as accelerometers (to measure acceleration or
vibration), inclinometers (to measure displacement or position), load cells or force sensitive resistors
(to measure applied load or grip forces), and electrogoniometers (to measure anatomic angles)
should be considered. The selection of modalities, and their respective sensors, will depend upon the
nature of the terms given in the equations of motion. In addition, estimates of anthropometric quan-
tities involving mass, segment length, location of the center of mass, and the mass moment of inertia
of each body segment are also required. It should be understood that these modalities might be
costly to purchase and operate, and can generate large volumes of data that must be analyzed and
modeled properly in order to yield practical estimates for each desired term. The results for each
term can then be substituted into the equation of motion to model the dynamic behavior of the
system. This approach to modeling the biodynamics of the human musculoskeletal system has
proved to be extremely valuable for investigating human motion characteristics in settings of normal
biomechanical function and in settings of disease (Peterson, 1999).

This chapter presents a straightforward approach to developing dynamic analytical models of
multirigid body systems that are analogous to actual anatomic systems. These models can yield over-
all body motion and joint forces from estimated joint angles and applied loads, and even begin to
structure dynamic correlations such as those between body segment orientations and body segment
kinematics and/or kinetics. The applications of these equations to clinical or experimental scenarios
will vary tremendously. It is left to the reader to utilize this approach, with the strong suggestion of
reviewing the current literature to identify relevant correlations significant to their applications.
Listing and discussing correlations typically used would be extensive and beyond the scope of this
chapter.

8.2 THE SIGNIFICANCE OF DYNAMICS

The theory and applications of engineering mechanics is not strictly limited to nonliving systems.
The principles of statics and dynamics, the two fundamental components within the study of
engineering mechanics, can be applied to any biological system. They have proved to be equally
effective in yielding a relatively accurate model of the mechanical state of both intrinsic and extrinsic
biological structures (Peterson, 1999). In fact, nearly all of the dynamic phenomena observed within
living and nonliving systems can be modeled by using the principles of rigid body kinematics and
dynamics. Most machines and mechanisms involve multibody systems where coupled dynamics
exist between two or more rigid bodies. Mechanized manipulating devices, such as a robotic arma-
ture, are mechanically analogous to the human musculoskeletal system, which is an obvious multi-
body system. Consequently, the equations of motion governing the movement of the armature will
closely resemble the equations derived for the movement of an extremity (i.e., arm or leg).

Careful steps must be taken in structuring the theoretical approach, particularly in identifying the
initial assumptions required to solve the equations of motion. By varying any of the initial assump-
tions (and the justification for making them), the accuracy of the model is directly affected. For
example, modeling a human shoulder joint as a mechanical ball and socket neglects the shoulder’s
ability to translate and thus prohibits any terms describing lateral motion exhibited by the joint.
Therefore, any such assumption or constraint should be clearly defined on the basis of the desired
approach or theoretical starting point for describing the dynamics of the system. Elasticity is another
example of such a constraint, and is present to some degree within nearly all of the dynamics of a
biological system. Ideally, elasticity should not be avoided and will have direct implications on deter-
mining the resulting dynamic state of the system.
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8.3 THE BIODYNAMIC SIGNIFICANCE OF THE EQUATIONS

OF MOTION

84 THEILA

The equations of motion are dynamic expressions relating kinematics with forces and moments. In
a biodynamic musculoskeletal system, the forces and moments will consist of joint reactions; internal
forces, such as muscle, tendon, or ligament forces; and/or externally applied loads. Consequently,
the equations of motion can provide a critical understanding of the forces experienced by a joint and
effectively model normal joint function and joint injury mechanics. They can yield estimates for
forces that cannot be determined by direct measurement. For example, muscle forces, which are
typically derived from other quantities such as external loads, center of mass locations, and empirical
data including anatomical positioning and/or electromyography, can be estimated.

In terms of experimental design, the equations of motion can provide an initial, theoretical under-
standing of an actual biodynamic system and can aid in the selection of the dynamic properties of
the actual system to be measured. More specifically, the theoretical model is an initial basis that an
experimental model can build upon to determine and define a final predictive model. This may
involve comparative and iterative processes used between the theoretical and actual models, with
careful consideration given to every assumption and defined constraint.

Biodynamic models of the human musculoskeletal system have direct implications on device/tool
design and use and the modeling of normal and/or abnormal (or undesired) movements or movement
patterns (the techniques with which a device or tool is used). Applications of the models can provide
a better understanding for soft and hard tissue injuries, such as repetitive strain injuries (RSI), and
can be used to identify and predict the extent of a musculoskeletal injury (Peterson, 1999).

GRANGIAN (AN ENERGY METHOD) APPROACH

The equations of motion for a dynamic system can be determined by any of the following four
methods:

1. Newton-Euler method
2. Application of Lagrange’s equation
3. D’Alembert’s method of virtual work

4. Principle of virtual power using Jourdain’s principle or Kane’s equation

Within this chapter, only the first two methods are discussed. For a detailed discussion of other methods,
consult the references.

The Newton-Euler (Newtonian) approach involves the derivation of the equations of motion for
a dynamic system using the Newton-Euler equations, which depend upon vector quantities and
accelerations. This dependence, along with complex geometries, may promote derivations for the
equations of motion that are timely and mathematically complex. Furthermore, the presence of
several degrees of freedom within the dynamic system will only add to the complexity of the derivations
and final solutions.

The energy method approach uses Lagrange’s equation (and/or Hamilton’s principle, if appro-
priate) and differs from the Newtonian approach by the dependence upon scalar quantities and veloc-
ities. This approach is particularly useful if the dynamic system has several degrees of freedom and
the forces experienced by the system are derived from potential functions. In summary, the energy
method approach often simplifies the derivation of the equations of motion for complex multibody
systems involving several degrees of freedom as seen in human biodynamics.

Within this section, several applications of the Lagrangian approach are presented
and discussed. In particular, Lagrange’s equation is used to derive the equations of motion for
several dynamic systems that are mechanically analogous to the musculoskeletal system. A brief
introduction of Lagrange’s equation is provided, however, the derivation and details are left to
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other sources identified in the references. Also note that an attempt was made to be consistent with
the symbols used from figure to figure to allow the reader to correlate the demonstrated examples.

8.4.1 Brief Introduction to Lagrange’s Equation

The application of Lagrange’s equation to a model of a dynamic system can be conceptualized in six
steps (Baruh, 1999):

1. Draw all free-body diagrams.

2. Determine the number of degrees of freedom in the system and select appropriate independent
generalized coordinates.

3. Derive the velocity for the center of mass of each body and any applicable virtual displacements.
4. Identify both conservative and nonconservative forces.
5. Calculate the kinetic and potential energy and the virtual work.

6. Substitute these quantities into Lagrange’s equation and solve for the equations of motion.

A system determined to have n degrees of freedom would correspondingly have n generalized coor-
dinates denoted as g,, where k may have values from 1 to n. A generalized, nonconservative force
corresponding to a specific generalized coordinate is represented by Oy, where k again may range
from 1 to n. The derivative of g, with respect to time is represented as g, . Equation (8.2) shows the
general form of Lagrange’s equation.

d(dL\) oL
ffi_\_7=Qk k=12,....n (8.2)
dtkaqu gy

The Lagrangian, L, is defined as the difference between the kinetic energy 7 and the potential energy V:
L=T-V (8.3)

After determining the Lagrangian, differentiating as specified in Eq. (8.2) will result in a set of n
scalar equations of motion due to the n degrees of freedom.

Since the Lagrangian approach yields scalar equations, it is seen as an advantage over a
Newtonian approach. Only the velocity vector v, not the acceleration, of each body is required and
any coordinate system orientation desired may be chosen. This is a result of the kinetic energy
expressed in terms of a scalar quantity as demonstrated in Eq. (8.4).

T= TTranslatinn + TRolation

1 1,
Translation ~ Em(v : V) =5m

2 (8.4)

1
TRotation = E(U))T(IG )(w)

For certain problems where constraint forces are considered, a Newtonian approach, or the application
of both techniques, may be necessary. The following sections will present some applications of
Lagrange’s equation as applicable to human anatomical biodynamics. Other mechanically based
examples are easily found within the cited literature (Baruh, 1999; Moon, 1998; Wells, 1967).

8.4.2 Biodynamic Models of Soft Tissue

Single Viscoelastic Body with Two Degrees of Freedom. Consider a single viscoelastic body pendulum
that consists of a mass suspended from a pivot point by a spring of natural length, /, and a dashpot,
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as seen in Fig. 8.2. The system is constrained to move within the -6 plane and is acted upon by a
gravitational field of magnitude g, which acts in the negative vertical direction; r and 0 are deter-
mined to be the only two generalized coordinates, since the motion of the mass is limited to movement
in the radial and transverse (r and 6, respectively) directions only. A model of this type can be used
as a mechanical analogy to structure an approach to investigate the dynamics of soft tissues such as
a muscle.

The velocity of the mass is given by

v=re, + réee
in the -0 frame of reference or, in terms of the b, b,, b, frame of reference,
v =7b, +rfb, (8.5)

The origin of this reference frame is considered to be located at the pivot point, as seen in Fig. 8.2.
The kinetic energy of the system can be represented in vector form as

= %m(v-v)

(8.6)

FIGURE 8.2 Single elastic body pendulum with two springs and one dashpot
(point G, represents the center of gravity of the pendulum).
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where m is mass and v is the velocity vector. Substituting Eq. (8.5) into Eq. (8.6) yields
m . .
T = E[r2 +(r)*] (8.7)
The potential energy of the system is determined to be
k 2
V=—mgrcosﬁ+5(r—l) (8.8)

Rayleigh’s dissipation function is applied in order to properly handle the viscous component of the
given dynamic system. In this case, it is assumed that the viscous nature of the dashpot will be
linearly dependent upon the velocity of the mass. More specifically, the viscous damping force is
considered to be proportional to the velocity of the mass and is given by the following relation,

F, = -cr (8.9)
Equation (8.9) is expressed in terms of the generalized coordinate r, where c is defined as the coef-

ficient of proportionality for viscous damping. Rayleigh’s dissipation function is defined as

1 .
F=-—ci’

> (8.10)

Further information concerning the definition and use of Rayleigh’s dissipation function can be
found in the references.

Lagrange’s equation can be modified to accommodate the consideration of the viscous damping
forces within the dynamic system. Subsequently, Eq. (8.2) can be rewritten as

*l\* -—+——=0 (8.11)
where the Lagrangian, L = T - V, is determined by using Egs. (8.7) and (8.8),
L=%[f2+(r6)2]+mgrcose—§(r—l)2 (8.12)

By applying Lagrange’s equation (8.11), and using the first generalized coordinate r, where
q,=r (8.13)

each term of Eq. (8.11) can easily be identified by differentiation of Eq. (8.12). The resulting rela-
tions are

L 8.14
or 8.14)
so that
i(%) =mi‘ 8.15
dt\ or (8.15)
and 9L _ mr®? + mgcosO - k(r—1) (8.16)

or
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Similarly, the term for the dissipation function can be shown to be
oF .
——=-cr (8.17)
dr

and the generalized force, Q, = 0, since there are no externally applied forces acting on the system
in the radial direction. By insertion of Egs. (8.15), (8.16), and (8.17) into Eq. (8.11), the equation of
motion in the r direction is

mit = mro* = mgcosO + k(r—1) - cr =0 (8.18)

Lagrange’s equation must now be solved by using the second generalized coordinate 6, where
q,=96 (8.19)

By using the same approach as seen for the first generalized coordinate, the resulting differential
relations are

aL 2 e
— =mro 2
5 (8.20)
so that
L . ..
%(3—8) = 2mri 0 + mr*0 8.21)
d % = —mgrsin® 8.22
an ™ 8 (8.22)

The dissipation function in terms of the second generalized coordinate is shown to be
5 _ 0 8.23
% (8.23)
and the generalized force, Q, = 0, since there are no externally applied torques acting on the system
in the O direction. By insertion of Eqgs. (8.21), (8.22), and (8.23) into Eq. (8.11), the equation of
motion in the 6 direction is

2mrrQ +mr*0 +mgrsin® = 0 (8.24)
Through simplification and rearranging of terms, Egs. (8.18) and (8.24) can be rewritten as
mgcos@—k(r—l)+cf=m('r'—réz) (8.25)

and —mgsin® = m(270 + r0) (8.26)
respectively, yielding the equations of motion for the spring-dashpot pendulum system. Note that
Eqgs. (8.25) and (8.26) are also the equations of motion obtained by using Newton’s laws.

Single Elastic Body with Two Degrees of Freedom. Next, consider a single elastic body pendulum
consisting of a mass suspended from a pivot point. Assume that the mass is suspended solely by a
spring of natural length /, as seen in Fig. 8.3, and that the system experiences no viscous damping.
As before, the system is constrained to move within the vertical, or -0 plane, and is acted upon by
a gravitational field g, which acts in the negative vertical direction; r and 0 are again determined to
be the only two generalized coordinates, since the motion of the mass is constrained to movement
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FIGURE 8.3  Single elastic body pendulum with one spring (point G, represents the
center of gravity of the pendulum).

within the r-0 plane only. The spring pendulum system of Fig. 8.3 is another mechanically analo-
gous system that can also be used to initially model the dynamic behavior of soft tissues.

The steps needed to determine the equations of motion for this system are essentially the steps for
the previous system in Fig. 8.2. In this example, the effects of viscous damping are neglected, thereby
omitting Rayleigh’s dissipation function within the solution. This is a simple omission where removal
of the dissipation function from Lagrange’s equation will have an impact on the final solutions.

The velocity of the mass remains the same as before and is given by

v="rb, +rfb, (8.27)

The kinetic energy of the system,
m._. :
T= E[r2 +(r0)’] (8.28)
and the potential energy of the system,

V = - mgrcos6 + g(r -’ (8.29)
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are also the same, and therefore, the Lagrangian will not change,

L=T—V=%[i2+(r 9)2]+mgrcos6—§(r—l)2 (8.30)

With the omission of the dissipation function, Lagrange’s equation is solved for each of the chosen
generalized coordinates: g, = r, Eq. (8.31), and ¢, = 6, Eq. (8.32).

i(%)—(%)=Qr=>mf—mr62—mgcos8+k(r—l)=0 (8.31)
dt\ or ar
%(%) - (%) = Qp = 2mri® + mr’6 + mgrsin® = 0 (8.32)

Simplificating and rearranging Eqs. (8.31) and (8.32) yields the two equations of motion:
mgcosB—k(r—l)=m(f—r62) (8.33)
and —mgsin® = m(270 + rd) (8.34)

Once again, Egs. (8.33) and (8.34) are the same equations of motion obtained by the Newtonian
approach.

8.4.3 Biodynamically Modeling the Upper or Lower Extremity

Consider the two-segment system shown in Fig. 8.4, where a single segment of length /; is connected to
a large nontranslating cylinder at point B. For initial simplicity, it is assumed that for this system, the
connection of the segment is that of a revolute (or hinge) joint having only one axis of rotation. The free-
moving end of the segment is identified as point C, while point G, identifies the center of gravity for this
segment. The large cylinder of height /; and radius [, (e.g., torso) is fixed in space and is free to rotate
about the vertical axis at some angular speed €. A moving coordinate system b,, b,, b is fixed at point
B and is allowed to rotate about the b, axis so that the unit vector b, will always lie on segment BC. This
particular system considers only one segment, which can represent the upper arm or thigh, and is
presented as an initial step for dynamically modeling the upper or lower extremity. To complete the
extremity model, additional segments are subsequently added to this initial segment. The derivations of
the models involving additional segments are presented later within this section.
The position vectors designating the locations of point B, G, and C are given as

rg=L+1 (8.35)
1
TG = 5h+ T8 (8.36)
and Io=rz+l (8.37)

respectively.
The angular velocity vector of segment BC is determined to be

o, =—-C8cosO,b, + Q2sin6b, + 91b3 (8.38)

where 0, is the angle between the segment and the vertical and 91 is the time rate of change of that
angle.
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Iy

mg

FIGURE 84 Two-segment model: one rigid segment connected to a nontranslating
cylinder.

The components for the mass moment of inertia about point G, in the b,, b,, b, frame of reference are

I, =0 (8.39)

3

1
Iy, =1y, =5 mls (8.40)
The kinetic energy of segment BC is defined by the equation
T—l(l wr +1, 0} +1 (JL)2)+l Vg - V 8.41
1= 5\ Oy * L, O, + Ly, 03, J+ 5 Vg, - Vg, (8.41)

where v, is the velocity vector of segment taken at the center of mass. This vector is determined by
using the relative velocity relation

Vg, = Vgt O, XTgp (8.42)
where v, is the velocity vector for point B and is
Vg == 15LQb; (8.43)
and rg ,p is the relative position vector for point G, as defined from point B and is

l
Y8 = %bl (8.44)
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Substitution of Egs. (8.38), (8.43), and (8.44) into Eq. (8.42) yields

. : l
¢ =—1L,Rb; + (- QcosO;b; + Qsin6;b, + 0,bs) x %bl (8.45)
which is solved to be
L . l;sin0
Vo, = 20ib, - Q(%Jrzz) b, (8.46)

Therefore, Eq. (8.41) can be written by using Egs. (8.38), (8.39), (8.40), and (8.46):

11

T =
ol

1 I, sin© g
m 1297 sin% 6, + 12m11361)+2m1{( e) [-9(3512“1”2)” (8.47)

and simplified to the final form of the kinetic energy for the system:

1 2 1 242 z/l sin 0 \2
Tl=£mll3(§2 sin” 6, +6] )+8m113e +f Q2 (8.48)

The potential energy of the system is simply

I
Vi=-mg—=> 5 3 cosH, (8.49)

The Lagrangian for segment BC, L, is subsequently determined to be
1 2(02«n? 2\, 1 000
=—ml;| Q7 sin” 0, + 07 |+ —m, 50
oMb ( 1Y ) g3

1 I;sin® 2 l
+Em192(%+lz) +mygLcose, (8.50)

L

Applying Lagrange’s equation (8.11) and using the only generalized coordinate for this system, 6,,
q,=9, (8.51)

each term of Eq. (8.11) can easily be identified by differentiation of Eq. (8.50). The derivative of L,
with respect to 0, is solved accordingly:

ALy = imllg Q? sinB; cos 6, +lm113292 sinB; cos 6,
40, 12 4
1 2 1 .
+5mll2l3Q 00591—5m1g13sm61 (8.52)
which reduces to
aLl 1 22 - 1 2 1 .
— =—myl5Q7sin 0, cosO, + —m,,1;Q2" cosO, — —m,gl; sinO .
w0, 38 1 15 mbl 1= 58k | (8.53)

The derivative of L, with respect to él is

77N TR U E
Lo 120, + = m 120, = —m 120 54
36, 12 R0t = mih (8.54)
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So that

R
—— | =—ml;0
dtk 1) 3B (8.55)
The appropriate terms can be substituted into Lagrange’s equation (8.11) to give

1 S | . 1 1 .
§m11§el —§m113252251n8I cos0, —Em,lzl392 cos0, +Em,gl3 sinf, =0 (8.56)

since there are no externally applied torques acting on the system in the 6, direction. The resulting
equation of motion for the one-segment system is solved as

6, - Q*sin6, cos b, —EZ—ZQZCOSG1 +§§sine1 =0 (8.57)
21 21

Next, consider an additional segment added to the two-segment system in the previous example, as
seen in Fig. 8.5. Assume that the additional segment added adjoins to the first segment at point C by
way of a revolute joint. The new segment is of length ,, with point D defining the free-moving end
of the two-segment system and point G, identifies the center of gravity for the second segment. An
additional moving body-fixed, coordinate system ¢,, ¢,, ¢, is defined at point C and is allowed to
rotate about the ¢, axis so that the unit vector ¢; will always lie on segment CD.

myg

FIGURE 8.5 Two rigid segments connected to a nontranslating cylinder.
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New position vectors designating the locations of point G, and D are given as

I +rc (8.58)

N | —

I,

and rp=rc+1, (8.59)

respectively for the new segment.

When solving a three-segment system as the one seen in Fig. 8.5, the kinetic and potential energy
must be determined independently for each segment. Since the kinetic and potential energy was
solved previously for segment BC and is given in Eqgs. (8.48) and (8.49), consideration needs to be
given only to segment CD.

In a similar manner as before, the angular velocity vector of segment CD is determined to be

¢ = - QcosB,c¢, + Qsinb,c, + 0,¢5 (8.60)
where 0, is the angle between the segment and the vertical and 92 is the time rate of change of the

angle. Also, the components for the mass moment of inertia about point G, in the ¢,, ¢,, ¢, frame of
reference are

I.=0 (8.61)
L,
and I, =1, = Emzu (8.62)

and the kinetic energy of segment CD is defined by the equation

1 2 2 3y, 1
T2 = 5(161(’061 + Ic‘zwc‘z + 16‘3('0(‘3 ) * EmszZ ' VGz (863)

where the velocity vector at point G, is
Vg, = Ve + W, XX c (8.64)

In order to solve Eq. (8.64), the velocity vector at point C and the cross product must be deter-
mined.

Ve =Vp+W, XIp

so that
Ve =-0LQb; + (- QcosO;b; + Qsin0;b, + 91b3) x (I3b)) (8.65)
Ve = 16,by - Q(L, + L;sinH, )by,
and We X Tg e = (- Qcosh,e; + Qsinb,e, + 0,¢5) x (%‘cl) (8.60)
W X T 0 = %‘ézcz - %Qsinezq
so that

Vg, = 130,by - Q(lysin, + 1,)bs + %ézcz - %Qsin92c3 (8.67)

Note that Eq. (8.67) contains velocity terms from both moving coordinate systems b,, b,, b, and ¢/,
¢,, ¢, and should be represented entirely in terms of ¢, ¢,, ¢, Therefore, a coordinate transformation
matrix is defined that will manage this.
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¢;| |cos(8,-6,) sin(6,-6,) Ol|b,
C,|=|-sin(0, - 0,) cos(0,-0;) O||b, (8.68)
c3 0 0 1| |bs

From Eq. (8.68), the velocity at point G, becomes

Ve, = 136, sin(8, - 6))¢; + | 56, cos(6, - 6,) + %62] c,

l
- | QU sin®, + L) +L,Q + E“Q sinez] 3 (8.69)

Substituting Eqgs. (8.61), (8.62), and (8.69) into Eq. (8.63), the equation for the kinetic energy of
segment CD, and solving gives

T, = %mzlsz(i)]2 + %m213l46,('32 cos(0, —6,) + émﬂfé%

+ %mzzfgz sin” 6, + %mzl3l4§22 sin®, sinB, + m,l,1,Q? sinH,
1 2,2 1 2 . 1 202 oin2
+5m112§2 +5mzlzl4§2 sin@, +gmzl49 sin” 0, (8.70)
and the potential energy of segment CD is determined to be
)
V, =-mygl;cosO, - m2g§cos@2 (8.71)

The total kinetic and potential energy of the system can be determined by summation of
T=T +T, (8.72)
and V=V +V, (8.73)
respectively, where the Lagrangian for the system is given by
L=(T,+T)-(V,+V)=T-V (8.74)

It is left to the reader to apply Lagrange’s equation (8.11), using the two generalized coordinates of
the two-segment system, ¢, = 0, and ¢, = 0,, to work through the mathematics involved in solving
Eq. (8.11) to yield the equations of motion. For the first generalized coordinate, ¢, = 6,, the equation
of motion is solved to be

1 | . 1
G+ my)36, + 2 Mally cos(B, = 6B, - (m + my)3Q?sin B, cosh,

1 1 ..
-Gm+ my)L1L,Q* cos 6, + ~Mals1i0,0, 5in6) cos B,

1 - 1
- 5’"21314(9192 + 92)00561 sin@, + (Em1 +m,)glysin®; =0 (8.75)

For the second generalized coordinate, g, = 0,, the equation of motion is solved to be
émzlféz + %mzlﬂ4 cos(0, — 91)61 + %mzl3l49192 cos0,sin0,
L o1,(6,6, + ©%)5in6, cos6, -~ my2Q7 sin6, cos b
5 M3t U102 1 273 Myly 2 2

1 1
- 5m21214£22 cos0; + S mygly sin6, =0 (8.76)
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myg msg

FIGURE 8.6 Three rigid segments connected to a nontranslating cylinder.

To complete the hand-arm or foot-leg system, consider yet another additional segment added to the
three-segment system, as seen in Fig. 8.6. As before, it is assumed that the additional segment added
adjoins to the second segment at point D by way of a revolute joint. The new segment is of length
L5, with point E defining the free-moving end of the four-segment system and point G, identifying
the center of gravity for the third segment. An additional moving coordinate system d,, d,, d, is
defined at point D and is allowed to rotate about the d, axis so that the unit vector d, will always lie
on segment DE.

The solution to the four-segment system is obtained in a similar manner to that of the three-
segment system with careful consideration of the coordinate transformations. It is not provided
because of its bulky content and is left for the reader to solve.

8.5 INTRODUCTION TO THE KINEMATICS TABLE METHOD

The kinematics table, shown in Table 8.1, introduces a method (referred to within this chapter as the
table method) for efficiently managing the mathematics involved in analyzing multibody and multi-
ple coordinate system problems, and can be used in either the Lagrangian or the Newton-Euler
approach. A schematic diagram, which defines an inertial or body-fixed coordinate system, must
accompany every kinematics table. The purpose of the schematic is to identify the point on the body at
which the absolute velocity and acceleration is to be determined. The corresponding schematic for
Table 8.1 is shown in Fig. 8.7.
The kinematics table is divided into three sections.

1. Top section (rows a, b, and c): Acts as a worksheet to assist in the writing of the expressions for
the next two sections.
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TABLE 8.1 Blank Kinematics Table

Wp
(a) Angular velocity of coordinate system with its
origin at B

Op=0g
(b) Angular acceleration of coordinate system with its
origin at B

Tp
(c) Relative displacement of point P with respect to B

Vi
(d) Base velocity of origin B

Ve = Tpp
(e) Relative velocity of point P with respect to B

Wp X Tpp

(f) Transport velocity

ap
(g) Base acceleration

App = Tppp ]
(h) Relative acceleration

Op X Tpp ) )
(i) Acceleration due to angular acceleration of rotation
frame

Wp X (cuB. X Tpp)
(j) Centripetal acceleration

20 X Fp
(k) Coriolis acceleration

2. Middle section (rows d, e, and f): Summed to yield
the absolute velocity (velocity with respect to an
inertial frame of reference) of point P.

3. Bottom section (rows g, h, i, j, and k): Summed to
yield the absolute acceleration (acceleration with
respect to an inertial frame of reference) of point P.

All terms in the first column are vectors and are resolved
into their vector components in the 2", 3%, and 4%
columns and the unit vectors of the selected coordinate
system are written at the top of the columns.

For a multibody system, each body would require a
kinematics table and a corresponding schematic. The
following examples illustrate the steps required for
solving problems by the table method. Note that one
example includes the expressions for acceleration to
demonstrate the use of the table method with the Newton-
Euler approach, while all other examples consider only the
velocity.

I
P/B

B >
1

FIGURE 8.7 Schematic to accompany the
kinematics table (Table 8.1).



212 BIOMECHANICS OF THE HUMAN BODY

8.5.1 Single Rigid Body with a Single Degree of Freedom

The upper arm, simplified as a single rigid body, is shown in Fig. 8.8. The velocity and acceleration
for the center of mass of the arm are derived and presented in two coordinate systems. Table 8.2
presents the kinematics in an inertial coordinate system, while Table 8.3 utilizes a body-fixed,
moving coordinate system. For this system, not unlike the two-segment system of Fig. 8.4, a moving
coordinate system b, b,, b, is fixed at point B and is allowed to rotate about the b, axis so that the
unit vector b, will always lie on segment BC.

From Tables 8.2 and 8.3, the absolute velocity of the center of gravity, or point G, is

Vg, = 15,91 c080,i + 15 0, 5in 0,

. (8.77)
Vg, =159b;
inthei, j,kandb,b,, b3 frame of references, respectively.
The absolute acceleration is
ag = (Vc,él cosO, — rGlélz sin®, )i + (Va,él sin@; + rGlélz cos0, )j
ag = —rclélzb1 + ;’Glélb2 (8.78)

FIGURE 8.8 Single rigid body pendulum (point G, represents the
center of gravity of the pendulum and is fixed).
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i j K

Wy 0 0 0

0y = Gy 0 0 0

Y68 =Yg, Ig, sinb; —rg, cosf, 0

v, 0 0 0

Vg, =1Ig, "0161 cos0, rclél sin©, 0

Wp X Tg, 0 0 0

a, 0 0 0

ag =ig ralél cos O, rGlél sinB; 0
- rclélz sin@, + rclélzcosﬁl

Op X Ig, 0 0 0

0px (g xTg) 0 0 0

2wp x g, 0 0 0

in the i, j, k and b, b,, b, frame of references, respectively. In applying either form of Eq. (8.77),
the kinetic energy of the arm is found to be
1 Lo b o 1. 0
T= Eva] Vg, + 510161 = Emrclel + 510191 (8.79)
The gravitational potential energy of the arm is

V' =—mgrg cosB, (8.80)

TABLE 8.3 Kinematics Table for the Single Rigid Body in a Body-Fixed Coordinate System

b =e, b, =¢, b,

Wg 0 0 0,
dp=Wg 0 0 0,
T8 =T, TG, 0 0
Vg 0 0 0
Vg, =1, 0 0 0
Wp X TG, 0 rG,él 0
a, 0 0 0

ag = i‘Gl 0 0 0
Op XIg, 0 ”6161 0

A2
wpx (W XIg) =15, 0

20p x Ig, 0 0 0
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8.5.2 Single

Substituting Egs. (8.79) and (8.80) into the Lagrangian, Eq. (8.3), results in

Lo o 1, o
L= T—V=5mr6161 +EIG,61 +mgrg, cosb, (8.81)

Substituting Eq. (8.81) into Eq. (8.2) with k = 0, results in the equation of motion for the upper arm
(assuming that the torso is fixed), as shown in Eq. (8.82). Q, would include all nonconservative or
externally applied torques.

mrélél + Iclél +mgrg sinB; = Oy (8.82)

where I, = erG + I, , which can be found by using the parallel axis theorem.

In a similar manner to the derivation of the three-segment system of Fig. 8.5, a coordinate trans-
formation matrix is defined in order to convert between coordinate systems. A transformation
between the b frame and the inertial frame for a single rotation, 6,, about the b, axis in matrix form
is shown in Eq. (8.83).

b, sinf; —cos6;, Of]i
b,| =|cos6;, sinO, O
b, 0 0 1

J (8.83)
Kk

This results in the following equations:

b, =sin0,i - cos0,j

b, =cos6,i+sinb,j

b; =k (8.84)
i=sin0;b, + cos0b,

j=-cosf;b; +sin6b,

In transferring a velocity or acceleration from one table to the next, a conversion between frames, as
shown in Eq. (8.68), or a conversion from the b frame to the inertial frame as in Eqs. (8.83) and
(8.84), and then from the inertial into the ¢ frame, may be used.

Elastic Body with Two Degrees of Freedom

Table 8.4 is the kinematics table for the single elastic body pendulum shown in Fig. 8.3. The absolute
velocity of the center of mass G, is required to complete the Lagrangian approach, and the
Newtonian approach utilizes the absolute acceleration of point G,, Eq. (8.86), in F = mag, for
problems of constant mass.

The absolute velocity and acceleration of G, are expressed in terms of the body-fixed coordinate
system, b, b,, b,, which is fixed to the pendulum and rotates about the b, axis as before. Although
it is equivalent to expressing within the inertial frame of reference, i, j, k, the body-fixed coordinate
system, b, b,, b;, uses fewer terms. The velocity and acceleration for G, are respectively as follows:

Vg, = g by +15,0,b, (8.85)

and ag, = ('r'(;l - rG,élz)bl + (rGlél + 2’;0191)1"2 (8.86)
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TABLE 8.4 Kinematics Table for the Single Elastic Body Pendulum

b =e, b, =¢, b,

(O 0 0 0,

ap =y 0 0 6,

TG, =T, 15, 0 0

vy 0 0 0

Vg, = Ig, 75, 0 0

Wpg X Ig 0 rG]él 0

a, 0 0 0

ag =TIg el 0 0

Op X Ig, 0 rG]él 0
o2

WX (g XTg) —75,91 0 0

20 x iy, 0 2756, 0

8.5.3 Biodynamically Modeling the Upper or Lower Extremity by the

Table Method

It is clear that the multilink systems of Figs. 8.4, 8.5, and 8.6 are applicable to many biodynamic sce-
narios. They can represent a torso with an upper or lower extremity, as well as several other combi-
nations of multibody problems, as can be seen within the cited references.

If the multibody system represented in Fig. 8.6 is considered to represent a human torso, upper
arm, forearm, and hand, then Table 8.5 results in the velocity at the shoulder (point B) expressed in
the body-fixed coordinate system of the torso segment, a,, a,, a,. Similarly, the b,, b,, b, coordinate
system is body-fixed to the upper arm segment, the ¢,, ¢,, ¢, system to the forearm segment, and the
d,, d,, d, system to the hand segment. Tables 8.6, 8.7, and 8.8 are the results for the velocities at the
elbow (point C), wrist (point D), and metacarpophalangeal joint of the third digit (point E), respec-
tively. The results from these tables will yield the velocities at the end points of each segment
considered. The end point velocities are required in order to determine the velocities at the centers
of gravity for each segment. In Table 8.6, the velocity at the shoulder (point B), v, is found from
Table 8.5 by following these steps:

TABLE 8.5 The Absolute Velocity of Point B as Expressed Relative to a,, a,, a,
a4 a a3
a a : a 1,4 o1 a na 2l @ a a
, Wy ==Yy COSY; SINY3 Wy, =Py smyP; +yP3 W4, =Py COSY; COSY3
+ )3 cosys + 15 siny§
g4 0 TFiA TBIF
v, 0 0 0
VB/a = Ypa 0 0 0
Wy XTp/a TRiFW A, = TF/aW 4, ~TBIF0 4, Tr1aW A,
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TABLE 8.6 The Absolute Velocity of Point C as Expressed Relative to b, b, b,

bl bZ b3
b b b bbb b b b
W Wp =—PjCosP,sinYP; | wp =YPysinyP; +P;3 Wp =1y COSYP; COSY3
b b b .
+1 o83 +)sinyp}
Tep =Ic 0 fc 0
Vg
Ve =Te 0 0 0
Wp X Iy ~TcWp, 0 TcWp,

1. Sum the terms to yield the velocity in the a frame.

2. Either apply a coordinate transformation between the a and b frames directly, or convert from the
a frame to the inertial frame and then from the inertial frame to the b frame.

3. Once the velocity is expressed in the b frame, it may be inserted into Table 8.6.

This process is then repeated for Tables 8.7 and 8.8 to complete the tables with the velocities of
points C and D, respectively. The derivations of the velocity equations within these tables are lengthy
and left as an exercise for the reader.

To determine the velocity at the center of gravity for each segment, additional tables can
be subsequently constructed that correspond respectively to Tables 8.5, 8.6, 8.7, and 8.8. Each new
table must take into account the position vector that defines the location of G; for each segment,
where j ranges from O to n — 1 and # is the number of segments considered within the system.

The kinetic energy of the entire system is determined by expanding the expression for the kinetic
energy in Eq. (8.4) and is given as

1 1
T= EmAVGo Vg, * EvaG' - Vg,
1 1
*5McV6, Vo, +5mpVe, Ve,
Lo Lo
+5{03A} {IGO}{U)A}+E{(DB} {Ig Hwg}

1 1
+E{wC}T{IGZ}{“)C}"'E{wD}T{IGz}{wD} (8.87)

TABLE 8.7 The Absolute Velocity of Point D as Expressed Relative to ¢,, ¢, ¢,

< ) ¢
i C C 1 c 1.C o2 c C 1,C c c
0 ¢ ==PicosyPssings | ¢ =Pysings +p3 W, =] cosy; cosy
+13cosyg + 1§ siny}
Ipic =Tp 0 p 0
Mo
Vpic =Ypic 0 0 0
W X Tpc ~"p®c, TpWc,




BIODYNAMICS: A LAGRANGIAN APPROACH 217

TABLE 8.8 The Absolute Velocity of Point E as Expressed Relative to d,, d,, d,

d, d, dy
- d do - d d o d L od o d d d
wp Wp ==YPjcosYP,sinPz | wp =Py SInP, +P; Wp, =Py COSY, COSY3
- d d d .
+ )3 coss + 3 siny§
Teip =Tg 0 Tg 0
Vp
Ve =TYep 0 0 0
Wp XTgp —TgWp, 0 TE®Wp,

where {Ig;} is a 3 x 3 matrix containing the mass moment of inertia about each axis and, again, j ranges
from O to n — 1, where 7 is the number of segments considered within the system. (For this system, O des-
ignates the torso segment, 1 the upper arm segment, 2 the forearm segment, and 3 the hand segment.)
Each matrix within the ‘/2{(0,.}T{ I, H{w,} terms must be expressed in the same coordinate system. In
general, it is practical to select a coordinate system with an axis along the length of a body segment (e.g.,
upper arm or forearm). This is demonstrated by the use of the b, ¢, and d frames in the figures. A trans-
formation may be performed on the inertia matrix if another coordinate system is desired.

Euler rotation sequences can be used in order to define the movement of each segment. More
specifically, the angular velocities w, of points B, C, D, and E can be determined by using a 3-1-2
coordinate transformation, which is otherwise referred to as a Cardan rotation sequence (Allard
et al., 1997). This transformation is commonly used within biodynamics to represent simple
movements of joints using limited, three-dimensional ranges of motion, such as those observed
during walking, and is chosen based on its convenient representation of the clinical definition of
joint motion from a neutral position. It should be understood that for motions involving large,
simultaneous, multiaxis rotations, gimbal locks can occur that produce erroneous transformation
values and other mathematical methods may need to be employed. Detailed explanations of those
methods are beyond the scope of this chapter and are left to a careful review of the literature. For
the multisegment systems of Fig. 8.4, 8.5, and 8.6, w, is determined within Tables 8.5, 8.6, 8.7,
and 8.8, assuming that each segment link is that of a ball-and-socket joint, or a globular or spherical
pair. Unlike the revolute joint, the ball-and-socket joint has three axes of rotation and allows o,
to have components in any direction. This assumption also prompts the introduction of a new set of
symbols, which are somewhat different from the ones used previously, to describe the motion of each
segment.

The e, e,, e, coordinate system is defined to generalize the discussion of the angular velocity
derivations and represents the inertial frame of reference. The 3-1-2 transformation follows an initial
rotation about the third axis, e,, by an angle of 1, to yield the ej, €5, €3 coordinate system. Then a
second rotation is performed about the €| axis by an angle of 1, yielding the ej, €3, €5 system.
Finally, a third rotation is performed about the €5 axis by 1, to yield the final e{; 7’ €3" body frame
of reference. This defines the transformation from the e, e,, e, system to the e[, €3’ €3” system. To
supplement the kinematics tables, an expression for the angular velocity vector is defined from this
transformation as

W; =1 €3+ €] +Pze) (8.88)
where €5 = €5’ by nature of the rotations, and e, and must be defined in terms of the e}’ e}’ e’ coor-
dinate system. This is typically accomplished by using a figure that demonstrates the rotations and
respective orientations of the coordinate systems. Euler angles and coordinate transformations are
discussed in greater detail in the cited references.
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The gravitational potential energy of the system, expressed in vector form, is given as
V = (myrg, +mplg + merg, + mprg ) -(=g)j (8.89)

The unit vector j, according to Figs. 8.4, 8.5, and 8.6, is in the inertial coordinate system and is
always directed upward. Taking a dot product between any quantity and this unit vector results in the
vertical component of the quantity. As a result of the dot products in both Egs. (8.87) and (8.89), the
resulting kinetic and potential energies are scalar quantities. As before, these quantities can be incor-
porated into Lagrange’s equation to determine the equations of motion for the system.

8.6 BRIEF DISCUSSION

8.6.1

Forces and Constraints

Forces play an integral role in the dynamic behavior of all human mechanics. In terms of human
movement, forces can be defined as intrinsic or extrinsic. For example, a couple about a particular
joint will involve the intrinsic muscle and frictional forces as well as any extrinsic loads sustained
by the system. If the influence of intrinsic muscle activity within the system is to be considered, the
location of the insertion points for each muscle must be determined to properly solve the equations
of motion.

Conservative forces due to gravity and elasticity are typically accounted for within the terms
defining the potential energy of the system, while inertial forces are derived from the kinetic energy.
Forces due to joint friction, tissue damping, and certain external forces are expressed as nonconser-
vative generalized forces.

In biodynamic systems, motions that occur between anatomical segments of a joint mechanism
are not completely arbitrary (free to move in any manner). They are constrained by the nature of the
joint mechanism. As a result, the structure of the joint, the relative motions the joint permits, and the
distances between successive joints must be understood in order to properly determine the kinematics
of the system.

The Lagrangian approach presented within this section has been limited to unconstrained systems
with appropriately selected generalized coordinates that match the degrees of freedom of the system.
For a system where constraints are to be considered, Lagrange multipliers are used with the extended
Hamilton’s principle (Baruh, 1999). Each constraint can be defined by a constraint equation and a
corresponding constraint force. For any dynamic system, the constraint equations describe the
geometries and/or the kinematics associated with the constraints of the system. For a biodynamic
joint system, the contact force between the segments linked by the joint would be considered a
constraint force. Constraint forces may also involve restrictions on joint motion due to orientations
and interactions of the soft tissues (e.g., ligamentous, tendonous, and muscular structures) that surround
the joint.

8.6.2 Hamilton’s Principle

In cases where equations of motion are desired for deformable bodies, methods such as the extended
Hamilton’s principle may be employed. The energy is written for the system and, in addition to the
terms used in Lagrange’s equation, strain energy would be included. Application of Hamilton’s
principle will yield a set of equations of motion in the form of partial differential equations as well
as the corresponding boundary conditions. Derivations and examples can be found in other sources
(Baruh, 1999; Benaroya, 1998). Hamilton’s principle employs the calculus of variations, and there
are many texts that will be of benefit (Lanczos, 1970).
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8.7 IN CLOSING

This chapter is presented as an introduction to the use of the Lagrangian approach to biodynamically
model human mechanics. Several important aspects of dynamics are briefly introduced and discussed,
and may require a review of the literature for more detailed explanations and additional examples.
Assumptions were made within each example to simplify the solution and provide a clear presentation
of the material.

Further applications may consider dynamic systems that involve adding two or more viscoelastic
or elastic bodies to the single-body pendulum examples. As a result, solutions defining the
dynamic behavior of a multisegment pendulum problem would be determined. Combinations of
viscoelastic and elastic segments may also be linked together, but may add to the complexity of the
solutions because of the elasticity variations between segments. Other applications may include various
combinations of spring and dashpot systems, such as a Maxwell model or a Kelvin body, to further
study the effects of viscoelasticity on a dynamic system.

The multisegment extremity model demonstrated the ability to subsequently add segments to a
base model and determine the equations of motion with each addition. These models were derived
with the assumption that the links between segments were revolute joints. Further modifications of
this example may involve combinations of revolute and ball-and-socket joints to more accurately
model an actual biodynamic system. The final example (Tables 8.5, 8.6, 8.7, and 8.8) begins to solve
a system that assumes all links to be of a ball-and-socket type. If one those links is assumed to be a
revolute joint (e.g., point C, the elbow), then the appropriate angles 1 and angular velocities ) for
the adjoining segments would be negligible on the basis of the constraints of a revolute joint.
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9.1 INTRODUCTION

Bone is a complex tissue that is continually being torn down and replaced by biological remodeling.
As the main constituent in whole bones (which as organs contain other tissues such as bone
marrow, nerves, and blood vessels), the two types of bone tissue—cortical and trabecular bone—
have the functional task of withstanding substantial stress during the course of locomotion and
strenuous activities such as lifting heavy weights or fast running. Since bones are loaded both
cyclically and statically, fatigue and creep responses are important aspects of their mechanical
behavior. Indeed, there is evidence that a primary stimulus for bone remodeling is the repair of
damage that accumulates from habitual cyclic loading.!> With aging, however, the balance
between bone loss and gain is disrupted, and bone deteriorates, leading to a variety of devastating
clinical problems. In modern populations, fractures from osteoporosis are becoming increasingly
common, the spine, hip, and wrist being the primary sites. Implantation of orthopedic prostheses
for conditions such as disc degeneration and osteoarthritis require strong bone for optimal fixa-
tion, a difficult requirement for sites such as the aged spine or hip, where bone strength can be
greatly compromised. The goal of this chapter is to summarize the highlights of what is known
about the mechanical behavior of bone as a material. With a focus on the behavior of human bone,
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we review the mechanics of cortical bone, trabecular bone, and trabecular tissue material. Rather
than attempt to provide an encyclopedic review of the literature, our intent is to provide a focused
summary that will be most useful as input for biomechanical analyses of whole bone and bone-
implant systems.

9.2 COMPOSITION OF BONE

At the nanometer scale, bone tissue is composed of inorganic and organic phases and water. On a
weight basis, bone is approximately 60 percent inorganic, 30 percent organic, and 10 percent water,?
whereas on a volume basis, these proportions are about 40 percent, 35 percent, and 25 percent,
respectively. The inorganic phase of bone is a ceramic crystalline-type mineral that is an impure
form of naturally occurring calcium phosphate, most often referred to as hydroxyapatite:
Ca,(PO,)¢(OH),.* Bone hydroxyapatite is not pure hydroxyapatite because the tiny apatite crystals
(2- to 5-nm-thick x 15-nm-wide x 20- to 50-nm-long plates) contain impurities such as potassium,
magnesium, strontium, and sodium (in place of the calcium ions), carbonate (in place of the phos-
phate ions), and chloride or fluoride (in place of the hydroxyl ions). The organic phase of bone consists
primarily of type I collagen (90 percent by weight), some other minor collagen types (III and VI), and
a variety of noncollagenous proteins such as osteocalcin, osteonectin, osteopontin, and bone sialo-
protein.’ The collagen molecules are arranged in parallel with each other head to tail with a gap or
“hole zone” of approximately 40 nm between each molecule.® Mineralization begins in the hole
zones and extends into other intermolecular spaces, resulting in a mineralized fibril. The three-
dimensional arrangement of collagen molecules within a fibril is not well understood. However,
collagen fibrils in bone range from 20 to 40 nm in diameter, suggesting that there are 200 to
800 collagen molecules in the cross section of a fibril.

9.3 BONE AS A HIERARCHICAL COMPOSITE MATERIAL

At the micron scale and above, bone tissue is a hierarchical composite (Fig. 9.1). At the lowest level
(=0.1-um scale), it is a composite of mineralized collagen fibrils. At the next level (1- to 10-um
scale), these fibrils can be arranged in two forms, either as stacked thin sheets called lamellae (about
7 pm thick) that contain unidirectional fibrils in alternating angles between layers or as a block of
randomly oriented woven fibrils. Lamellar bone is most common in adult humans, whereas woven
bone is found in situations of rapid growth, such as in children and large animals, as well as during
the initial stages of fracture healing.

Lamellar bone is found in different types of histological structures at the millimeter scale.
Primary lamellar bone is new tissue that consists of large concentric rings of lamellae that circle the
outer 2 to 3 mm of diaphyses similar to growth rings on a tree. The most common type of cortical
bone in adult humans is osteonal or Haversian bone, where about 10 to 15 lamellae are arranged
in concentric cylinders about a central Haversian canal, a vascular channel about 50 um in diameter
that contains blood vessel capillaries, nerves, and a variety of bone cells (Fig. 9.2a). The substructures
of concentric lamellae, including the Haversian canal, is termed an osteon, which has a diameter of
about 200 um and lengths of 1 to 3 mm. Volkmann’s canals are about the same diameter as Haversian
canals but run transverse to the diaphyseal axis, providing a radial path for blood flow within the
bone. Osteons represent the main discretizing unit of human adult cortical bone and are continually
being torn down and replaced by the bone remodeling process. Over time, the osteon can be com-
pletely removed, leaving behind a resorption cavity that is then filled in by a new osteon. Typically,
there are about 13 Haversian canals per square millimeter of adult human cortical bone. Since min-
eralization of a new osteon is a slow process that can take months, at any point in time there is a large
distribution of degree of mineralization of osteons in any whole-bone cross section. A cement line,
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1. Mineralized
Collagen Fibril
[0.1 micron)

2. Lamellar
Woven
{10 micron]

3. Primary Lamellar
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Laminar
Woven
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4. Trabecular
Cortical
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FIGURE 9.1 The four levels of bone microstructure, from the level of
mineralized collagen fibrils to cortical and trabecular bone. It is generally
assumed that at the former level, all bone is equal, although there may be
subtle differences in the nature of the lamellar architecture and degree of
mineralization between cortical and trabecular bone. (Adapted from
Ref. 145.)

which is a thin layer of calcified mucopolysaccharides with very little collagen and low mineral con-
tent,” remains around the perimeter of each newly formed osteon. The cement line is thought to rep-
resent a weak interface between the osteon and the surrounding interstitial bone.® These weak
interfaces are thought to improve the fatigue properties of cortical bone by providing avenues for dis-
sipation of energy during crack propagation.’

The bone matrix that comprises lamellar and woven bone contains another level of porosity on
the order of 5 to 10 um that is associated with the bone cells (see Fig. 9.2a, b, c). Osteocytes, the
most common type of bone cell, are surrounded by a thin layer of extracellular fluid within small
ellipsoidal holes (5 um minor diameter, 7 to 8 um major diameter) called lacunae, of which there
are about 25,000 per um? in bone tissue. The lacunae are generally arranged along the interfaces
between lamellae. However, the lacunae also have a lower-scale porosity associated with them. Each
osteocyte has dendritic processes that extend from the cell through tiny channels (=0.5 ym diameter,
3 to 7 um long) called canaliculi to meet at cellular gap junctions with the processes of surrounding
cells.* There are about 50 to 100 canaliculi per single lacuna and about 1 million per mm? of bone.

At the highest hierarchical level (1 to 5 mm), there are two types of bone: cortical bone, which
comes as tightly packed lamellar, Haversian, or woven bone; and trabecular bone, which comes as a
highly porous cellular solid. In the latter, the lamellae are arranged in less well-organized “packets”
to form a network of rods and plates about 100 to 300 um thick interspersed with large marrow
spaces. Many common biological materials, such as wood and cork, are cellular solids.’

The distinction between cortical and trabecular bone is most easily made based on porosity.
Cortical bone can be defined as bone tissue that has a porosity P of less than about 30 percent or,
equivalently, a volume fraction V. of greater than about 0.70 (V;= 1 — P). Volume fraction is the ratio
of the volume of actual bone tissue to the bulk volume of the specimen. In the field of bone
mechanics, porosity measures usually ignore the presence of lacunae and canaliculi. Porosity of adult

*Gap junctions are arrays of small pores in the cell membrane that make connections between the interiors of neighboring
cells, allowing direct passage of small molecules such as ions from one cell to another.
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FIGURE 9.2 (a) Diagram of a sector of the shaft of a long bone showing the different types of cortical bone, trabecular bone, and the
various channels. (From Figure 5—1d of Ref. 146.) (b) Environmental scanning electron micrograph of a fracture surface of a piece of
cortical bone showing a fractured lacuna at low (leff) and high (right) magnifications. Note the elliptical shape of the lacuna and the multiple
smaller canaliculi. (¢) A schematic depicting the interconnection of osteocytes (OC) via the cell processes that extend along the canaliculi
and meet at gap junctions (GJ). Bone-lining cells (dormant osteoblasts, BLC) lie on each exposed bone surface, where osteoclasts (OCL)
can be found removing bone as part of the ongoing remodeling process. A thin layer of bone fluid (BF) surrounds the cells and their
processes.

human femoral cortical bone, for example, can vary from as low as 5 percent at age 20 up to almost
30 percent above age 80.'° Porosity of trabecular bone can vary from 70 percent in the femoral
neck!! up to about 95 percent in the elderly spine.'?

Two other common measures of bone density in biomechanical studies are termed fissue and
apparent densities. Tissue density p,  is defined as the ratio of mass to volume of the actual bone
tissue. It is similar for cortical and trabecular bone, varies little in adult humans, and is about 2.0
g/cm?. Apparent density Papp is defined as the ratio of the mass of bone tissue to the bulk volume of
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the specimen, including the volume associated with the vascular channels and higher-level porosity.
Volume fraction, tissue density, and apparent densities are related as follows:

papp = plissz

Typically, mean values of apparent density of hydrated cortical bone are about 1.85 g/cm?3, and
this does not vary much across anatomic sites or species. By contrast, the average apparent density
of trabecular bone depends very much on anatomic site. It is as low as 0.10 g/cm? for the spine,'?
about 0.30 g/cm? for the human tibia,'# and up to about 0.60 g/cm? for the load-bearing portions of
the proximal femur.!! After skeletal maturity (around ages 25 to 30), trabecular bone density decreases
steadily with aging, at a rate of about 6 percent per decade.!’

Spatially, the relatively high porosity of trabecular bone is in the form of a network of intercon-
nected pores filled with bone marrow. The trabecular tissue forms an irregular lattice of small rods
and plates that are called trabeculae (Fig. 9.3). Typical thicknesses of individual trabeculae are in the
range 100 to 300 um, and typical intertrabecular spacing is on the order of 500 to 1500 pm.'®
The spatial arrangement of the trabeculae is referred to as the trabecular architecture. Architectural
type varies across anatomic site and with age. Bone from the human vertebral body tends to be more
rodlike, whereas bone from the bovine proximal tibia consists almost entirely of plates. As age

C D

FIGURE 9.3 Three-dimensional reconstructions of trabecular bone from the (a) bovine proximal tibia, (b) human
proximal tibia, (¢) human femoral neck, (d) human vertebra. Each volume is 3 x 3 x 1 mm?. (From Ref. 142.)
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increases and volume fraction decreases, the architecture becomes increasingly rodlike, and these
rods become progressively thin and can be perforated. Quantification of trabecular architecture with
the intent of understanding its role in the mechanical behavior of trabecular bone has been the
subject of intense research. In addition to calculating trabecular thickness, spacing, and surface-
to-volume ratio, stereological and three-dimensional methods may be used to determine the mean
orientation (main grain axis) of the trabeculae, connectivity, and the degree of anisotropy.!” While
earlier studies used two-dimensional sections of trabecular bone to perform these architectural
analyses,!®!° more recent investigations use three-dimensional reconstructions generated by micro-

computed tomography and other high-resolution imaging techniques.!-20-22
9.4 MECHANICAL PROPERTIES OF CORTICAL BONE

TABLE 9.1 Anisotropic Elastic Properties of Reflecting the anisotropy of its microstructure, the
Human Femoral Cortical Bone elastic and strength properties of human cortical
bone are anisotropic. Cortical bone is both stronger
Longitudinal modulus (MPa) 17,900 (3900)°  and stiffer when loaded longitudinally along the
Transverse modulus (MPa) 10,100 (2400) diaphyseal axis compared with the radial or circum-
Shear modulus (MPa) 3,300 (400) ferential “transverse” directions (Table 9.1). Com-
Longitudinal Poisson’s ratio 040 (0.16)  paratively smaller differences in modulus and
Transverse Poisson’s ratio 0.62 (0-26) strength have been reported between the radial
*Standard deviations are given in parentheses. and circumferential directions, indicating that
Source: Data from Ref. 150. human cortical bone may be treated as transversely

isotropic. This is probably a reflection of its evolu-
tionary adaptation to produce a material that most
efficiently resists the largely uniaxial stresses that
develop along the diaphyseal axis during habitual
activities such as gait. Cortical bone is also stronger

TABLE 9.2 Anisotropic and
Asymmetrical Ultimate Stresses of
Human Femoral Cortical Bone

Longitudinal (MPa) in compression than in tension (Table 9.2). The
Tension 135 (15.6)* percentage strength-to-modulus ratio for cortical
Compression 205 (17.3) bone is about 1.12 and 0.78 for longitudinal com-

Transverse (MPa) p.ression and tension, rgspeqtively. Compared with
Tension 53 (10.7) high-performance engineering metal alloys such
Compression 131 (20.7) as aluminum 6061-T6 and titanium 6Al-4V with

Shear (MPa) 65 (4.0) corresponding ratios of about 0.45 and 0.73, respec-

tively, it is seen that cortical bone has a relatively
“Standard deviations are given in parentheses. large strength-to-modulus ratio. In this sense, it can

Source: Data from Ref. 150. . . .
be considered a relatively high-performance mate-

rial, particularly for compression. It should be noted

that these properties only pertain to its behavior
when loaded along the principal material direction. If the specimen is loaded oblique to this, a trans-
formation is required to obtain the material constants. This consequence of the anisotropy can introduce
technical challenges in biomechanical testing since it is often difficult to machine bone specimens in
their principal material orientations.

From a qualitative perspective, human cortical bone is a linearly elastic material that fails at rel-
atively small strains after exhibiting a marked yield point (Fig. 9.4). This yield point is determined
according to standard engineering definitions such as the 0.2 percent offset technique and does not
necessarily reflect plasticity. However, when cortical bone is loaded too close to its yield point and
then unloaded, permanent residual strains develop (Fig. 9.5). Unlike the ultimate stresses, which are
higher in compression, ultimate strains are higher in tension for longitudinal loading. These longitu-
dinal tensile ultimate strains can be up to 5 percent in young adults but decrease to about 1 percent
in the elderly.! Cortical bone is relatively weak in shear but is weakest when loaded transversely in
tension (see Table 9.2). An example of such loading is the circumferential or “hoop” stress that
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FIGURE 9.4 Typical stress-strain behavior for
human cortical bone. The bone is stiffer in the longitu-
dinal direction, indicative of its elastic anisotropy. It is
also stronger in compression than in tension, indicative
of its strength asymmetry (modulus is the same in
tension and compression). (From Ref. 9.)

constant stress

FIGURE 9.5 Creep response of cortical bone for
three different stress levels. When a low stress is
applied to the bone, the strain remains constant over
time, and there is no permanent deformation after
unloading. For stresses just below yield, strains increase
with time at a constant rate, and a small permanent
deformation exists after unloading. As the magnitude
of the stress is increased, the rate of creep increases,
and a larger permanent deformation exists after
unloading. (From Ref. 109.)

can develop when large intramedullary tapered implants such as uncemented hip stems are impacted
too far into the diaphysis.

While it is often appropriate to assume average properties for cortical bone, as shown in Tables 9.1
and 9.2, it may be necessary in some cases to account for the heterogeneity that can arise from
variations in microstructural parameters such as porosity and percentage mineralization. Both mod-
ulus and ultimate stress can halve when porosity is increased from 5 to 30 percent'®? (Fig. 9.6a).
Small increases in percentage mineralization cause large increases in both modulus and strength (see
Fig. 9.6b), and while this parameter does not vary much in adult humans,'° it can vary substantially
across species.**

Aging also affects the mechanical properties of cortical bone. Tensile ultimate stress decreases
at a rate of approximately 2 percent per decade®® (Fig. 9.7a). Perhaps most important, tensile ulti-
mate strain decreases by about 10 percent of its “young” value per decade, from a high of almost
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FIGURE 9.6 (a) Dependence of the ultimate tensile stress of human cortical bone on volume fraction (expressed
as a percentage). Ages of the specimens were in the range 20 to 100 years. (From Ref. 10.) (b) Modulus versus
calcium content (in mg/g of dehydrated bone tissue) for cortical bone taken from 18 different species. (From
Ref. 24.)
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FIGURE 9.7 Reductions of human cortical bone mechanical properties with age. (a) Modulus is not reduced much,
if at all, whereas strength is reduced more, at a rate of about 2 percent per decade. (From Ref. 25.) (b) Ultimate strain
decreases markedly with age, at a rate of about 10 percent of its young value per decade. (From Ref. 10.)

5 percent strain at ages 20 to 30 years to a low of less than 1 percent strain above age 80 years'”

(see Fig. 9.7b). Thus the energy to fracture, given by the total area under the stress-strain curve
before fracture, is much less for old bone than for younger bone. As discussed below, fracture
mechanics studies also show a decrease in the fracture toughness with aging. For these reasons, old
cortical bone is more brittle than young bone. It is not currently clear if this age-related brittleness
arises from hypermineralization or collagen changes, although it appears that the latter is more
plausible, since mineralization does not change much in adult humans with aging.! Many of these
age-related changes in mechanical properties are to be expected, since porosity increases with age.
However, there are concurrent changes in other aspects of the tissue microstructure and composi-
tion such that porosity is not simply a surrogate measure of age. For example, although strength and
ductility clearly decrease with age in adults, there is controversy over whether elastic modulus
changes with age.!0-2%:26

Although cortical bone is viscoelastic, the

400 effect of loading rate on modulus and strength is
1500/sec only moderate. Over a 6 orders of magnitude

= 300 + 300/sec increase in strain rate, modulus only changes
% 1/sec by a factor of 2 and strength by a factor of 3
‘é’ 200 + 0.1/sec  (Fig. 9.8).%7 Thus, for the majority of physiological
o 0.01/sec  activities that tend to occur in a relatively narrow
& 100 L T~ 0.001/sec  'ange of strain rates (0.0! to 1.0 percent st{ain
per second), the monotonic response of cortical

bone reasonably can be assumed to have minor

0 f f t | rate effects. Similarly, dynamic sinusoidal experi-

0.0 05 1.0 1.5 20 ments indicate that the loss tangent attains a

Strain (%) broad minimum (0.01 to 0.02) over the range of
FIGURE 9.8 Strain-rate sensitivity of cortical bone for physiological frequenCies'Z&29 These values,
longitudinal tensile loading. Typically, modulus and which are lower than those for polymers by a
strength increase only by factors 2 and 3, respectively, as  factor of 10, indicate that significant mechanical
the loading_rate is increased by 6 orders of magnitudg The damping does not occur within this frequency
hlgher strain rates shown here may occur in vehicular range. Clearly, in extraordinary situations such
accidents or gunshot wounds. (Data from Ref. 27.) . .
as high-speed trauma, strength properties can
increase by a factor of 2 to 3, and this should be
recognized. Additionally, it has been found that loading rate has a significant effect on the accumulation
of damage within the tissue. Slower loading rates produce higher numbers of acoustic emission
events, but these events are of lower amplitude than those emitted at faster rates.3"



Multiaxial failure properties of cortical bone
are not well understood, although it is clear that
simple isotropic and symmetrical criteria such
as the von Mises are not capable of describing
the multiaxial strength properties of this tissue.
The Tsai-Wu criterion, commonly used for
fiber-reinforced composite materials, has been
applied to cortical bone using both transversely
isotropic®! and orthotropic®? treatments. The
transversely isotropic case works quite well for
axial-shear-loading configurations,?! but neither
this case nor the orthotropic one has been vali-
dated across the full range of multiaxial stresses.
Regardless, this criterion accounts for the differ-
ence in tensile and compressive strengths, as
well as the low shear strength with respect to the
tensile strength, and in this sense is the most
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FIGURE 9.9 Comparison of loading and reloading
tensile stress-strain curves for human cortical bone. On
reloading, the modulus is similar to that for initial loading,
but it is quickly reduced to a value that is close to the
perfect damage modulus, the secant modulus at the unloading

point. Substantial residual strains are evident even after a
1- to 2-minute hold between loading cycles. (Data from
Ref. 148.)

suitable criterion currently available.

Cortical bone exhibits mechanical property
degradations characteristic of a damaging mate-
rial. When cortical bone is loaded beyond its
yield point, unloaded, and reloaded, its modulus is reduced?>3* (Fig. 9.9). This evidence of mechan-
ical damage does not occur for metals for which the reloading modulus after yield is the same as the
initial modulus. Studies using acoustic emissions to monitor structural changes in the tissue during
monotonic loading to failure support the idea that the postyield behavior of cortical bone is
damage-related.?>3¢ Fatigue loading can also induce modulus reductions, and these reductions are
accompanied by increases in energy dissipation per cycle.3”-3 Similar to engineering composites, the
secant modulus exhibits a gradual reduction in stiffness until the final 5 percent of fatigue life, at
which point the stiffness declines sharply until complete fracture.® However, there may be a load
threshold below which this fatigue damage does not occur.3® Cortical bone has a greater resistance
to fatigue failure in compression than in tension, and the effect of mean strain on fatigue life is
negligible.?”*0 For strain amplitude controlled tests, the following life prediction has been reported
for human femoral cortical bone’’:

N, = (294 x 1079)Ae—3342 n=68
where N, is the number of cycles to failure, and Ae is the applied strain amplitude. The standard error
of the estimate for this regression’’ on the log-transformed data is 0.4085. Interestingly, creep
appears to be an intrinsic component of the fatigue behavior. With increasing numbers of cycles,
increasing creep strains can be observed.’® When fatigue and creep behaviors are expressed as functions
of stress/modulus versus time to failure, fatigue life is independent of frequency (0.2- to 2.0-Hz
range), and substantial similarities appear between the fatigue and creep behaviors*®#! (Fig. 9.10).

Microscopy techniques have established the presence of histological damage in cortical bone in
vivo. Collectively termed microdamage, the patterns of damage include longitudinal and transverse
microcracks, diffuse damage, and cross-hatched shear band patterns. It appears that histological
damage increases with age*>*> and is more pronounced in women.*>** These correlations have
fueled a large body of research attempting to determine a relationship between mechanical property
degradations and microdamage. True cause-and-effect relationships have not been established and
have been controversial. The ability to detect microdamage at a high enough resolution, as well as
to quantify it unambiguously, has been proposed as a confounding factor.

Damage may have direct biological consequences since the underlying cells will undergo struc-
tural damage as the surrounding bone matrix permanently deforms and sustains microdamage. This
cellular damage may induce a biological response, perhaps prompting the bone cells to repair the
subtle matrix damage. This is an important point when interpreting fatigue or creep properties
because it should be realized that no biological healing can occur during in vitro experiments. Thus
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FIGURE 9.10 Fatigue and creep behaviors of human
cortical bone versus time to failure. For fatigue loading, the
ordinate on this graph can be converted to number of
cycles by multiplying the time to failure by the frequency,
which is typically one cycle per second for normal walking.
Note that both creep and fatigue resistance are lower in
tension, consistent with monotonic behavior. (Data from
Refs. 37 and 41.)

the preceding fatigue characteristics are best considered as lower bounds on the in vivo fatigue life
(see Fig. 9.10). It is unlikely that high-cycle (low-stress) fatigue failure occurs in vivo since the
resulting fatigue damage would be healed biologically before large enough cracks could develop that
would cause overt fracture of the bone. However, it should also be noted that the increase in poros-
ity associated with the initial stages of the bone remodeling process may actually weaken the bone
tissue even as the process attempts to strengthen it.

Fracture mechanics has been applied to cortical bone to determine its resistance to crack initia-
tion and propagation. Various experimental techniques involving single-edge-notch (SEN), center-
notched-cylindrical (CNC), and compact-tension (CT) specimens have been used to measure critical
stress intensity factor K and critical energy release rate G,_. Size requirements of standard fracture
toughness tests cannot be strictly met due to limitations on the size of available human tissue.
Therefore, experimentally determined values of fracture toughness depend on specimen geometry
and do not reflect a true material property. Additionally, plane-strain conditions and the associated
relationships between K and G, cannot be assumed. Theoretical developments*> and tests on larger
bones (see Ref. 46 for review), such as bovine tibiae, have been used to determine correction factors
that are used to account for specimen geometry. Comparisons of reported values should be made
with care because some studies do not attempt to correct for specimen geometry but rather report
values in a comparative sense only consistent with the specific study.

Average values for K_and G_range from 2 to 6 MNm=2 and 50 to over 1000 N/m, respectively,
for specimens oriented such that the crack propagated along the longitudinal axis of the long bone
(Table 9.3). These values are similar, for example, to those of polystyrene. This orientation has been

TABLE 9.3 Fracture Toughness Values per Anatomic Site
for Human Cortical Bone

G,. (N/m) G, (N/m)
Anatomic site Mean SD Mean SD
Femoral neck 1128 344 5642 1272
Femoral shaft 706 288 1817 1090
Tibial shaft 816 327 5570 1749

Source: Data from Ref. 45.
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found to be the weaker in terms of crack resistance relative to the transverse orientation (ratio of
1:1.75 for bovine bone*®). Fracture toughness decreases with age in the diaphyses of long bones?6:47
at a rate of 4.1 percent per decade in the femoral shaft.?® Fracture toughness in mode II loading can
be greater by as much as fivefold than that in mode 14348 The most significant factors that are
correlated with fracture toughness are age and a variety of porosity-related measures (including
apparent density, water content, and osteon density).*7*8

A number of studies have developed micromechanical models for the elastic and strength prop-
erties of cortical bone. This work has been motivated by observations that changes in the mechani-
cal properties with age and disease are accompanied by alterations in the tissue microstructure.*’
While it is generally agreed on that bone behaves mechanically as a composite material, the complex
hierarchy of composite structure has led to disagreements over which scale or scales are most
relevant for a particular aspect of the mechanical behavior. For instance, ultrastructural models have
focused on the role of the mineral phase as reinforcement for the collagen matrix,’%>! whereas
macrostructural models have treated the Haversian systems as fibers embedded in a matrix of cement
lines and interstitial lamellae.2->* On an intermediate scale, the individual mineralized collagen
fibers have been modeled as reinforcement for the noncollagenous mineralized matrix.>>¢ Still
another class of models has used a hierarchical approach to synthesize two or more of these different
length scales.”’° These modeling efforts rely extensively on accurate information regarding the
constituent and interface properties. Obtaining this information has proven challenging not only
because of the extremely small scale involved but also because, unlike the case with engineering
composites, isolating the different phases of bone tissue often involves processes that may alter the
properties being measured.®® Recent studies using nanoindentation,®'-6? for example, have begun to
address the issue of scale by providing the ability to measure the elastic modulus and microhardness
of various microstructures within cortical tissue. Thus efforts are ongoing to develop micromechanical
constitutive models for cortical bone.

It is also of keen interest to determine the role of mechanical stimuli on bone cells and the inter-
action between cell biology and bone mechanical properties. Biological processes that are active
throughout an individual’s lifetime can alter the bone tissue on many scales. It has often been
suggested that osteocytes act as sensors of mechanical loading and initiators of the bone-adaptation
processes.%3-% Whether these processes add or remove bone, or whether they are activated at all, is
thought to depend on the level of mechanical loading®” and on the presence or absence of tissue
damage."?> Many studies have suggested that strain or strain rate is the appropriate measure of
mechanical stimulus,®®-70 although others have used stress or strain energy.’!’? In addition, other
characteristics of the mechanical loading, such as mode, direction, frequency, duration, and distrib-
ution, have also been identified as important. Using this collective empirical evidence, several
theories of mechanical adaptation have been proposed (see Ref. 73 for a comprehensive treatment of
this topic). When applied to finite-element models of whole bones, some of these theories have been
able to predict the density pattern of the trabecular bone in the proximal femur’*”> and the loss of
bone in the regions surrounding a hip implant.’® This remains an area of active research since exper-
imentally validated mechanobiological constitutive relations of the remodeling process have yet to
be developed.

9.5 MECHANICAL PROPERTIES OF TRABECULAR BONE

Although trabecular bone—also referred to as cancellous or spongy bone—is nonlinearly elastic
even at small strains,”” it is most often modeled as linearly elastic until yielding. It yields in com-
pression at strains of approximately 1 percent, after which it can sustain large deformations (up to
50 percent strain) while still maintaining its load-carrying capacity. Thus trabecular bone can absorb
substantial energy on mechanical failure. A heterogeneous porous cellular solid, trabecular bone has
anisotropic mechanical properties that depend on the porosity of the specimen as well as the archi-
tectural arrangement of the individual trabeculae. Its apparent (whole-specimen) level properties also
depend on the tissue-level material properties of the individual trabeculae. An overwhelming portion
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FIGURE 9.11 Dependence of ultimate stress on age for
trabecular bone from the human vertebra and femur. For both
anatomic sites, strength decreases approximately 10 percent
per decade. (Data from Refs. 15 and 149.)

of trabecular bone mechanics research has been devoted to improving our understanding of the rel-
ative contributions and interplay of porosity, architecture, and tissue properties in the apparent level
properties.

The elastic and strength properties of trabecular bone display substantial heterogeneity with
respect to donor age and health, anatomic site, loading direction (with respect to the principal orien-
tation of the trabeculae), and loading mode. Both modulus and strength decrease with age, falling
approximately 10 percent per decade!>7® (Fig. 9.11). Pathologies such as osteoporosis, osteoarthritis,
and bone cancer are also known to affect mechanical properties.”3° Young’s modulus can vary
100-fold within a single epiphysis®' and three fold depending on loading direction.’?-8 Typically, the
modulus of human trabecular bone is in the range 10 to 3000 MPa depending on the preceding
factors; strength, which is linearly and strongly correlated with modulus,'#1:82 is generally 2 orders
of magnitude lower than modulus and is usually in the range 0.1 to 30 MPa.

In compression, the anisotropy of trabecular bone strength increases with age’® and decreasing
density (Fig. 9.12). The strength also depends on loading mode, being highest in compression and
lowest in shear.3087 Ratios of compressive to tensile strength and compressive to shear strength are
not constant but rather depend on modulus®” and density (see Fig. 9.12). Both modulus and strength
depend heavily on apparent density, yet these relationships vary for different types of trabecular bone
because of the anatomic site-, age-, and disease-related variations in trabecular architecture. Linear
and power-law relationships® can be used to describe the dependence of modulus and compressive
strength on apparent density (Tables 9.4 and 9.5), with typical coefficients of determination
(7? values) in the range 0.5 to 0.9.

Interestingly, the failure (yield and ultimate) strains of human trabecular bone have only a weak
dependence, if any, on apparent density and modulus.!:13.78:88-91 A recent study designed to test for
intersite differences found that yield strains were approximately uniform within anatomic sites, with
standard deviations on the order of one-tenth the mean value, but mean values could vary across
sites!! (Fig. 9.13). Thus, for analysis purposes, yield strains can be considered constant within sites
but heterogeneous across sites. Regardless of anatomic site, however, yield stains are higher in com-
pression than in tension.!! Ultimate strains are typically in the range of 1.0 to 2.5 percent. Evidence
from experiment on bovine bone indicates that yield strains are also isotropic®>°? despite substantial
anisotropy of modulus and strength.

“Differences in the predictive power between the various linear and power laws are usually negligible within a single anatomic
site because the range of apparent density exhibited by trabecular bone is less than 1 order of magnitude.
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TABLE 9.4 Power-Law Regressions Between Modulus E (in MPa) and Apparent Density p (in g/cm?) for
Human Trabecular Bone Specimens from a Range of Anatomic Sites

Cadavers o =ap’
Study Number Age, years No. of specimens a b r?
Vertebra (T ,-L) 25 20-90 61 4,730 1.56 0.73
Proximal tibia 16 40-85 31 15,490 1.93 0.84
Femoral greater trochanter 21 49-101 23 15,010 2.18 0.82
Femoral neck 23 57-101 27 6,850 1.49 0.85

Source: Data from Ref. 11.
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TABLE 9.5 Power-Law Regressions Between Ultimate Stress ¢ (in MPa) and Apparent Density p (in g/cm?®)
for Compressive Loading of Human Trabecular Bone Specimens from a Range of Anatomic Sites

Cadavers o=ap’
Study Number Age, years No. of specimens a b P
Proximal tibia
Linde et al., 198913 9 59-82 121 34.2 1.56 0.79
Proximal femur
Lotz et al., 1990'3! 4 25-82 49 25.0 1.80 0.93
Lumbar spine
Hansson et al., 198788 3 71-84 231 50.3 2.24 0.76
Mosekilde et al., 198778 42 15-87 40 24.9 1.80 0.83
1.0p ) :
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FIGURE 9.13 Mean yield strain per anatomic site in both compression and
tension. Error bars indicate 1 standard deviation. Yield strain is only weakly
dependent on apparent density for four of the groups, as indicated by the
Pearson correlation coefficient r in the bar. Compressive yield strains are higher
than tensile yield strains for each anatomic site. Intrasite scatter is on the order
of one-tenth the mean values. (From Ref. 11.)

The advent of high-resolution finite-element modeling® has led to enormous progress in deter-
mining elastic stiffness matrices, multiaxial failure behavior, and as will be seen later, trabecular tis-
sue properties. Finite-element models of individual specimens, developed using microcomputed
tomography®>% and other types of microscopic imaging,'”-*7 have been used to compute the full set
of elastic constants for specimens from multiple anatomic sites. Results indicate that trabecular bone
can be considered orthotropic®®% or, in some cases, transversely orthotropic.!% Poisson’s ratios,
which are difficult to measure experimentally for trabecular bone, range from 0.03 to 0.60.22%°

Given the complexity of in vivo loading conditions, there is a need to develop a multiaxial failure
criterion for trabecular bone. Results have been reported for bovine bone only.!?-103 These studies
indicate that the von Mises criterion does not work well and that expression of the criterion in terms
of strain (or nondimensional measures of stress divided by modulus) greatly simplifies the mathe-
matical form of the criterion since it eliminates the dependence of the criterion on specimen density.
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sites that have a similar density range and architecture.
When trabecular bone is loaded in compression
beyond its elastic range, unloaded, and reloaded, it
displays loss of stiffness and development of perma-
ne,m stra;n.s‘.% (Flg. 9.14). In par_t 1cqlar, it reloads Similar to cortical bone tested in tension, an initial
with an initial modulus close to its intact Young’s  yerload causes residual strains and a reloading
modulus but then quickly loses stiffness. The residual  curve whose modulus quickly reduces from a value
modulus is statistically similar to the perfect-damage  similar to the intact modulus to a value similar to the
modulus (a secant modulus from the origin to the point ~ perfect damage modulus. (From Ref. 105.)
of unloading). In general, the reloading stress-strain
curve tends to reload back toward the extrapolated envelope of the original curve. Phenomenologically,
trabecular bone therefore exhibits elements of both plasticity and damage. The magnitudes of stiff-
ness loss %AE and residual strain €gpgp;;,, for human vertebral trabecular bone are highly correlated
with the applied strain €, (all expressed in percent) in the initial overload:
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FIGURE 9.14 Compressive load-unload-reload

behavior of human vertebral trabecular bone.

€rpsipuar, = ~0-046 + 0.10de 1 +0.073e2 2 =0.96

496
YANE =178 - ————— 2 =094
€roraL +2.58

Also, at any given strain, modulus on reloading is reduced more than strength:
%AS =17.1 + 19.1€ qp. = 1490 ,4pp ?=0.62

where %AS is the percentage change in strength, and p,,, is the apparent density. These relations
are for applied strains on the order of 1 to 5 percent only; residual behavior for much greater applied
strains has not yet been reported. The percent modulus reductions and residual strains do not depend
on volume fraction because similar trends have been reported for bovine bone, which is much more
dense and platelike.!%%197 Furthermore, the trabecular behavior is qualitatively similar to that for cor-
tical bone loaded in tension.?*!%3 This suggests that the dominant physical mechanisms for damage
behavior act at the nanometer scale of the collagen and hydroxyapatite.

Regarding time-dependent behavior, trabecular bone is only slightly viscoelastic when tested in
vitro, with both compressive strength and modulus being related to strain rate raised to a power of
0.06.19%-110 The stiffening effect of marrow is negligible except at very high strain rates (10 strains/s),
although there is evidence that the constraining effects of a cortical shell may allow hydraulic stiff-
ening of whole bones in vivo under dynamic loads.!'! Minor stress relaxation has been shown to
occur'!? and depends on the applied strain level,!!3 indicating that human trabecular bone is nonlin-
early viscoelastic. Little else is known about its time-dependent properties, including creep and
fatigue for human bone. Fatigue and creep studies on bovine bone have revealed the following power
law relations between compressive normalized stress (stress divided by modulus, expressed in
percent) and time to failure (frequency for fatigue loading was 2 Hz):

Fatigue: t= 171 x 1024(Ao/E )71156 =077
Creep: 1= 9.66 x 1073 (a/E,) 1018 12 = 0.83

Failure in these experiments was defined by a 10 percent reduction in secant modulus compared with
the initial Young’s modulus.
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It should be noted that the in vitro mechanical test methods most often used to date on trabecular
bone are known to introduce substantial errors in the data as a result of the porous anisotropic
trabecular structure. Damage preferentially occurs at the ends of machined specimens when they are
compressed between loading platens due to disruption of the trabecular network at the specimen
boundaries.!!*116 In addition, friction at the platen-specimen interface creates a triaxial stress state
that may result in an overestimation of modulus.!'*!15:117 If strains are computed from the relative
displacement of the platens, substantial systematic and random errors in modulus on the order of
20 = 12 percent can occur.'!® Strength and failure strain data are also affected.!'?120 The trabecular
anisotropy indicates that experimental measurements of the orthotropic elastic constants should be
done in the principal material coordinate system. Since off-axis moduli are functions of multiple
material elastic constants, substantial errors can be introduced from misalignment!?! if not corrected
for. Much of the data in the literature have been obtained in various types of off-axis configurations,
since specimens are often machined along anatomic rather than material axes. The difficulty in inter-
preting these off-axis measurements is heightened when intersite and interstudy comparisons are
attempted. For all these reasons, and since the in vitro test boundary conditions rarely replicate those
in vivo, interpretation and application of available data must be done with care.

An important development for structural analysis of whole bones is the use of quantitative
computed tomography (QCT) to generate anatomically detailed models of whole bone!?>-'27 or
bone-implant'?3129 systems. At the basis of such technology is the ability to use QCT to noninva-
sively predict the apparent density and mechanical properties of trabecular bone. Some studies have
reported excellent predictions (2 = 0.75) of modulus and strength from QCT density information for
various anatomic sites.8%8%130.131 Since the mechanical properties depend on volume fraction and
architecture, it is important to use such relations only for the sites for which they were developed;
otherwise, substantial errors can occur. Also, since QCT data do not describe any anisotropic
properties of the bone, trabecular bone is usually assumed to be isotropic in whole-bone and bone-
implant analyses. Typically, in such structural analyses, cortical bone properties are not assigned
from QCT since it does not have the resolution to discern the subtle variations in porosity and
mineralization that cause variations in cortical properties. In these cases, analysts typically assign
average properties, sometimes transversely isotropic, to the cortical bone.

9.6 MECHANICAL PROPERTIES OF TRABECULAR
TISSUE MATERIAL

While most biomechanical applications at the organ level require knowledge of material properties
at the scales described earlier, there is also substantial interest in the material properties of trabecular
tissue because this information may provide additional insight into diseases such as osteoporosis
and drug treatments designed to counter such pathologies. Disease- or drug-related changes could
be most obvious at the tissue rather than apparent or whole-bone level, yet only recently have
researchers begun to explore this hypothesis. This is so primarily because the irregular shape and
small size of individual trabecula present great difficulties in measuring the tissue material properties.

Most of the investigations of trabecular tissue properties have addressed elastic behavior. Some
of the earlier experimental studies concluded that the trabecular tissue has a modulus on the order of
1 to 10 GPa.!3>135 Later studies using combinations of computer modeling of the whole specimen
and experimental measures of the apparent modulus have resulted in a wide range of estimated val-
ues for the effective modulus of the tissue (Table 9.6) such that the issue became controversial.
However, studies using ultrasound have concluded that values for elastic modulus are about 20 per-
cent lower than for cortical tissue.!3%!37 This has been supported by results from more recent nanoin-
dentation studies.®9%138 The combined computer-experiment studies that successfully eliminated
end artifacts in the experimental protocols also found modulus values more typical of cortical bone
than the much lower values from the earlier studies.'3® Thus an overall consensus is emerging that
the elastic modulus of trabecular tissue is similar to, and perhaps slightly lower than, that of cortical
bone.'*0 Regarding failure behavior, it appears from the results of combined computational-experimental
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TABLE 9.6 Trabecular Tissue Moduli Using a Variety of Experimental and Computational Techniques

Tissue
modulus
GPa

Study Testing method Anatomic site No. of specimens Mean SD

Ashman and Rho, 1988'3¢  Ultrasound Human femur 53 13.0 1.5
Rho et al., 1993137 Ultrasound Human tibia 20 14.8 1.4
Microtensile 10.4 3.5

Rho et al., 1997°! Nanoindentation =~ Human vertebra 2 134 2.0
Zysset et al., 1998152 Nanoindentation =~ Human femoral neck 8 114 5.6
Hou et al., 1998!53 FEM Human vertebra 28 5.7 1.6
Ladd et al., 1998154 FEM Human vertebra 5 6.6 1.0
Turner et al., 1999138 Nanoindentation ~ Human distal femur 1 18.1 1.7
Ultrasound 17.5 1.1

Niebur et al., 2000!3° FEM Bovine tibia 7 18.7 34

studies that the yield strains for trabecular tissue are similar to those for cortical bone, being higher
in compression than in tension.'* Experimental studies on machined microbeams have shown that
the fatigue strength of trabecular tissue is lower than that of cortical tissue.!4!

9.7 CONCLUDING REMARKS

The field of bone mechanics has evolved to a very sophisticated level where mechanical properties
of cortical and trabecular bone are available for many anatomic sites. Studies have also reported on
the effects of bone density, aging, and disease on these properties, enabling researchers to perform
highly detailed specimen-specific analyses on whole bone and bone-implant systems. We have
reviewed here much of that literature. Our focus was on data for human bone, although we reported
bovine data when no other reliable data were available. One important theme in bone mechanics is
to account for the substantial heterogeneity in bone properties that can occur for both cortical and
trabecular bone, particularly for the latter. The heterogeneity results from aging, disease, and natural
interindividual biological variation and thus occurs longitudinally and cross-sectionally in popu-
lations. The heterogeneity also exists spatially within bones. Successful structural analysis depends
on appreciation of this heterogeneity so that appropriate material properties are used for the analysis
at hand. Improved understanding of the micromechanics and damage behaviors of bone is also leading
to unique insight into mechanisms of disease and their treatment as well as biological remodeling
and tissue engineering. While a number of excellent texts are available for more detailed study of
these topics and many of those presented here,’>142-144 it is hoped that this review will provide a
concise basis for practical engineering analysis of bone.
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10.1 INTRODUCTION

In the realm of biomedical engineering, computer modeling in general and finite-element modeling
in particular are powerful means of understanding the body and the adaptations that may be made to
it. Using the appropriate inputs, a better understanding of the interrelation of the components of the
body can be achieved. In addition, the effects of surgical procedures and material replacement can
be evaluated without large numbers of physical trials. The “what if” and iterative aspects of com-
puter modeling can save a great deal of time and money, especially as compared with multiple bench
testing or series of live trials.

In attempting to understand the human body, much can be learned from material and fluids test-
ing and cadaveric examination. These processes do not, in general, determine the relative forces
and interactions between structures. They are also neither able to determine the stresses within
hard or soft tissue, nor the patterns of flow due to the interaction of red blood cells within the vascular
system.

Every aspect of the human body and devices to aid or replace function fall within the realm of
computer modeling. These models range from the more obvious arenas based on orthopedic and vas-
cular surgery to trauma from accident (Huang et al., 1999) to the workings of the middle ear (Ferris
and Prendergast, 2000).

There are an increasing number of journals that include articles using finite-element analysis
(FEA) in evaluation of the body and implants. These range from the journals dedicated to the engineering
evaluation of the body (such as The Journal of Biomechanics and The Journal of Biomechanical
Engineering) to those associated with surgical and other specialties (such as The Journal of Orthopaedic
Research, The Journal of Prosthetic Dentistry, and The Journal of Vascular Surgery).

As with any use of FEA results, the practitioner must have some understanding of the actual
structure to determine if the model is valid. One prime example of error when overlooking the
end use in the FEA realm is that of the femoral component of hip implants. If one only examines
loading patterns, the best implant would be placed on the exterior of the femoral bone, since the
bone transfers load along its outer material. Doing so in reality would lead to failure because the
nutrient supply to the bone would be compromised, and the bone would resorb (bone mass would
be lost).

245



246

BIOMECHANICS OF THE HUMAN BODY

This chapter gives an overview of the requirements and uses of FEA and similar codes for bio-
medical engineering analysis. The examples that will be used refer to FEA, but the techniques will
be the same for other systems, such as finite difference and computational fluid dynamics. The lit-
erature cited in this chapter gives a flavor of the breadth of information available and the studies
being undertaken. This listing is far from exhaustive because of the large number of ongoing efforts.
Numerous search engines are available to find abstracts relating to the subjects touched on in this
chapter.

A large number of software packages and a wide range of computational power are used in FEA
of the human body, ranging from basic personal computer (PC) programs and simplified constructs
to high-powered nonlinear codes and models that require extensive central processing unit (CPU)
time on supercomputers. Most of the examples in this chapter will be those run on desktop PCs.

The remainder of this chapter focuses on three basic concerns of a useful finite-element model:
the geometry, the material properties, and the boundary conditions.

10.2 GEOMETRIC CONCERNS

10.2.1 Two Dimensions versus Three Dimensions

The very first question is two-dimensional versus three-dimensional. While the human body is three-
dimensional (3D), many situations lend themselves to a successful two-dimensional (2D) analysis.

First approximations for implants (such as the

hip) may include 2D analysis. If the leg is in mid-

stance (not stair climbing), the loading pattern is 2D.

y The head and proximal end of the femur are placed

in compression and bending, but there is minimal

Hin out-of-plane loading. Long bone fracture fixation

proximal IEHE may require the use of a plate and screws, such as noted
distal i in Fig. 10.1. Since the plate is axial and not expected
"l!l," to be subjected to off-axis motion, a 2D model
plate Jllllil reasonably models the system. Loading for this
WL ) model is single-leg stance, so the weight is almost
allograft i directly above the section shown (at approximately

10 degrees to vertical). There is no torque applied to

screw the femur at this point in walking. If one wishes to
fragment examine the full walking cycle ora position in early

or late stance where the leg is bent forward or
none backward, a 3D analysis would be better suited

(Chu et al., 2000; Kurtz et al., 1998).

The analysis of dental implants follows a similar
pattern. For simple biting, the loading on a tooth is
basically 2D in nature. An implant using an isotropic
material such as metal may also be evaluated in 2D
(Maurer et al., 1999), whereas a composite implant
in general will require a 3D analysis to include the
out-of-plane material properties (Augerean et al.,
FIGURE 10.1 Two-dimensional distal femur with ~ 1998; Merz et al., 2000).
plate, screws, and bone allograft. A fracture with Many examinations of single ligament or tendon
butterfly bone separation is shown (butterfly bone  pehavior may also be considered 2D. For example,
segment is the light cqlored t'rlangle on the left). The the carpal arch or the wrist (noted in cases of carpal
pl:_ne is shown at the right, .Wlth screws through over- tunnel syndrome) may be modeled in 2D (Nowak and
drilled holes on the near side and full attachment to X N
the cortical bone on the left side. The additional bone ~ Cherry, 1995). Multiple attachment sites or changes
graft is on the far left of the bone. in orientation would necessitate a shift to 3D.
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In the cardiovascular realm, due to symmetry, the evaluation of single aortic valve leaflets may
be considered 2D for a first approximation (de Hart et al., 2000). The full pattern of valve motion or
flow in the proximal aorta would require a 3D analysis (de Hart et al., 1998; Grande et al., 2000).

Fluid boundary layer separation at vascular bifurcations or curves (as found in the carotid and
coronary arteries) may be considered 2D if evaluating centerline flow (Steinman and Ethier, 1994).
Along this plane, the secondary flows brought on by the vessel cross-sectional curvature will not
affect the flow patterns. These models may be used to evaluate boundary layer separation in the
carotid artery, the coronaries, and graft anastomoses.

10.2.2 Model Detail

In addition to the number of dimensions is the detail of the model. As with 2D versus 3D models,
detail varies with area of interest. If you are examining a plate along a long bone, the bone surface
may be considered smooth. If you are assuming complete integration of the screw threads into the
bone, this interface may not include the screw teeth (but rather a “welded” interface). Braces and
orthotics (if precast) may also be considered smooth and of uniform thickness. Thermoformed mate-
rials (such as ankle-foot orthotics) may be considered of a uniform thickness to start, although the
heavily curved sections are generally thinner. Large joints, such as the knee, hip, and shoulder may
also be considered smooth, although they may have a complex 2D shape.

Bones such as the spine require varying levels of detail, depending on the analysis of interest.
A general model examining fixation of the spine via a rod or clamps would not require fine detail
of vertebral geometries. A fracture model of the spinous processes would require a greater level of
detail.

Joints such as the ankle and wrist consist of many small bones, and their surfaces must be deter-
mined accurately. This may be done via cadaveric examination or noninvasive means. The cadaveric
system generally consists of the following (or a modification): The ligaments and tendons are stained
to display the attachments (insertions) into the bones; the construct is then embedded in Plexiglas,
and sequential pictures or scans are taken as the construct is either sliced or milled. Slices on the
order of a fraction of a millimeter are needed to fully describe the surfaces of wrist carpal bones.
Noninvasive measures, such as modern high-sensitivity computed tomographic (CT) scans, may also
be able to record geometries at the required level of detail.

Internal bone and soft tissue structures may generally be considered uniform. A separation should
be made with bone to distinguish the hard cortical layer from the spongier cancellous material, but
it is generally not required to model the cell structure of bone. If one is interested in specifically
modeling the head of the femur in great detail, the trabecular architecture may be required. These
arches provide a function similar to that of buttresses and flying buttresses in churches. While work
continues in detailed FEA studies of these structural alignments down to the micron level, this is not
required if one only seeks to determine the general behavior of the entire structure.

Similar approximations may be made in the biofluids realm. Since the size and orientation of
vessels vary from person to person, a simple geometry is a good first step. The evaluation of
bifurcations can be taken to the next level of complexity by varying the angle of the outlet sides.
Cadaveric studies are helpful in determining general population data. As mentioned earlier, CT studies
lend exact data for a single subject or a small group of subjects [such as the abdominal aortic
aneurysm work of Raghavan et al. (2000)].

10.3 MATERIAL PROPERTIES

Hard tissue should be modeled as orthotropic, even when using 2D analysis. The differences in prop-
erties are on the order of those seen in wood, with the parallel-to-the-grain direction (vertical along
the tree trunk) being the stiffest. Basic mechanical properties can be found in Fung’s text on bio-
mechanics (1996). As can be seen, isotropic modeling will produce significant deviation from expected
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clinical results. Most FEA codes allow orthotropic material properties in 2D or 3D. This being stated,
it must also be noted that since people vary widely in shape and size, material properties may have
standard deviations of 30 percent or more. Once a determination of what material properties are
going to be used is made, it may be beneficial to vary these parameters to ensure that changes of
properties within the standards will not significantly alter the findings.

Distinction must be made between cortical and cancellous bone structures. The harder cortical
outer layer carries the bulk of the loading in bones. Although one should not neglect the cancellous
bone, it must be recalled that during femoral implant procedures for hip implants, the cancellous
canal is reamed out to the cortical shell prior to fitting the metal implant.

Joint articular cartilage is a particular area of concern when producing an FEA model. Work
continues on fully describing the mechanical behavior of these low-friction cushioning structures
that allow us to move our joints freely. As a first approximation, it is generally assumed that these
surfaces are hard and frictionless. If the purpose of the model is to investigate general bone behavior
away from the joint, this will be a reasonable approximation. To isolate the cartilage properties, one
should perform a data search of the current literature. Of course, implant modeling will not require
this information because the cartilage surface is generally removed.

When evaluating intact joints, after the articular cartilage has been modeled, one is forced to
examine the synovial fluid. This material is a major component to the nearly frictionless nature of
joints. Long molecular chains and lubricants interact to reduce friction to levels far below that of the
best human-made materials. At a normal stress of 500 kPa, a sample of a normal joint with synovial
fluid has a friction coefficient of 0.0026, whereas a Teflon-coated surface presents coefficients in the
range of 0.05 to 0.1 (Fung, 1996). In addition, the articular cartilage reduces friction by exuding
more synovial fluid as load increases, effectively moving the articular surfaces further apart. When
the load is reduced, the fluid is reabsorbed by the articular materials.

Implants require their own careful study as pertains to the implant-bone interface. If an unce-
mented implant is to be investigated, the question is one of how much bone integration is expected.
If one examines the typical implant, e.g., the femoral component of a hip implant or the tibial com-
ponent of a knee implant, one will see that a portion of the surface is designed for bone ingrowth
through the use of either a beaded or wire-mesh style of surface. These surfaces do not cover the
entire implant, so it should not be assumed that the entire implant will be fixed to the bone after healing.
Cemented implants are expected to have a better seal with the bone, but two additional points must
be made. First, the material properties of bone cement must be included. These are isotropic and are
similar to the acrylic grout that is the primary component of bone cement. This brings up the second
point, which is that bone cement is not an actual cement that bonds with a surface but rather a tight-
fitting grout. As a first approximation, this bonding may be considered a rigid linkage, but it must be
recalled that failure may occur by bone separation from the implant (separation from the bone is less
likely as the bone cement infiltrates the pores in the bone).

Ligaments and tendons may be modeled as nonlinear springs or bundles of tissue. In the simplest
case, one may successfully model a ligament or tendon as one or more springs. The nonlinear behavior
is unfortunately evident as low force levels for ligaments and tendons. The low force segment of their
behavior, where much of the motion occurs, is nonlinear (forming a toe or J in the stress-strain curve)
due to straightening of collagen fibers of different lengths and orientations (Nowak, 1993; Nowak
and Logan, 1991). The upper elastic range is quasi-linear. As multifiber materials, ligaments and
tendons do not fail all at once but rather through a series of single-fiber microfailures. If one is
interested in evaluating behavior in the permanent deformation region, this ropelike behavior must
be accounted for.

Dental implants area also nonisotropic in nature, as are many of the implant materials, especially
composite-reinforced materials (Nowak et al., 1999). Fiber-reinforced composites generally require
a 3D model for analysis, and the properties must be applied using a local coordinate system. This is
so because the composites are generally wrapped around a post, and the lengthwise properties no
longer run simply in one direction. Choosing a local coordinate system around curves will allow the
modeler to keep the high-modulus direction along the cords of the reinforcements.

Although skin is an anisotropic material having different properties in each direction, Bischoff
et al. (2000) have presented an interesting model as a second step beyond isotropic material selection.
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They used an anisotropic stress loading on the material and achieved a more anisotropic material
response. While an anisotropic, nonlinear elastic-plastic model would be best to model skin, the pre-
ceding may be used as an intermediate step in FEA.

Vascular flow models (i.e., arterial, venous, and cardiac) and airways models have to be con-
cerned with vessel wall elasticity. As a first step, a rigid wall may be useful when investigating simply
the flow patterns. As one progresses toward a more realistic model, elastic properties (e.g., radial,
circumferential, and axial) may be required. Texts such as that by Fung (1996) present some of these
properties. Another issue is that of tissue tethering. Most mechanical property evaluations have used
material removed from its surrounding tissue. Vascular tissue is intimately connected with its sur-
rounding tissue, which may reduce the elastic component slightly. Commercial silicone tubing is a
reasonable material on which to model vessel walls if one is evaluating the material as isotropic. If
one varies vessel compliance (elasticity) from rigid to that of thin-walled silicone tubing (and beyond),
one can achieve a reasonable cross section of possible flow patterns. This is of particular impor-
tance when evaluating pulsatile flows. The downside to adding vessel compliance is the dramatic
increase in computational time. Steinman and Ethier (1994) evaluated an end-to-side anastomosis
pulsatile flow model in two dimensions with either a rigid or elastic wall. The computational time
on a workstation was 3 to 4 hours for the rigid model versus 78 hours for the same model when elastic
walls were included.

The next topic when discussing material behavior in vascular flows is the nonlinear flow material
itself (blood). As a first approximation, a Newtonian fluid (water) may be used to model blood. This
is generally the first material used when evaluating flows by bench testing. Flows in the larger arteries
and veins, such as the carotid artery, may be successfully evaluated in this manner. Whole-blood vis-
cosity is 0.035 cP, with a density just slightly above that of water (Fung, 1996). This model is rea-
sonable for larger vessels because the solid components of blood do not interact enough to greatly
vary the results. The flow in the boundary layer near the vessel walls tends to have fewer red cells in
the large vessels because the particles tend to shift toward the higher-velocity core flow. Smaller-
diameter vessels, such as the coronaries, will demonstrate greater deviation from Newtonian flow as
the red blood cells become a dominant factor in the flow. These flows are best modeled as a combi-
nation of Bingham material and power-law flow. The flow is often modeled as a Casson’s flow,
including a pluglike flow in the vessel core and a combination of the preceding two flows nearer the
wall. A finite shear stress is required for flow to exist, and then the viscosity changes as a power-law
fit to the shear rate. At higher shear rates, this tends to become a straight line and would be well
modeled as Newtonian. Capillary flows should not be modeled as Newtonian or power-law flows
because they are much more complex. The normal red blood cell is larger than the diameter of a
capillary and must be “forced” through the vessel by deforming the cell in either a balloonlike form
or a so-called slipper-zipper form that forces the cell along one side of the vessel.

The decision to “accurately” model blood flow becomes difficult when evaluating the red blood
cell component. Although the red blood cell begins as the biconcave form seen in most anatomy and
physiology texts, it deforms under the shears seen in flow. The cell becomes elongated (looking
much like a football), and the cell membrane slides in a tank-treading motion (Sutera et al., 1989).
The interior of the cell is also a viscoelastic fluid, making the modeling of this system difficult.
While the preceding is correct for normal red blood cells, disease states, such as sickle cell anemia,
modify the mechanical structure of the cell membrane, which in turn alters the flow characteristics
of the blood.

10.4 BOUNDARY CONDITIONS

The final important area of FEA is that of boundary conditions. What are the loadings and constraints
of the systems? For hard and soft tissues, these include loading sites and multiple attachments. For
biofluids, these include pressures, velocities, and pulsatile conditions.

The primary concern when evaluating hard tissues is to determine how many ligament and tendon
attachments are required. For example, the wrist is made up of a vast network of ligaments but only
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a few major ones (An et al., 1991). In a two-dimensional model of the wrist or even in a 3D model,
a reasonably accurate model may be produced by only adding a few ligament attachments per carpal
bone. Ligament attachment sites may also be approximated as a first step, although point attachments
such as might be made by a single spring are cause for concern.

As noted in Sec. 10.2, a 3D model of a joint will be more accurate than a 2D model. If one is
evaluating a long bone model in isolation, it must be decided whether the joint area is of importance
and whether the model is to be constructed for static or dynamic evaluation. In a static case, if one
is concerned with structures away from the articular cartilage, a simple loading or constraint system
may be used successfully to represent the joint. A fully dynamic model or one that examines the joint
itself will require a more complex 3D model with fixed constraints and loadings further from the
joint surfaces.

Soft tissue analysis requires an evaluation of insertion geometries and paths for complete evalu-
ation. As tendons travel from muscle to bone they often travel through sheaths and are partially
constrained. While these issues are generally not of importance to general modeling of bone inter-
actions and muscle forces, they may be needed if the desired result is a clinically accurate model
of a given tendon.

Blood flow requires a knowledge of both the velocity and pressure conditions and the time-
based changes in these parameters. While venous flow is basically steady state, it is readily apparent
that arterial flow is pulsatile. Even in arterial flows, a mean flow is considered reasonable as a first
modeling mechanism. Higher and lower steady flow velocities and pressures begin to produce a
fuller picture of behavior. In the more complex models, a fully pulsatile flow is desirable, although
generally at a large computational expense (hence the use of supercomputers for many of these
models). As noted in Sec. 10.3, vessel wall behavior is an important boundary condition for blood
flow.

Airways flow has a boundary condition of diffusion only at the terminal level within the alveolar
sacs. While air is moved in and out in the upper respiratory system, diffusion is the means by which
material is shifted near the lung-blood interfaces. A flow model of the lower respiratory system
should be such that air does not physically move in and out of the alveolar sacs.

10.5 CASE STUDIES

The first study is an evaluation of an ankle-foot orthosis (AFO) or brace such as is used for patients
with “drop foot” (Abu-Hasaballah et al., 1997). Although the orthosis is made of lightweight ther-
moplastic, many patients still find it heavy and uncomfortable, especially in the summer when the
orthosis may become sweat covered.

A 3D model with appropriate geometries and material properties was developed from a physical
brace (Fig. 10.2). After verifying the model by comparison to actual AFO behavior, a series of design
modifications was made, by element removal, to reduce weight while retaining structural integrity.
Figure 10.3 presents one of the final versions, with segments along the calf removed. The weight
reduction was approximately 30 percent, and the large openings along the calf would reduce sweat
buildup in this region.

It should be noted that a single AFO cost $200 or more, so FEA is an inexpensive means by which
many design changes may be evaluated before any actual brace has to be built. Computational times
were reasonably low, from a few minutes to a few hours on a PC.

As a second example of the process that may be followed when modeling the human body with
FEA, let us consider blood flow through the carotid artery. This is the main blood supply to the brain
(through the internal carotid artery) and is the site of stenoses. Plaque formation (atherosclerosis)
narrows the common carotid artery at the origin of the external carotid artery (which flows toward
the face) until blood flow is reduced to the brain.

To first evaluate this flow, many simplifications will be made to reduce the opportunities for error
in modeling. Each model result should be evaluated based on available bench and clinical data prior
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FIGURE 10.2 Finite-element model of an isentropic ankle-foot orthosis demon-
strating high-stress regions near inner ankle. The material is thermoplastic.

to adding the next level of complexity. These checks may also be used to determine which simplifi-
cations do not affect the relevant results.

As a first approximation of geometry, a Y bifurcation using straight rigid tubing may be used. The
blood may be modeled as a Newtonian fluid without particles. As boundary conditions, the inlet flow
may either be considered Poiseuille or uniform across the tube (if a sufficient entry length is included
to produce a fully developed flow profile). Steady flow will be used for this model.

The next sequence in modeling will be to improve the geometry. The bulb shape of the carotid
sinus will be added, as well as the geometry of the external carotid inlet. For this second model, a
Y shape may still be used, or a more anatomically correct angle may be used. Liquid and inlet con-
ditions will be maintained from the first model, and the vessel walls will remain rigid. Differences
in flow behavior may be apparent between these first two models.

Once the second model is functional, we will turn our attention to the material in the flow. A com-
bination of Bingham and power-law fluid will be used to better model the non-Newtonian charac-
teristics of whole blood. RBCs will not be added for this model because the fluid is now a reasonable
approximation of large-vessel flow. We will still use steady flow in this model.

Once the third version solves smoothly, pulsatile flow will be added. As a first step, a sinusoidal
flow pattern will be added to the constant-flow conditions. Subsequent modifications will add user-
defined patterns resembling the actual pulse forms found in the human carotid.

The fourth generation of the model will seek to include the nonrigid vessel wall properties. As a
first step, the walls will include varying amounts of elasticity, such as might be found in silicone tubing.
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FIGURE 10.3 Ankle-foot orthosis optimized manually to reduce material in
regions of low stress. Total weight reduction is approximately 30 percent.

The viscoelastic behavior of actual arterial wall may be investigated during the final model or two in
the process.

The fifth version of the model will now seek to address the issues of the red blood cells. Using
software allowing for the addition of user-defined particles, rigid disks may first be used. After
success with this version, deformable cells may be used to better approximate red blood cells.

At each point in the process (each generation of the model), the user should compare the findings
with those of available bench and clinical studies, along with the results from previous model
versions. Little change from previous models may suggest either that there is no need for a more
complex model or that all the modifications have not been taken account of.

It should also be noted that varying the simpler models may encompass the behavior of more
complex models. For example, varying the static flow parameters may account for many of the
behavior modifications seen in the pulsatile model. For similar reasons, varying the elastic properties
of the vessel wall may encompass behavioral changes brought about by viscoelastic modeling at a
great savings of computational time and power.

10.5.1 Other Areas of Computer Modeling

In addition to orthopaedic-based research noted above, modeling research is being performed in all
aspects of biomedicine. Following are a few examples pertaining to some of the major arenas of



FINITE-ELEMENT ANALYSIS 253

current research. Of particular interest are the idealizations that must be made to keep both compu-
tational and general modeling times within reason. In many cases, these idealizations have been
shown to present findings very close to those seen clinically.

Arterial Studies. Numerous recent papers have sought to evaluate the behavior of blood in arteries
utilizing computational fluid dynamics (CFD). Analogous to solid finite element modeling, these
codes evaluate the local fluid velocities along with particulate motion and wall shear profiles. High
and low wall shear are of concern in the evaluation of atherogenesis (the beginning of plaque for-
mation), and for blood platelet activation. A second area of concern is boundary layer separation and
fluid recirculation, where by-products can build up and platelets can attach to the vessel wall. Of par-
ticular interest are the carotid artery (which feeds the brain), the coronary arteries (to the heart), and
arterial aneurysms (widening of the artery, culminating in leakage or rupture). The major areas at
issue in these evaluations are how to model the vessel walls and how to evaluate the blood. Blood
vessel walls have nonlinear material properties, both as pertaining to radius changes at a given
location and as one moves along the vessel axially.

As will be noted below, the first (and often reasonable) assumption is that the vessel is isotropic.
The difficulty in determining the actual mechanical properties are, in part, related to the difficulty in
determining the properties. If bench tested, one does not account for the extensive tethering that
exists in the body. If testing in the body, it is difficult to determine all the orientational properties.

The other, perhaps more significant, issue is that blood is non-Newtonian and pulsatile. The red
cells are relatively large when considering small vessels, and they themselves are deformable. This
makes the blood behave as a power-law-based viscosity fluid and a Bingham material, with a finite
shear stress required for initial motion. Once in motion, the red cells may become elongated, with
the surface membrane “tank-treading” in the flow. In larger vessels, such as the carotid or aorta, the
vessel diameter is large enough that the red cells do not interact significantly, and the flows can gen-
erally be assumed (at least initially) as being Newtonian. The fact that blood flow in most instances
is pulsatile (although some new heart assist devices utilize steady flow with no apparent ill effects)
makes computer modeling difficult. On the other hand, it should be pointed out that the elasticity of
the arterial walls partially damps out the effects of the pulsatile flow.

Carotid Artery.  First, it should be noted that “old” averaged models remain valid. Many recent
studies utilize subject-specific 3D geometries. Bressloff (2007) recently utilized an averaged carotid
geometry developed in the 1980s to evaluate the need for using an entire pulse cycle.

Most recent studies have utilized rigid walls in their studies. Birchall et al. (2006) evaluated wall
shear in stenosed (narrowed) carotid vessels, with atherosclerotic plaque geometries derived from
magnetic resonance images. Glor et al. (2004) compared MRI to ultrasound for 3D imaging for com-
putational fluid dynamics, and suggested (while using Newtonian pulsatile flow) that MRI is more
accurate, although more expensive. Tambasco and Sreinman (2003) utilized deformable red cell
equivalents and pulsatile conditions to simulate stenosed vessel bifurcations (branches). Box et al.
(2005) utilized a carotid model averaged from 49 healthy subjects and non-Newtonian blood flow to
evaluate wall shear (it should be noted that a cell-free layer clinically exists adjacent to the wall).

Coronary Artery. Giannoglou et al. (2005) averaged 83 3D geometries for their CFD model of
the left coronary artery tree, using rigid walls and non-Newtonian averaged flow conditions, noted
adverse pressure and shear gradients near bifurcations. Papafaklis et al. (2007) utilized biplane
angiography and ultrasound of atherosclerotic coronaries to produce their models, which noted the
correlation of low shear to plaque thickness.

The author has not touched upon the realm of heart valve replacement. This is an area where the
solid and fluid computer models intersect. Utilizing similar techniques to those noted above for arte-
rial studies (Birchall et al., 2006; Box et al., 2005; Bressloff, 2007; Glor et al., 2004; Giannoglou
et al., 2005; Papafaklis et al., 2007; Tambasco and Sreinman, 2003), it is convenient to model new
valve designs prior to initial bench testing, and to compare them to earlier valves as well as native
(intact) valves.

Grafts. Many studies utilize CFD to evaluate the replacement of arteries. As a transition from
the coronary flow models above to graft analysis, an example of this work is the study by
Frauenfelder et al. (2007a). This study utilized a pulsatile Newtonian flow with rigid walls, based on
two subjects with coronary bypass grafts, and evaluated flow velocities and wall shear near the
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anastomoses (joinings of the native and graft arteries). O’Brien et al. (2005) utilized CFD to evaluate
a new design for arterial grafts in the mid leg (near the knee) using a rigid wall, Newtonian pulsatile
model to evaluate wall shear and regions of recirculation.

Stents. In recent years, the insertion of stents has become popular to maintain patency in
stenosed coronary arteries after dilation. Stents are also used to bypass aneurysms in arteries with-
out having to resort to replacing the vessel segment with a graft. While the author will not enter
the debate as to their effectiveness, it should be noted that many CFD papers have been published
evaluating stents.

Strut design is critical to its proper function and has been the subject of many studies. The gen-
eral topic of stent design remains an area of study, as does the effect on local blood motion and wall
shear. Seo et al. (2005) evaluated stent wire size using a pulsatile, non-Newtonian fluid and rigid
walls. LaDisa Jr. et al. (2005) utilized a Newtonian pulsatile model to evaluate strut mesh geome-
tries. Papaioannou et al. (2007) utilized a rigid wall model with pulsatile Newtonian flow in their
evaluation of wall shear, and validated their model with a bench-top system. Frauenfelder et al.
(2007b) evaluated an abdominal aortic aneurysm model based on CT scans with Newtonian pulsatile
flow and deformable walls, validated the steady-flow model, and examined both the stent and the
surrounding walls. Chen et al. (2005) used biplane cine angiography to produce coronary models for
hemodynamic modeling of stents.

Skin. Due to its bidirectional mechanical properties and (obvious) importance, an increasing num-
ber of FEA studies are investigating skin biomechanics. Of particular interest is the issue of skin
deterioration of damage. These evaluations include both the skin surface and subdural tissue layers.

Some authors have investigated skin in general, while others evaluated specific regions.
Hendricks et al. (2003) used an isotropic nonlinear 2D model to evaluate the effect of suction on
skin. Kuroda and Akimoto (2005) used a 2D linear, elastic, isotropic model to evaluate the stresses
caused by various sizes of ulcerations to investigate the growth of ulcers.

Working from the top down, the following studies give a brief overview of the areas being inves-
tigated via FEA. To evaluate the effect of high and low frequency vibration, Wu et al. (2007) pro-
duced a model of a fingertip including the nail, bone, and skin. While the other structures were
assumed to be linear and elastic, the skin and subcutaneous tissue was modeled as a nonlinear
elastic and viscoelastic 2D material. Linder-Ganz et al. (2007) used MRI data to construct a FEA
model to evaluate stresses in subdermal tissue (just below the skin) while sitting, under weight-bearing
and nonweight-bearing conditions. Finally, to the foot, Erdemir et al. (2005) utilized a 2D model
taken during maximum pressure of stance to evaluate the effects of various shoe sole materials on
the reduction of local plantar pressures. This FEA model used a hyperelastic strain energy function
for the foot’s soft tissue.

Prosthetics. A subset of skin FEA evaluation is that of the anatomic stump remaining in limb
prostheses. When replacing a portion of a limb, especially the leg, great care must be taken so that
the local soft tissue does not deteriorate. Much of this work focuses on the local soft tissue stresses.
Portnoy et al. (2007) validated a FEA model by matching their studies with sensors in the sock nor-
mally placed between the limb and prothesis, along with devices monitoring indentation in to the
stump. Goh et al. (2005) produced a FEA model of a below-the-knee residual limb which included
bone and soft tissue, both modeled as linear, elastic, isotropic, homogeneous materials. They also
validated their model via sensors built into the prothesis. A third study in this brief review, by Jia
et al. (2005), investigated stresses during walking. This study utilized isotropic, linear material prop-
erties, and further simplified the model by assuming the knee motion to be hinge like. Actual knee
motion includes the revolving and sliding of the instantaneous center of rotation but, as noted before,
simplifications of this sort are very useful in early studies (and often are adequate for significant
advances in the field).

Dental. A final review area the author would like to present is that of dental FEA. The realm of
implants and tooth behavior is of particular interest considering the number and variety of implants
and procedures available today. The complexity of tooth interaction both with its neighbors and
underlying bones and ligaments is well suited for FEA. Many studies evaluate implanted teeth and
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dental bridges. In one study, Lin et al. (2003) evaluated the stresses between a prosthetic tooth and
its abutting native teeth. This 3D study utilized CT scanned geometries and isotropic material prop-
erties for the prosthesis and the native tooth enamel, dentin, and pulp. No attaching structures (bone,
ligament) were evaluated in this study. A study by Magne et al. (2002) evaluated a 2D model of
partial dentures, between two abutment native teeth, which included the periodontal membrane and
supporting bone. The cortical and cancellous bone, ligament, enamel, and dentin were assumed to
be isotropic. A number of implant materials, ranging from gold to fiber-reinforced composites, were
evaluated. A final example paper from Holberg et al. (2005) utilized a 3D FEA model to evaluate the
consequences of corrective facial surgery, including the jaw. Their simulations were based upon
patient-specific scanned images, and utilized isotropic properties for soft tissue modeling.

10.5.2 Case Studies Conclusions

From the brief outline above, it can be seen that FEA and CFD are being used in all aspects of med-
icine to great advantage. While touching on a few areas of significant interest, there is no area of the
body or function that does not lend itself to computer modeling. The major issues when comparing
the various models include how far to accept the simplifications. While a linear, 2D, steady or static,
isotropic model can still be quite useful, most studies incorporate at least some nonlinearity. The bulk
of the fluid models evaluate pulsatile flow, and many include the non-Newtonian behavior of blood.
Solid models often use isotropic material properties, while the issue of 2D versus 3D seems to be on
a case-by-case basis. As with all modeling, the bottom line is to be able to produce a validated model
that will successfully mimic or evaluate the clinical situation.

As can be seen from these examples, multiple generations of modeling are often used to evaluate
all the aspects of biological systems. Many simplifications are made initially to determine a first-
generation solution. The number of subsequent model generations will vary, depending on the sophisti-
cation of results desired. At this point in time it is perhaps unlikely that all nonlinear parameters of
the human body can be included in an FEA model, mainly due to the fact that all properties are not
yet known. Comparison with bench and clinical findings will demonstrate, however, that similar
behavioral results are possible.

The researcher should not be overly concerned with the minutiae of the model parameters.
Considering the variances between people, an overview covering most of the noted effects should be
the goal. The purpose of the models is to examine system behavior when changes are made, such as the
effects of geometric and material modifications. Although the actual behavior may not be exact, the
variances due to changes in the model may well mimic those of the device or human system.

10.6 CONCLUSIONS

The main points to be taken from this chapter are that many simplifications must be made initially
when evaluating human-related structures with FEA, but this may not be a major problem. Each of
the three main areas (geometry, material properties, and boundary conditions) is of equal importance
and should be considered separately. Depending on the detail of the construct modeled, many geo-
metric components may be simplified. Care should be taken when using isentropic models for solids,
but even these may be used for general evaluations of tissue regions. Soft tissues are difficult to fully
model without the use of nonlinear properties. Newtonian flows are reasonable for large-vessel flows
(such as the aorta or carotid artery) as long as the aspects of flows have been shown not to be affected
by the particular components. Boundary conditions may begin with steady-state values, but dynamic
components will add the complexities of the true system.

In closing, a computer model of portions of the human body or an added component may be as
simple or complex as the user desires. One should use properties to be found in this and other sources
and always confirm findings with clinical or bench values. The future is unlimited in this field as we
learn more about the body and seek to best aid or replace its many functions.
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11.1 INTRODUCTION

Time-varying forces and accelerations occur in daily life, and are commonly experienced, for example,
in an elevator and in aircraft, railway trains, and automobiles. All of these situations involve motion
of the whole body transmitted through a seat, or from the floor in the case of a standing person,
where the human response is commonly related to the relative motion of body parts, organs, and tissues.
The vibration, shocks, and impacts become of consequence when activities are impaired (e.g., writing
and drinking on a train, or motion sickness), or health is threatened (e.g., a motor vehicle crash).
Equally important are exposures involving a localized part of the body, such as the hand and arm
(e.g., when operating a hand tool), or the head (e.g., impacts causing skull fracture or concussion).

In this chapter, methods for characterizing human response to vibration, shock, and impact are
considered in order to prescribe appropriate countermeasures. The methods involve data from experi-
ments on humans, animals, and cadavers, and predictions using biodynamic models and manikins.
Criteria for estimating the occurrence of health effects and injury are summarized, together with
methods for mitigating the effects of potentially harmful exposures. There is an extensive literature
on the effects of vibration, shocks, and impacts on humans (Brammer, in press; Mansfield, 2005;
Griffin, 1990; Nahum et al., 2002; Pelmear et al., 1998).

259
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11.1.1 Definitions and Characterization of Vibration, Mechanical Shock,

and Impact

Vibration and Mechanical Shock. Vibration is a time-varying disturbance of a mechanical, or
biological, system from an equilibrium condition for which the long-term average of the motion will
tend to zero, and on which may be superimposed either translations or rotations, or both. The mechani-
cal forces may be distributed, or concentrated over a small area of the body, and may be applied at an
angle to the surface (e.g., tangential or normal). Vibration may contain random or deterministic
components, or both; they may also vary with time (i.e., be nonstationary). Deterministic vibration
may contain harmonically related components, or pure tones (with sinusoidal time dependence), and
may form “shocks.” A mechanical shock is a nonperiodic disturbance characterized by suddenness
and severity with, for the human body, the maximum forces being reached within a few tenths of a
second, and a total duration of up to about a second. An impact occurs when the body, or body part,
collides with an object. When considering injury potential, the shape of the object in contact with, or
impacting, the body is important, as is the posture. In addition, for hand tools, both the compressive
(grip) and thrust (feed) forces employed to perform the manual task need to be considered.

Although vibration, shock, and impact may be expressed by the displacement of a reference point
from its equilibrium position (after subtracting translational and rotational motion), they are more
commonly described by the velocity or acceleration, which are the first and second time derivatives
of the displacement.

Vibration Magnitude. The magnitude of vibration is characterized by second, and higher even-
order mean values, as the net motion expressed by a simple, long-term time average will be zero. For
an acceleration that varies with time ¢, as a(t), the higher-order mean values are calculated from:

1/r

1.7 "
agm = [?fo [a(1)] dl] (11.1)

where the integration is performed for a time 7, and m and r are constants describing the moment
and root of the function. By far the most common metric used to express the magnitude of whole-
body or hand-transmitted vibration is the root mean square (RMS) acceleration ay,q, Which is
obtained from Eq. (11.1) with m = r = 2; i.e.,

1 T , 172
agus = [;fo la()] dt] (11.2)

Other metrics used to express the magnitude of vibration and shock include the root mean quad
(RMQ) acceleration Appg with m = r = 4 (and higher even orders, such as the root mean sex (RMX)
acceleration ag,,, with m = r = 6).

The RMS value of a continuous random vibration with a gaussian amplitude distribution corre-
sponds to the magnitude of the 68th percentile of the amplitudes in the waveform. The higher-order
means correspond more closely to the peak value of the waveform, with the RMQ corresponding to
the 81st percentile and the RMX to the 88th percentile of this amplitude distribution. The relation-
ships between these metrics depend on the amplitude distribution of the waveform, wherein they find
application to characterize the magnitude of shocks entering, and objects impacting, the body. This
can be inferred from the following example, where the RMS value corresponds to 0.707 of the ampli-
tude of a sinusoidal waveform, while the RMQ value corresponds to 0.7825 of the amplitude.

EXAMPLE 11.1 Calculate the RMS and RMQ accelerations of a pure-tone (single-frequency) vibration
of amplitude A and angular frequency .

Answer: The time history (i.e., waveform) of a pure-tone vibration of amplitude A can be
expressed as a(t) = A sin wt, so that, from Eq. (11.2):

12 172

L 1A sin (o0 d A - cosonld
aRMS=[?fO[ sin (wi)] t] or agys = Efo[ - cos(2wit)]dt
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Let us integrate for one period of the waveform, so that T = 2n/w (any complete number of periods
will give the same result). Then:

Apas = % =0.7074

From Eq. (11.1):
1/4 /4

1 .7 . 4 A T 2
truiq = [; [; tAsin (on)] dt} or  agyg = | 3 1= cos Qo dr
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Again, integrating for one period of the waveform:

" /4
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Equinoxious Frequency Contours. Human response to vibration, shock, and impact depends on
the frequency content of the stimulus, as well as the magnitude. This may be conveniently introduced
electronically, by filtering the time history of the stimulus signal, and has led to the specification of
vibration magnitudes at different frequencies with an equal probability of causing a given human
response or injury, so defining an equinoxious frequency contour. The concept, while almost
universally employed, is strictly only applicable to linear systems. The biomechanic and biodynamic
responses of the human body to external forces and accelerations commonly depend nonlinearly on
the magnitude of the stimulus, and so any equinoxious frequency contour can be expected to apply
only to a limited range of vibration, shock, or impact magnitudes.

Equinoxious frequency contours may be estimated from epidemiological studies of health effects,
or from the response of human subjects, animals, cadavers, or biodynamic models to the stimuli of
interest. Human subjects cannot be subjected to injurious accelerations and forces for ethical reasons,
and so little direct information is available from this source. Some information has been obtained from
studies of accidents, though in most cases the input acceleration-time histories are poorly known.

Frequency Weighting. The inverse frequency contour (i.e., reciprocal) to an equinoxious contour
should be applied to a stimulus containing many frequencies to produce an overall magnitude that
appropriately combines the contributions from each frequency. The frequency weightings most com-
monly employed for whole-body and hand-transmitted vibration are shown in Fig. 11.1 (ISO 2631-
1, 1997; ISO 5349-1, 2001). The range of frequencies is from 0.5 to 80 Hz for whole-body vibration,
and from 5.6 to 1400 Hz for vibration entering the hand. A frequency weighting for shocks may also
be derived from a biodynamic model (see “Dynamic Response Index (DRI)” in Sec. 11.3.1).

Vibration Exposure. Health disturbances and injuries are related to the magnitude of the stimulus,
its frequency content, and its duration. A generalized expression for exposure may be written

Ir

T 1
E(@,. Ty = [ f, P, ds (11.3)

where E(a,, T), , is the exposure occurring during a time 7 to a stimulus function that has been
frequency Weighied to equate the hazard at different frequencies, F(a, (7). In general, F(a, (7)) may
be expected to be a nonlinear function of the frequency-weighted acceleration-time history a, (%).

Within this family of exposure functions, usually only those with even integer values of m are of
interest. A commonly used function is the so-called energy-equivalent vibration exposure for which
Fa,®))=a ()andm=r=2:
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FIGURE 11.1 Frequency weightings for whole-body (W, and W) and hand-transmitted (W,) vibration. W, and W, are for the z direction
and x and y directions, respectively, and are applicable to seated and standing persons (see Fig. 11.2). W, is for all directions of vibration
entering the hand. The filters are applied to acceleration-time histories a(f). (ISO 2631-1, 1997; ISO 5349-1, 2001.)

1/2

T 2
E(a,,T),, = [fo [a, ()] dt} (11.4)
For an exposure continuing throughout a working day, T = T(g) = 28,800 s, and Eq. (11.4) can be

written [using Eq. (11.2)]:

172
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where apy s, is the 8-hour, energy-equivalent, frequency-weighted RMS acceleration.
A second function, used for exposure to whole-body vibration, is the vibration dose value, VDV,
for which F(a,(9) = a () and m = r = 4. The function is thus:

T 4 1/4
VDV = E(a,, )y = [ [, @, dz] (11.6)

which is more influenced by the large amplitudes in a fluctuating vibration than the energy-equivalent
exposure. A related function, the severity index for which F(a, (1) = a (), m = 2.5, and r = 1, is
sometimes used for the assessment of head impact, though it cannot be applied to continuous
acceleration-time histories owing to the value of m.
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11.1.2 Human Response to Vibration, Mechanical Shock, and Impact

Mechanical damage can occur at large vibration magnitudes, which are usually associated with
exposure to shocks, and to objects impacting the body (e.g., bone fracture, brain injury, organ
hemorrhage, and tearing or crushing of soft tissues). At moderate magnitudes there can be physio-
logical effects leading to chronic injury, such as to the spine, and disorders affecting the hands. At
all magnitudes above the threshold for perception there can be behavioral responses ranging from
discomfort to interference with tasks involving visual or manual activities.

Injury from Vibration. Whole-Body Vibration. Small animals (e.g., mice and dogs) have been
killed by intense vibration lasting only a few minutes (see Griffin, 1990). The internal injuries
observed on postmortem examination (commonly heart and lung damage, and gastro intestinal
bleeding) are consistent with the organs beating against each other and the rib cage, and suggest a
resonance motion of the heart, and lungs, on their suspensions. In man, these organ suspension
resonances are at frequencies between 3 and 8 Hz.

Chronic exposure to whole-body vibration may result in an increased risk of low back pain, sciatic
pain, and prolapsed or herniated lumbar disks compared to control groups not exposed to vibration
(Seidel, 2005). These injuries occur predominantly in crane operators, tractor drivers, and drivers in
the transportation industry (Bovenzi and Hulshof, 1998). However, it is difficult to differentiate
between the roles of whole-body vibration and ergonomic risk factors, such as posture, in the
development of these disorders (Bovenzi et al., 2006).

Hand-Transmitted Vibration. Chronic injuries may be produced when the hand is exposed to
vibration. Symptoms of numbness or paresthesia in the fingers or hands are common. Reduced grip
strength and muscle weakness may also be experienced, and episodic finger blanching, often called
colloquially “white fingers,” “white hand,” or “dead hand,” may occur in occupational groups
(e.g., operators of pneumatic drills, grinders, chipping hammers, riveting guns, and chain saws).
The blood vessel, nerve, and muscle disorders associated with regular use of hand held power tools
are termed the hand-arm vibration syndrome (HAVS) (Pelmear et al., 1998). An exposure-response
relationship has been derived for the onset of finger blanching (Brammer, 1986). Attention has also
recently been drawn to the influence of vibration on task performance and on the manual control of
objects (Martin et al., 2001).

Repeated flexing of the wrist can injure the tendons, tendon sheaths, muscles, ligaments, joints
and nerves of the hand and forearm (Peterson et al., 2001). These repetitive strain injuries commonly
occur in occupations involving repeated hand-wrist deviations (e.g., keyboard and computer
operators), and frequently involve nerve compression at the wrist (e.g., carpal tunnel syndrome)
(Cherniack, 1999).

Injury from Shock and Impact. Physiological responses to shocks and objects impacting the body
include those discussed for whole-body vibration. For small contact areas, the injuries are often related
to the elastic and tensile limits of tissue (Haut, 2002; Brammer, in press). The responses are critically
dependent on the magnitude, direction, and time history of the acceleration and forces entering the
body, the posture, and on the nature of any body supports or restraints (e.g., seat belt or helmet).

Vertical Shocks. Exposure to single shocks applied to a seated person directed from the seat pan
toward the head (“headward”) has been studied in connection with the development of aircraft
ejection seats, from which the conditions for spinal injury and vertebral fractures have been docu-
mented (Anon., 1950; Eiband, 1959). Exposure to intense repeated vertical shocks is experienced in
some off-the-road vehicles and high-performance military aircraft, where spinal injury has also been
reported. A headward shock with acceleration in excess of g = 9.81 m/s? (the acceleration of gravity)
is likely to be accompanied by a downward (“tailward”) impact, when the mass of the torso returns
to being supported by the seat.

Horizontal Shocks. Exposure to rapid decelerations in the horizontal direction has been extensively
studied in connection with motor vehicle and aircraft crashes (“spineward” deceleration). Accident
statistics indicate that serious injuries to the occupants of motor vehicles involved in frontal collisions
are most commonly to the head, neck, and torso, including the abdomen (AGARD-AR-330, 1997).
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Injuries to the head usually involve diffuse or focal brain lesions either with or, commonly,
without skull fracture. The former consists of brain swelling, concussion, and diffuse axonal injury,
that is, mechanical disruption of nerve fibers; the latter consists of localized internal bleeding and
contusions (coup and contrecoup).

The most common neck injury is caused by rearward flexion and forward extension (“whiplash”),
which may result in dislocation or fracture of the cervical vertebrae, and compression of the spinal cord.

11.2 PHYSICAL MEASUREMENTS

1.2.1

The complexity of a living organism, and its ability to modify its mechanical properties (e.g., in
response to mechanical or physiological demands or muscle tension), necessitates the careful design of
experiments. There is a large variability in response between individuals. Also, the direct attachment of
vibration and shock sensors to soft tissues produces a mechanical load that influences tissue motion.
With appropriate measurement methods and instrumentation (Mansfield, 2005; ISO 8041, 2005),
mechanical responses to vibration can be determined for tissues, body segments, and the whole body.

Methods and Apparatus

Tissue Vibration. Noncontact methods are preferred for measuring the surface motion of tissues.
Laser vibrometers are commercially available with sufficient bandwidth and resolution for most
studies. A direct mass load on the skin, together with the skin’s elasticity, forms a mechanical
low-pass filter (see “Simple Lumped Models” in Sec. 11.3.1). If a device is to be mounted directly
on the skin, it must be of low weight (e.g., <3 g) and possess a comparatively large attachment area
(e.g.,>5 cm?), in order for vibration to be recorded without attenuation of the motion at 80 Hz. An
upper frequency limit of 200 Hz is theoretically achievable (-3dB) with a transducer and skin mount
weighing 3 g and an attachment area of 1.8 cm? (von Gierke et al., 2002).

The measurement of hand-transmitted vibration requires a bandwidth extending to at least 1250
Hz, which is unobtainable by localized, skin-mounted transducers. Attempts to strap the transducer
to a bony prominence (e.g., by a “watch strap” at the wrist) have demonstrated that the upper
frequency limit for this method of measurement is about 200 Hz (Boileau et al., 1992). A distributed
sensor, such as a pressure-sensitive lightweight film, would permit the motion of a large skin area to
be monitored with acceptable mass loading, and could respond to vibration at higher frequencies.

Interface between Body and Vibrating Surface. Devices have been developed to measure the
motion of the interface between the skin and a source of vibration in contact with the body, such as
a vehicle seat pan or tool handle. The former consists of a flexible disk of rubberlike material thick-
ened at the center, where an accelerometer is mounted. The dimensions have been standardized (ISO
7096, 1982). Attempts have been made to design transducer mounts for the palm of the hand to measure
the vibration entering the hand from tool handles (see, for example, ISO 10819, 1997), and also the
static compressive force (i.e., the combined grip and thrust forces exerted by the hand on the tool handle).
The frequency response of one such device extends to more than 1 kHz (Peterson et al., in press).

Structures in Contact with the Body. The vibration of structures in contact with the body, such as
seats and tool handles, is conveniently measured by accelerometers rigidly attached to a structural
element. Accelerometers are designed to respond to the vibration in a given direction and may be
grouped to record simultaneously accelerations in three orthogonal directions. They are commercially
available in a wide range of sizes and sensitivities, and may be attached by screws or adhesives to
the structure of interest (Mansfield, 2005).

Orientation of Sensors. Tissue-, interface-, and structure-mounted sensors may be aligned as
closely as possible with the axes of a biodynamic coordinate system (see, for example, Fig. 11.2),
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whole-body vibration, and basicentric (filled circles and dashed lines) and biodynamic (open circles
and continuous lines) axes for hand-transmitted vibration. The biodynamic coordinate axes for the
hand are x, y,, and z,,. (ISO 2631-1, 1997; ISO 5349-1, 2001.)
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even though these may have inaccessible origins that are anatomical sites within the body. In
practice, sensors are commonly oriented to record the component accelerations defined by the
basicentric coordinate systems shown in Fig. 11.2 (ISO 2631-1, 1997; ISO 5349-1, 2001), which
have origins at the interface between the body and the vibrating surface. The location of accelerometers
to record the handle vibration of specific power tools is described in an international standard
(ISO 5349-2, 2001).

Errors in Shock and Impact Measurement. Care must be taken when accelerometers employing
piezoelectric elements are used to measure large-magnitude shocks and impacts, as they are subject
to internal crystalline changes that result in dc shifts in the output voltage. Results containing such
shifts should be considered erroneous. This limitation of piezoelectric transducers may be overcome
by mounting the sensor on a mechanical low-pass filter (see “Simple Lumped Models” in Sec. 11.3.1),
which is, in turn, attached to the structure of interest. Such filters possess a resilient element that
serves to reduce the transmission of vibration at high frequencies (Mansfield, 2005). The filter
cutoff frequency is selected to be above the maximum vibration frequency of interest but below the
internal mechanical resonance frequency of the accelerometer.

Data Recording. The signal produced by vibration, shock, and impact sensors is first conditioned
to remove bias voltages or other signals required for the device to function, and then amplified and
buffered for output to a data recording system. The output may be stored on high-quality magnetic
tape (e.g., a DAT recorder), or by a digital data acquisition system. The latter should possess
low-pass, antialiasing filters (with cutoff frequency typically one-half the sampling frequency), and
an analog-to-digital (A/D) converter with sufficient dynamic range (commonly 16 bits). The data
acquisition system should be capable of recording time histories at sampling frequencies of at least
2500 Hz for hand-transmitted vibration, or 160 Hz for whole-body vibration, per vibration component
and measurement site (e.g., palm and wrist, or seat surface and seat back).

11.2.2 Small-Amplitude Response of the Human Body

Tissue Properties. The properties of human tissues when the body is considered a linear, passive
mechanical system are summarized in Table 11.1 (von Gierke et al., 2002; Gomez et al., 2002). The
values shown for soft tissues are typical of muscle tissue, while those for bone depend on the structure

TABLE 11.1 Typical Physical Properties of Human Tissues at Frequencies Less than 100 kHz

Property Soft tissues Bone (wet) Bone (dry)

Density, kg/m? 1-1.2 x 10° 1.9-2.3 x 10° 1.9 x 103
Young’s modulus, Pa 7.5 x 103 1.6-2.3 x 1010 1.8 x 1010
Shear modulus,* Pa 2.5 x 103 2.9-34 x 10° 7.1 x 10°
Bulk modulus, Pa 2.6 x 10°7 1.3 x 1010
Shear viscosity, Pa - s 15F
Sound velocity, m/s 1.5-1.6 x 103 3.4 x 10
Acoustic impedance, Pa - s/m 1.7 x 10° 6 x 100 6 x 100
Tensile strength, Pa

Cortical bone 1.3-1.6 x 108 1.8 x 108
Compressive strength, Pa

Cortical bone 1.5-2.1 x 108

Trabecular bone (vertebrae) 0.4-7.7 x 10°
Shear strength, Pa

Cortical bone 7.0-8.1 x 107

*Lamé constant.
fFrom soft tissue model (von Gierke et al., 1952).
Source: After von Gierke et al., 2002; and Gomez et al., 2002.
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of the specific bone. Cortical bone is the dominant constituent of the long bones (e.g., femur, tibia),
while trabecular bone, which is more elastic and energy absorbent, is the dominant constituent of the
vertebrae (Gomez et al., 2002). The shear viscosity and bulk elasticity of soft tissue are from a model for
the response in vivo of a human thigh to the vibration of a small-diameter piston (von Gierke et al., 1952).

The nonlinear mechanical properties of biological tissues have been studied extensively in vitro,
including deviations from Hooke’s law (Fung, 1993; Haut, 2002).

Mechanical Impedance of Muscle Tissue. The (input) mechanical impedance is the complex ratio
between the dynamic force applied to the body and the velocity at the interface where vibration enters
the body. The real and imaginary parts of the mechanical impedance of human muscle in vivo are
shown as a function of frequency in Fig. 11.3 (von Gierke et al., 1952). In this diagram the measured
resistance (open circles) and reactance (diamonds) are compared with the predictions of a model, from
which some tissue properties may be derived (see Table 11.1). It should be noted that the mechanical
stiffness and resistance of soft tissues approximately triple in magnitude when the static compression
of the surface increases by a factor of three. The relationship, however, is not linear.
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FIGURE 11.3 Mechanical resistance and reactance of soft thigh tissue
(2 cm in diameter) in vivo from 10 Hz to 1 MHz. The measured values
(open circles—resistance; diamonds—reactance) are compared with the
calculated resistance and reactance of a 2-cm-diameter sphere vibrating in
a viscous, elastic compressible medium with properties similar to soft human
tissue (continuous lines, curves A). The resistance is also shown for the
sphere vibrating in a frictionless compressible fluid (acoustic compression
wave, curve B) and an incompressible viscous fluid (curve C). (von Gierke
etal, 1952.)

Apparent Mass of Seated Persons. The apparent mass is often used to describe the response of
the body at the point of stimulation rather than the mechanical impedance, and is the complex
ratio between the dynamic force applied to the body and the acceleration at the interface where
vibration enters the body. It is commonly expressed as a function of frequency, and is equal to the
static weight of a subject in the limiting case of zero frequency when the legs are supported to move
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FIGURE 11.4 Effect of posture (N—"normal”’; E—erect; B—with backrest), muscle tension (T—tensed
muscles), and stimulus magnitude (0.25, 0.5, 1.0, and 2.0 m/s?) on the apparent mass of a seated person
for four subjects (see text for explanation). (Fairley et al., 1989.)

in unison with the torso. The influence of posture, muscle tension, and stimulus magnitude on the
apparent mass of seated persons, in the vertical direction, is shown for four subjects in Fig. 11.4
(Fairley et al., 1989). The column of graphs to the left of the diagram shows the modulus of the
apparent mass measured with a comfortable, “normal,” upright posture and muscle tension
(labeled N), with this posture but an erect torso and the shoulders held back (E), with all muscles
in the upper body tensed (T), and, finally, with the subject leaning backward to rest against a rigid
backrest (B). The largest variation in apparent mass between these conditions was associated with
tensing the back muscles, which clearly increased the frequency of the characteristic peak in the
response (at around 5 Hz). In some subjects the frequency of this peak could be changed by a
factor of 2 by muscle tension. A variation in the apparent mass could also be induced by changing
the stimulus magnitude, as is shown for four RMS accelerations (0.25, 0.5, 1.0, and 2.0 ms~2) to the
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right of Fig. 11.4. Within this range of stimulus magnitudes, the frequency of the characteristic peak
in the apparent mass was found to decrease with increasing stimulus magnitude, for each subject.

Seat-to-Head Transmissibility. The transmissibility expresses the response of one part of a mechani-
cal system (e.g., the head or hand) to steady-state forced vibration of another part of the system (e.g., the
buttocks), and is commonly expressed as a function of frequency. A synthesis of measured values for the
seat-to-head transmissibility of seated persons has been performed for vibration in the vertical direction,
to define the idealized transmissibility. The idealized transmissibility attempts to account for the some-
times large and unexplained variations in the results from different experimental studies conducted under
nominally equivalent conditions. The results of one such analysis are shown by the continuous lines in
Fig. 11.5 (ISO 5982, 2001). It can be seen by comparing Figs. 11.4 and 11.5 that the characteristic peak
of the apparent mass remains in the modulus of the idealized transmissibility.

25
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FIGURE 11.5 Idealized values for the modulus and phase of the seat-to-head transmissibil-
ity of seated persons subjected to vertical vibration. The envelopes of the maximum and min-
imum mean values of studies included in the analysis are shown by thick continuous lines, and
the mean of all data sets is shown by the thin line. The response of a biodynamic model (see
text and Fig. 11.8) is plotted as a dash-dot line. (ISO 5982, 2001.)
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Mechanical Impedance of the Hand-Arm System. The idealized mechanical input impedance of
the hand-arm system when the hand is gripping a cylindrical or oval handle has been derived for the
three directions of the basicentric coordinate system shown in Fig. 11.2 (ISO 10068, 1998). The
transmissibility of vibration through the hand-arm system has not been measured with noncontact or
lightweight transducers satisfying the conditions described in Sec. 11.2.1. However, it has been
demonstrated that the transmissibility from the palm to the wrist when a hand grips a vibrating
handle is unity at frequencies up to 150 Hz (Boileau et al., 1992).

11.3 MODELS AND HUMAN SURROGATES

11.3.1

Knowledge of tolerable limits for human exposure to vibration, shock, and impact is essential for
maintaining health and performance in the many environments in which man is subjected to dynamic
forces and accelerations. As already noted, humans cannot be subjected to injurious stimuli for
ethical reasons, and so little direct information is available from this source. In these circumstances,
the simulation of human response to potentially life-threatening dynamic forces and accelerations is
desirable, and is commonly undertaken using biodynamic models, and anthropometric or anthropo-
morphic manikins. They are also used in the development of vehicle seats and, in the case of hand-arm
models, of powered hand held tools.

Biodynamic Models

Simple Lumped Models. At frequencies up to several hundred hertz, the biodynamic response of
the human body can be represented theoretically by point masses, springs, and dampers, which
constitute the elements of /umped biodynamic models. The simplest one-dimensional model consists
of a mass supported by a spring and damper, as sketched in Fig. 11.6, where the system is excited at
its base. The equation of motion of a mass m when a spring with stiffness k and damper with resis-
tance proportional to velocity, ¢, are base driven with a displacement x(?) is:

may (1) + c(x; (1) = Xo (1) + k(x) (1) = xo (1)) = 0 L7

where the displacement of the mass is x,(?), its acceleration is a,(?), and differentiation with respect
to time is shown by dots.

For this simple mechanical system, the apparent mass may be expressed as a function of frequency
by (Griffin, 1990):

m(k + iwc)

M(w) = 5

(11.8)

k—-wm+inc

where o is the angular frequency (= 27tf), i = (=1)!/2, and the transmissibility from the base to the
mass is
k+iwc

Hw)= ———————
(@) k—w’m+ionc (11.9)

The modulus of the transmissibility may then be written

172

(11.10)

2
IH((o)I=[ 1+ (287) ]
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FIGURE 11.6 Single-degree-of-freedom, lumped-parameter biodynamic
model. The mass m is supported by a spring with stiffness k and viscous
damper with resistance c. The transmissibility of motion to the mass is shown
as a function of the frequency ratio r (=  /w,)) when the base is subjected to
a displacement x(t). (After Griffin, 1990.)

where r is the ratio of the angular excitation frequency to the angular resonance frequency of the sys-
tem, w /000, and
K\ 12
w0=2nf0=/—\ (11.11)
\m/

In Eq. (11.10), the damping is expressed in terms of the damping ratio § = c/c_, where c_ is the
critical viscous damping coefficient [= 2(mk)"2]. The transmissibility of the system is plotted as a
function of the ratio of the angular excitation frequency to the natural (resonance) frequency in
Fig. 11.6. It can be seen from the diagram that, at excitation frequencies less than the resonance
frequency (i.e., r <<1), the motion of the mass is the same as that of the base. At frequencies greater
than the resonance frequency, however, the motion of the mass becomes progressively less than that
of the base. At angular excitation frequencies close to the resonance frequency w,,, the motion of the
mass exceeds that of the base. This response is that of a low-pass mechanical filter.

Dynamic Response Index (DRI). The response of the spine to shocks in the vertical (headward)
direction has long been modeled in connection with the development of ejection seats for escape
from high-performance aircraft. The simple model shown in Fig. 11.6 has been used to simulate
the maximum stress within the vertebral column by calculating the maximum dynamic deflection of
the spring, Ix,(#) - x, (0l .. for a given input acceleration-time history to the model. The potential
for spinal injury is estimated by forming the dynamic response index (DRI), which is defined as
(000)2Ix1(z) = Xy(Dl,,,./8> Where the natural frequency is 52.9 rad/s (i.e., f, = 8.42 Hz), the damping
ratio is 0.224, and g is the acceleration of gravity (9.81 ms=2). The success of the model has led to
its adoption for specifying ejection seat performance and its extension to a metric for exposure to
repeated shocks and for ride comfort in high-speed boats (Allen, 1978; Brinkley, 1990; Payne 1976).

Whole-Body Apparent Mass for Vertical (z-Direction) Vibration. The apparent mass of the seated
human body may be described by a variant of the simple biodynamic model of Fig. 11.6. A satisfactory
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prediction is obtained with the addition of a second mass, m,, on the seat platform to represent the
mass of the torso and legs that does not move relative to the seat (i.e., to the base of the model). The
apparent mass measured on 60 subjects (24 men, 24 women, and 12 children) can be well repre-
sented by this model when the legs are supported to move in phase with the seat, and the data are
normalized for the different weights of individuals using the value of apparent mass recorded at
0.5 Hz (Fairley and Griffin, 1989). A comparison of the observed values for the magnitude, and
phase, of the normalized apparent mass (continuous lines) and the predicted values (dashed lines) is
shown in Fig. 11.7. To obtain this agreement, the natural angular frequency of the model is 31.4 rad/s
(i.e., f, = 5 Hz), and the damping ratio is 0.475. These values differ considerably from those of the
DRI model (see above), reflecting the stimulus magnitude dependent, nonlinear response of the
human body to vibration.

Normalized apparent mass

Phase {(degrees)

Frequency (Hz)

FIGURE 11.7 Comparison between predicted and observed apparent mass.
The mean, normalized apparent masses of 60 subjects, + 1 standard deviation, are
shown by the continuous lines, and the predictions of a single-degree-of-freedom,
lumped parameter biodynamic model by the dashed line. (Fairley et al., 1989.)

Whole-Body Impedance, Apparent Mass, and Transmissibility for Vertical (z-direction)
Vibration. A model has been developed to predict idealized values for the input impedance, apparent
mass, and transmissibility of the seated human body when subjected to vertical vibration. The
model, shown in Fig. 11.8, comprises elements forming three of the models sketched in Fig. 11.6
(ISO 5982, 2001). It contains elements similar to those used to predict apparent mass on the left-
hand side of the diagram with, in addition, two basic models in series to the right of the diagram
(i.e., one on top of the other), in order to represent “head” motion (i.e., motion of mass m,). The
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FIGURE 11.8 Three-degree-of-freedom, lumped-parameter
biodynamic model of the seated human body for estimating
mechanical impedance, apparent mass, and transmissibility,
for vertical vibration. The model is driven at the base (x),
and the transmissibility is calculated to the “head,” mass m.
(ISO 5982, 2001.)
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model predictions for the transmissibility from the seat to the head are shown by the dash-dot lines
in Fig. 11.5, and should be compared with the target mean values (the thin continuous lines). While
the model meets the considerable challenge of predicting three biodynamic responses with one set
of model values, the parameters of the model do not possess precise anatomical correlates, a
common failing of simple lumped models, and the predictions are applicable only to a limited
range of stimulus magnitudes.

Impedance Model of the Hand-Arm System. A 4-degree-of-freedom model consisting of four of
the models sketched in Fig. 11.6, arranged in series (i.e., on top of each other), has been used to
predict idealized values for the input impedance to the hand (ISO 10068, 1998). As is the case for
the lumped whole-body models, the parameters of the hand-arm model do not possess direct
anatomical correlates.

Multielement, Finite-Element (FE), and Neural Network Models. More complex mathematical
models have been developed to incorporate more realistic descriptions of individual body parts and
to predict the motion of one body part relative to another. One of the first such models consisted of
a seven-segment numerical model for describing the motion of a vehicle occupant in a collision.
The segments consisted of the head and neck, upper torso, lower torso, thighs, legs, upper arms,
and forearms and hands. Of the many multielement models that have since been developed, the
Articulated Total Body (ATB) model and the MAthematical DYnamical MOdel (MADYMO) are
the most widely used. Each employs a combination of rigid bodies, joints, springs, and dampers
to represent the human, or in some cases manikin, and sets up and solves numerically the equations
of motion for the system. The applied forces and torques on these components are established by
using different routines for contact with external surfaces and for joint resistance, the effect of gravity,
and restraining the body (e.g., by a seat belt).

ATB and MADYMO Models. The ATB and MADYMO computer models commonly employ
15 ellipsoidal segments with masses and moments of inertia appropriate for the body parts they
represent, as determined from anthropomorphic data for adults and children. The connections
between these segments possess elastic and resistive properties based on measurements on human
joints. The environment to be simulated may include contact surfaces (e.g., seats and vehicle
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FIGURE 11.9 Articulated total body (ATB) model prediction for the response of an unrestrained
standing child to panic braking in an automobile at 500 and 600 ms after commencing braking.
(von Gierke, 1997.)

dashboard), seat belts, and air bags. The models may include advanced harness systems and wind
forces to model seat ejection from aircraft and can also describe aircraft crash. An example of
the use of these models to predict human response in crashlike situations is shown in Fig. 11.9
(von Gierke, 1997). In this diagram, the motion of an unrestrained child standing on the front seat
of an automobile is shown in response to panic braking. The output of the model has been calculated
at the onset of braking and after 500 and 600 ms. It can be seen from the diagram that the model pre-
dicts the child will slide down and forward along the seat until its head impacts the dashboard of the
vehicle.

Finite-Element (FE) Models. The detailed response of selected parts of the body and the
environment being simulated (e.g., head and neck, spine, and vehicle seating) have been modeled by
using finite elements (FEs). In the MADYMO model, the FEs can interact with the multibody model
elements. Examples of human body subsystems that have been modeled with FEs include the spine
(Seidel, 2001) to predict the injury potential of vertebral compression and torsional loads (Seidel, 2005),
and the head and neck to predict rotation of the head and neck loads during rapid horizontal
deceleration (see Fig. 11.12) (RTO-MP-22, 1999).

Artificial Neural Network Models. The response of the spine to vertical accelerations has also
been modeled by an artificial neural network (Nicol et al., 1997), which permits the magnitude-
dependent (i.e., nonlinear) characteristics of the human body to be included (see, for example, panels
2,4, 6, and 8 of Fig. 11.4). The parameters of the network were established by “training” the model
using repeated shocks, which were applied to a seated person with back unsupported in the head-
ward direction, with peak amplitudes from 10 to 40 m/s2. Since a neural network model has no
predictive power beyond its “training,” the applicability of the model is restricted to shocks and
impacts in this direction and with this range of accelerations.

11.3.2 Anthropometric Manikins

Mechanically constructed manikins, or dummies, are used extensively in motor vehicle crash testing
and for evaluating aircraft escape systems and seating. Several have been developed for these
purposes (Mertz, 2002a; AGARD AR-330, 1997), some of which are commercially available.

Hybid III Manikin. The Hybrid III manikin, shown in Fig. 11.10, was originally developed by
General Motors for motor vehicle crash testing, and has since become the de facto standard for sim-
ulating the response of motor vehicle occupants to frontal collisions and for tests of occupant safety
restraint systems. The manikin approximates the size, shape, and mass of the 50th percentile North
American adult male, and consists of metal parts to provide structural strength and define the over-
all geometry. This “skeleton” is covered with foam and an external vinyl skin to produce the desired
shape. The manikin possesses a rubber lumbar spine, curved to mimic a sitting posture. The head,
neck, chest, and leg responses are designed to simulate the following human responses during rapid
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FIGURE 11.10 Hybrid III anthropometric dummy designed for use in motor-vehicle frontal crash tests, showing
elements of construction and sensors. (AGARD-AR-330, 1997.)

deceleration: head acceleration resulting from forehead and side-of-the-head impacts; fore-and-aft,
and lateral, bending of the neck; deflection of the chest to distributed forces on the sternum; and
impacts to the knee (Mertz, 2002a). The instrumentation required to record these responses is shown
in Fig. 11.10. Hybrid III dummies are now available for small (fifth percentile) adult females, and
large (95th percentile) adult males, as well as for infants and children. A related side impact dummy
(SID) has been developed for the U.S. National Highway Traffic Safety Administration (NHTSA),
for crash tests involving impacts on the sides of motor vehicles.

ADAM. ADAM (Advanced Dynamic Anthropomorphic Manikin) is a fully instrumented manikin
primarily used in the development of aircraft ejection systems. Its overall design is conceptually
similar to that of the Hybrid III dummy (see Fig. 11.10), in that ADAM replicates human body
segments, surface contours, and weight. In addition to a metal skeleton, the manikin posseses a sand-
wich skin construction of sheet vinyl separated by foamed vinyl to mimic the response of human soft
tissue. ADAM also attempts to replicate human joint motion and the response of the spine to vertical
accelerations for both small-amplitude vibration and large impacts. The spine consists of a mechani-
cal spring-damper system, which is mounted within the torso.
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11.3.3 Biodynamic Fidelity of Human Surrogates

Z displacement OC joint, m

y angular head acceleration, rad/s

Animals, cadavers, manikins, and computer models have been used to predict human responses to
potentially injurious or life-threatening stimuli. To evaluate the biofidelity of the surrogate or model,
it is necessary to identify the response characteristics that are most relevant (Griffin, 2001). For
biodynamic responses, the time histories of the acceleration, velocity, displacement, and forces provide
the most meaningful comparisons, though point-by-point comparisons can be misleading if the
system response to the stimulus of interest is extremely nonlinear. In these circumstances, evaluating
peak values in the time history, impulses calculated from the acceleration or contact forces, or energy
absorption may be more appropriate.

Manikins and Computer Models. The current state of the art is illustrated in Figs. 11.11 and 11.12,
where several biodynamic parameters of the response of the human head and neck to rapid horizontal
decelerations are compared. The comparisons are between the responses of human volunteers, the
limits of which are shown by dotted lines, with those of the Hybrid III manikin at the same deceler-
ation (Fig. 11.11), and with those of a three-dimensional head and neck for the MADYMO computer
model (Fig. 11.12) (RTO-MP-20, 1999).

While the Hybrid III manikin can reproduce some human responses, the head and neck system
does not introduce appropriate head rotation lag (see neck angle versus head angle in Fig. 11.11¢) or
torque at the occipital condyles joint [see moment of force OC joint versus time (Fig. 11.11¢)]. Note,
however, that the linear acceleration of the center of gravity of the head is well reproduced by the
manikin, except for the peak acceleration at 100 ms [see response of head acceleration versus time
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FIGURE 11.11 Response of human volunteers and the Hybrid IIT head and neck to 15 g spineward deceleration. The range of responses
from human subjects is shown by the dotted lines, and the response of the manikin by the dashed lines (see text for explanation of the
motions plotted). (RTO-MP-20, 1999.)
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FIGURE 11.12 Response of human volunteers and the 3D MADYMO model of the head and neck to spineward decelerations. The range
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the dashed and continuous lines, respectively (see text for explanation of the motions plotted). (RTO-MP-20, 1999.)

(Fig. 11.11 f)]. In contrast, the three-dimensional head and neck model for MADYMO can be seen
to reproduce most human responses when active muscle behavior is included (the continuous lines
in Fig. 11.12). In this computer model, the neck muscles are represented by simple cords between
anatomical attachment points on the head and the base of the neck.

Animals. Employing the results of experiments with animals to predict biodynamic responses in
humans introduces uncertainties associated with interspecies differences such as the size of body
parts and organs, which influence resonance frequencies. For this reason, most animal research on
the limit of exposure to rapid horizontal deceleration and to vertical acceleration, which commonly
involves shock and impact, has