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Preface

This encyclopedic handbook was conceived a few years ago, when I searched for a good
book on the subject of crisis and emergencies. The fruitless search prompted me to think
about a handbook that would present a collective body of literature on these two important
features of public management. Several concerns serve as the rationale for this handbook.
First was the growing multitude of crises facing our world at the turn of the new millen-
nium—opolitical, economic, environmental, personal, organizational, and institutional. Cri-
ses, especially revolutionary and lingering or creeping ones, disrupt order and destroy
patterns of stability, yet they may be important manifestations of evolutionary processes.

Second was the need for a handbook that would address crises in a systematic way
and offer solutions or approaches to study them. There was no single comprehensive book
that would respond to such a pressing need. Lack of such a resource book as a reference
or text has led to haphazard application of trial-and-error ideas, many of which have caused
harm, and even disasters, instead of reducing crises. One of the fundamental benefits of
such a book is the lesson one can draw from crisis cases and situations in order to avoid
future errors.

The third concern was the lack of a reference text that would address the complex
issues related to emergency management. Because of the paucity of knowledge about
emergency management throughout the world, there is a great need for a book to guide
practitioners, scholars, researchers, and students in this critically demanding field of public
affairs and administration.

My urge to produce a comprehensive handbook on this subject became even stronger
when I visited Iran in 1994, long after the revolution of 1978—1979 that had caused innu-
merable disruptions and produced new opportunities and challenges. As I presented to
publishers in Iran my edited encyclopedic Handbook of Bureaucracy, fresh from the press,
as well as my Handbook of Comparative and Development Public Administration (both
published by Marcel Dekker, Inc.), the first question almost every one of them asked me
was whether I had published a book on crises or emergency management. The pressing
need for such a resource in postrevolutionary Iran was obvious, but I quickly found out
that it was a need common among all nations and in public administration worldwide.

The purpose of this handbook is to present original materials on diverse issues and
aspects of the twin fields of crisis and emergency management that would serve as a
primary textbook for upper undergraduate and graduate courses in crisis management,
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emergency management, public policy on mitigation and disaster management or preven-
tion, various kinds of emergency situations, public management, and more. A wide range
of issues, cases, theories, and applications can be found in this book. Presentations include
theoretical, analytical, practical, empirical, normative, and historical treatments. Levels of
analysis include macro, micro, and macro/micro, covering a wide spectrum of discussions
that address crises and emergencies in both a broad theoretical context and in terms of
their practical applications around the globe.

The handbook is designed to inform a wide spectrum of audiences, including aca-
demic scholars, students, researchers, practitioners, public managers, and policy makers
at all levels, from local to national to global, in the fields of crisis and emergency manage-
ment around the world. Crises have always inflicted heavy costs on human lives, organiza-
tions, and governments. While some crises are natural and usually unpredictable, others
are human-engineered and can be avoided or prevented through elimination of their
sources. Some crises are by-products of sharp and rupturing incidents and they can be
devastating, while others result from long-term processes that when exacerbated by a
rupturing crises go out of control and produce massive chaos with unpredictable conse-
quences. Crisis management is an essential and inevitable feature of human and organiza-
tional lives, but crisis management is an imperative function modern public management
cannot afford to overlook or ignore. Crisis management leads to emergency management
because it demands immediate and focused attention with concrete action strategies and
urgent plans of action.

Similarly, emergency management has been a common practice of human and orga-
nizational life throughout history. As a major function of public management, emergency
management dates back to the ancient times—for example, during the first world-state
Persian Achaemenid Empire founded by Cyrus the Great (559-300 B.c.) and under the
subsequent Parthian and Sasanian empires (240 B.C.—A.D. 651). During the long history
of the ancient Persian Empire, public management and bureaucracy were well organized,
well developed, and well practiced with high efficiency and effectiveness.

Strategic management and emergency management were among the key features of
the Persian system, characteristics the empires that followed, especially the Romans, and
the European nation-states, borrowed from heavily and passed on to modern public admin-
istration. Manifestations of this highly efficient public management in dealing with crises
and emergencies were the high degree of alertness and preparation for flood control, disas-
ter arrangement, resettlement programs after earthquakes and other disasters, building
dams and water-way management systems, undergound irrigation canal systems stretching
hundreds and thousands of miles away from the sources, and strong shelters for extreme
weather conditions. Key features of this tradition were teamwork and team-based human
activities to control natural and human-made disasters, crises, and emergencies.

Therefore, public emergency management has a long historical tradition, which has
passed on lessons, skills, mechanisms, and organizational arrangements that will benefit
forthcoming generations. Today, not only nation-states demand highly skilled teams and
systems of emergency management, there is a global demand for concerted efforts to
tackle crises and emergency situations of massive magnitude.

In the new millennium most major crises and emergencies are no longer national
and local concerns; they are global concerns and require global attention. For example,
problems causing atmospheric and environmental crises demand multinational and global
cooperation, partnership building, and collective actions. Problems of labor, refugees, hun-
ger, health, and wars require collective action of governments, nongovernmental organiza-
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tions, and private citizens from all over the world before they turn into massive crises,
chaos, or genocide. Unfortunately, globalization of capitalism has aggravated many of
these global crises and increased the scale and number of problems that call for emergency
management.

Crisis and emergency management has generally been neglected as a field of study
in public administration. Only recently has it been recognized and pursued as an important
area of public management (notice the ASPAs section on emergency and crisis manage-
ment). Despite this recent recognition, however, the dual fields of crisis and emergency
management are least recognized as areas of scholarly activity among the public adminis-
tration and public policy communities. In the chaotic, rapidly changing, uncertain condi-
tions that characterize the current world, crisis and emergency management becomes cen-
tral to all activities of public and private organizations. Massive corporate and government
downsizing may be considered a short-term solution to the long-term problems of econ-
omy and society, creating a creeping crisis that might be triggered by even small events
in the future. Crisis and emergency management requires strategic, long-term vision and
creative thinking in service of the broad common good, for all peoples of the global com-
munity—Iliving in a ‘‘global village’’ requires the concern of all members of that commu-
nity.

Scholars, researchers, experts, and practitioners from all over the world who follow
these lines of thinking were invited to share their expertise and experience in this knowl-
edge-based volume. They responded with enthusiasm and proposed chapter contributions.
The result is the Handbook of Crisis and Emergency Management, a highly comprehensive
volume of original materials designed to cover all levels of analysis and forms of crisis
and emergency anywhere in the world, from personal to organizational, local to global,
corporate to governmental, and natural to human-made. This is the first handbook to cover
comprehensively crisis and emergency management.

The contributors and I certainly hope that this volume will serve as a major textbook
for students and instructors in upper undergraduate and graduate courses in various curric-
ula of public administration, public management, political science, management, public
policy, and program management, and most importantly in the management of crisis and
emergency management, in both public and private sectors, around the world. We hope
that policy makers, government officials, corporate and business executives and managers,
supervisors, employees, citizens, experts, professionals, academic researchers, scholars,
and professional administrators and managers will find this a very informative, guiding,
and valuable reference book.

Finally, I would like to acknowledge the contribution of several other individuals
who have made possible the completion of this major project. First, I thank Jack Rabin,
who provided support for this handbook from the beginning. His comments were both
encouraging and assuring. Second, I wish to express my deep appreciation to all the con-
tributors for their cooperation and timely submission of their manuscripts. Congratulations
to all of them.

I also thank Marcel and Russell Dekker for accepting this project for publication.
Moreover, the production editor, Elizabeth Curione, has been patient and cooperative
through the completion of the handbook. She and I communicated frequently and cleared
many confusions, resolved discrepancies, and coordinated the joint effort. My special ap-
preciation to her. Further, I must express appreciation to all the staff members at Marcel
Dekker, Inc., whose assistance has been valuable in the production process.

Finally, I thank my former graduate assistant Jack Pinkwoski and doctoral students
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in our school of public administration, who also provided assistance by preparing the data

base on the contributors and performing related tasks.
I hope this handbook will serve as a valuable text and reference book for students,

instructors, researchers, policy makers, and practicing public managers throughout the
world.

Ali Farazmand



Contents

Preface
Contributors

UNIT ONE CRISIS MANAGEMENT

Part I Micro-Macro Issues: Group and Intergroup Crisis Management

1.

Introduction: Crisis and Emergency Management
Ali Farazmand

The Crisis of Character in Comparative Perspective
David L. Dillman and Mel Hailey

Preparing for Diversity in the Midst of Adversity: An Intercultural
Communication Training Program for Refugee-Assistance Crisis
Management

Phyllis Bo-Yuen Ngai and Peter Koehn

Formation of Motivation Crisis: Liberalism, Nationalism, and Religion
in Israel
Efraim Ben-Zadok

Part I Macro Issues: Organizational Crisis Management

S.

Crisis Policy Making: Some Implications for Program Management
David C. Nice and Ashley Grosse

Disaster Impact upon Urban Economic Structure: Linkage Disruption
and Economic Recovery
Richard M. Vogel

XV

11

23

39

55

69

ix



X Contents

7. Crisis in the U.S. Administrative State 91
Ali Farazmand

8. Global Crisis in Public Service and Administration 111
Ali Farazmand

Part III Macro Issues: Political, Economic, and Social Crisis
Management

9. Immigrants, Refugees, and the Affordable Housing Crisis in South
Florida 131
Margaret S. Murray

10. Managing ‘‘Complex Emergencies’’: U.N. Administration and the
Resolution of Civil Wars 147
Karl Jamieson Irving

11. Managing Through a Crisis: A Case Study of the Orange County,
California, Bankruptcy 169
M. Celeste Murphy

12. System Crisis: The 1973 War Crisis in Israel 187
Efraim Ben-Zadok

13. Homeless Policy Initiatives: Managing or Muddling Through the Crisis? 199
Leslie A. Leip

UNIT TWO EMERGENCY MANAGEMENT: MICRO AND MACRO
ISSUES

Part I Environmental and Health Emergency Management

14. Smoke on the Water: Fighting Fires at Sea 215
Pamela Tarquinio Brannon and Dave Lee Brannon

15. From Texas City to Exxon Valdez: What Have We Learned About
Managing Marine Disasters? 231
John R. Harrald and Hugh W. Stephens

16. Environmental Public Relations and Crisis Management: Two
Paradigmatic Cases—Bhopal and Exxon 245
Tim Ziaukas

17. Metropolitan Medical Strike Team Systems: Responding to the Medical
Demands of WMD/NBC Events 259
Frances E. Winslow and John Walmsley



Contents

18.

Managing Urban Violence Cases in Hospital Emergency Departments
Terry F. Buss

Part I Macro and Micro Issues in Conceptual, Policy, Practical, and
Empirical Aspects of Emergency Management

19.

20.

21.

22,

23.

24,

A New Use for an Old Model: Continuity of Government as a
Framework for Local Emergency Managers
Hugh W. Stephens and George O. Grant

What Disaster Response Management Can Learn from Chaos Theory
Gustav A. Koehler, Guenther G. Kress, and Randi L. Miller

The Psychology of Evacuation and the Design of Policy
Jasmin K. Riad, William Lee Waugh, Jr., and Fran H. Norris

The Role of Technology and Human Factors in Emergency Management
Francis R. Terry

The Intergovernmental Dimensions of Natural Disaster and Crisis
Management in the United States
Alka Sapat

The Evolution of Emergency Management in America: From a Painful
Past to a Promising but Uncertain Future
Aaron Schroeder, Gary Wamsley, and Robert Ward

UNIT THREE NATIONAL AND INTERNATIONAL CASE STUDIES
ON CRISIS AND EMERGENCY MANAGEMENT

Part I Crisis and Emergency Management in North and Latin America

25.

26.

27.

28.

Community Recovery and Reconstruction Following Disasters
Steven D. Stehr

Potential for Disaster: Case Study of the Powell Duffryn Chemical Fire
and Hazardous Material Spill
Jack Pinkowski

American Presidential Crisis Management Under Kennedy: The Cuban
Missile Crisis
Robert E. Dewhirst

Emergency Management on a Grand Scale: A Bureaucrat’s Analysis
John Carroll

Xi

267

283

293

309

327

339

357

419

433

451

463



Xii Contents

29. Lessons Learned from Three Mile Island and Chernobyl Reactor
Accidents
Frances E. Winslow

Part II Crisis and Emergency Management in Europe

30. The 1989 Rail Disaster at Clapham in South London
Francis R. Terry

Part III Crisis and Emergency Management in Asia and Africa

31. Emergency Management in Korea: Mourning over Tragic Deaths
Pan Suk Kim and Jae Eun Lee

32. The 1994 Plague Outbreak in Surat, India: Social Networks and Disaster
Management
Rita Kabra and Renu Khator

33. Disaster Management in Hong Kong
Ahmed Shafiqgul Huque

34. Coping with Calamities: Disaster Management in Bangladesh
Habib Zafarullah, Mohammad Habibur Rahman, and Mohammad
Mohabbat Khan

35. Crisis Management in Japan: Lessons from the Great Hanshin-Awaji
Earthquake of 1995
Masaru Sakamoto

36. Integrating Public Administration, Science, and Community Action: A
Case of Early-Warning Success in Qinglong County for the Magnitude
7.8 Tangshan Earthquake
Jeanne-Marie Col and Jean J. Chu

37. Public Management and Natural Disasters: A Case Study of Earthquake
Management in Iran
Behrooz Kalantari

Part IV Crisis and Emergency Management in the Near and Middle
East

38. Lebanon: Culture and Crisis
Gil Gunderson

39. Transforming Danger into Opportunity: Jordan and the Refugee Crisis of
1990
Emad Mruwat, Yaser Adwan, and Robert Cunningham

481

491

501

521

531

545

559

581

617

627

648



Contents

Part V Terrorism and Crisis/Emergency Management

40.

41.

Managing Terrorism as an Environmental Hazard
William Lee Waugh, Jr.

Planning for Weapons of Mass Destruction/Nuclear, Biological, and
Chemical Agents: A Local/Federal Partnership
Frances E. Winslow

Part VI Long-Term Strategic Plans for Prevention of and Preparedness
for Crisis and Emergencies

42,

43.

4.

45.

Emergency Managers for the New Millennium
Ellis M. Stanley, Sr., and William Lee Waugh, Jr.

Coastal Hazard Mitigation in Florida
Patricia M. Schapley and Lorena Schwartz

Planning for Prevention: Emergency Preparedness and Planning to
Lessen the Potential for Crisis
Jack Pinkowski

Managing Refugee-Assistance Crises in the Twenty-First Century: The
Intercultural Communication Factor
Peter Koehn and Phyllis Bo-Yuen Ngai

Index

Xiii

659

677

693

703

723

737

767






Contributors

Yaser Adwan, Ph.D. Department of Political Science, University of Tennessee, Knox-
ville, Tennessee

Efraim Ben-Zadok, Ph.D. School of Public Administration, Florida Atlantic Univer-
sity, Fort Lauderdale, Florida

Dave Lee Brannon, J.D. Federal Defender’s Office, Southern District of Florida, West
Palm Beach, Florida

Pamela Tarquinio Brannon, Ph.D. Department of Adjunct and Continuing Education,
Warner Southern College, Fort Pierce, Florida

Terry F. Buss, Ph.D. Department of Public Management, Suffolk University, Boston,
Massachusetts

John Carroll, A.B.D., M.P.A. School of Public Administration, College of Architec-
ture, Urban and Public Affairs, Florida Atlantic University, Fort Lauderdale, Florida

Jean J. Chu, ML.S. Lithosphere’s Tectonic Evolution Laboratory, Institute of Geology
and Geophysics, Chinese Academy of Sciences, Beijing, People’s Republic of China

Jeanne-Marie Col, Ph.D. Department of Economic and Social Affairs, The United Na-
tions, New York, New York

Robert Cunningham, Ph.D. Department of Political Science, University of Tennessee,
Knoxville, Tennessee

Robert E. Dewhirst, Ph.D. Department of Political Science, Northwest Missouri State
University, Maryville, Missouri

Xv



Xxvi Contributors

David L. Dillman, Ph.D. Department of Political Science, Abilene Christian University,
Abilene, Texas

Ali Farazmand, Ph.D. School of Public Administration, Florida Atlantic University,
Fort Lauderdale, Florida

George O. Grant Office of Emergency Management, The City of Houston, Houston,
Texas

Ashley Grosse Department of Political Science, Washington State University, Pullman,
Washington

Gil Gunderson, Ph.D. Graduate School of International Policy Analysis, Monterey In-
stitute of International Studies, Monterey, California

Mel Hailey, Ph.D. Department of Political Science, Abilene Christian University, Abi-
lene, Texas

John R. Harrald, Ph.D. Department of Engineering, Institute for Crisis, Disaster, and
Risk Management, George Washington University, Washington, D.C.

Ahmed Shafiqul Huque, Ph.D. Department of Public and Social Administration, City
University of Hong Kong, Hong Kong, China

Karl Jamieson Irving, M.P.A., M.L.P.S. Department of Public Administration, School
of Public Affairs, American University, Washington, D.C.

Rita Kabra, Ph.D. Open University, Kanpur, India

Behrooz Kalantari, Ph.D. Department of Public Administration, Savannah State Uni-
versity, Savannah, Georgia

Renu Khator, Ph.D. Environmental Science and Policy Program, University of South
Florida, Tampa, Florida

Mohammad Mohabbat Khan, Ph.D. Department of Public Administration, University
of Dhaka, Dhaka, Bangladesh

Pan Suk Kim, Ph.D. Department of Public Administration, Yonsei University, Wonju,
Kangwon-do, South Korea

Gustav A. Koehler, Ph.D. California Research Bureau and Time Structures, Sacra-
mento, California

Peter Koehn, Ph.D. Department of Political Science, University of Montana, Missoula,
Montana



Contributors XVii

Guenther G. Kress, Ph.D. Department of Public Administration, California State Uni-
versity, San Bernardino, California

Jae Eun Lee, Ph.D. Department of Public Administration, Chungbuk National Univer-
sity, Cheongju, Chungbuk, South Korea

Leslie A. Leip, Ph.D. School of Public Administration, Florida Atlantic University, Fort
Lauderdale, Florida

Randi L. Miller, Ph.D. Department of Sociology, California State University, San Ber-
nardino, California

M. Celeste Murphy, Ph.D. School of Public Administration and Urban Studies, San
Diego State University, San Diego, California

Emad Mruwat, ML.S., M.A. Department of Political Science, University of Tennessee,
Knoxville, Tennessee

Margaret S. Murray, Ph.D. Department of Urban and Regional Planning, Florida At-
lantic University, Fort Lauderdale, Florida

David C. Nice, Ph.D. Department of Political Science, Washington State University,
Pullman, Washington

Phyllis Bo-Yuen Ngai, M.A. Department of Curriculum and Instruction, University of
Montana, Missoula, Montana

Fran H. Norris, Ph.D. Department of Psychology, Georgia State University, Atlanta,
Georgia

Jack Pinkowski, Ph.D. Master of Public Administration Program, Wayne Huizenga
Graduate School of Business and Entrepreneurship, Nova Southeastern University, Fort

Lauderdale, Florida

Mohammad Habibur Rahman, Ph.D. Department of Public Administration, Univer-
sity of Dhaka, Dhaka, Bangladesh

Jasmin K. Riad Disaster Research Center, University of Delaware, Newark, Delaware
Masaru Sakamoto Faculty of Law, Ryukoku University, Kyoto, Japan

Alka Sapat, M.A., Ph.D. School of Public Administration, College of Administration,
Urban and Public Affairs, Florida Atlantic University, Fort Lauderdale, Florida

Patricia M. Schapley Joint Center for Environmental and Urban Problems, Florida At-
lantic University, Fort Lauderdale, Florida

Aaron Schroeder, M.P.A., Ph.D. Virginia Tech Transportation Institute, Virginia Poly-
technic Institute and State University, Blacksburg, Virginia



Xviii Contributors

Lorena Schwartz, B.A., M.P.A. Joint Center for Environmental and Urban Problems,
Florida Atlantic University, Fort Lauderdale, Florida

Ellis M. Stanley, Sr., B.A. Emergency Preparedness Department, City of Los Angeles,
Los Angeles, California

Steven D. Stehr, Ph.D. Department of Political Science, Washington State University,
Pullman, Washington

Hugh W. Stephens, Ph.D. College of Social Sciences, University of Houston, Houston,
Texas

Francis R. Terry, B.A., M.A., F.C.I.T., Mi.Mgt. Interdisciplinary Institute of Manage-
ment, London School of Economics and Politics, London, England

Richard M. Vogel, B.A., M.A., Ph.D. Departments of History, Economics, and Politics,
State University of New York at Farmingdale, Farmingdale, New York

Captain John Walmsley, R.E.H.S. U.S. Department of Health and Human Services,
Region IX, San Francisco, California

Gary Wamsley, Ph.D. Center for Public Administration and Policy, Virginia Polytech-
nic Institute and State University, Blacksburg, Virginia

Robert Ward, Ph.D. Department of History and Political Science, Charleston Southern
University, Charleston, South Carolina

William Lee Waugh, Jr., Ph.D. Department of Public Administration and Urban Stud-
ies, Georgia State University, Atlanta, Georgia

Frances E. Winslow, M.U.P., C.E.M., Ph.D. Office of Emergency Services, City of
San José, San José, California

Habib Zafarullah, Ph.D. School of Social Science, University of New England, Armi-
dale, New South Wales, Australia

Tim Ziaukas, M.A., MLF.A. Department of Communication Arts, University of Pitts-
burgh at Bradford, Bradford, Pennsylvania



1

Introduction

Crisis and Emergency Management

Ali Farazmand School of Public Administration, Florida Atlantic University, Fort
Lauderdale, Florida

. INTRODUCTION

The world has entered a new millennium facing tremendous uncertainties, chaotic changes,
and significant crises of all kinds and various degrees of intensity that impose urgency
and call for emergency management around the globe. It seems that the world has begun
an age of unreason, in which all order is turned upside down. Governmental reports declare
nation-states to be at major risk of losing territorial sovereignty and control of their inde-
pendence in the age of globalization of capital and markets and political-military power
that transcends national boundaries, defying conventional demarcation of statehood as
well as popular democratic ideals (Ohmae 1995; Korten 1995; Farazmand 1999).

The rise of globalization of capital and its negative consequences for both devel-
oping and more developed nations of the industrialized West has produced many concerns
that embrace economics, environmental ecology, labor, culture, traditions, governance,
administration, and politics. Energized by technological innovations, globalization has
produced some positive effects, such as bringing more markets and products to consumers
with money and facilitating communication and travel among peoples and professionals
around the globe. But it has also caused many devastating adverse consequences world-
wide—increasing child labor, slave labor, wage slavery, environmental degradation, viola-
tion of human rights, loss of control over national and local resources, loss of the demo-
cratic rights of citizens to make independent decisions, and imposing powerlessness in
the face of globalizing finance capital backed by the most powerful (and potentially deadly
militarily) states—the United States and its European allies.

With the fall of the USSR—the only socialist superpower capable of checking the
excesses of global capitalism and its hegemonic state, the United States—has come an
exacerbation of the multidimensional crises facing peoples, nation-states, governments,
and cultures under globalization. Under the one-world ideological system of capitalism
and market-oriented and corporate elite—based governance, conflicts and crises are sup-
pressed—at least on the surface, voices of opposition and protest are silenced, and alterna-
tive forms of governance and socioeconomic order are crushed by military and other co-
ercive forces, all in the name of a self-proclaimed market supremacy and capitalist
democracy in which the wealthy and corporate elites rule (Korten 1995; Farazmand 1999).

1



2 Farazmand

Crises are now being transformed into opportunities for further accumulation of capital
throughout the world, which is now considered a ‘‘global village’” ruled by the feudal
barons of the new world order. Profit, social control, and capitalism are the key words
of the new era. The global public is easily manipulated by omnipotent media, financial
means, and other tools to present the new global reality, an artificial reality carefully and
neatly crafted and promoted.

In this environment of globalization, critics have ample grounds to express concern.
For example, Rifkin (1996) has announced *‘the end of work,”” Wilson (1996) has argued
about the loss of urban jobs, Mele (1996) and Knox (1997) have argued about the loss
of the sense of community and urban infrastructure, Picciotto (1989) and Cox (1993) have
discussed the loss of territorial sovereignty of nation-states, Korbin (1996) warns about
the “‘return back to medievalism,”” Fukuyama (1992) speaks of ‘‘the end of history and
of man,”” Huntington (1996) speaks of the ‘‘clash of civilizations,”” Brecher and Costello
(1994) warn of a ‘‘global pillage,”” Parenti (1995) speaks of global ‘‘corpocracy and plu-
tocracy,”” Farazmand (1998, 1999) argues about ‘‘the rise of wage slavery and mercenary
systems of socioeconomic order,”” while Stever (1988) argues about the end of public
administration—and the arguments go on. Crises of institutions are now reaching a higher
level of criticality, especially the community and family institutions that form the back-
bones of society.

Popular books signal waves and shifting global paradigms away from stable patterns.
The collapse of global systems and great powers, revolutionary changes, breakdown of
family institutions and traditions, and environmental decay are but few such crises that
should alarm us all. Information technology has also broken down barriers among nations,
peoples, and organizations around the globe. No longer can organizations and governments
rely on patterns of continuity and stability. No longer can individuals predict and feel
secure about their futures. No longer can anyone escape the devastating impacts of cri-
ses—crises that have reached a new level and have been eroding the fundamental under-
pinnings and assumptions of humanity. But these crises are largely covered up by the
military, communication, and financial arms of the globally dominant state. Feeling a sense
of powerlessness and insecurity, therefore, peoples and groups seek alternative shelters for
self-protection and expression in their attempts to escape from degradation, dehumaniza-
tion, and exploitation. They are forced into practices of self-censorship, role playing, and
pretension as the new culture of globalism and global order invades societies. Crises are
therefore transformed into different forms and linger through different levels of criticality
until they explode, perhaps globally all at the same time.

Il. NATURE OF CRISES

Crises occur at all levels and appear in all guises. Some are long-term processes of deterio-
ration and others are rapid ruptures; some have their origins and roots in the past while
others are created by chance and the risks posed by a particular environment; some are
caused internally while others are created externally. Some crises are creeping and linger-
ing, based on illegitimacy and system entropies (the Shah’s regime in Iran) while others
may occur suddenly (the Stock Market Crash of 1929, causing the Great Depression).
Crises come in a variety of kinds: economic crisis (note the chronic crises of debt among
Latin American nations, the New York City fiscal crisis of 1974, or the Great Depression
of 1930s); political crisis (revolutions in Iran, Russia, France, Nicaragua, and China as



Introduction 3

well as other wars); environmental crisis (ozone layer depletion, Bhopal and Chernobyl
disasters in India and Russia, or the Three-Mile Island nuclear crisis in the United States);
and organizational and leadership crises causing severe decline and death (Farazmand
1996), or moral bankruptcy and unethical conduct in public office (Clinton’s presidency).

Crises involve events and processes that carry severe threat, uncertainty, an unknown
outcome, and urgency. Crises scramble plans, interrupt continuities, and brutally paralyze
normal governmental operations and human lives. Most crises have trigger points so criti-
cal as to leave historical marks on nations, groups, and individual lives. Crises are histori-
cal points of reference, distinguishing between the past and present. They leave memories
for those involved in such events as disasters, hijackings, riots, revolts, and revolutions.
Years, months, and days become historic points of demarcation, such as 1914, 1917, 1929,
1940, and 1978-79; and crisis events are memorable, such as the assassination of Rabin,
the Cuban Missile Crisis, the Vietnam War, Nixon’s presidency, the Middle East crisis,
the Persian Gulf crisis, the hostage crisis, the ‘‘black Friday’’ and the February revolution
(Iran), the October revolution (Russia), and so on (Rosenthal and Kouzmin 1993; Faraz-
mand 1996).

Crises come in a variety of forms, such as terrorism (New York World Trade Center
and Oklahoma bombings), natural disasters (Hurricanes Hugo and Andrew in Florida, the
Holland and Bangladesh flood disasters), nuclear plant accidents (Three-Mile Island and
Chernobyl), riots (Los Angeles riot and the Paris riot of 1968, or periodic prison riots),
business crises, and organizational crises facing life-or-death situations in a time of rapid
environmental change. Some crises can be managed successfully while others lead to
failures and further disasters. Some lead to new and positive changes in society, while
others lead to further calamities.

Some crises are caused by governmental and corporate actions (Exxon’s oil leakage
in Alaska or the Branch Davidian catastrophe in Texas, environmental pollution and decay,
etc.) or inaction, leaving simple problems or conflicts that become transformed into major
crises (the Balkan crises, prison riots, many African ethnic or tribal conflicts, massive
epidemic health crises, or mass starvation and food crises, again as in Africa). Some events
are creeping, with a particular small starting point, developing over time into full-scale
crises. This is common among public and private organizations, whose elites ‘ ‘may convert
their embarrassment over prolonged negligence into over-hasty and ill-conceived efforts
to undo years of non-action and non-decision making’’ (Rosenthal and Kouzmin 1993:5).

Crises consist of ‘‘a short chain of events that destroy or drastically weaken’’ a
condition of equilibrium and the effectiveness of a system or regime within a period of
days, weeks, or hours rather than years. In this sense, a crisis is not the same as tensions,
as referred to by many scholars, or the process-oriented crisis mentioned above. Therefore
there are two types of crisis: a process-oriented one developing over a period of time, and
the other a sudden rupture developing within weeks, days, hours, or even minutes (Faraz-
mand 1996). The latter crisis is ‘‘fraught with far reaching implications. It threatens to
involve large segments of society in violent actions’ (Dogan and Higley 1996:5).

lll. CHARACTERISTICS OF CRISES

A central feature of all crises is a sense of urgency, and in many cases urgency becomes
the most compelling crisis characteristic. Situations change so dramatically and so rapidly
that no one seems to be able to predict the chain of events or the possible outcomes. An
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important aspect of such crisis situations is the dynamics that evolve during days, hours,
and even minutes. In a revolutionary crisis, such unpredictability, uncertainty, and change
characterize the dynamics of the unfolding events. Leaders and decision-makers are often
caught by surprises after surprises produced by many forces such as the masses, strength
or weaknesses of the regime and the ruling elite, external or internal actors, climatic con-
ditions, and national characters. Surprises characterize the dynamics of crisis situations
(Farazmand 1996).

Some crises are processes of events leading to a level of criticality or degree of
intensity generally out of control. Crises often have past origins, and diagnosing their
original sources can help to understand and manage a particular crisis or lead it to alterna-
tive state of condition. Crises take many forms and display many patterns, such as defeat
in international warfare, revolution, sudden breakdown of unstable democratic regimes,
economic disaster, ‘‘implosion,’” loss of foreign support resulting in the falling of a depen-
dent regime— ‘‘temperature changes’’ (Dogan and Higley 1996:9).

But, as mentioned above, some crises are sudden and are abrupt events that paralyze
a regime, a community, or economic system. Understanding the dynamics of crises helps
develop a better understanding of crisis evolution and its management. It requires serious
crisis analysis, which in turn needs to go beyond a focus on human error as the origin of the
crisis. Organizational, leadership, and systemic deficiencies must be diagnosed as effective
approaches to crisis management. Many organizations develop over time a culture devoid
of ability to detect environmental threats challenging their survival. And many crises de-
velop as a result of managerial and leadership incompetence (Turner 1989 cited in Rosen-
thal and Kouzmin 1993:6; Perrow 1984). Public organizations are not immune from this
maladaptation or bureaucratic culture inflicted by many bureau pathological deficiencies
and vulnerabilities. Crises therefore are destructive, but they may also develop opportuni-
ties for a new order, changes that may produce positive results. Therefore, crises create
their own antistheses, which may dialectically reinforce and complement forces of positive
nature.

Key to crisis management is an accurate and timely diagnosis of the criticality of
the problems and the dynamics of events that ensue. This requires knowledge, skills,
courageous leadership full of risk-taking ability, and vigilance. Successful crisis manage-
ment also requires motivation, a sense of urgency, commitment, and creative thinking
with a long-term strategic vision. In managing crises, established organizational norms,
culture, rules, and procedures become major obstacles: administrators and bureaucrats tend
to protect themselves by playing a bureaucratic game and hiding behind organizational and
legal shelters. A sense of urgency gives way to inertia and organizational sheltering and
self-protection by managers and staff alike. This is the most devastating institutional obsta-
cle in the management of any crisis. Successful crisis management requires: (1) sensing
the urgency of the matter; (2) thinking creatively and strategically to solving the crisis;
(3) taking bold actions and acting courageously and sincerely; (4) breaking away from
the self-protective organizational culture by taking risks and actions that may produce
optimum solutions in which there would be no significant losers; and (5) maintaining a
continuous presence in the rapidly changing situation with unfolding dramatic events.
Reason, creative thinking, and perseverance must lead those involved in crisis manage-
ment and crisis resolution. Any error or misjudgment can lead to further disasters, causing
irreparable damages to human lives.

Crisis management or resolution requires strategic thinking of contingencies. Crises
also develop opportunities, which must be explored through mobilization of assets and
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forces available. The sense of urgency calls for immediate attention, action, and reaction.
The primary function of any government is to protect the lives and property of citizens.
Crises and emergencies generally test the competence of governments. Throughout the
history of human civilizations, policymakers have sought to anticipate the unexpected ‘‘in
order to reduce the risk to human life and safety posed by intermittently occurring natural
and man-made hazardous events’’ (Petak 1985:3). This notion needs to be capitalized on
as a noble policy and strategic choice of collective action. Unfortunately, not everyone
thinks this way in a crisis situation; history is full of cases in which opportunists take
advantages of chaos and disorders to enrich themselves, to take control of power bases,
and to steal what does not belong to them.

Under normal bureaucratic situations, management literature points to decentralized
and hands-off decision making as a good organizational strategy. But under crisis situa-
tions, this model of stable organizational behavior is ill-suited and becomes seriously
problematic. It is interesting to note, ironically, that the crisis management literature points
to a more centralized decision structure. ‘‘In intense crises decisions should be made at
the top of the organization because those at lower levels tend to ‘suboptimize’ based on
their own interests, do not have all the information necessary, and are unaware of larger
political or social issues or constraints’” (Averch and Dluhy 1997:85).

Literature refers to the desirability of the emergence of ‘‘synthetic groups’ in a
number of urban disasters (Wolensky and Wolensky 1990) operating as working coalition
of key actors and agents at different levels to provide command and control systems and
to facilitate damage assessment and resource deployment (Dluhy 1990). Absence of such
command and control systems can cause severe problems and can add to crisis situations,
as it did in Miami, Florida, during the Hurricane Andrew crisis in 1992. ‘‘Dade County
emergency managers had no way to enforce cooperation. . . . Organization chaos and
weak command and control were the characteristic mode of the EOC [Emergency Opera-
tions Center] during the crisis period’” (Averch and Dluhy 1997:84). Despite the federal,
state, and local government assistance in disaster management, empirical research shows
that minorities, especially blacks and Hispanics, and immigrant workers, suffered most
from the South Miami disasters caused by Hurricane Andrew. Crisis and emergency man-
agement was least effective for these groups, who had to rely on their family and relatives
for help and assistance. Long after the crisis, their suffering continued in the forms of
joblessness, loss of housing, hunger, diseases, socially and economically driven problems
of crime, and a host of other associated crises (see studies in Peacock et al. 1997).

Contrasting evidence shows interesting observations of a swift and effective organi-
zational response to the severe crisis and disaster situation caused by the 1989 earthquake
in northern Iran, which caused a loss of over 50,000 lives, total destruction of two medium-
sized cities and a number of towns, villages, and communities, plus devastating property
losses. The Central Government Emergency forces were matched more than equally by
massive popular forces of assistance by all means possible, and it was the initial ‘‘com-
mand and control system’’ of the national government—in a postrevolutionary situation
still characterized by revolutionary spirit. Iran had gone through many crises since the
revolutionary crisis of the 1978-79, including especially the 8-year-old defensive war
against Iraq, and a degree of preparedness, coordination, and decision structure had already
been developed in Iran both organizationally and politically. Research on organizational
and managerial response to chaotic situations of crises reflect importance of central coordi-
nating and command centers. This is an essential aspect of research on crisis and emer-
gency management for the future.
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The efforts of past decision makers, administrators, citizens, researchers, and all
those involved in crisis and emergency management have provided the foundation for the
current focus on this twin subfields of public administration in the United States and
abroad. Not all emergency situations are caused by crises and, in fact, many have nothing
to do with any crisis at all. But all crises cause emergency situations, which must be dealt
with very carefully. As a central activity of public administration, emergency management
is generally a process of developing and implementing policies and actions that involve:
(1) mitigation—a course of action to detect the risk to society or the health of people and
to reduce the risk; (2) preparedness—a response plan of action to reduce loss of life
and to increase the chance of successful response to the disaster or catastrophe, etc.; (3)
response—provision of emergency aid and assistance; and (4) recovery—provision of
immediate support to return life back to normalcy (Petak 1985).

A more recent development in the fields of crisis and emergency management is
the emergence of chaos theory in the social sciences, outlining—in social equivalence
with the physical sciences—a state of chaos, disequilibrium, and disorder. Key to this
multifaceted theory of social science, or chaos theory, is the prevalence of constant and
rupturing changes that occur out of order, disturb system equilibria, and cause chaos,
eventually leading to a renewed order. The cycle of chaos/disorder/order is an evolution-
ary process that contributes to the transformation of social systems, including organiza-
tions with political and managerial implications. Stability and equilibria carry with them-
selves potential forces of change and disruption, which trigger forces of system instability
and disorder—political, organizational, economic, and institutional—and place them at
the verge of chaos and disorder. Patterns of change and instability characterize this chaos.
The key to understanding and managing these changes is application of nonlinear and
multicausal or noncausal thinking within organizations and social systems. Long-term
transformation results from short-term chaotic changes that cause system disequilibrium,
a phenomenon that has major implications for crisis and emergency management around
the world (for details on chaos theory, see for example, Loye and Eisler 1987; Lazlo 1987,
Jantsch 1980; Prigogine and Stengers 1984; Kiel 1989. See also Koehler et al., Chapter
20, and Farazmand, Chapter 39, in this volume).

IV. PLAN OF THE BOOK

This encyclopedic handbook is designed to inform academic scholars, students, research-
ers, practitioners, public managers, and policy makers on the twin areas of crisis and
emergency management around the world. It is divided into 3 major units, 11 parts, and
45 chapters. Except for one chapter, which is an updated and expanded version of an
earlier article published in a first-rate refereed article, all chapters are original materials
and contribute to our knowledge on the twin fields of crisis and emergency management
with significant implications for all parties concerned.

Unit One focuses on crisis management and analyzes various theoretical and empiri-
cal issues at macro and micro levels. This is done in 3 parts and 14 chapters. Part I
contains four chapters that deal with micro-macro issues of group and intergroup crisis
management. Following the introduction, these chapters discuss comparatively the crisis
of character in government and administration, intercultural communication training in
refugee assistance crisis management, and motivation crisis in the context of nationalism,
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liberalism, and religion. This part sets the introduction for a deeper analysis of crisis and
its management in all spheres.

Part I deals with macro issues and focuses on organizational and institutional crisis
management broadly defined. By organization is meant broad, macroanalysis of the orga-
nization of economy, policy choices, management, organizational behavior, politics, state,
and public service. Here, five chapters analyze crisis policy making, and human resource
management, linkage disruption as a result of disaster impact upon economic structures,
crisis in the U.S. administrative state, and global crisis in public service and public admin-
istration. Analysis of organizational and institutional crisis management sets the tone for
understanding the various causes and consequences of crises as well as the nonlinear
unpredictable changes that occur beyond human control and precipitate crises and make
their management a more difficult and challenging task.

Part III discusses macro issues of political, economic, and social crises and their
management worldwide. Five chapters discuss a number of issues such as immigration,
refugees, and housing crisis management or resolution of civil wars through United Na-
tions intervention, and a range of crises from the management of financial bankruptcy at
the level of local government in California, to system crisis in Israel, to homeless policy
crisis back in affluent America.

Unit Two focuses on emergency management at macro and micro levels of analysis.
Five chapters discuss environmental and health related emergency management. Topics
include fighting fires at sea, learning about disaster management from the cases of the
Texas City to Exxon Valdez, public relations of crisis management through the cases of
Bhopal in India to Exxon in Alaska, managing urban violence in hospital emergency
departments, and metropolitan medical strikes team systems for emergency management
in cases of responding to the medical demands of weapons of mass destruction/nuclear,
biological, and chemical agents events. This part contains chapters with eye-opening dis-
cussions that illuminate everyone concerned in society and government at local, national,
and global levels.

Part II analyzes macro and micro issues of emergency management with a focus
on conceptual, practical, empirical, and policy aspects. Six chapters deal with a whole
range of topics that include continuity of governments as a framework for emergency
management, application of chaos theory to emergency management, the psychology of
evacuation and policy design, the role of technology and human factors in emergency
management, politics and management of environmental emergencies, and evolution of
emergency management in America.

Unit Three addresses international case studies on crisis and emergency management
from around the globe. This is done in six parts. Part I focuses on crisis and emergency
management in the American continent, covering North, Central, and Latin America. Part
I contains five chapters which deal with community recovery and reconstruction following
disasters, the potential for disaster with case studies, American presidential crisis manage-
ment under Kennedy (the Cuban Missile Crisis), bureaucratic analysis of emergency man-
agement, and lessons learned from the Three Mile Island and Chernybal reactor accidents.
Part II deals with the 1989 rail disaster at Calpham in South London.

Part III focuses on crisis and emergency management in Asia and Africa. Here,
seven chapters analyze such a wide range of topics and issues as emergency management
in Korea, the 1994 plague outbreak in Surat, India with implications for disaster manage-
ment, disaster management in Hong Kong, coping with calamities and managing disaster
in Bangladesh, emergency management in Japan with lessons from the 1995 earthquake
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in the Hanshin-Awaji, early warning success for the 1976 Tangshan earthquake in China,
and a case study of earthquake in Iran.

Part IV addresses crisis and emergency management in the Near/Middle East, with
two chapters discussing the culture and crisis in Lebanon and transforming danger into
opportunity: the case of Jordan and the Persian Gulf crisis of 1990; opportunity for whom?
But disaster for the people and environment in the region. Part V discusses terrorism
with ensuing crises and emergencies. Two chapters discuss managing terrorism as an
environmental hazard, planning for weapons of mass destruction, as nuclear, biological,
and chemical agents events.

Part VI contains four chapters that discuss long-term strategic plans for prevention
and preparedness of crisis and emergencies. These include topics such as emergency man-
agers for the new millennium, mitigating coastal hazards in Florida, planning for preven-
tion and emergency preparedness, and managing refugee assistance crises in the twenty-
first century, with an emphasis on intercultural communication factors.

Finally, subject and name indexes are provided, as well as a list of contributors to
this volume.
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The Crisis of Character in
Comparative Perspective

David L. Dillman and Mel Hailey Department of Political Science, Abilene Christian
University, Abilene, Texas

. INTRODUCTION

We live in a time of crisis. Perhaps it has always been so and forevermore will be, but
certainly the latter part of the twentieth century has been characterized by crises. For
example, democratic governments in western Europe and the United States are experienc-
ing a crisis of the welfare state in a wide variety of policy areas—health, education, pen-
sions. Furthermore, most western democracies are challenged by a crisis of confidence in
the institutions and capacity of government and perhaps in democracy itself. This chapter
argues, with particular reference to the United States, that western governments are also
afflicted by a crisis of character: the loss of confidence and trust in public officials and
in the process of government generally, due to widespread perceptions of citizens that
officials are either [1] unwilling or unable to maintain high standards of public morality
or [2] unable or unwilling to maintain generally acceptable standards of private morality
or [3] both.

We agree with the conclusion expressed by Dalton that ‘‘the crisis of government
is, first of all, a problem of raising the performance of government institutions to match
their potential’” and ‘that if government could (or would) take decisive action to meet
economic problems, protect the environment, and address other issues of long-standing
public concern, popular satisfaction with government would increase’” (Dalton, 1988,
p. 242). However, we also argue that this perspective on the crisis of government in west-
ern democracies fails to account both for citizens’ well-documented concerns about the
character of government officials and the impact of character on citizens’ evaluations of
government. This chapter explores the nexus between how citizens perceive officials’
character and their trust and confidence in government. Does the public’s low regard for
politicians and career officials have any consequences for governance? Do questions about
an official’s character influence public perceptions of his or her performance or, indeed,
of the performance of government in general? In short, do citizens’ perceptions that public
officials are deficient in character contribute to a crisis of government?

By character we are referring to an individual’s core traits or lifestyle. According
to Renshon, ‘‘character represents a person’s integrated pattern of responding to three
basic life spheres or domains: what they will do with their lives, how they will do it, and
their relations to others along the way’’ (Renshon, 1996, p. 39). Three core elements of
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character are ambition, integrity, and relatedness. Ambition, Renshon notes, is the domain
of initiative and action. ‘‘The basic concerns in this domain are the capacity, desire, and
ability to invest oneself in accomplishing one’s purposes’” (Renshon, 1996, p. 39). Ambi-
tion is necessary for achievement and productivity, but too much ambition—or too much
inadequately controlled—may result in manipulative, self-serving behavior at the expense
of others. If ambition refers to what people do with their lives, integrity refers to how
they will do it. Stephen Carter suggests that integrity requires three steps: “‘[1] discerning
what is right and what is wrong; [2] acting on what you have discerned, even at personal
cost; and [3] saying openly that you are acting on your understanding of right from wrong’’
(Carter, 1996, p. 7). A person—a public official—of integrity is someone citizens feel
they can ‘‘trust to do right, to play by the rules, to keep commitments’’ (Carter, 1996, p. 7).
Integrity is central to the notion of character, ‘‘not only because of its own fundamental
importance, but because of its crucial role in shaping the other two character domains’’
(Renshon, 1996, p. 40). The third element of character ‘‘concerns one’s stance toward
relationships with others,”” which may range from antagonistic to friendly to intimate
(Renshon, 1996, p. 45). The character of public officials is revealed not so much by what
those interpersonal relationships are as by determining why they are what they are. For
example, citizens do not want to be manipulated to serve the political or personal ends
of public officials; rather, they desire respect and ‘‘sympathy and compassion.’’

Character issues are found in every political system. In the United States in recent
years ambition has toppled at least one president and more than one presidential candidate;
lack of integrity has led to government regulators ignoring ‘‘the renaissance of sweated
labour’” (Block, 1996, pp. 19, 26-28) and members of Congress using their ‘‘public office
for private purposes in a manner that subverts the democratic process’’ (Thompson, 1993,
p- 369); and underdeveloped citizen-official relations have denied *‘the public their rightful
role in self-governance’” (Denhardt, 1994, p. 2165). In contemporary Britain, inquiry after
inquiry has sought to explain and contain declining standards in public life. The 1994
Nolan Committee, for example, was ‘‘a creature of public concern, a response to the
public’s general dissatisfaction with politics and politicians, compounded by a perception
of a collective flouting of expected or acceptable standards by public figures, or those in
the public view, as they indulge in bed-hopping, self-enrichment, influence-peddling, and
rule-bending”’ (Doig, 1996, p. 51). *‘In Japan, nine of the fifteen Prime Ministers who
held office in the period 1955-1993 were involved in corruption scandals. At least half
its members of Parliament, it is estimated, could have obtained their seats through the aid
of illegal financing’” (Nelkin and Levi, 1996, p. 2). In Italy, corruption has become so
rampant in recent years that the health of the economy is threatened. ‘‘The latest studies
estimate that the political parties may have siphoned off as much as $100 billion over the
last decade—about a tenth of Italy’s national debt’” (U.S. News and World Report, 1993,
p. 44). The conclusion of the European Union’s Court of Auditors in its 1994 annual
report was: ‘‘fraud, mismanagement, corruption: they are omnipresent in the European
Union’” (Economist, 1994, p. 58), may also apply to every other region of the world.
Character issues are ubiquitous.

Character, of course, is not just manifest by the presence or absence of sex or finan-
cial scandals, corrupt deals, fraudulent activity, or some other behavior that breaks a public
trust for private gain. Any behavior that breaks the moral rules of the community, including
generally accepted standards of private behavior, may give clues to one’s character. The
public official who does not keep commitments, who is not forthright, who, in the face
of criticism, is not steadfast yet open to constructive compromise, or who is not consistent
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may lack character (see Carter, Chapter 3). In other words, citizens know that character
is revealed in an official’s quality of relationships and patterns of living, not just in his
conformance or nonconformance to the law.

Nevertheless, it is also true that what becomes an issue and how it is resolved are
particular to a given system. For example,

Westerners are often critical of the apparent corruption of nepotism in developing coun-
tries such as Nigeria. Yet the strong links of Nigerians to the extended family and
village throughout history produce behavioral norms that explain the prevalence of
favoring family and friends in handing out government jobs and contracts. What outsid-
ers decry as corruption among contemporary Nigerian politicians is simply the reflec-
tion of strong extended family and communal values present throughout history (Wil-
son, 1996, p. 19).

Disparate cultural norms and standards are not limited to differences between developed
and developing countries; they also influence reactions to questions of character among
countries in the affluent West. Thus, the circumstance that found the mistress of French
President Mitterand standing next to his wife at Mitterand’s funeral raised few eyebrows
in France, while in the United States allegations of sexual impropriety have beleaguered
President Clinton for years. Finally, standards may change over time in one country. For
example, in the United States during the first half of the nineteenth century, ‘‘It was not
unusual, or considered improper, for members of Congress and for government employees
to assist private parties in gaining favorable government action on claims before Congress
or governments. Even Senator Daniel Webster demanded and got a substantial retainer
from the National Bank for representing its interests in Congress with reference to the
renewal of its charter’’ (Roberts, 1985, p. 180). Today these actions of members of Con-
gress would be considered ethical lapses and Webster’s improprieties certainly illegal.
They would raise questions about the politician’s character. In short, there are core ele-
ments of character—integrity, trustworthiness, loyalty—that transcend culture and his-
tory, but the way that character is manifest and evaluated may differ over time and place.
Because discussions of character must be embedded in its particular context, we turn to
an exploration of character in the American polity.

Il. CHARACTER IN THE AMERICAN REGIME

At the founding of the new American government, there was a concern that leaders of
character were in short supply. Hence, James Madison wrote in the Federalist Papers
(No. 51) in 1788:

““If men were angels, no government would be necessary. If angels were to govern men,
neither external nor internal controls on government would be necessary. In framing a
government which is to be administered by men over men, the great difficulty lies in
this: you must enable the government to control the governed; and in the next place
oblige it to control itself.”’

Since angels do not govern, the founders knew that public trust had to be maintained
in other ways. Thus, they provided for numerous institutional and procedural checks and
balances— ‘ ‘ambition must be made to counteract ambition’’—to constrain public behav-
iors.
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At the same time, the founders were not unaware of the role of character in securing
public confidence in government. To maintain public trust in the new government, George
Washington ‘‘insisted that no consideration other than ‘fitness of character’ should enter
into his nominations for public office, and the evidence indicates that in the main this
prescription was upheld’” (Mosher, 1968, p. 61). According to Frederick Mosher, ** “fitness
of character’ could best be measured by family background, educational attainment, honor
and esteem, and, of course, loyalty to the new government—all tempered by a sagacious
regard for geographic representation’” (Mosher, 1968, p. 60). Though party identification
and loyalty quickly became a prerequisite for nomination or appointment, reflecting the
conventions of their English contemporaries, most high-level officials continued to be
drawn from the elite strata of society. ‘‘But in sharp contrast with the British practice at
the time, our early public service appears to have been remarkably free of corruption. The
business of governing was prestigious, and it was anointed with high moral imperatives
of integrity and honor’’ (Mosher, 1968, p. 61). Indeed, Leonard White concludes that
“‘the moral standards of the Federalist public service were extraordinarily high—higher
by far than those prevailing in the British public service. . . . Probably never in the history
of the United States has the standard of integrity of the federal civil service been at a
higher level, even though the Federalists were sometimes unable to maintain their ideals’’
(White, 1948, p. 514).

For subsequent years evaluations of officials’ character has not been so sanguine.
It is easy to forget that the current scandal is ‘‘part of a recurrent cycle of American
corruption and reform’” (Eisenstadt, 1989, p. 537). In the morality crusades of American
politics, the character of our public officials is perpetually being condemned, remedies
are advanced and promulgated, and character again condemned. Abraham Eisenstadt ar-
gues that ‘“‘in every American age, there has been a group that has sounded the cry of
corruption: the cry that political values are being debased, the political system subverted,
public officials bought out’” (Eisenstadt, p. 539). Much of the time these cries have found
sympathetic ears.

Americans have always believed that character is a component of public leadership.
If by the Jacksonian period partisanship was a dominating factor in appointments and
elections, Francis Grund, an Austrian who settled in the United States during that period,
observed that even so ‘‘the high premium at which morality is held in the United States
consists in its influence on the elections of officers’” (quoted in Eisenstadt, 1989, p. 541).
“‘In Europe, said Grund, the statesman’s ‘wanderings are forgotten’ in the face of the
good he has done for his nation.”” In comparison, Grund noted,

No such compensation takes place in the United States. Private virtue overtops the
highest qualifications of the mind, and is indispensable to the progress of the most
acknowledged talents. . . . The moment a candidate is presented for office, not only
his mental qualifications for the functions he is about to assume, but also his private
character are made the subject of criticism. Whatever he may have done, said, or lis-
tened to . . . is sure to be brought before the public (quoted in Eisenstadt, 1989, p. 541).

Grund in his time and Eisenstadt in ours have tapped into the importance of character
in evaluating officials’ performance. That is, the core of a public official’s performance
does not pertain to specific policy debates but rather to its quality: ‘‘the quality of a presi-
dent’s thinking about policy and the quality of the character elements he brings to bear
on the political process’ (Renshon, 1996, p. 248). Renshon’s analysis of presidential
performance can be generalized to other public officials as well.
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All senior-level public officials, whether elected or appointed, must make decisions
and mobilize support for their actions. Decision making requires judgment; mobilizing
support requires political leadership. Most Americans would probably agree with Renshon
that ‘‘judgment is not primarily a result of intelligence, but of character. Character, in
favorable circumstances, reflects a president’s [or some other public official’s] realistic
sense of himself as an able, honest, and related person’’ (Renshon, 1996, p. 250). Certainly,
political leadership requires intelligence, energy, and communication skill. But if ‘‘leader-
ship is essentially a relationship, then at its heart lie trust and trustworthiness’’ (Renshon,
1996, p. 256), qualities which are engendered by character. Could it be that Americans
are distrustful of government because they have little sense that public officials possess
the relational qualities that character demands? Is character an important criterion to citi-
zens as they evaluate official behavior?

lll. TWO CASE STUDIES: CHARACTER AND PUBLIC OPINION

American history is replete with examples of election campaigns, policy decisions, and
administrative activity in which character issues significantly influenced the public’s per-
ceptions of a candidate’s, official’s, or government’s performance. Two interesting exam-
ples are the presidential elections of 1884 and, more recently, 1996. One of the more
distasteful campaigns for the presidency of the United States took place in 1884, an elec-
tion where, ironically, the platforms of the two major parties were almost identical so the
campaign was waged on ‘‘personal issues’’ (Garraty and McCaughey, 1983, p. 607). It
was an election year where the Republican party refused to nominate an incumbent but
accidental president, Chester A. Arthur, for reelection, choosing instead a man *‘blessed
with almost every political asset except a reputation for honesty’” (Bailey and Kennedy,
1979, p. 474). James G. Blaine, the ‘‘Plumed Knight’’ from Maine was a politician who
had ‘‘become wealthy without visible means of support’” (Garraty and McCaughey, 1983,
p. 611). His dealings with the railroads were at least suspicious and possibly corrupt. That
he was aware of his culpability is evident in a batch of letters written by Blaine and made
public by James Mulligan that seemed to implicate Blaine in some very questionable
dealings with the railroads. One letter, written to Warren Fisher (a Boston Railroad attor-
ney), asked Fisher to sign an accompanying letter clearing Blaine of any wrongdoing.
The cover letter to Fisher concluded with the phrase, ‘‘Burn this letter,”’ a phrase that
was to be repeated again and again by Democratic partisans in the campaign. Although
the public integrity of Blaine was questionable, his private behavior as a good family man
was impeccable. When the Democrats tried to find some dirt in the private life of Blaine,
they came up with nothing definitive. A malicious rumor was spread that Blaine was the
groom in a ‘‘shotgun’” wedding, but the story lacked credibility.

Grover Cleveland, on the other hand, was seen as a person of remarkable public
integrity. The New York World endorsed Cleveland for four reasons, ‘‘He is honest, He
is honest, He is honest, He is honest’” (Boller, 1984, p. 147). Although his public reputation
as a reformer and trustworthy public servant was well deserved, shortly after the nomina-
tion of ‘‘Grover the Good’’ came the shocking revelation made public by the Republicans
that Cleveland was the father of an illegitimate child. It appears that while Cleveland, a
bachelor, was living in Buffalo, New York, he met and had sex with Maria Halpin, a
widow. When Cleveland was approached by his supporters for some reassurance that this
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could not be so, Cleveland could not deny the charges and admonished his campaign
workers, ‘‘Above all, tell the truth’’ (Boller, 1984, p. 148).

The problem for the voters, succinctly stated, was whether to elect a man with ster-
ling public character but a questionable personal morality, or to elect a good family man
and devoted husband and father but with a history of dubious and shady public dealings.
It is reported that one Mugwump said, ‘“We should therefore elect Mr. Cleveland to the
public office which he is so well qualified to fill and remand Mr. Blaine to the private
station he is admirably fitted to adorn’’ (Boller, 1984, p. 149). The public agreed with
these sentiments but only by the thinnest margin. Cleveland won the popular vote by less
than 25,000 out of nearly ten million cast. His margin of victory was less than one-half
of one percent, winning 48.5 percent to Blaine’s 48.2 percent. Furthermore, the election
actually hinged on the outcome of balloting in New York, which Cleveland carried by a
mere 1149 votes out of more than a million ballots cast. The decisive factor in New
York was an unfortunate statement made by the Rev. Samuel D. Burchard, a Presbyterian
minister, who, in the course of introducing candidate Blaine referred to the Democratic
party as the one of ‘‘Rum, Romanism, and Rebellion.”” This hapless choice of words
offended many Catholics who were potential Blaine voters but who consequently voted
for Cleveland. Every schoolchild knows that the most quotable campaign slogan of 1884
was, ‘‘Ma, Ma, where’s my Pa?”’ After the election the Democrats would retort, ‘‘Gone
to the White House, ha, ha, ha!”’ The Democrats could claim victory, but it was a hollow
one. Cleveland won, but without the support of the majority of the voters and with the
unanticipated help of a Republican preacher. Cleveland ran for the presidency two more
times but he never received a majority of the popular votes cast.*

The Cleveland/Blaine election has a very contemporary ring to it. In recent years
the politics of character have become more and more pronounced. Areas that once were
not vigorously or viciously reported in the press are no longer out of bounds with the
media. When Gary Hart in 1987 invited the media to follow him around, the invitation
was accepted. Hart’s subsequent cry of ‘‘unfair’’ fell on deaf ears and the Monkey Business
became a double entendre of his extra-marital activities. No longer were the marital indis-
cretions of presidents or presidential candidates kept private. As a matter of fact, retrospec-
tives of Franklin Roosevelt’s and John Kennedy’s marital infidelities while in the White
House became commonplace. Even Dwight Eisenhower was not immune from a late-in-
life memoir by Kay Summersby, recounting her romantic involvement with the general.
Is the public’s interest in this kind of behavior strictly prurient or does having this informa-
tion help the public make better judgments about public leaders? Then, of course, there
is the case of Bill Clinton.

The election of 1996 was a long-drawn-out, tiresome affair, and in one sense every
bit as distasteful as the election of 1884. Although there were some differences in the
party platforms, the distinctions were increasingly blurred by candidates in search of
the solid center. Also, always lurking in the shadow of the public pronouncements of the
candidates was the question of the president’s character. After the disastrous elections for
the Democrats in 1994, President Clinton sought to maintain his own relevance (even
defending the fact that he was still relevant). Health care reform was buried; welfare
reform became the hot ticket. The economy was good, trust in the president precarious.

* In the election of 1892 when Cleveland recaptured the White House from Benjamin Harrison, he
won with 46 percent of the popular vote.
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The Republicans’ ‘‘Contract with America’’ held center stage for a while, and the presi-
dent shared a stage with the speaker of the House at a town hall meeting. A politically
wounded, morally delinquent president seemed easy pickings for the Republicans; how-
ever, the ‘‘comeback kid”* was simply down and not out. The Republican-controlled Con-
gress tried to force the president’s hand on the budget and the government shut down.
Two centerpiece initiatives of the ‘‘Contract with America’’ (balanced budget amendment
and term limits) failed. Slowly the president gained momentum as he moved to the center
(or some say even to the right of center). Finally, his leadership was seen in a positive
light after the tragic terrorist bombing in Oklahoma City.

The 1996 campaign season was rather disheartening for the Republicans. Probably
the two most politically attractive candidates (Colin Powell and Jack Kemp) chose not to
run. Yet there was a crowded field of second-tier candidates to challenge the front runner,
Senator Robert Dole, the majority leader of the Senate.* The nine declared challengers
created an environment for Dole that no candidate envies. His campaign was forced into
heavy spending early in the process to fend off the challenges from within his own party.
Furthermore, his own party seemed at war with itself. While Dole wanted the party to
position itself in the center, the conservative element was camped out firmly on the right.
Thus, Dole had the nomination but not the hearts of the Republican faithful. The San
Diego convention exposed this weakness in the drafting of the abortion plank of the party
platform. Later in September, candidate Dole would receive a polite but unenthusiastic
reception at the annual convention of the Christian Coalition. Dole was being forced to
the right, but he was not right enough for the religious right. His campaign started slowly
and maintained the pace. The centerpiece of the campaign was his call for a 15% across-
the-board tax cut. The American public was not buying it. Perhaps, reminiscent of V. O.
Key’s delightful thesis, ‘‘the voters aren’t fools,”” the electorate remembered and equated
the 15% tax cut with the infamous ‘‘Read my lips’” cry of candidate George Bush in
1988. In any event, Senator Dole eventually shifted tactics to something that he found
personally distasteful but necessary: he raised the issue of the president’s character. Should
Bill Clinton be trusted in office with a second term?

President Clinton had a free ride through the primary season and into Chicago, where
he received his party’s nomination for the second time. The delegates at the Democratic
Convention seemed concerned more with the new dance craze, the Macarena, than with
the Republicans. It was a routine, upbeat affair. Perhaps the only concern came from the
more progressive (liberal) elements in the party that President Clinton had moved too far
to the right. After all, now the president was stating that he was personally in favor of
school uniforms, the death penalty in certain cases, a balanced budget, voluntary school
prayer, and greater control over the availability of pornography on television and the
Internet; he was opposed to homosexual marriage. In addition, he signed a welfare reform
bill that left many of his strongest supporters shocked and dismayed. To some political
allies of the president and to some in the public, Clinton was showing a serious lack of
integrity by taking policy positions they felt were inconsistent with his earlier claims.

The dark side of President Clinton’s first term included ongoing investigations into
Whitewater, ‘‘“Travelgate,”’ charges of misuse of FBI files, the death of Vince Foster, and

* A list of declared Republican candidates challenging Senator Dole for the Presidential nomination
included Lamar Alexander, Pat Buchanan, Robert Dornan, Steve Forbes, Phil Gramm, Alan Keyes,
Richard Lugar, Arlen Specter, and Pete Wilson.
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Paula Jones’s sexual harassment claims. Each would prove to be an ever-present source
of embarrassment to the President, but obviously not fatal to his reelection prospects.*
The decent-but-dour Bob Dole was not able to overcome the charismatic-but-perceived-
as-flawed character of Bill Clinton.

Yet Bill Clinton was, like Grover Cleveland, unable to convince a majority of the
voters to cast their ballots for him. In the electoral college, the 1996 election was not
close.t However, President Clinton would end up with only 49.2% of the popular vote.
Additionally, voter turnout dropped to 49% in an era where traditional indicators (higher
numbers registered, higher income, higher education) would suggest a higher turnout.
(Burns, Peltason, Cronin, and Magleby, 1997, p. 228). It is clear that President Clinton’s
reelection was greatly aided by a relatively weak opponent and a strong economy. Thus,
his re-election does not diminish the impact of lingering doubts about Clinton’s character
on voter turnout and on his ability to lead. Indeed, given his favorable circumstances,
Clinton was reasonably expected to receive a majority of the votes. {7

IV. THE SURVEY DATA REVIEWED

Like the case studies, public opinion polls suggest that character is an important factor
as citizens evaluate officials and government. Certainly in the last 30 years the confidence
of the American public in their government to act ethically and honestly has declined
substantially. Writing in the late 1970s, Daniel Yankelovich noted,

... Trust in government declined dramatically from almost 80% in the late 1950s to
about 33% in 1976. . . . More than 61% of the electorate believe that there is something
morally wrong in the country. More than 80% of the voters say they do not trust those
in positions of leadership as much as they used to. In the mid-60s a one-third minority
reported feeling isolated and distant from the political process; by the mid-70s a two-
thirds majority felt that what they think ‘‘really doesn’t count.”” Approximately three
out of five people feel the government suffers from a concentration of too much power
in too few hands, and fewer than one out of five feel that congressional leaders can
be believed (quoted in Lipset and Schneider, 1987, p. 15).

More recently, a 1996 survey of American political culture by The Post-Modernity
Project at the University of Virginia found that 70% of Americans believed that the overall
level of moral and ethical standards had fallen, while only 6% said standards had risen
(Hunter and Bowman, 1996, vol. 2, Table 4.E). At the same time, 81% of the public feel
that ‘‘government is pretty much run by a few big interests looking out for themselves.”
This sentiment is up from 75% in 1992 and 60% in 1976 (Hunter and Bowman, 1996,
vol. 1, p. 29). Similarly, a Newsweek poll in 1994 reported that 76% of the public thinks
the United States is in a moral and spiritual decline (Fineman, 1994, p. 31).

* The issue of campaign finance irregularities (renting the Lincoln bedroom to ‘fat cat’ contributors,
illegal contributions from foreign interests, soliciting funds in the White House, accepting cam-
paign funds in the White House) is left for the second Clinton term.

T Clinton received 379 electoral votes compared to Dole’s 159 electoral votes.

11 Under similar circumstances in the elections of 1964 and 1972, Presidents Johnson and Nixon,

respectively, each received 61 percent of the popular vote. Watergate was not an issue until after
the 1972 campaign.
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The Post-Modernity Project survey found that citizens still retain high support for
“‘our system of government’’ and the ‘‘American creed.”” For example, ‘‘there is wide-
spread agreement (95 percent of all surveyed) with Tocqueville’s dictum that ‘democracy
is only as strong as the virtue of its citizens’ ”* (Hunter and Bowman, 1996, vol. 1, pp. 6—
7). At the same time large proportions of citizens do not believe that their leaders are
particularly virtuous. The same survey found that 78% of Americans agree that ‘‘our
leaders are more concerned with managing their images than with solving our nation’s
problems’” and that ‘‘most politicians are more interested in winning elections than in
doing what is right”” (p. 26). A majority regard our governing elite as ‘‘not people of
character’” (Hunter and Bowman, 1996, vol. 1, p. 28).

Related findings show that the public’s sense of political efficacy—their self-
evaluation of their capacity to influence political events— ‘‘fell after 1960 for reasons
apparently independent of education’ (Lipset and Schneider, 1987, p. 21). The Post-
Modernity Project survey found that 70% of its respondents believe that ‘‘most elected
officials don’t care what people like me think’’ (Hunter and Bowman, 1996, vol. 1, p. 26)
while 50% agree that ‘‘people like me don’t have any say about what the government
does’” (vol. 1, p. 18).

Interestingly, survey data from other parts of the globe report similar findings: In 1992,
for example, an opinion poll in Japan revealed that 74 percent of Japanese accepted
the notion that ‘‘many dishonest people are running the country’” . .. A SOFRES poll
in February 1995, equally revealed that, for 62 percent of the French citizens inter-
viewed, ‘‘the majority of politicians were corrupt.”” The same story can also be told
of opinion about politicians and their parties in other countries, such as Belgium, Italy
and Spain (Mény, 1996, p. 118).

Levels of citizens’ confidence in government in most European nations and Japan
falls below confidence levels in the United States (Lipset and Schneider, 1987, p. 410).

The numbers and trends are disturbing and should not be casually dismissed. They
raise the questions: is there a link between the public’s perception of falling moral stan-
dards among politicians and citizens’ declining trust and confidence in government? Is
government’s authority and legitimacy at stake? A 1995 Washington Post/Kaiser Family
Foundation/Harvard University survey found that 71% of their respondents trusted the
government in Washington to do the right thing only some of the time. In a open-ended
question as to why respondents often or sometimes did not trust the national government,
35% volunteered comments indicating their belief that politicians lacked honesty or in-
tegrity (Washington Post/Kaiser Family Foundation/Harvard University Survey Project,
1996, p. 11). The Newsweek poll asked ‘‘Do questions about Bill Clinton’s character hurt
his ability to be an effective moral leader?’” In response, 72% of the respondents answered
either ‘‘seriously’” or ‘‘somewhat’” (Fineman, 1994, p. 31). In reporting on the general
patterns of public confidence in institutions, Lipset and Schneider argue that ‘‘evidence
of a direct relationship between confidence in institutions and evaluations of their ethical
and moral practices may be found’’ in the survey data (Lipset and Schneider, 1987, p. 77).
First, they note that 10 of the 11 political institutions—state government, the White House,
Senate, House, bureaucracy, etc.—are rated low on both honesty and integrity and their
ability to get things done or efficiency (Lipset and Schneider, 1987, pp. 74—75). Second,
politicians and bureaucrats are ranked near the bottom in an evaluation of the ethical and
moral practices of various professions and are grouped with those institutions or profes-
sions garnering the least confidence.
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As they analyze the survey results, Lipset and Schneider surmise that ‘‘the principal
difference between the positively regarded professions and the negatively evaluated ones
would appear to be the varying importance of self-interest.”” Though politicians and public
administrators ‘‘claim to be serving the public good . . . many people apparently believe
that those who go into public life do so in order to serve their private self interest, either
by benefiting economically or by obtaining power’” (Lipset and Schneider, 1987, p. 80).
Clearly this disjunction between what public officials claim and what citizens perceive
may be in the minds of citizens a problem of integrity. Furthermore, the low feelings of
efficacy reported by the surveys may suggest that citizens sense that the relational element
of character is deficient.

V. CONSEQUENCES OF THE CRISIS OF CHARACTER

We do not claim that lower voter turnout or the inability of the winning candidate to
capture at least a majority of the popular vote is primarily a result of voters’ perceptions
of politicians’ character. However, we do claim that character plays an important role in
voters’ decisions. Clearly, the way that issues, character, and personality mix and, finally,
impact the voting decisions is complex. Nonetheless, the conclusion of Campbell, Con-
verse, Miller, and Stokes regarding the importance of character in the 1956 election of
President Eisenhower remains instructive: ‘It was the response to personal qualities—to
his sincerity, his integrity, and sense of duty, his virtue as a family man, his religious
devotion, and his sheer likableness—that rose substantially in the second campaign. These
frequencies leave the strong impression that in 1956 Eisenhower was honored not so much
for his performance as president as for the quality of his person’” (Campbell, Converse,
Miller, and Stokes, 1980, p. 56). As citizens’ evaluations of the character of candidates
has fallen, it is apparent that at some point increasing numbers of the electorate are opting
for none of the above.

Neither do we claim that citizens’ perceptions of declining political character is the
primary cause of falling confidence and trust in government. Nonetheless, we do argue that
widespread concern about the character of public officials reinforces a rather permanent
skepticism of government’s ability to perform and is undermining the legitimacy of politi-
cal and administrative actors. Finally, we do not claim that character issues are now un-
dermining the legitimacy of government institutions (the regime), but it seems plausible
that repeated revelations of violations of widely accepted standards in the personal and
public lives of officials may threaten legitimate government. Yves Mény has concluded:

The recognition that political systems, especially democracies, are based on values,
which, when violated, weaken their legitimacy, implies that corruption [we would in-
sert the broader notion, lack of character] ought not to be considered as a secondary
phenomenon, or a benign evil. . . . Corruption [widespread lack of character on the
part of public officials] brings destruction to any form of society, whether dictatorial
or authoritarian and is particularly damaging to democratic governments (Mény, 1996,
p. 112).

Furthermore, in Europe and the United States both, the widespread lack of confi-
dence in government and the weakening of government’s legitimacy may be an impetus
for the rise of populist movements. Thus, discontent over character, though only one ingre-
dient in a complicated recipe, may nonetheless be a significant factor ‘‘in the resurgence



The Crisis of Character 21

of populism in many European countries [and the United States] and in the challenge this
poses to elites and democratic institutions’” (Mény, 1996, p. 119).

Aristotle in his Politics reminds us, ‘“To live by the rule of the constitution ought
not to be regarded as slavery, but rather salvation’” (Barker, 1946, p. 234). Thus, Aristotle
gives advice as to how constitutions in both oligarchies and democracies are to be pro-
tected. One admonition is that ‘‘rulers must not be permitted to use their position for their
own profit’’; the people are ‘‘less offended at being excluded from public office than they
are by the knowledge that their representatives are embezzling public funds’’ (Harmon,
1964, p. 66). Petty lawlessness in government is destructive of good governance; thus,
Aristotle tells us, leaders must be persons of high character (virtuous). Perhaps Aristotle
is simply stating the obvious. But the difficulty lies in the fact that while only the virtuous
should lead, it has certainly never been a given that only the virtuous do lead. Of course
they do not. Statesmen and scoundrels will rule, and it is not always clear which is which.
However, when the body politic believes that all (or most) politicians do not live by widely
accepted personal standards and are not to be trusted, when citizens believe that too many
public officials are looking after their own interests (and not the common good), when
voters think that honesty and wisdom have given way to deceit and intrigue, then the
system itself may be in jeopardy.

There may be no systematic linkage between character and these consequences.
Perhaps the best that can be stated is that while character has not dominated the American
political environment in the past and does not in the present, character does count. But
even if this is all that can be claimed, it is enough to warrant countermeasures in political
and organizational environments and practices in an effort to foster character development
and more accurate citizen perceptions.
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. INTRODUCTION

In today’s diverse world, emergencies increasingly occur in a context of cultural as well
as institutional pluralism. Consequently, persons already involved in refugee-assistance
crisis management, as well as new recruits, must be in a position to engage effectively
in intercultural communication.

The development of intercultural communication competency requires specialized
preparation—preferably in advance of assignment in the case of agency staff and inte-
grated with local-level assistance activities for community members. In this chapter, the
authors present their design for a model training program that is specifically intended to
build intercultural sensitivity and communication skills among persons responsible for
refugee assistance crisis management. We assume that participants in the program will
include a mix of nongovernmental organization (NGO) workers and governing-board
members, government employees, refugees selected by their community, leaders chosen
for training by local host communities, and volunteers.

The overall goals of our model intercultural communication training program are
(1) to enhance communicative and behavioral competency in dealing with refugee assis-
tance crises and (2) to facilitate the management of such crises by harnessing the power of
diverse cultural perspectives. In the multicultural working environment that characterizes
refugee assistance, competency in intercultural communication involves attaining specific
diagnostic and transaction skills. Mastery of these skills enables program graduates to
select and apply appropriate intercultural communication guidelines in essential strategic
information exchanges (see Chapter 45 in this volume). The second major objective of
the training program concerns promoting appreciation for and utilization of the synergistic
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potential of intercultural communication among staff and community members who en-
gage one another from diverse perspectives.

A. Training Criteria

In the management of refugee assistance crises, the performance of essential functions—
including needs and vulnerabilities assessment, resource identification and mobilization,
service provision, conflict management, and accountability—requires effective intercul-
tural communication training for expatriate staff, locally recruited assistance workers, and
community members. In designing the overall program, coordinators should bear in mind
that (1) emergencies ‘‘provide opportunities to train local people in skills that increase
their capacities to deal with subsequent crises and/or development efforts’” (Anderson
and Woodrow 1989:79, 83) and that (2) trainees constantly learn from the explicit and
implicit communication of insights and lessons they receive in the field.

In the current multicultural refugee assistance environment, therefore, an intercul-
tural communication training strategy should (1) promote understanding among staff mem-
bers possessing different nationality, ethnic, and religious backgrounds; (2) involve se-
lected participants from the affected local community(ies); (3) enhance organizational goal
attainment; (4) integrate the field experiences of expatriate and local NGO personnel; (5)
be useful both for specific multicultural-workplace situations and when interacting with
a dispossessed clientele; and (6) enable trainees to impart the principal lessons of their
training experience to fellow refugee assistance workers from the same and different cul-
tural backgrounds. These six criteria should be applied in designing each training interven-
tion and in assessing outcomes.

B. Preprogram Assessment

Although this chapter presents components and considerations for a model training pro-
gram that are based primarily upon lessons from the study and practice of intercultural
communication, actual programming must be tailored to the specific clientele. Thus, the
first stage of the training process always must involve needs and capabilities assessment.
All participants should be invited to take part in a needs and capabilities identification
exercise in advance of the course.' In the case of refugee assistance crisis management

! The importance of refugee participation and consultation in all stages of decision making regarding
their training constituted a recurring emphasis among participants at a 1994 International Sympo-
sium dedicated to refugee training. The experienced practitioners and other experts in attendance
agreed that refugee needs, identified through careful assessments that involve refugees themselves
(specifically including women and the elderly), should drive the implementation of training pro-
grams (Koehn 1994:6, 64). Specific recommendations included the following: (1) ‘‘training should
be a community-based process of learning, empowerment, and enhancing self-esteem which takes
place within a planning/learning/change spiral where all are teachers and learners’” (ibid. 70); (2)
“‘in order to be sustainable, training in administration and management should be future-oriented
and participatory, accommodating people-oriented planning with involvement of all players at all
stages . ..”" (ibid. 69-70); (3) training needs should ‘‘reflect the socio-economic, cultural, as well
as human-resource needs of the country of origin and the refugees themselves’’ (ibid. 72); and
(4) appropriate training should include the incorporation and modification of traditional practices
(ibid. 68).
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training, trainees are expected to arrive with a multiplicity of cultural backgrounds and
to share elements of a working environment that principally is defined by demands for
emergency relief and sustainable development. The trainees’ common working environ-
ment is likely to involve a dispossessed and traumatized clientele in need of assistance,
considerable local autonomy, demands for continuous vertical and horizontal communica-
tion, goal attainment that is contingent upon effective communication, frequent pressure
for on-the-spot decisions and innovative responses, the primacy of informal interaction,
logistical complexity, shortages of vital equipment and supplies, a high degree of uncer-
tainty (including basic uncertainty over the duration of one’s mission), and lack of physical
security.

As part of the needs and capabilities assessment process, each group of prospective
trainees should be surveyed separately. The survey should emphasize encounters with
previous intercultural communication problems and approaches to cross-cultural adapt-
ability as well as participant awareness, knowledge, concerns, expertise, experience, abili-
ties, and desired skills (also see Pedersen 1994:28-30). The survey should result in an
inventory that guides trainers in tailoring the program to the specific backgrounds and
needs of each group of trainees. In preparation for program sessions, trainers should inte-
grate trainee doubts and questions into anonymous and hypothetical incidents and situa-
tions for analysis and small-group discussion. For instance, if potential trainees mention
in the survey that certain types of intercultural conflicts have presented difficult problems
to deal with, trainers can design directly relevant conflict management training sessions.
Trainers should aim at addressing trainees’ concerns and interests by offering practical
advice throughout the training program. Moreover, program coordinators should use the
survey results to identify trainees whose practical experiences, knowledge, and adaptabil-
ity skills will enable them to serve as valuable resource persons (also see Anderson and
Woodrow 1989:318-319).

Il. MODEL PROGRAM ACTIVITIES AND COMPONENTS

The intercultural communication training program set forth here primarily is designed for
refugee assistance workers who possess some formal education. It consists of five principal
training activities: (1) multicultural knowledge and awareness building, (2) developing
intercultural communication skills, (3) emotion sharing, (4) training of trainers, and (5)
postcourse assessment and follow-on activities.

The first aspect of the model program—enhancing knowledge and awareness—
sharpens trainees’ cross-cultural sensitivity and adaptability. This enables participants to
identify, understand, and cope with the dynamics of cultural differences and adjustments.
The second training activity—developing communication skills—provides trainees with
concrete and ready-to-use techniques needed for the exchange of vital information and
for effective interaction in culturally diverse crisis management situations. Building inter-
cultural communication skills requires an extensive training effort. In the discussion of
this activity, therefore, we present an eightfold training design linked to specific teaching
approaches that promise to be especially conducive for learning. The third dimension of
the model program—emotion sharing—aims to equip participants with skills that facilitate
management of the negative emotions (e.g., trauma, stress, frustration, fear, and depres-
sion) that frequently are encountered in refugee assistance crisis situations. The next sec-
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tions of this chapter provide a step-by-step discussion of the proposed training model,
including the training-of-trainers and postcourse assessment and follow-on activities.

lll. MULTICULTURAL KNOWLEDGE AND AWARENESS BUILDING

The primary objectives of the first training activity are to raise general awareness among
trainees about culturally influenced behavior, including differing cultural perceptions, and
to promote individual capacity to engage in culturally specific adjustments. Joseph Bastien
(1995:85-86) shows, for instance, that ‘it is only after doctors and nurses understand
people’s cultural perceptions of . . . vaccinations that they can communicate cross-cultur-
ally in terms that the people understand.”’

A helpful first step in knowledge and awareness building is to expose the trainees’
“‘own stereotypes, prejudices, misconceptions, or a combination of these, about members
of cultural groups that are different from their own’” (D’Andrea et al. 1991:144). For
instance, participants can be engaged in an ice-breaking exercise that generates ‘‘a degree
of embarrassment and a desire to learn more about culture and cultural differences’” (Bris-
lin and Yoshida 1994:27; also see Pedersen 1994:34, 66, 74-75). It also is useful for
trainees to discuss personal experiences, participate in role plays and role reversals, and
explain videotaped or enacted intercultural interactions from the perspective of learning
to value, respect, and become comfortable with cultural differences (Sue 1991:102; also
see Pedersen 1994:27, 39).

In the training model developed by the authors, knowledge and awareness building
includes mastery of cultural continuum identification and placement, sociocultural map
construction, opening and revising culturally specific communication data files in one’s
mind, and cultural adjustment action planning. We suggest that knowledge building begin
by introducing cultural dimensions in the form of continuums that present different behav-
ioral patterns. The six cultural dimensions selected by the authors for this purpose are set
forth in Table 1. The trainer next describes the characteristics of the two defining points
on each dimension (see Chapter 45) and points out that countless variations exist between
the extremes of each continuum.

Once trainees achieve a firm grasp of the six cultural dimensions, they should be
invited to locate the prevailing pattern of their own culture at a point along each continuum

Table 1 Selected Cultural Dimensions

Context 8 7 Low
H.K. U.S
Contact High - oo oo Low
U.S HK
Power distance T e Low
H.K. U.S
Uncertainty avoidant High - Low
HK. US
Masculine/feminine Masculing -----========cccccomm o Feminine
HK.U.S
Collectivistic/individualistic ~ Collectivist -------=====-ccmoee Individualist




Preparing for Diversity 27

based on personal understanding and the exchange of information and insights. In Table
1, the authors placed the United States (U.S.) on each continuum as an example.

The next step, illustrated in Table 1 by reference to Hong Kong (H.K.), is to fit the
other culture(s) that trainees must interact with on each continuum. Acquiring accurate
and culturally sensitive understanding of unfamiliar behavioral styles requires prior study
and ‘‘in-depth understanding of social groups, their history, their political dynamics, and
their cultural characteristics’” (Eade and Williams 1995:253, 813). Gains in understanding
can be achieved through reading, the presentation of empirical data regarding the specific
culture(s) one is working with, panel discussions, interviews with experts, exposure to
audiovisual resources, field trips accompanied by expert debriefings, attribution training,
bicultural observation, and cultural immersion (Pedersen 1994:37, 39—-40). The ongoing
participatory process of constructing a sociocultural ‘‘map’’ of the geographic area one
operates within (Eade and Williams, 1995:253-255) can be particularly useful in building
knowledge about an unfamiliar local culture. Trainees should be guided through this pro-
cess in order that the compilation of reliable sociocultural maps becomes a culture-specific
tool they are capable of utilizing and comfortable with in the field.

The entire continuum-placement exercise is designed to assist trainees both in de-
veloping heightened sensitivity regarding behavioral variations across cultures and in
“‘seeing’’ the extent to which specific cultures are different from and similar to each other.
It also provides an opportunity for trainers to discuss the effects of ethnocentrism and
prejudice and to comment on the presence of alternative cultural patterns and the impor-
tance of overcoming stereotypes.

After trainees are guided through peer-group discussion and individualized coaching
to place the cultures they are dealing with on each continuum, the trainer should provide
them with a handout that summarizes communicative differences at each end of the six
cultural dimensions set forth in Table 1.2 Trainees should learn how to use this handout
to identify predominant communication styles within the particular culture(s) at issue.

This type of knowledge training resembles opening culture-specific data files in the
minds of trainees. Trainers should emphasize that such ‘‘mind’’ files are neither complete
nor final, and that each only refers to the dominant pattern of communication. When
working in an unfamiliar culture, retrieving the appropriate cultural data file will provide
program graduates with valuable hints for understanding local communication styles. Prac-
titioners also should be prepared to modify the knowledge files in their minds during the
continuous process of learning about a culture in situ.

Next, trainees should be guided on how to construct a personal cultural adjustment
action plan. This training component focuses on the blending of cognitive and behavioral
dimensions. The actual preparation and periodic modification of each participant’s dy-
namic cultural adjustment action plan will be based upon the outcome of his or her culture-
specific assessment and on the expectations and communication styles one encounters in
the crisis management field site (also see Ngai and Koehn 1998:49-50; Pedersen 1994:
135-137).

Table 1 and the communication styles handout serve as useful tools that trainees can
take back with them to their workplace. Although the two devices provide only generalized
information about six different communication styles across cultures, they also constitute
magnifying glasses that allow trained assistance personnel to observe and understand their

* This handout should be adapted from Table 1 found in Chapter 45.
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multicultural work situations more clearly and to monitor and adjust their own intercultural
behavior. In sum, the knowledge- and awareness-building dimensions of the training pro-
gram are intended to equip trainees with capabilities in intercultural perception, learning,
information gathering, decision making, and adjustment that will be of lifelong value in
crisis management. With this background in place, the training program next turns to
developing skills in intercultural communication.

IV. DEVELOPING INTERCULTURAL COMMUNICATION SKILLS

The principal overall objectives of the second part of the training program are to provide
emergency management practitioners with the sending and receiving skills needed to ‘‘im-
prove and increase intentional communication across cultures’’ (Pedersen, 1994:69) and
with the ability to realize the benefits of cross-cultural synergy when managing refugee
assistance crises. If successful, this part of the training program will equip crisis-assistance
personnel to engage in interculturally sensitive planning and to reach participatory deci-
sions that are shaped by the unique cultures and customs of the involved refugee and host
community populations.

In light of its principal objectives, the second part of the intercultural communication
training program focuses on developing skills in eight key areas: intercultural nonverbal
communication, written and verbal expression, information gathering and sharing, multi-
cultural organization communication, interaction with clients of diverse cultures, reaching
agreement in intercultural contexts, intercultural conflict management, and harnessing
cross-cultural synergy. The instructional approach would include a structured learning
mix of informative presentations about each skill; skill clarification through case-study
preparation and analysis; the joint development of new forms of practice decision-making;
rehearsal, with feedback, via role-playing, simulations, and action training; and the transfer
of skills to crisis management situations through on-the-job training (see Pedersen 1994:
41). Decisions on which skills and approaches to emphasize should be based on the out-
come of the needs/capabilities assessment and on the particular set of cultures represented
in the program. In the following discussion, the authors elaborate on the eight components
of their model skill-based curriculum and link promising instructional approaches to each
training objective.

A. Component 1: Intercultural Nonverbal Communication

Nonverbal communication scholars suggest that people communicate mainly through non-
verbal cues. Intercultural interactions present one context in which nonverbal misunder-
standings frequently emerge due to lack of awareness and training. As Pedersen (1994:
91) points out, ‘‘persons from another culture may grossly misinterpret a simple gesture,
expression, or implied attitude owing to a different cultural viewpoint. Hints, clues, under-
statements, and appropriate omissions are some of the more subtle tools of communication
that present barriers to multicultural communication.’’

To enable participants to avoid costly misunderstandings and to facilitate effective
intercultural communication (see Ngai and Koehn 1998:49-50; Sue 1991:103), this train-
ing component first raises participant awareness of cultural differences in communicating
through facial expressions, gazes, gestures, posture, body movement, space, dress, touch,
vocalics, and the use of time. The importance of subtle nonverbal cues and barriers in
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communicating across cultures is demonstrated. Then, trainers assist crisis managers de-
velop personal skills in observing, accurately understanding, facilitating feedback (Ped-
ersen 1994:91), and utilizing appropriate nonverbal behavior to prevent misunderstanding
and to enhance the intercultural communication of intended messages.

Approach: Implicit-cultural-messages exercises (see Pedersen, 1994:82-83). Ex-
plaining and sharing one’s culture through drawing (see Pedersen, 1994:84—85). Pre-
sentations and videos on reading and transmitting cultural nonverbal cues and on con-
fused interpretations. Joint examination and reflection on the results of a nonverbal
communication survey conducted among trainees. Sign and gesture exercise. Trainee
role plays guided by articulate cultural resource persons (Pedersen, 1994:37-38) of
unfamiliar nonverbal behavior in multicultural work situations. Peer reactions and
coaching. Modeling and demonstrations with videotaped feedback.

B. Component 2: Written and Verbal Expression

Although spoken English currently is the prevailing language of international and intercul-
tural communication, its verbal expression differs widely across cultures and even within
countries. Understanding important variations enables crisis managers to avoid costly mis-
understandings and misinterpretations. This component should develop enhanced behav-
ioral sensitivity to cultural differences in verbal communication logic and behavior—
including equivocation, requesting, compliance gaining, taboo topics—and prepare partic-
ipants for necessary linguistic adjustments. Training in public and media relations should
emphasize effective public speaking in specific cultural and political contexts.

This component also emphasizes mastery of effective business writing skills in En-
glish—the predominant language of formal communication within and among NGOs, and
between NGOs and host-government agencies. Guidance should be provided in the concise
and unambiguous drafting of documents such as situation reports (see Eade and Williams
1995:959-960), grant applications, budget requests, news releases, contracts and other
legal documents, and interinstitutional agreements (see Siegel 1985:116). Furthermore,
this component should introduce methods of designing educational materials that present
topics in a language and style that are easily understood in the client culture (see Taylor
1979:441).

Approach: Presentations on cultural differences in oral expression—including infor-
mality versus formality, high involvement versus high consideration, fast and slow
messages, cross-gender communication. Training in culturally appropriate linguistic
initiation and response for the work environment and in the effective use of questions.
Role plays using intercultural verbal exchanges.

Presentations on effective English-language professional writing skills. Adopt-
ing an audience-oriented strategy is particularly important in multicultural settings.
Explore cultural differences in organizing and presenting information and ideas. Video
on ‘‘power writing.”” Writing exercises with feedback from trainers and learning from
others’ mistakes. Practice editing. Writing-improvement goals should be set so that
they ‘‘stretch’’ trainees but are attainable (see Anderson and Woodrow 1989:84-85).

C. Component 3: Information Gathering and Sharing

This component involves at least five training objectives:

1. Identifying which information is needed for problem solving and decision mak-
ing in the particular humanitarian-assistance context
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2. Learning how to locate essential information in a foreign environment

3. Developing competency in gaining access to reliable sources of information in
different cultural contexts

4. Ensuring the physical security of staff and valuable organizational resources
through networking

5. Building individual and institutional capacity to alert persons from diverse cul-
tures and different organizations, sectors, and levels about impending crises

Approach: Handouts on crucial information needs given the specific crisis manage-
ment context. Training in locating and consulting available sources of useful data and
in PALM, or participative learning methods (Eade and Williams 1995:254-255). Pre-
sentations on information access in relevant emergency situations and on message-
networking techniques. Case-study analysis and small-group discussion among trainees
regarding appropriate cross-cultural teaching/learning styles and ways to overcome
obstacles to information gathering and sharing.

D. Component 4: Multicultural-Organization Communication

This session deals with methods of effective interorganizational and cross-sectoral com-
munication and networking in decentralized multinational and multicultural settings.
Trainees learn how to assess organizational culture and develop skills in communicating
across levels and within multicultural intraorganizational groups and teams. In addition,
trainers introduce the importance of cross-cultural competency when one is engaged in
processes of transparent decision making, interest articulation, and the identification of
major stakeholder groups and their interests, power bases, and limitations (see Siegel 1985:
116). Training also is provided in communication strategies for effective leadership in
multicultural settings—including team building and teamwork, problem resolution, mak-
ing meetings work, networking, and functioning as an effective voice in mobilizing re-
sources from community, government, and donor sources.

Approach: Presentations on effective organizational-communication strategies in the
multicultural workplace. Case-study analysis and small-group discussion of organiza-
tional communication problems. Group work with critical incidents involving refugee
assistance personnel from diverse cultural backgrounds that requires that a decision
be reached and an intervention plan be developed, admits no easy or clear-cut answers,
and projects serious consequences (Pedersen 1994:81). Action training using actual or
simulated policy dilemmas and intercultural communication barriers. Groups or work
teams analyze problems and the likely impacts of alternative actions, propose a detailed
set of recommended actions in priority order, decide upon and implement a problem-
solving strategy, and assess outcomes and side effects. For example, an interorganiza-
tional committee of refugee assistance managers devises an agreed-upon procedure
for improving communication linkages among NGOs, central and local government
agencies, refugee and host community institutions. More complex challenges of a
multi-sector and/or multilevel nature can be introduced as participants develop their
analytical and problem-solving abilities.

E. Component 5: Interaction with Clients of Diverse Cultures—
Local Capacity Building

This component presents sensitizing background on relevant refugee populations, includ-
ing the antecedents of their dislocation and their experiences with trauma, depression,
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uprootedness.® Training also is provided in effective means of (1) dealing with culture
shock, distrust toward strangers, and insecurity in cross-cultural relationships; (2) creating
valued participatory linkages that span cultures (see, for instance, Phillips 1993:107-108);
(3) conveying information-gathering, organizing, and analyzing skills (Anderson and
Woodrow 1989:47-48); (4) building intercultural rapport, acculturation skills (Bemak et
al. 1996:249-251), self-esteem, and empowerment (see Eade and Williams 1995:879;
Koehn 1994:70; Bemak et al. 1996:259); and (5) inculcating concepts of self-reliance.
Important related elements for refugee assistance staff and volunteers are (1) sensitivity
training regarding gender/age roles (and role reversals) and the importance of communi-
cating with the ‘‘appropriate group for the most effective impact’” (Anderson and Wood-
row 1989:67; Bemak et al. 1996:251); (2) learning ‘‘the skill of respectful and careful
listening’’ in culturally unfamiliar contexts; that is, being ‘ignorant but teachable’’ (An-
derson and Woodrow 1989:86); (3) developing interculturally sensitive planning—reach-
ing participatory decisions that reflect understanding of the specific cultures and customs
of involved refugee and host community populations; and (4) training in how to establish
early-warning systems that centrally involve diverse communities (Lusty 1979:353).

Approach: Presentations on developing interculturally sensitive information models
(see Bastien 1995:85). Knowledge sharing with informed resource persons that accu-
rately and comprehensively explicates the particular refugee experience and promotes
political and cultural awareness (Bemak et al. 1996:255, 258). Role plays that simulate
critical interaction, acculturation, and role confusion situations with and among refugee
and host communities (see, for instance, Bemak et al., 1996:253; Pedersen, (1994:
68-69). Critical incidents that feature crisis management personnel and refugees from
culturally diverse backgrounds. Small groups of trainees and experienced trainers dis-
cuss and analyze alternative approaches to difficult cases and incidents. Action training
that builds skills in developing self-reliant community involvement in needs assess-
ment, project selection (Hyden et al. 1996:44—45), and project appraisal (van Bergen
1995:26). Enhancing the capacity of local participants *‘to learn from their own envi-
ronment and experience’’ by encouraging ‘‘methods of experimentation . . . that are
appropriate to the cultural context and that can become permanent systems for the
discovery and communication of knowledge’” (Anderson and Woodrow 1989:81).*

F. Component 6: Reaching Agreement in Intercultural Contexts

Trainees are informed regarding culture-general and culture-specific factors that inhibit
and facilitate cross-cultural agreement reaching. Then, this component offers training in
negotiation strategies for reaching agreement in dynamic multicultural settings, with spe-
cial attention devoted to the nonverbal elements of intercultural negotiation (see Ngai and
Koehn 1998). The program should emphasize adaptive and inventive skills. Successful

* The trauma experiences of politically dislocated migrants include deprivation of basic needs, physi-
cal injury and torture, incarceration, and witnessing killing and acts of human cruelty. Among
refugees, such stresses occur prior to dislocation, during flight, and throughout the resettlement
(and, if it occurs, repatriation) process (Bemak et al. 1996:248—251).

* Bemak et al. (1996:260) maintain, for instance, that mental health professionals need to be knowl-
edgeable and respectful of traditional practices, and to assess them critically, with a view toward
“‘establishing ‘treatment partnerships’ that provide the refugee with the rich combination of healing
sources from the culture of origin and culture of resettlement.”’
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trainees will develop competency in negotiation and persuasion across cultures. Skills in
working with interpreters and cultural informants also are likely to prove useful (Pedersen
1994:34).

Approach: Using reference criteria that are directly related to intercultural agreement-
reaching situations, culturally different partners attempt to predict the other person’s
reactions and responses (see, for instance, Pedersen 1994:87-88). Presentations and
videos on effective intercultural-negotiation strategies. Role plays and behavioral
rehearsals. Modeling and demonstrating intercultural negotiation and agreement-
reaching skills with feedback aided by audiovisual resources (Pedersen 1994:32). Indi-
vidual practice with interpreters and cultural informants (Pedersen 1994:35). Facilitated
action training.

G. Component 7: Intercultural Conflict Management

Training in ways of preventing and containing intercultural conflicts. This component
should enable participants to identify potential sources of conflicts (e.g., language choice
in working and social relations) and effective communication responses in the multicul-
tural work environment. It also involves training in network-management, relationship-
building, conflict-management, and balance-restoration (see Pedersen 1994:200) strategies
in multicultural settings. Participants should develop competency in mediation across cul-
tures. Where appropriate, this component should include training in dispute resolution and
restoring reciprocity among culturally mixed communities receiving non-indigenous or
returning refugees (see Koehn 1994:82, 78).

Approach: Provide background on the refugee-settlement process and on the principal
players involved (see Pedersen 1994:34). Presentations and videos on effective inter-
cultural conflict management and mediation strategies. Discussion of conflict-manage-
ment and balance-restoration styles in different cultures. Case-study analysis. Critical
incidents and decisional situations involving conflicts among persons from culturally
different backgrounds, using teamwork and comparative problem solving. Microskill
training that ‘‘builds on basic foundation skills toward more advanced [integrative]
skills’” (Pedersen 1994:41). Videotaped role playing in simulated conflict and media-
tion situations with feedback from trainers and trainees. Action training in the use of
inclusive communication strategies within work groups and among agency staff and
community members.

H. Component 8: Harnessing Cross-Cultural Synergy

Emergency-assistance practitioners report that people are more receptive to change, to
learning about capabilities and vulnerabilities, and ‘‘to considering new ways of doing
things’’ in the aftermath of disaster (Anderson and Woodrow 1989:14, 62, 83). Participants
should emerge from the intercultural-communication training program aware that emer-
gency situations provide an opportunity to improve local conditions and that many promis-
ing culture-bridging options arise in crisis settings even when resources are limited (van
Bergen 1995:27).

Facilitating creative and constructive input from a variety of perspectives requires
the creation and maintenance of a climate that supports the articulation of challenges to
agency thinking and customary practices (Eade and Williams 1995:821). Moreover, the
establishment of dynamic networks among autonomous organizations that share common
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concerns reveals that information diversity serves as a source of strength and as a vital
aid to cooperation in crisis management (Eade and Williams 1995:379). In this component,
therefore, trainees should develop (1) learning skills that emphasize receptivity to new
and different ideas and approaches; (2) competency in multicultural group decision making
through problem and constraint identification, testing hypotheses about contributing fac-
tors and opportunities, generating creative alternative approaches and analyzing the conse-
quences of each, and in selecting a viable alternative and evaluating the impact of its
implementation (see Levin 1997:5); and (3) the ability to tap the power of diverse perspec-
tives and change possibilities through networking, community empowerment, and the judi-
cious selection of multicultural-communication styles and strategies from a wide repertoire
of practical alternatives (see Pedersen 1994:36).

Approach: Training in identifying the advantages and power of diversity, in devel-
oping listening and adaptation skills, and in avoiding cultural chauvinism and stereo-
typing. Critical incidents/opportunities with team initiatives; reports back to the entire
group of trainees. Involvement in realistic group-problem-solving exercises. Comple-
tion of challenging projects by multicultural groups engaged in goal-directed interac-
tion. Facilitated action training.

V. EMOTION SHARING AND INTERCULTURAL COMMUNICATION

Emergency and crisis situations ensure that humanitarian-assistance personnel operate in
a stressful and rest-deprived work environment. The pressures, workload volume, and
burden of responsibilities they assume are likely to be exceptionally heavy. The Oxfam
Handbook of Development and Relief adds that ‘‘they may witness atrocities and immense
suffering; and may themselves be close to individuals who are killed, detained, tortured
or bereaved’’ (Eade and Williams 1995:849, 973). Consequently, refugee assistance work-
ers often experience feelings of ‘‘helplessness, guilt or anger . . .”” (Eade and Williams
1995:849, 973). In exceptional situations, NGO staff encounter death threats and are vul-
nerable targets for kidnapping and assassination (Burge 1995:157). Insecurity and fear for
one’s own life exert a debilitating toll on vulnerable crisis managers. In one extreme case,
“‘the perilous nature’’ of providing assistance for Rwandan refugees in Zaire in 1994
‘‘was a regular agenda item in coordination meetings in Goma and in conversations among
international and national staff’’ (Minear and Guillot 1996:65).

Service in a different culture with minimal local support adds to the extreme and
prolonged level of emotional distress that many crisis managers encounter in the field.
Thus, expatriates who are living and working in isolation from their primary support sys-
tem(s) are likely to experience refugee assistance as particularly emotionally taxing. The
Oxfam Handbook of Development and Relief cautions that in such crisis-management
situations ‘‘People may not themselves recognise the ways in which their responses and
behaviour are stress-related. A common reaction is to take refuge in work—by working
long hours without proper breaks, and failing to relax or take leave. The individual’s health
and ability to function may seriously suffer’’ (Eade and Williams 1995:973).

One important purpose of the intercultural communication training program, there-
fore, should be to prepare crisis managers to recognize and respect the early stages of stress
among themselves as well as among other humanitarian assistance workers. Learning how
to establish an organizational culture that ensures that staff are assigned manageable work-
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loads, guarantees sufficient and undisturbed leaves, and enables assistance personnel *‘to
articulate their concerns and know that they will be listened to sympathetically’” (Eade
and Williams 1995:973) constitutes another valuable dimension of the model program.
The training effort also must provide managers with the communication skills required
to reassure staff that protection of their own health and assessment/decision-making capac-
ities are genuinely valued as an agency priority. Such training assumes even greater ur-
gency in situations where refugee-assistance personnel and their families are exposed to
armed conflict, personal physical dangers, and/or organized harassment (see Eade and
Williams 1995:973). Then, crisis managers need to possess the ability to prepare precise
and cautious guidelines for travel in dangerous circumstances (see, for instance, the check-
list of considerations set forth in Eade and Williams 1995:974-975), to arrange police
escorts, armed protection, and reliable advance-warning communication systems (Juma
1995:111), and to ascertain what constitutes an unreasonable risk of continued involve-
ment in a refugee-assistance capacity (Eade and Williams 1995:974).

In addition, intercultural communication training needs to equip humanitarian assis-
tance workers with skills that will enable them to cope emotionally with a stressful multi-
cultural workplace. Among those working overseas, in particular, the ability to deal with
one’s feelings and emotions largely conditions the outcome of group interaction (Brislin
and Yoshida 1994:83). For many people, talking and writing about disturbing experiences
constitutes an effective emotion management technique. We recommend, therefore, that
this dimension of the training program help trainees discover the comforting effect of
writing therapy and, concomitantly, develop a willingness to share their feelings with
trusted others. The integration of writing therapy with sharing across cultures promises
to be especially beneficial in the refugee-assistance context.

One effective way to operationalize this approach is to encourage every trainee to
keep a diary or journal from the onset of the comprehensive training program that records
how she or he feels about incoming information regarding the multicultural crisis manage-
ment work situation. For instance, a trainee may write in his or her journal that the isolated
refugee camp is (is likely to be) a depressing and fear-provoking place, or that he or she
is (is likely to be) frustrated by the slow response rate exhibited in emergency situations
by people from culture x. Each participant will be paired throughout the program with a
partner from a different culture with whom he or she shares journal entries. At the begin-
ning of each training day, trainers should allocate half an hour for trainees to read their
partner’s journal and to talk with, listen to, advise, and console each other about how they
felt about the new information acquired on the previous day. Such intercultural sharing
allows trainees to learn to express their feelings about what happens in crisis management
situations, to prepare psychologically for emotional distress, and to develop the practice
of seeking out and reflecting upon insights from a different cultural perspective. Also,
this part of the training effort helps trainees develop the habit of expressing their feelings,
especially disturbing feelings, in writing. Journal exchange enables trainees both to learn
from another perspective and to be able to receive and provide emotional support. In
short, the journal-entry exchange process amounts to a simulation exercise through which
trainees acquire emotion management skills that are transferable to their work environ-
ment.

To supplement the emotion sharing process, trainers are encouraged to invite experi-
enced field personnel to share some of their traumatic experiences and successful coping
strategies. These accounts should be directed at reinforcing the trainee’s emotional prepa-
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ration and coping ability. In addition, the specific suggestions offered by experienced field
personnel could prove invaluable to trainees in future crisis management situations.

We further recommend that, near the conclusion of the training program, trainers
work with trainees to identify a suitable postcourse communication partner from a different
culture for each participant serving in a crisis management position. Communication part-
ners, who will function as trusted listeners and emotional supporters, generally should be
available to one another in the field. However, trainees should be aware that communica-
tion with their trusted confidant can be disrupted by emergency conditions, technology
failures, or other complications. Thus, trainers also need to remind trainees of the therapeu-
tic power of writing, especially in times of isolation. A diary would be a meaningful end-
of-training gift for each trainee to take with them to their assigned site.

VI. TRAINING OF TRAINERS

In order that the intercultural communication training program reach as many as possi-
ble of those involved in refugee assistance crisis management, it should include a major
training-of-trainers activity. Participants should be aware of their on-going responsibility
in this regard from the outset of the program. In light of this responsibility, each program
participant should devote particular attention to training needs and capabilities assessment,
curriculum application, training methods, materials development, and the management
and evaluation of training programs (Collins 1993:342). They also should experience
guided role plays involving peer training in the eight key curriculum components and be
provided with essential training materials. Finally, the training program should encourage
participants to appreciate the value of learning by teaching at the grass-roots level (van
Bergen 1995:26).

In the field, trainees as trainers should promote cascading knowledge and empow-
erment as well as the transfer of portable skills—such as ‘‘organizing, problem-solving
and tangible production skills’’ (Anderson and Woodrow 1989:327; also see Koehn 1994:
70). This goal is maximized by adopting a community- or team-focused approach whereby
program graduates serve as formal and/or informal training team leaders. Emphasis should
be placed on conveying information about useful techniques in a culturally sensitive man-
ner that inspires skill transfer among community members (see Anderson and Woodrow
1989:238).

Vil. POSTCOURSE ASSESSMENT AND FOLLOW-ON ACTIVITIES

The postcourse outcomes assessment should apply the training criteria set forth at the begin-
ning of this chapter and be related to the principal objectives of the program and the partici-
pants. It should incorporate the trainees’ end-of-course written and oral evaluations and
suggestions. A thorough assessment would utilize trainee articulation and application of
evaluative criteria (Levin 1997:5), focus interviews, portfolio analysis, participant and co-
worker questionnaires, and on-site observations (also see Eade and Williams 1995:371).
Assessment should be linked to mastery of specific intercultural communication
skills during and immediately following the training course. This process should include
formative evaluations that are tightly linked to desired training outcomes (see, for instance,
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Pedersen 1994:35-36). Among refugee assistance workers, competence in crisis manage-
ment further requires the ability to interact flexibly and strategically with culturally diverse
partners in implementing pragmatic and timely interventions. Thus, postcourse assess-
ments also should expect to encounter demonstrated effectiveness in crisis decision mak-
ing through the application of multicultural information sharing and group problem-
solving techniques. When assessing intercultural communication and interaction in crisis
management settings, however, both training program coordinators and participants must
always bear in mind that ‘‘the ability to recover from mistakes is more important than
perfection . . .”’ (Pedersen 1994:204).

The ongoing dimensions of the training program should include guided individual
apprenticeships and the informal daily communication of tips and insights following con-
clusion of the formal training course (see Perille and Trutat 1995:8; Anderson and Wood-
row 1989:85). In these learning-by-doing situations, local field staff and/or seconded
technical/professional personnel teach trainees and vice versa (Yamamoto 1995:140-
141). In addition, experienced trainers should visit trainees at their work site(s) to offer
advice and constructive criticism on approaches to handling various crisis-management
challenges and on promising adaptations in light of local workplace conditions (see Xiao
1996:57-60, 69—70). All follow-up efforts should emphasize the inculcation of skills in
lifelong-learning.

At approximately annual intervals after delivery of the training course, additional
assessments should be conducted with participants and with trainee-trained field workers.
This long-term assessment process can be based on questionnaires, interviews, participant
portfolios, and field observations. In addition to serving as a guide for additional follow-
up training where needed, the results should be used to identify gaps and strengths in the
overall training exercise that it would be valuable for program coordinators to address or
enhance.

Vill. CONCLUSION

Effective intercultural communication in refugee-assistance crisis management requires
an appropriate and continuous training program. The vision of a model program presented
here devotes attention to both content and learning-process considerations. The content
recommendations, which are linked to specific training approaches, are intended to address
the practical communication needs that increasingly arise among field workers engaged
in refugee and other humanitarian assistance capacities given the multicultural nature of
today’s relief and development crises.

Readers are encouraged to draw liberally from the model presented in this chapter
when designing an intercultural-communication training program that is tailored to a spe-
cific clientele. The authors would especially welcome reports from practitioners on training
outcomes when elements of the program design and methodology presented here are em-
ployed and adapted in culturally diverse circumstances.
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Formation of Motivation Crisis

Liberalism, Nationalism, and
Religion in Israel

Efraim Ben-Zadok School of Public Administration, Florida Atlantic University, Fort
Lauderdale, Florida

. INTRODUCTION

For Habermas, a social system comprises the economics, politics, or socioculture of a
society—or the society itself. A social system ultimately operates through voluntarily
accepted values and communication and not only through hierarchy and command of
institutions. Central to its operation is social integration: that is, social relationships among
individuals through verbal and nonverbal communication. From this perspective, the sys-
tem is a life world that is symbolically organized around normative structures (institutions
and values) (Habermas 1975:3-6).

The social integration of a society depends mainly on the outputs of the sociocultural
system because of the motivation that it supplies to the political system in the form of
legitimation. The outputs that determine motivation and supply legitimation originate in
the leading normative structures of the sociocultural system. These structures are culture,
history, art, literature, language, science, morality, religion, and ideology (Habermas 1975:
48, 75-92).

When the existing supply of legitimation does not meet the demand of the political
system, the result is a legitimation crisis. This can be broken only through a motivation
crisis, resulting from disturbances in the sociocultural system itself. Such disturbances
make the output of the system dysfunctional to the political system and produce a legitima-
tion deficit. Both the legitimation and motivation crises are identity crises. That is, individ-
uals in the system are not sure of their direction and the purpose they serve (Habermas
1975: 45-50).

The disturbances in the sociocultural system originate in the problematic output of
the political system, produced when the social integration of the political system is endan-
gered by a threat to its integration. Such a threat appears when the political system suffers
from a reduced capacity to master its environment through its functional mechanisms
(Habermas 1975:24-25, 48).
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The main characteristic of the motivation crisis is a lack of action-motivating mean-
ing and a loss of purpose for individuals in the political, educational, and occupational
systems. This also involves erosion of the old traditions that produced motivation, a lack
of alternative new traditions, and an overemphasis on universalistic values that lead to
new needs that are not satisfied (Habermas 1975:48-50).

Perhaps because the structures of the sociocultural system are normative and its
characteristics are intangible, it is difficult to determine whether a motivation crisis actu-
ally exists. Commentaries on Habermas confirm that this is indeed the case for a legitima-
tion crisis in the political system, where structures are even more obvious and defined.
Kateb (1984:181) explains that even the legitimation crisis itself is not necessarily a clearly
manifest condition and could be implicit. People might not be aware of it and they are
surprised when drastic political changes take place. Connolly (1984:11-12) explains that
Habermas’s *‘crisis tendencies in advanced capitalism’’ is an account of a potential crisis
that is neither inevitable nor easy to detect. It is an account of a variety of subtle institu-
tional developments that press toward the formation of legitimation crisis in capitalism.
Following this logic, the formation of a motivation crisis is also subtle and hard to detect.

The formation of motivation crisis in the Israeli sociocultural system has been under
way since the late 1980s and continued after the 1996 general elections. This is the central
argument of this chapter. The motivation of individuals in the system was reduced; less
of it was generated to the political system, thereby creating a legitimation deficit there.
This increasing deficit threatened the system with a legitimation crisis. Behind this devel-
opment were suppressed tensions and contradictions among the three normative structures
in the sociocultural system: the Jewish religion and the ideologies of liberalism and nation-
alism.

The tensions and contradictions originate in the political system. Trying to maintain
social integration, the system managed two opposing processes simultaneously. The first
process, the growing political power of the religious parties, strengthened religious norms
and weakened secular-national and liberal norms. The second process, the shrinking sig-
nificance of territorial religious nationalism in the West Bank, weakened religious norms
and strengthened secular-national and liberal norms. Each process, in addition, had its
own internal political ambivalence and vagueness.

The formation of motivation crisis since the late 1980s and the two processes are
elaborated in Sections IV to VIII of this chapter. A brief history of the Israeli sociocultural
and political systems in the prestate period, before 1948, is provided in Section II. The
big compromise of the political system that tied nationalism and religion (thus weakening
liberalism) to secure its legitimacy in the 1950s is described in Section III.

Il. HISTORY OF THE SOCIOCULTURAL AND POLITICAL SYSTEMS

Three normative structures of the Israeli sociocultural system have played central roles
in the system since its inception. These are the Jewish religion and the ideologies of
liberalism and nationalism. These three structures were always the most vital sources for
the production of individual motivation and the supply of legitimation to the Israeli politi-
cal system.

The deepest roots of the two-century-old Israeli sociocultural system are in the Jew-
ish religion, which dominated the Jewish sociocultural system until the end of the eigh-
teenth century. The Jewish sociocultural system was the only one available to Jews at the
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time unless they assimilated or converted. Communication within the system was based
on Judaism, a monotheistic religion founded in 2000 B.c. That is, culture, history, art,
literature, language, and morals were all interpreted through religion.

Until the end of the eighteenth century, the religious affiliation of individuals de-
fined their legal access to the economic, occupational, educational, and political systems.
Jews were excluded from these systems because their religion was considered to be in-
ferior. That is, they were viewed as a minority religion with beliefs that contradicted
those of the Christian and Moslem majority. Jews in Europe, the Middle East, and
North Africa lived in secluded small towns and urban ghettos, having only limited con-
tacts with the larger society (Avineri 1991:13-17). They maintained the social cohe-
siveness of their dispersed communities through the sociocultural system that they all
shared, with the Jewish religion at its center. This religion was not distinct from Jewish
nationality.

Paradoxically perhaps, Jews did not experience much tension between their religion
and the lack of opportunities in the systems from which they were excluded. Their religion
defined their legal and social status and they had no chance to break out of their own
society (Avineri 1991:18-19). Their religious affiliation could hardly be denied even when
assimilation into the general society was possible and was exercised by them.

In the wake of the American and French revolutions, the Christian society began
to change. Both revolutions held religion to be an individual matter, irrelevant in defining
personal or group access to business, employment, education, or politics. The status of
the Jews began to change. The United States was the first to grant them full civil and
political rights. Most European countries abolished the restrictions on Jews and granted
their rights, though not to full extent.

The new liberalism opened the door for Jews to the general society—an entry that
was widened during the early nineteenth century, with the Enlightenment. European Jews
began to make successful strides in business, journalism, academia, and the arts. For many,
however, the long-awaited breakthrough to the outside world raised new problems. First,
they found that the old anti-Semitism, rooted in centuries of Christian theological preach-
ing, was there to stay. Second, they found that the new anti-Semitism, aimed against their
new social status, had risen owing to their daily contact with the outside world. The Jews
realized that integration and even assimilation into the general society would not solve
their problem. European liberalism, in short, was not a solution to anti-Semitism (Safran
1981:16-18).

That feeling was confirmed after Captain Dreyfus, a Jewish officer in the French
army, was publicly stripped of his rank and given a dishonorable discharge. Dark anti-
Semitic clouds covered the 1895 trial in the country that was supposed to be the model
of European liberalism. Some eastern European countries, where Jews never gained as
much freedom as was possible in the west, applied new repressive measures against them
at the time. A wave of violent anti-Semitic pogroms covered Russia. Jews had their homes
and properties confiscated and many emigrated to more promising lands, such as the
United States and South America.

These events demonstrated that European liberalism was linked to nationalism
within the European sociocultural systems. The free and ‘‘enlightened’” French, Germans,
or Poles were also conscious of their own culture, history, art, literature, language, and
morality. They interpreted these normative structures more and more through their own
national (rather than religious) symbolism. National and liberal symbols became the main
sources of legitimation for European political systems.
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European nationalism also represented self-determination in the context of a defined
geographical unit—the land. In its more dogmatic forms, it was compounded by values
taken from emerging philosophies of evolutionism, historicism, and racism. These philoso-
phies maintained that society was a natural living organism formed by centuries of blood
relations, common culture, history, and language (Goodwin 1982:8-9).

The Jews, who were distinct and secluded for centuries, had little share in European
nationalism and none in its dogmatic forms. To be considered as equal in any European
society, however, they also had to identify with the nationalism of the specific sociocultural
system. To do so wholeheartedly, to assimilate, Jews had to disassociate themselves from
their old and established sociocultural system. For most of them, such a drastic change
was difficult, emotionally and intellectually complex, and with no guarantee for genuine
acceptance into the general society (Avineri 1991:19-22). European nationalism, in short,
was certainly not a solution to anti-Semitism.

By the end of the nineteenth century, disappointed in liberalism and nationalism,
European Jews began to develop their own solution to anti-Semitism: Zionism, a political
movement based on the very same ideologies. With respect to liberalism, the Zionist politi-
cal system, the forerunner of its Israeli counterpart, claimed that Jews were entitled to
freedom and equality and to the achievement of full civil and political rights. With respect
to nationalism, the Zionist political system further claimed that Jews were entitled to social
and cultural self-determination in their own national home. That is, Jews were entitled to
develop their culture, history, art, literature, language, and morality in their country (Safran
1981:19-23). They were supposed to interpret all these through national and liberal sym-
bols, following the European experience. That was the original intent of the largely secular
Zionist leadership.

From the very beginning, however, the mainstream of the political system also inter-
preted nationalism through symbols of Jewish religion. The religious interpretation had
along history, was tied to nationality, was readily available, and came naturally. It immedi-
ately proved effective in motivating individuals and in supplying legitimation to the system
(Shapiro 1996:52—54). Liberal, national, and religious symbols thus dominated the politi-
cal system from its inception and were replicated into the emerging Israeli sociocultural
system.

That mix of symbols was not accepted without a powerful emotional debate. Crucial
to the future of the movement was the debate between the national and religious norms,
a debate that threatened to tear the political system apart when the location of the national
home came on the agenda. The pragmatic founder of the movement and the head of the
system, Theodor Herzl, toned down the religious connection to the Land of Israel and
considered territories other than Palestine as a national home. He was even inclined to
accept a territory in East Africa, an alternative that faced the bitter opposition of many,
especially religious Jews. Only after his death, when the Seventh Zionist Congress of the
movement convened in 1905, did the spiritual connection and the deep popular religious
attachment to Israel prevail (Safran 1981:20). The political system, concerned with its
legitimation, confirmed overwhelmingly that the national home must be built in Palestine.

The implementation of this policy began soon thereafter and Jews immigrated to
Palestine in increasing numbers. Since the 1920s, after many countries imposed restric-
tions against Jewish immigration, Palestine became one of the few places of refuge and
the only one where a sovereign national home could be achieved. Under British rule
(1918-1948) and Zionist leadership, the Jewish community in Palestine gained civil and
political rights and enjoyed full cultural and religious autonomy. For all practical purposes,
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the Zionist political system continued to develop liberal norms, and also national norms
tied with religious ones. That mix was replicated into the sociocultural system. Even in the
formal educational system—culture, history, art, literature, and language were all taught in
a blurred style with no intellectual boundaries drawn between nationalism and religion.

lll. THE COMPROMISE OF THE POLITICAL SYSTEM IN THE 1950s

A natural opportunity to draw the boundaries between national and religious norms arose
in 1948, when the Zionist movement accomplished its goal and the state of Israel was
established. The Zionist political system was now formalized into the state political sys-
tem. The latter was expected to promote liberalism and nationalism, as in other western
democracies; to make the distinction between nationalism and religion; and to allow reli-
gion a communicative role only and not within formal state affairs. These principles were
to be absorbed into the sociocultural system and replicated there to generate motivation
in the form of legitimation back into the state political system. This scenario appeared to
be the alternative that could be accomplished in 1948, when most Israelis were of European
origin and secular.

This alternative of a separation between nationalism and religion in a secular democ-
racy was entertained in the political system throughout the 1950s. In sharp contrast was
the other alternative, of a strong bond between the two in a genuine theocracy. But the
mainstream alternative, which quickly prevailed and filled up the normative vacuum in
the political system, was a pragmatic compromise between the two. It maintained the
centuries-old tie between the national and religious norms of Judaism, yet the tie was
loosened to meet the needs of a secular liberal democracy.

From time to time, the debate concerning which alternative should be pursued by
the political system took the course of minimizing the role of religion by drawing its
boundaries with nationalism, promoting secular nationalism, and thus strengthening the
liberal norms of state building. Under these circumstances, tension was heightened due
to an incompatibility between the political system and its sociocultural counterpart, in
which religion combined with nationalism played a central role. The political system then
reacted nervously to the possibility of a legitimation deficit due to a crisis of motivation
in the sociocultural system, which might fail to generate the requisite degree of motivation
in the form of legitimation.

Throughout the 1948 War of Independence and the mass in-migration of the 1950s,
the mainstream pragmatic compromise between religion and nationalism was pursued.
Religion was promoted at the expense of weakening the norms of secular nationalism and
liberalism (Shapiro 1996:54). Behind this formula stood the Labor party (Mapai at the
time), and Prime Minister David Ben-Gurion, who led the political system. Lacking its
independent sources of legitimation, the young system exploited the religious source to
unify the people and prevent a dangerous inter-Jewish struggle in the midst of a turbulent
period of state building. Religion was to continue its historical role in preserving Jewish
identity and stressing the commonality among immigrants coming from Jewish communi-
ties all over the world. Religion thus filled up the legitimacy vacuum, played a central
role in formal state affairs, and became an integral element of emerging Israeli nationalism.

To ensure the link between Judaism and nationalism and, not less important, to limit
the power of the Arab minority, the leadership of the new state ruled out the writing of
a formal constitution. Instead, a constitution was to be built gradually through a series of
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Basic Laws, 11 of which were enacted between 1958 and 1992. To date, Israel is still
one of the few members of the United Nations with no formal constitution, and two genera-
tions have been socialized without the educational impact of a constitution. Religion, in
fact, was granted more importance than a constitution as an integrative mechanism for
state building.

Israel followed the millet system of the Ottoman Empire, which was largely contin-
ued by the British Mandate in Palestine. Freedom was granted to all religions, with each
having its own courts and exclusive jurisdiction over marriage, divorce, alimony, and
other personal matters. British Mandate local-level laws and regulations of public religious
observance were also continued in Israeli communities. The only observance laws enacted
on a national level, however, were those affecting the Jewish community. Chief among
them were laws regarding the observance of the Jewish Sabbath, holidays, and dietary
rules (Edelman 1994:48-72).

The dominant mode of the 1950s was that of formal religious liberty, with Judaism
functioning as the official religion in practice. In the absence of a constitution, any signifi-
cant attempt to separate state and religion was aborted by Labor. The leadership of the
party did not realize the implications of its legitimacy-seeking behavior for the coming
years. It adopted religion as an integral part of Jewish nationalism, the only type of nation-
alism to be represented by the state. It enacted the 1950 Law of Return, granting every
Jew the right to immigrate to Israel, and the 1952 Citizenship Law, granting every Jewish
immigrant Israeli citizenship. Step by step, an ‘‘ethnic democracy’” emerged, with Jews
at the center and Arabs as a minority with equal citizenship rights but no opportunities
to exercise their nationalism (Peled 1992).

To ensure the supply of legitimacy, the Labor leadership consistently blurred and
converted religious symbols into national symbols in its political rhetoric. That was also
the standard in the formal education system. Religion became essential for communica-
tion in both the political and the sociocultural systems. This development has benefited
the religious parties, which increased their pressures to infuse religion into state affairs
(Shapiro, 1996:52—-61). Labor demonstrated little resistance to the pressures. A secular-
religious division in the midst of state building was too risky for the party.

The Labor-led government also needed the votes of the religious parties in the parlia-
ment (Knesset). The partnership that developed between the ruling party and the religious
parties throughout the 1950s became the cornerstone of the Israeli political system. The
religious parties, with an average of something below one-sixth of the total electoral
power, were always the vital block required to form the parliamentary majority upon
which the secularly controlled left or right coalition governments could be built. With the
exception of a few interim periods, the religious parties always served as key power bro-
kers in the ruling coalition government. The religious parties used their bargaining lever-
age to acquire a privileged status for the Jewish religion in state affairs and to take over
disproportionately large slices of the government budget.

Within a short time, Orthodox women and yeshiva (theological college) students
were exempted from compulsory military service. A state-funded religious school system
was developed independently from the general education system. A state-funded rabbini-
cal court system, in charge of personal matters like marriage and divorce, was developed
independently within the judicial system. Its judges were trained and certified by the Rab-
binical Council, the chief interpreter of religious law, which in practice became a quasi-
legislative body. The council also licensed marriage, divorce, and kosher dining establish-
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ments (conforming to the Jewish dietary laws). It maintained synagogues, cemeteries, and
public baths.

The national and local offices of the Rabbinical Council, the rabbinical court system,
and the religious school system (in part) were all budgeted by the Ministry of Religions,
which was always controlled by the religious parties. That was usually the case also for
the Ministry of Interior, in charge of the implementation of the Population Registry Law.
The ministry was involved in a series of ‘“Who is a Jew’’ Supreme Court cases because
of the Halakha (Jewish religious law) interpretations of its bureaucrats in registering the
citizenship, nationality, and religion of individuals.

The mixing of state and religious affairs by the leadership was accepted favorably
by most Israelis, and the sociocultural system thus continued to generate motivation to
the political system. Much support for that mix was given by the mass of Jewish immi-
grants from the Islamic countries of the Middle East and North Africa. They came from
millet systems and maintained traditional values. Not less important, Israelis generally
supported that pattern because they had favorable attitudes toward Judaism. In 1962 and
again in 1969, some 74% of respondents to a survey reported that they observed religion
at least to some extent and 43% indicated that the government should maintain public life
in accordance with Jewish religion (Arian 1985:335).

The mixing of state and religious affairs in the political system continued well into
the 1980s. The sociocultural system supplied the required legitimation, much of it through
the production of ‘‘civil religion.”” That is, the transformation of religious values and
symbols into national ones drew nonobsevant Israelis into their historical heritage (Lieb-
man and Don-Yehiya 1983). In 1981, one-half of Israeli respondents said that the govern-
ment should maintain public life in accordance with Jewish religion (Arian 1985:335). In
1989, the same proportion identified themselves as keepers of Jewish religion and tradition,
and 70% reported that they observed religion to some extent (Dowty 1991:10-11).

IV. THE FORMATION OF THE MOTIVATION CRISIS, 1988—-1996

The balance between the Israeli political and sociocultural systems began to shake in the
late 1980s. Both systems were overloaded with centuries-old repressed tensions among
liberalism, nationalism, and religion. The last four decades of statehood accelerated the
production and accumulation of subtle contradictions. The peace process under way with
Jordan and the Palestinians increased government and public attention to domestic social
issues.

These historical tensions and contradictions surfaced time and again on the agenda
of the political system. They were promoted by the clash between two opposing processes
simultaneously under way in the system and by the ambivalence inherent within each
process. These processes touched the heart of Israeli liberal, national, and religious norms
and threatened to retard the overall functioning of the system.

The first process was the growing political power of the religious parties between
the 1988 and 1996 elections to the Knesset, and especially the new legislative and execu-
tive power of the ultra-Orthodox parties. That process strengthened religious norms and
weakened secular-national and liberal norms. The second process was the shrinking sig-
nificance of territorial religious nationalism, which led to the gradual decline of Gush
Emunim, the head group of religious Jewish settlement in the West Bank. That process,
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in contrast to the first one, weakened religious norms and strengthened secular-national
and liberal norms. This cumulative process reached a most violent peak by the end of
1995 with the assassination of Prime Minister Rabin.

The political system handled the two processes through a series of incremental short-
range responses. The system never had a comprehensive conception of how to deal with
its contradictory state—religion imperatives. Its short-range political compromises in this
area consistently resulted in the suppression of normative questions. The government, the
leading mechanism in the system, lost steering capacity whenever a policy area related
to one of the two processes was on the agenda. The confusion spilled over to other policy
areas and endangered system integration.

The contradiction between the two processes left an open gray area (vacuum) in the
symbolic life-world of the political system. Politicians in the system were unsure about
their direction. They were transmitting ambiguous messages about the two processes and,
as a result of the distorted communication, their social integration was weakened. The
confused and fuzzy communication was absorbed into the sociocultural system and created
much disturbances there. Citizens in the system were not sure what political goals their
liberal, national, and religious norms served and whether what they were doing was con-
tributing to state or religion. That loss of purpose raised many questions for them. They
were in need of clarity and closure, especially regarding their identification with state and
religion.

The two processes ultimately led to a reduced motivation among individuals—a
reduction sufficiently harmful to begin the formation of motivation crisis in the sociocultu-
ral system. The system generated a decreasing amount of legitimation to the political
system. This supply cut produced some legitimation deficit in the political system. If the
motivation crisis under way was to continue and if the deficit was to grow, a legitimation
crisis would erupt.

The two processes are analyzed below: first, the growth of the political power of
the religious parties and, second, the decline of religious nationalism. Finally, the most
violent expression of this decline, the Rabin assassination, is elaborated.

V. GROWTH-RELATED CRISIS FORMATION: RELIGIOUS POLITICAL
POWER AND THE ULTRA-ORTHODOX

The growing political power of the religious parties between the 1988 and 1996 elections
to the Knesset was one important process contributing to the formation of the motivation
crisis. At the heart of this process was the new legislative and executive power of the
ultra-Orthodox parties, acquired as a result of their electoral success.

The religious parties increased their power in the Knesset from 11.4% of the total
vote in 1984 to 15.4% in 1988. After a small decrease to 13.8% in 1992, their vote in-
creased dramatically to 20.0% in 1996. In 1988, a total of 13 of the 18 religious seats in
the Knesset (120 seats) were occupied by the ultra-Orthodox parties. In 1996, these num-
bers reached a climax of 14 out of 23. Moreover, since 1988 the ultra-Orthodox parties
shared power in Israeli coalition governments. In the past, these parties were small, and
they excluded themselves from such a partnership because they opposed the idea of a
Zionist state (Herzog 1995:82—84; Ma’ariv 1996b).

The electoral advances of the more extreme ultra-Orthodox parties and their control
of powerful ministries such as Interior and Religion, increased their influence over govern-
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ment policy and endowed them with increasing budget allocations (Willis 1995). It also
increased the demands of the religious sector as a whole to enforce its rules over state
affairs. Even the two new Basic Laws of 1992 did not escape the religious pressures. The
first, Human Dignity and Freedom, did not include judicial protection of religious freedom
or the right of conscience. The second, Freedom of Occupation, was amended in 1994 to
preclude a successful court challenge by companies seeking to import nonkosher meat
(Edelman 1996:28-29).

The rising new religious power was not exploited by the religious community with-
out problems. As in the past, the political system did not meet all the religious demands,
and many state—religion policies remained undecided and unclear. Not less important,
the system clearly downsized policies supporting territorial religious nationalism, yet it
continued its ambiguous behavior in that area (more on that later).

Many in the religious community were left confused. They were not sure about the
direction of the government and felt that their new political power was not reflected in
its policies. Their questions were not answered by a government they had ceased to trust.
Their uncertainty and alienation ultimately burst out in the form of public protest, disobedi-
ence, violence, and crime. Much of the social unrest erupted in local communities where
the ultra-Orthodox were attempting to enforce strict religious observance on their secular
neighbors. The secular community, just as confused about government policies, tried to
protect its way of life. Fierce struggles took place around the observance of the Sabbath
and kosher laws. Not less emotional were confrontations around modest clothing in public,
posters of models in bathing suits, and the sale of pornographic magazines (Lehman-
Wilzig 1992:115-128; Shilhav 1993).

VI. DECLINE-RELATED CRISIS FORMATION: TERRITORIAL
RELIGIOUS NATIONALISM AND GUSH EMUNIM

The shrinking significance of territorial religious nationalism by the late 1980s, a cumula-
tive process since the early part of the decade, was another important factor contributing
to the development of a motivation crisis. At the heart of this process was the decreasing
power of Gush Emunim.

The political system began to promote religious nationalism after the 1967 Arab—
Israeli war and lent it strong support until the early 1980s. This type of nationalism pro-
vided the system with a greater degree of legitimacy because it supported the continuous
occupation, on the basis of a security and defense rationale, of the territories that had been
captured during the war. Religious nationalism, advocating expansion to the limits of the
biblical boundaries of the Land of Israel, was especially instrumental in building the Jew-
ish settlement in the West Bank, a region taken from Jordan in the war. But this nationalism
was less useful to the political system in the early 1980s and became disruptive to govern-
ment peace initiatives with Jordan and the Palestinians by the end of the decade.

Throughout the 1970s, religious nationalist groups sponsored by Labor and Likud
governments were building settlements in the West Bank in order to strengthen the Israeli
presence there, with a view to the inevitable negotiations to come on the future of the
area. The spearhead of the settlement enterprise was a small group called Gush Emunim
(“‘Bloc of the Faithful’’). The Gush was a fundamentalist social movement of young
people with much support in the more moderate religious community. Its ideology was
the transformation of the materialistic western values of consumption, prevalent in Israeli
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society, into individual fundamentalist messianic and spiritual beliefs. This platform was
to be fulfilled through self-actualization, primarily by settling the Land of Israel. The target
area for the Gush settlement was the biblical core—Judea and Samaria, also known as
the West Bank.

Since the early 1980s, this broad social platform of the Gush was deemphasized
and the movement began its transformation into a regional interest group, mainly con-
cerned with the economic well-being of West Bank settlements. The transformation was
caused primarily by the government’s dwindling political support for the settlements and
its significantly reduced budgets, largely earmarked for the expansion of the physical infra-
structure rather than for the construction of new settlements. Behind the new political
economy was the 1984—-1990 National Unity Government, led jointly by Likud and Labor.
Because Labor was the powerful junior partner in this coalition, the religious parties as
a whole lost much of their crucial bargaining leverage (Goldberg 1993).

The growing power of the ultra-Orthodox parties since 1988 did not help the Gush.
These parties concentrated their efforts on domestic legislation and, unlike the rest of the
religious community, had little interest in settlement. Most important, the whole political
system slowly shifted course toward peace negotiations over the West Bank. The Gush’s
presence in the region presented a big problem to the government.

The Gush’s settlers and public opinion were both confused. The political system did
not meet the Gush’s demands. Public opinion since the late 1980s viewed the expansion to
the limits of the biblical boundaries of the Land of Israel as less and less important (Shamir
and Shamir 1996). At the same time, the Gush still represented the national (if not the
religious) ambition of a significant proportion in the public. The centrality of the Likud
in the political system, its responsiveness to the domestic legislation pressures of the ultra-
Orthodox, and the mixed signals regarding the peace process only added to the confusion.

Joined by many frustrated Israelis, the settlers reacted through a series of violent
demonstrations. They felt exploited by a government that lacked interest in their faith and
left them exposed to Arab terror in the West Bank with no choice but self-defense. They
organized a number of vigilante groups approved by the Gush’s rabbis and launched anti-
Arab terror attacks in the West Bank. One group was the Jewish Underground, known
for its bomb attacks on Arab mayors, the assault on the Islamic College, and actions
against Arab civilians. Another group was the Nation of Judah, which conspired against
the government and prepared to stay in the West Bank in case of Israeli withdrawal. The
government’s hesitant prosecution of the illegal acts included interrogations, arrests, and
trials (Lehman-Wilzig 1992:62—65; Lustick 1988; Reiser 1991).

The anger and confusion of the settlers grew when the Likud-led government joined
the 1991 Madrid summit conference on the peace process. The struggle with the govern-
ment reached a new peak when Madrid’s resolutions were reinforced in 1992 by the first
Labor-led government since 1977. Prime Minister Yitzhak Rabin marked a departure from
the Likud’s hard line, yet he was also considered a hard-line politician within Labor.
Actually, in his first term as premier, between 1974 and 1977, the Gush started its major
penetration into the West Bank. The new Rabin government rejected the idea of a Palestin-
ian state but signed an agreement in September 1993 for Palestinian self-rule in the West
Bank and Gaza Strip. The agreement left unclear the political future of the West Bank
Jewish settlement.

On February 25, 1994, Baruch Goldstein, a settler, opened fire in a Moslem mosque
in Hebron, killing 29 Arabs at morning prayers. Goldstein was then killed by security
forces. His grave immediately became a shrine to Gush settlers. His request for closure
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on the future of the holy land was granted temporarily. For the next few months the peace
process was paralyzed, with many in the religious community keeping quiet about the
massacre. But the Rabin government proceeded to sign a peace treaty with Jordan in
October 1994.

VIl. DECLINE-RELATED CRISIS FORMATION: TERRITORIAL
RELIGIOUS NATIONALISM AND THE RABIN ASSASSINATION

The significance of territorial religious nationalism continued to shrink in 1995. This cu-
mulative process accelerated the development of a motivation crisis which reached a vio-
lent peak with the assassination of Prime Minister Rabin at the end of the year.

Earlier that year, the protest against the government’s peace policy was widened.
The settlers were joined by many in the religious community and the right wing. The less
organized secular left wing, led by groups such as Peace Now, responded with progovern-
ment rallies. Public opinion on the future of the West Bank was frequently interpreted as
a dead-end split (Shamir and Shamir 1996). The hesitant government continued to steer
the peace process, but it lost direction periodically owing to the political divisions and
hurdles.

Antigovernment rallies were called in the name of the holiness of the Land of Israel
and religious nationalism, but they benefited the right wing as a whole. Likud leaders who
opposed the withdrawal from the West Bank attended the rallies. They were silent when
the violent crowd demonized Rabin as a “‘traitor’” and ‘‘murderer’’ and when the prime
minister was caricatured with a hooked nose dripping blood (as a Jew in the Nazi paper
Der Sturmer) and was pictured in the uniforms of both an SS officer and of Palestinian
leader Yasser Arafat (New York Times 1995). The escalation in verbal and visual violence
expressed the anxiety of people feeling ignored by leaders who were blocking the channels
of communication.

The communication breakdown culminated in a powerful explosion of physical vio-
lence—the assassination of Rabin on November 4, 1995. The assassin, Yigal Amir, a
funded student in a state-funded religious university, was a fundamentalist Jew who took
the law into his own hands, hoping to stop the withdrawal from the West Bank. He repre-
sented the Gush’s absolute and nonnegotiable position on the holiness of the Land of
Israel, a position denied by the Rabin government.

For Amir, the Gush, and many others in the religious community, the Land of Israel
and its boundaries were sanctified by God to the Jewish people. Any attempt by the state
to surrender parts of the land, let alone to an enemy, was viewed as an act against God’s
will and a betrayal of the Jewish people. Accordingly, Rabin did exactly that when he
began the Israeli withdrawal from Judea and Samaria, the West Bank. He also had to be
killed because handing the holy land to the Palestinians represented a mortal danger to
the Jewish settlers there.

I acted alone on God’s orders, and I have no regrets,”” said the 25-year-old Amir
after the assassination (New York Times 1995). “‘I know Jewish law and ‘din rodef” means
that if you have tried everything else and nothing works, then you have to kill him!”” That
was his explanation to the court referring to the ritual command—*‘the judgment of the
pursuer’’—to kill anyone, even the prime minister, who intends to act against the Jewish
people and to cause the death of Jews (Jewish Journal 1996).

LX)
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Amir’s viewpoint that the holy land must remain under Israeli control was shared
by the Likud-led opposition, yet with one important difference. The Likud came to it from
the uncompromising national-historical and security viewpoints that dominated the Israeli
right wing. After the assassination, eager to control the potential electoral damage, Likud
leaders quickly dropped their ‘‘national’’ terminology, which could easily be confused
with religion. In their effort to promote the ‘‘security’’ terminology in the public discourse,
they were joined by Labor leaders, the media, and the Israeli public.

In no time, the debate on the political future of the West Bank was transformed
from its secular-religious and security contents into a left-right security-only content. In
other words, stricken by the fear of a potential legitimation deficit due to a sincere state-
religion subjective debate, the political system as a whole switched the debate to an
objective-technical one, around the strategic importance of the West Bank. Religion,
again, was made a nonissue, to be swept under the rug.

The leader of the Likud, Benjamin Netanyahu, claimed that Rabin had been ‘‘slain
by a madman,”” a diagnosis later denied by the court (New York Times 1995; Ma’ariv
1996a). Amir was instantly an outcast, outside of the ‘‘rational’” left-right debate on the
West Bank. His deep fundamentalist motive, Jewish ownership of the holy land, was left
undiscussed. The political system skillfully suppressed his question and prevented the
potential eruption of a legitimacy crisis.

That suppression was one more important inducement to the subtle formation of a
motivation crisis. For Amir and many frustrated religious Israelis, God’s given norm, the
eternal holiness of the land, was superior to the secular state’s norm of security and de-
fense, which was subject to the politics of the day. For them, secular norms and politics
were not only informed by God’s will but also subject to it. They were left with no response
from the political system to their claim that the state was subject to religion. Secular
Israelis were also left puzzled by a system that chose not to come to grips with such an
antiliberal challenge.

VIll. THE FORMATION OF MOTIVATION CRISIS CONTINUED:
POST-1996 ELECTIONS

Neither religious nor secular Israelis received any answers from the Labor-led caretaker
government headed by Shimon Peres, which served between the Rabin assassination and
the early elections on May 29, 1996. Both the assassination and its religious magnitude
were rarely mentioned during the elections campaign. The two leading parties were afraid
of alienating voters and of losing the support of the religious parties. At the same time,
security disasters occupied the attention of the media and the public. These were the Hamas
massacres in the heart of Israel and the Hezbollah Katyusha attacks at the northern border.
Ironically, the Israeli public was well aware of the Islamic fundamentalist motivation
behind the Arab terror.

After the 1996 elections, Israelis did not receive much clarification on the direction
of the left-right tied debate regarding the West Bank. The vote for the Knesset and the
prime minister were razor-edge close: 34 and 32 seats to Labor and Likud, respectively;
and 50.5 and 49.5% to Netanyahu and Peres, respectively (Ma’ariv 1996b). Netanyahu,
the election’s campaign underdog who became the new prime minister, was considered
to be a pragmatic politician. He was greatly constrained, however, by his government’s
coalition with the religious parties. The Likud-led government quickly lost control of the
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fragile peace process and periodically became deadlocked with Palestinian negotiators.
By the end of 1996, the government was still delaying its withdrawal from the West Bank
town of Hebron (where 450 settlers lived amid 120,000 Arabs) owing to pressure from
religious nationalists (New York Times 1996).

Israelis received at least one clarification after the elections. The three religious
parties raised their power dramatically to 23 Knesset seats or close to 20.0% of the total
vote. Their interests in the West Bank were generally compatible with those of the Likud.
Their extreme demands for state—religion domestic legislation and religious enforcement
in local communities, however, surprised the Likud politicians, who were concerned with
the secular democratic foundations of the state (Ma’ariv 1996¢). Right- and left-wing
politicians constantly voiced their opinion in favor of a Likud-Labor National Unity Gov-
ernment in order to meet the religious demands. Nonetheless, by the end of 1996, the
religious parties were still in government. The balance of the political system clearly
tended to favor the religious right.

These political clouds and fluctuations produced much tension for both secular and
religious Israelis. They were uncertain about their political goals and felt growing concern
about the purpose they served in the society and in the economy. They were confronting
each other more and more in demonstrations around the peace process and around the
lifestyle of their local communities. The state—religion status quo since the 1950s was
under an unprecedent threat. Israeli academia and media were constantly assessing the
possibility of a violent kulturkampf, which now seemed more realistic than ever before
(Ma’ariv 1996d; Yedioth Aharonot 1996).

This formation of motivation crisis in the sociocultural system drastically under-
mined the supply of legitimacy to the political system. The increasing deficit of legitimacy
threatened to bring a legitimation crisis.

IX. CONCLUSION

The Jewish religion, and the idealogies of liberalism and nationalism, have all played
central roles in the Israeli sociocultural system over the last two centuries. They were
always the most vital sources for the motivation of individuals and the provision of legiti-
macy to the Israeli political system and its Zionist predecessor. Religion and nationalism
were firmly linked by the political system of the 1950s in order to secure its legitimacy
after the establishment of the state of Israel. Religion was thus given a special status and
became involved in formal state affairs. Secular nationalism and liberalism were weakened
in turn.

This process continued well into the late 1980s. However, an opposite, simultaneous
process has also been under way in the political system. It included the weakening of
religion and the strengthening of secular nationalism and liberalism. The clash of the two
processes, and the internal ambivalence inherent in each process, produced many tensions
and contradictions in the political system. The system experienced a legitimacy deficit
(which might lead to a legitimacy crisis) because its own problematic actions reduced the
supply of motivation in the form of legitimation from the sociocultural system.

The extent of that reduction was enough to initiate the formation of motivation crisis
in the sociocultural system. This process has been under way since the late 1980s and
continued after the 1996 elections. That has been the main thrust of this chapter.
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Behind this development lie decades of tense relationships between state and religion
and between secular and religious Israelis. These relationships were repressed by decades
of military and economic struggle, a series of politically convenient institutional and legal
arrangements, and an overall supporting public opinion. The repression was instrumental
in promoting Jewish unity.

The tensions and repressions surfaced and social cohesiveness decreased as progress
was made toward peace, the economy continued to flourish and Israel began to focus more
and more on its social problems. At present, the tie between religion and nationalism
excludes many secular Jews, not to mention non-Jews, who constitute close to one-fifth
of Israel’s population. Many view this tie as unnecessary in modern Israel, where Jewish
culture, history, art, literature, and language are preserved through secular institutions,
primarily the public schools. Many feel that religion should not define formal public life
and that its state-funded institutions must cease their control over private life.

The present developments mark a struggle on the meaning of the Israeli state—a
struggle that will become more visible and vocal. Clearly, a stronger sense of belonging
and solidarity must be provided to all Israelis. That can be accomplished only by realigning
state—religion relationships and drawing the boundaries among liberalism, nationalism,
and religion.
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. INTRODUCTION

Students of public policy making have long recognized that crises are a powerful influence
on many public policy decisions (Edwards and Sharkansky 1978:280-282; Lineberry
1978:62—-63; Nice 1994:21; Sharkansky 1970:175-178). As Plato (1975:164) wrote in his
last major book, ‘‘Accidents and calamities . . . are the universal legislators of the world.”’
Crises act as focusing events, demanding public attention to a policy failure or problem
(Kingdon 1995:94-100). A great war, a major depression, or an epidemic may set into
motion a number of important changes in public policies. Crisis management is, in turn,
made more complex by the tendency for crises to foster policy changes, which leave
managers struggling with changing policy guidance in addition to the difficulty of coping
with the crisis itself. Crisis decisions also involve dynamics that often produce additional
complications for program managers. In this chapter, we review the ways in which crises
foster policy change, discuss the special aspects of crisis decision making that may compli-
cate program management, and explore some examples of crisis policies that have encoun-
tered implementation problems.

Il. CRISES AS FORCES FOR POLICY CHANGE

Crises tend to encourage policy change in a number of ways, although the specific dynam-
ics may vary from one crisis situation to another. At the outset, a crisis increases the
likelihood that an issue will reach the policy agenda and receive serious attention from
public officials (Anderson 1994:93; Edwards and Sharkansky 1978:101-102; Kelman
1987:39; Kingdon 1995:16—17; Nice 1994:21). In the sometimes fierce competition for
attention, a visible, dramatic problem is often difficult to ignore. Indeed, those who are
interested in drawing attention to an issue may try to present it as a crisis and frighten
people in order to attract media coverage, increase the issue’s visibility, and push aside
issues already receiving attention (Davis 1993:11-12; Kingdon 1995:96). Often groups
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that have not had financial resources or political backing in policy debates take advantage
of the drama by defining a situation as a disaster or crisis and attaching powerful and
emotive symbols to the situation and the defenders of the current policy. The public rela-
tions spin on a crisis is critical for stimulating a cry of public outrage and the demands
for policy change that follow. The battle for advocates of policy change is to convince
others that the event is directly related to a policy failure and that viable policy solutions
exist. However, crises open a policy window for only a limited time (Kingdon 1995:168—
170). The media may turn their attention away and/or the public may become bored long
before real change makes its way to the agenda, making policy change unlikely.

Crises do not automatically receive attention from officials. Disasters in less visible
policy domains are likely to receive less than prompt attention. Some conditions are diffi-
cult to measure or may have multiple facets that are difficult to understand or compare.
Environmental disasters can sometimes be more ambiguous in their effects on people,
thus prompting a wait-and-see attitude. A dramatic event may be dismissed as an isolated
occurrence that is unlikely ever to occur again. A crisis is more likely to be noticed if
people regard it as a public responsibility, work actively to draw attention to it, and regard
it as part of a broader pattern indicating a problem or an early warning of future difficulties.
Conversely, a crisis is less likely to receive attention from public officials if the problem
is perceived as a private-sector matter or powerful groups try to keep it off of the policy
agenda (Edwards and Sharkansky 1978:107-109, 282; Kelman 1987:40—41; Kingdon
1995:97-99). If a problem alarms a large number of people, however, officials may fear
that ignoring it may adversely affect their careers.

Crises also foster policy change by stimulating the search for new ideas and new
approaches (Cyert and March 1963:278-279; March and Simon 1958:173—-174; Nice
1994:21-22; Rose 1993:50—60). When things seem to be going reasonably well, the bur-
den of meeting day-to-day responsibilities may leave little time, energy, or inclination
for exploring alternative strategies. Searching for alternative approaches may create the
impression that existing approaches are somehow deficient—an impression that may anger
some people. Searching for alternatives may also create the expectation of a dramatic
change. If the search ultimately fails to yield that change, officials may have a serious
public relations problem on their hands, as the Clinton Administration found when health
care reform was rejected by Congress. Under normal circumstances, then, searching for
new approaches may often be a low priority. An obvious crisis or disaster, by contrast,
is likely to make expending the time and effort needed for discovering new approaches
seem much more worthwhile.

Crisis further encourage policy change by creating pressure for prompt action.
Forces for policy change are sometimes deflected by delaying tactics, which can take
many forms, from appointing a commission to study an issue to changing the subject to
another issue to Senate filibusters and protracted litigation. The presence of a crisis, how-
ever, may cause officials to fear that failure to act relatively quickly may endanger their
political careers (Edwards and Sharkansky 1978:101-102, 108—109; Eyestone 1978:153—
155; Polsby 1984:168). In that situation, the risks and uncertainty that often discourage
policy change may be offset by concerns that appearing unresponsive will enrage the
public.

In a related vein, a widely perceived crisis may facilitate adoption of policy changes
by increasing the public’s willingness to be led, at least for a while. Under normal circum-
stances, proposals for change are vulnerable to being picked apart by critics who oppose
any change or who favor change in the abstract but dislike one or more provisions in a
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specific proposal. Given the many veto points in the American political system, opponents
have many opportunities to obstruct proposals for change. The presence of a crisis may
encourage people to be less critical about specific provisions in a proposal and more will-
ing to give political leaders who are grappling with a problem a bit more room to maneuver
(Davis 1993:11-12; Polsby 1984:169).

Crises also foster policy change by spurring the mobilization of new political groups,
which help to draw attention to problems, encourage officials to search for new policy
options, and goad officials into acting on the problem promptly. In addition, as officials
search for political support in order to help them survive the crisis, they may feel more
inclined to pay attention to groups that had previously been ignored (Gamson 1975:112—
119; Truman 1951:31, 44, 57). The result is likely to be more policy changes.

Bear in mind that not all crises produce major policy shifts. If a crisis produces too
much stress and anxiety, the result may be apathy and paralysis rather than policy change.
A problem may be regarded as a private matter, or citizens may lack confidence in the
ability or willingness of public officials to handle the problem appropriately. Officials
may not know how to handle the problem, or they may not be able to agree on a suitable
response. Opponents of policy change may continue to block action even in a crisis situa-
tion. At most, then, a crisis creates an opportunity for adopting new policies, but that
opportunity must be successfully managed in order to yield actual policy change (March
and Simon 1958:184; Nice 1994:23-24; Polsby 1984:170—171).

lll. PROBLEMATIC RESIDUES OF CRISIS POLICY MAKING

Although crises can substantially influence policy decisions, the dynamics of crisis policy
making can produce a number of problems for program managers. One fundamental diffi-
culty results from the fact that the sense of crisis will eventually fade. A policy adopted
during a crisis situation may lack a firm, underlying base of support. People may have
been willing to be led during the crisis, but the end of the crisis may lead to greater
skepticism and more criticism. Complaints regarding the cost of the new initiative or the
difficulty of dealing with the problem grow louder and more numerous. The excitement
and enthusiasm felt by people who are battling a grave emergency are eventually replaced
by a sense of doing a more routine job on a routine basis. Elected officials and administra-
tors with the most interest in the issue may eventually leave, and their replacements may
have other interests. Officials and the public gradually lose interest in the issue as other
matters claim their attention (Anderson 1994:96-97, 265; Bullock 1984:198-202; Eye-
stone 1978:155-156; Kingdon 1995:103-105, 168—169; Lineberry 1978:62; March and
Simon 1958:199; Toqueville 1945:267-268). The result may be a policy initiative that
eventually withers as the crisis is replaced by more normal, less supportive conditions.

Crisis policies may also encounter difficulty because the pressure to act quickly and
people’s greater willingness to be led in a crisis may lead to the adoption of policies that
paper over serious political conflicts. As the sense of crisis fades, those submerged con-
flicts may resurface. Consequently, program managers may find themselves caught in a
crossfire of conflicting and incompatible expectations, and the formal policy adopted dur-
ing the crisis may provide little guidance regarding how to handle those conflicts (Edwards
1980:151-152; Eyestone 1978:153—156; Mazmanian and Sabatier 1983:41).

A further source of difficulty for crisis policies results from the combination of
pressure to act quickly and the high levels of emotional stress that accompany crisis situa-
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tions. Officials may feel pressed to act before there is adequate time for collecting informa-
tion, analyzing it, or assessing policy options in depth. The need to act quickly may leave
too little time for convincing some skeptics or accommodating their concerns. The stress
of dealing with the crisis, the uncertainty that it brings, and the fear of adverse effects on
political careers may lead officials to ignore possible flaws in a proposal and avoid rigorous
discussion of the proposal for fear of antagonizing their colleagues and heightening their
own sense of vulnerability. In addition, the pressure to act quickly may lead to a strong
bias in favor of options that can be found quickly and put into action rapidly rather than
other options that might perform more effectively but take more time to find or implement.
The pressure to act quickly to deal with the most visible parts of a crisis may lead to the
failure to consider other, less visible aspects of the problem or how the new policy will
mesh with other, existing programs (Buchanan 1978:36; Eyestone 1978:155; Janis 1972:
197-210; Lineberry 1978:62—63; Pressman and Wildavsky 1979:126—127, 138—139).
The result may be the adoption of a policy that is seriously flawed in one or more respects.
Program managers may, consequently, face great difficulty in trying to make the policy
function effectively.

Crisis policies may also encounter difficulty due to a fundamental dilemma: the
pressure to act quickly to deal with a problem that may not be fully understood and without
sufficient time to do thorough exploration or development of proposals may lead to policies
that are not very clear or specific. Policy makers may not have time to develop clear
program goals or priorities, and the need for flexibility to cope with a problem that is not
clearly understood and that may be changing further discourages clarity and precision.
However, vague policies with unclear goals are often prone to implementation problems,
as administrators struggle with unclear and conflicting expectations and a policy that gives
them little clear guidance. The availability of new resources accompanied by unclear pol-
icy guidelines may give too much play to political groups trying to advance their individual
agendas rather than deal with the crisis at hand (Bullock 1984:194—-196; Edwards 1980:
150—-152; Lineberry 1978:62-63).

The group dynamics that encourage policy change in a crisis may also carry the
seeds of subsequent difficulties. The mobilization of new groups and the policy gains of
previously excluded groups may eventually lead to a countermobilization of other groups
who disagree with the new direction that government is pursuing (Truman 195:59,107).
Some of those groups might have been caught off guard initially or might have been
reluctant to raise objections during the crisis period, but their opposition is likely to surface
eventually. The new initiatives adopted to deal with the crisis may, therefore, be undercut
by established groups seeking to regain the upper hand and eliminate policy provisions
that they find objectionable.

A final source of difficulty that crisis policy making may pose for crisis managers
arises from the tendency for new policies to need an initial shakedown phase. Administra-
tors need time to develop and learn new procedures. Initial timetables for action may be
unrealistic; the new policy must be fitted in among other programs, and relationships with
other relevant public and private sector actors must be established. The basic policy may
need to be modified in various ways as administrators gain experience with its operation.
Personnel may need to be trained or retrained if carrying out the new program requires
new skills. Surviving this shakedown phase under crisis conditions and competing for
resources with older, more established programs can be very difficult (Edwards 1980:
150-152; Edwards and Sharkansky 1978:304—305; Peterson et al. 1986). A review of
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some policies adopted under crisis conditions illustrates the difficulties that crisis policies
can pose for program managers.

IV. ENERGY POLICY

One example of the difficulties that crisis policy decisions can encounter is energy policy
in the United States. For many years, U.S. energy policy was based on the assumption of
cheap, abundant energy from domestic sources and the premise that private-sector decision
making was generally preferable (Cochran et al. 1993:90; Dye 1984:182), although many
public policies, such as transportation policies, had important implications for energy use.
Energy policy was rarely a visible issue for many years.

Beginning in 1970, U.S. crude oil production began a long-term decline. More dra-
matically, two oil embargoes in the 1970s highlighted the risks of American dependence
on imported oil and contributed to both inflation and unemployment. Although the oil
embargoes angered the public, much of the anger was directed at the oil companies or
the U.S. government. Pressures to do something about the energy crisis began to build,
but the energy issue had many different facets, and policy makers were far from certain
regarding what policy remedies, if any, would be most appropriate (Cochran et al. 1993:
94-95; Davis 1993:6-20; Palumbo 1994:346-349).

From 1973 through 1980, the federal government adopted a series of measures de-
signed to deal with various aspects of the energy crisis. The measures included lower
highway speed limits, automobile mileage standards, creation of the Department of Energy
and the Strategic Petroleum Reserve, tax incentives to encourage energy conservation,
decontrol of oil prices, and funding to encourage development of alternative energy
sources (Cochran et al. 1993:98—100; Davis 1993:109-116; Dye 1984:184—185).

A recurrent problem that these measures (as well as other proposed measures) faced
was the high degree of conflict among different groups with different interests regarding
energy issues. People in oil-producing states and people in states that produced no oil had
different views regarding higher oil prices. Residents of sparsely populated states were
less pleased with lower speed limits than were people in densely populated states. Environ-
mentalists criticized expansion of energy production on public lands. Established energy
companies did not welcome government’s more prominent role. Underlying these group
conflicts were a host of conflicts over the objectives and priorities that energy policy
should serve. Should we emphasize production or conservation, energy independence or
environmental protection, reliance on proven technology or reliance on future technologi-
cal breakthroughs? (Cash and Rycroft 1985:435; Dye 1984:184, 191-192; Davis 1993:
110; G.A.O. 1988:69.)

Policy makers trying to deal with the energy crisis were also plagued with consider-
able uncertainty and stress. Would Americans be willing to change their modes of living
to reduce energy consumption? How long would they remain interested in the energy
issue? How cohesive would the Organization of Petroleum Exporting Countries (OPEC)
be in the future? What technological breakthroughs would the future bring, and when
would they occur? How accurate were future projections of energy supplies and needs?
Given that energy affects many people’s lives in many ways, officials knew that energy
problems might endanger their careers, as the unfortunate experiences of Presidents Ford
and Carter indicated. How could the many connections from energy to other public poli-
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cies, from defense and foreign policy to transportation and the environment, be untangled?
(Davis 1993: 4, 10-19.)

Although the energy policies of the 1973-1980 period apparently helped to encour-
age energy conservation and efficiency to some degree (along with a number of other
factors), those policies encountered a number of difficulties. Leaders of the U.S. automo-
bile industry grumbled about higher gas mileage standards. Many American drivers began
exceeding the speed limit. Leaders of the oil industry resented government intrusion, al-
though they did not resent government tax subsidies. The economic problems of the 1970s
and early 1980s led to a growing preoccupation with the economy, and many other issues,
including abortion, affirmative action, and crime, clamored for attention. Interest in energy
issues began to subside.

The energy policies of the 1970s fared poorly in the 1980s and 1990s. The Reagan
Administration pressed for more market-oriented energy policies in a variety of ways.
Funding and staffing for energy programs were cut substantially, and regulations affecting
energy industries were weakened. National speed limit guidelines were loosened and later
eliminated entirely, which led to higher speed limits in most states. The public became
increasingly fond of vehicles with relatively poor gas mileage ratings (Cash and Rycroft
1985:437-441; Cochran et al. 1993:98—111; Davis 1993:116; Dye 1984:191; Palumbo
1994:376-377).

In a number of respects, the developments since 1980 present a troubling picture.
Crude oil imports to the U.S. rose by nearly 40% from 1980 to 1994, and proven U.S.
petroleum reserves fell by more than 24% in the same time period; U.S. crude oil produc-
tion fell by 24% from 1980 to 1995 (derived from American Almanac 1996: 702—704).
Oil imports account for a large proportion of the U.S. trade deficit in recent years. Most
known petroleum reserves are in the Middle East, which has been plagued with numerous
conflicts over the years. The U.S. transportation system continues to have a huge appetite
for oil, and much of the transportation system cannot readily be converted to other energy
sources in the short term. The combination of heavy reliance on imports and the concentra-
tion of much U.S. energy processing in a small number of locations creates a high degree
of vulnerability to sabotage or other disruptions due to natural causes (Clark and Page
1981:41, 84, 108, 226; Cochran et al.: 109-110; G.A.O. 1988:3, 10, 18-21, 24, 39-48).
In spite of numerous signs of difficulty in the U.S. energy situation, the energy issue has
apparently returned to the nonissue status that it had prior to 1973.

A. Environmental Policy

A fundamental public policy conflict that lawmakers face is our desire to protect America’s
pristine environment and to ensure a high level of energy production so as to maintain
economic stability. With the onset of the energy crisis and the emphasis on economic
growth significant pressure existed to postpone compliance deadlines and to relax environ-
mental standards and rules (Cochran 1996:138—139). A disastrous case of such pressures
involved the building of the Alaska pipeline and the subsequent oil spills in and around
Prince William Sound. In 1968 Atlantic-Richfield Company (ARCO) announced the dis-
covery of the largest oil field in North America found in Prudhoe Bay, Alaska (Lord 1992:
3). They estimated that as much as 25 billion barrels of oil and another 30 trillion cubic
feet of natural gas lie in Prudhoe Bay. The oil industry quickly began planning a transporta-
tion system to move the oil through an 800-mile overland pipeline to an ice-free port on
the Gulf of Alaska at Valdez. Valdez is infamous for storms, drifting ice, narrow passages,



Crisis Policy Making 61

and submerged reefs; arguably treacherous waters for supertankers. Not everyone was
enamored with the idea and pipeline approval was not quick to come. In particular fish-
ermen and native Alaskans raised strong concerns about the pipeline. In addition, the
National Environmental Protection Act (NEPA), passed in 1969—which required an as-
sessment of social, economic, and environmental impact of activities on federal lands—
was holding the process up with expensive ecological studies of the North Slope and
pipeline corridor. With Spiro Agnew casting the tie-breaking vote, Congress in 1973 ex-
empted the pipeline project from many of NEPA’s environmental restrictions. Alyeska,
a consortium of seven oil companies, the state of Alaska, and the federal government,
were all promising the American public the safest pipeline and tanker system in the world.
Interior Secretary Rogers Morton assured Congress that their goal was to protect the envi-
ronment. Morton claimed to those who were concerned about possible damage to Prince
William Sound that tankers would have double bottoms and sophisticated electronic equip-
ment to ensure safe operations. In response Alaska created its Department of Environmen-
tal Conservation to make certain industry held to its pledges. When the first oil was loaded
on the tankers at Valdez double bottoms were not required, nor had the Coast Guard
installed full-coverage radar or any other electronic surveillance in Prince William Sound.

In 1976 the State of Alaska attempted to flex its muscles by passing a law that would
give the state broad authority to regulate tanker traffic in state waters. The oil industry
challenged the law and a district court ruled against the state on grounds that it preempted
federal authority.

By the 1980s the Coast Guard and the State of Alaska started raising concerns about
Alyeska’s steadily declining ability to deal with a medium or large size oil spill. Shortly
after, Alyeska dismantled its team dedicated solely to oil spill response in an effort to cut
costs due to losses in the oil shipping industry. Alaska responded by requiring the consor-
tium to submit a contingency plan that would include their response to a scenario of a
200,000-barrel spill (8.4 million gallons). They begrudgingly complied, protesting that
such a spill could only be expected once every 241 years. Between 1977 and 1989 tanker
traffic in Prince William Sound failed to send off any serious alarms. In the Port of Valdez
and the Prince William Sound area, 440 mostly minor spills were reported (Lord 1992:
7).

However, the citizens of Valdez were becoming concerned the industry had become
sloppy. Two months before the Exxon Valdez spill, the mayor of Valdez, John Devens,
was alerting others to the fact that the ships making the Valdez run constituted 13% of
the nation’s total tanker traffic but accounted for 52% of its accidents (Davidson 1990:
7). The town of Valdez tried to build up its own oil spill protection, procuring booms
and skimmers. However, under state and federal law, the principal responsibility for spill
prevention and response rested on the industry. As it turned out, the people of Valdez
had good reason to be concerned about oil spill response.

Shortly after midnight on March 24, 1989, the tanker Exxon Valdez (Exxon’s newest
and most advanced single-hull tanker), carrying more than 50 million gallons of crude
oil, ran aground and ruptured its tanks on Bligh Reef, making Prince William Sound the
site of the largest oil spill ever. Observers said that once the supertanker was damaged,
the crude oil escaped so rapidly that it appeared to boil as it rushed to the surface. Approxi-
mately 11 million gallons of crude oil escaped, mucking the shores and bringing a swift
death to the wildlife of that area.

By all accounts Alyeska failed to carry out its contingency plan. They were com-
pletely unprepared, as had been warned. Despite repeated assurances that response equip-
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ment was en route, Alyeska did not place its oil-containment barge on site for 14 hours
(Kelso and Brown 1991:13). Alyeska finally transferred the responsibility of spill response
to Exxon, which had never reviewed the contingency plan. Exxon was attempting to re-
spond ad hoc to a crisis of enormous proportions. When Exxon’s difficulties became obvi-
ous, fishermen and officials of the Alaska Department of Environmental Conservation
organized their own response effort. The ability of the organizations to manage the crisis
in a coordinated fashion was hampered by the national attention to the crisis. The media
and environmentalists wanted to blame Exxon, and Exxon, in turn, blamed the state of
Alaska and the Coast Guard for refusing to approve the use of chemical dispersants. Be-
cause this was literally untrue, this strategic act of diversion eroded Exxon’s relationship
with the state.

The nation was horrified by pictures of oil-covered sea otters and dying birds. The
fact that this had happened in a place most Americans regard as the last wild, beautiful,
pristine part of the country did not help the oil industry’s case. The Exxon Valdez had
focused the nation’s attention on the failure of environmental policy—in particular water
pollution policy.

Federal oil spill policy was disjointed, with no less than three separate funds estab-
lished to defray the costs of oil spill response and cleanup. Liability limits were relatively
low, and no clear lines of responsibility were drawn to ensure appropriate response to a
large oil spill (Birkland 1997:16). In direct response to the Exxon Valdez oil spill, Congress
passed the Oil Pollution Act (OPA) of 1990. This law combined the separate funds into
one large federal fund—the national Oil Spill Liability Trust fund, increased liability
limits, and specified clearer lines of authority. The OPA also provided new requirements
for contingency planning by both government and industry. The government plan included
a three-tier approach among federal, state, and local officials. In addition, Congress passed
legislation requiring double hulls for the U.S. tanker fleet to be phased in during the next
20 to 25 years. Congress and the state of Alaska have also taken measures to address
vehicular traffic systems. The Alaska legislature strengthened the state’s response pre-
paredness standards and the penalties for failing to carry out approved contingency plans.
“‘Per barrel’” penalties for those who spill oil were also increased.

The policies enacted in the wake of the Exxon Valdez disaster were numerous and
left the industry virtually silenced during the proceedings. Strong opposition by Exxon
and others representing the oil industry would not have been strategic for the public rela-
tions war they had already lost. However, the coming years will be telling for the strength
of those polices. When the disaster occurred, many environmental groups received a surge
in new membership and donations. But crises mobilize groups for only a limited time.
The enacted policies have and will undoubtedly continue to be challenged by an industry
seeking less regulation. As of November 1997, the Oil Pollution Act of 1990 was chal-
lenged and upheld by the U.S. Court of Appeals.

V. FREEING THE SLAVES

The issue of slavery was a source of tension in American politics for many years. The
principle of equality that the Declaration of Independence proclaimed was difficult to
reconcile with slavery, and the authors of the U.S. Constitution struggled with a number
of slavery-related issues in drafting the Constitution. Further conflicts erupted over or-
ganizing territorial governments, admitting new states, runaway slaves, and the political
power gained by slave states as a result of counting each slave as three-fifths of a person
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for determining the allocation of seats in the House of Representatives and votes in the
electoral college (see Nice and Fredericksen 1995:107—110, and the studies they cite).

As opponents to the expansion and even existence of slavery became more vocal
and better organized and as defenders of slavery became increasingly alarmed by the
activities of antislavery forces, tensions increased. Following Lincoln’s election, southern
states began seceding from the Union. When the Civil War erupted, the Lincoln Adminis-
tration and Congress initially expressed the view that their objective in the war was the
reunification of the country and upholding of the Constitution. The abolition of slavery
was not an official objective, and sentiment in the North and in the Union Army was
apparently mixed on the issue of slavery (Catton 1960:100—107, 174; Jordan et al. 1987:
375).

As the war dragged on, abolition of slavery became a more attractive policy option,
in part because it would weaken the Confederate war effort (Catton 1960:174). Abolition
rested on a rather diverse coalition, including people who believed that slavery was morally
wrong, people who believed abolition would militarily weaken the South by depriving
the southern economy of much of its labor force, and people who wanted to punish the
South and southern slave owners especially. In addition, the abolitionist coalition included
many people with significant racial prejudices. Abolition emerged in a series of stages,
from laws encouraging Union troops to recognize the freedom of runaway or abandoned
slaves to the Emancipation Proclamation and, finally, the Thirteenth Amendment (Blake
1972:315).

Abolishing slavery raised a host of other, related issues. Most of the former slaves
had little or no formal education, a situation that reflected southern state laws forbidding
the education of slaves. Many had agricultural skills but owned no land. Ending slavery
meant that southern blacks would count as entire persons rather than as three-fifths of a
person each. That change would enhance the political power of the South in the U.S.
House and electoral college; should that enhanced power be enjoyed only by southern
whites, many of whom had supported secession, or should blacks vote? Should blacks
enjoy legal and social equality or be relegated to second-class status? Could generations
of racial prejudice be overcome? (Brogan 1990:361-362; Henretta et al. 1987:498—499;
““‘Report on the Joint Committee on Reconstruction’” 1982:17-20).

Immediately after the Civil War, southern state governments controlled by whites
adopted ‘‘black codes’” designed to limit the rights and freedoms of blacks; legislative
weapons were reinforced by violence and intimidation. Congress responded with Recon-
struction, which attempted to protect black rights to some degree. The Freedmen’s Bureau
worked to increase black access to education, health care, and land, along with providing
other kinds of aid, and laws and Constitutional amendments were adopted to combat dis-
crimination (Blake 1972:316; Martin et al. 1989:485-488).

The efforts to protect black rights and help blacks in the transition from slavery to
freedom encountered many difficulties. Southern whites pressured the Freedmen’s Bureau
into limiting its activities in some areas; the bureau was finally abolished in 1872. White
racists attacked and undercut efforts to educate blacks, and initiatives designed to provide
blacks with farmland were eroded by concerns over the sanctity of private property. North-
erners gradually lost interest in Reconstruction and became more concerned with economic
growth and development, particularly with the recession that began in 1873. The U.S.
Supreme Court narrowed the applicability of the Fourteenth Amendment and civil rights
laws designed to combat discrimination. Critics denounced corruption in the Reconstruc-
tion governments of the South and called for a return to a more limited role for the national
government regarding the conduct of state government. Although Reconstruction involved
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a very complex and difficult bundle of tasks, which could not realistically be carried out
quickly or easily, many people in the North became discouraged by its seemingly slow
progress. The great pain and trauma produced by the Civil War and its aftermath were
not entirely conducive to calm negotiation or reasonable problem solving (Blake 1972:
316-320; Brogan 1990:373-380; Catton 1960:274-275; Henretta et al. 1987:496-500;
Jordan et al. 1987:374-388; Washington 1995:40).

With the Compromise of 1877, Reconstruction came to an end. Southern whites
regained control of state and local governments in the South, and they manipulated the
electoral machinery to push blacks out of the electorate. Violence and intimidation, along
with laws requiring segregation in many aspects of life, eroded the status of blacks. Many
found themselves in debt and trapped in sharecropping arrangements that left them with
little better living standards and little more mobility than in the slave era (Blake 1972:
320; Brogan 1990:380-382; Henretta et al. 1987:501-502; Jordan et al. 1987:392-396;
Martin et al. 1989:493, 506—507). The failure to develop and sustain an overall plan to
protect black rights after the Civil War helped to lay the groundwork for many of the
social problems facing the United States in the twentieth century.

VI. SAVING PASSENGER RAIL SERVICE

After the 1920s, passenger rail service in the United States began a long-term decline that
was interrupted by World War II. The decline resumed after the war, with passenger
volume, the number of passenger trains, and the number of routes being served all declin-
ing. The nation’s railroads tried a variety of approaches to attract passengers, from in-
vesting in new equipment to discount fares. Financial losses from passenger service aver-
aged approximately $500 million annually by the end of the 1960s (Bradley 1985:23—
40; Hilton 1980:2-5; Nice 1996:95).

A number of factors contributed to the decline of passenger trains, including increas-
ing competition from automobiles and airplanes; improvements in both modes were due
in part to massive government subsidies for road and air transportation. The railroads
were hampered by inefficient labor policies, and as financial losses mounted, railroad
management gradually lost interest in providing passenger service unless some sort of
governmental help became available. Modernization of equipment and facilities grew less
common after the mid-1950s (Hilton 1980:8—11; Morgan 1959:14-51; Nice 1996:96-98;
Stover 1970:196-218).

By 19609, the nation’s major railroads began to press for some form of financial aid
from the federal government to support passenger rail service or for approval to terminate
almost all remaining passenger trains. Some discussions regarding a possible response
took place in Congress and the U.S. Department of Transportation. Those discussions
developed a greater sense of urgency when the huge Penn Central Railroad, which pro-
vided much of the passenger rail service in the Northeast, filed for bankruptcy in June
1970. In October of the same year, Congress passed legislation creating Amtrak (originally
called Railpax), a quasi-public corporation. It began operations in May 1971 (Bradley
1985:41-43; Phillips 1972:10-11; Nice 1996:99; Weaver 1985:90-93).

The manner in which Amtrak was created contributed to a number of significant
problems that the system faced. The failure to act on the problems of passenger trains
until they were on the verge of extinction meant that much of the nation’s passenger rail
equipment was obsolete and in poor condition. The speed with which Amtrak was created
left little time for an accurate inventory of equipment or advance planning to ease the
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transition from private to quasi-public service. Partly to ease that transition, most of the
employees providing passenger services remained in the employment of private railroads.
The routes to be served had not been decided by the time the legislation passed, nor was
there time to develop even a general consensus regarding the goals of the system. Some
supporters emphasized the need to modernize the system and improve services,but others
were concerned about containing costs. A number of conflicts centered on the distribution
of service (Nice 1996:99; Zimmerman 1981:3-6).

Dealing with those various problems was a major preoccupation of Amtrak’s manag-
ers in its early years. They had to oversee development of more modern passenger equip-
ment, a process that took a number of years. Amtrak’s management gradually shifted to
directly employing personnel, rather than relying on employees of the railroads, in order
to gain more effective control over operations and improve labor productivity. Amtrak
also shifted from reliance on private railroads for maintenance and servicing to having
its own service facilities, and it acquired the Northeast Corridor (from Boston to Washing-
ton, D.C.), which has developed into the fastest passenger rail route in the United States.
Amtrak created the first nationwide, computerized reservation system for passenger rail
travelers in order to improve customer convenience (Bradley 1985:64—120; Nice 1996:
100—-101; Weaver 1985:251-254; Zimmerman 1981:39, 68).

Amtrak has succeeded in reversing the long-term decline in passenger-train ridership
in the United States and has gradually improved its financial performance (Nice 1996:
102—-103). However, continued controversies over federal subsidies (in contrast to the
steady flow of federal highway aid) have produced enormous variations in Amtrak’s capi-
tal funding from year to year (National Railroad Passenger Association 1994:12—13). As
a result, Amtrak has sometimes been forced to keep old equipment in operation longer
than is desirable. In addition, funding problems led to termination of service on two routes
in 1997; disputes over the distribution of service have continued to surface periodically.
Moreover, Amtrak has continued to face occasional calls for its termination; it has not
achieved the political security enjoyed by federal highway programs or governmental
support of the sort given to aviation. Here, again is a crisis policy that lacks the political
base needed for a reasonably secure existence.

VIl. CONCLUSIONS

Making crisis policy is a fact of life for policy makers. The widely accepted view among
lawmakers is that government policy has been and will always be a function of crisis (see
Kingdon 1995). The fact that we live in an increasingly interdependent technological world
has made crises and disasters a normal part of our everyday existence (Perrow 1984:3).
The implications for policy making and implementation are numerous. Crises act as cata-
lysts for policy change in that their very existence alerts others to problems. They can be
focusing events, capturing the attention of the public, often telling a causal story that
informs the public through emotive symbols and information. Cries of public concern and
outrage may follow and have the potential to foster policy change. If a crisis remains a
salient topic that is viewed as a public problem, it is more likely to reach the political
agenda and lead to the adoption of policy changes. However, the very nature of making
policy during a crisis may lead to problems for lawmakers and the program managers
who must implement the policy changes. Because of the ephemeral nature of how long
situations will be defined by the public as crises, people may abandon their willingness
to accept certain solutions that may be perceived as too costly or too complicated to adopt.
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The end of the crisis may lead to greater skepticism and more criticism. Policy makers
and program managers may have to suffer the wrath of groups that were excluded from
the search for policy solutions during the crisis. Often, when normal conditions are re-
stored, the political base for policy changes becomes so eroded that a policy initiative
falls apart. Another troublesome area for policy makers and program managers is how to
implement vague policies with unclear and or conflicting goals. In their haste, lawmakers—
being cognizant of the policy window that surrounds a crisis—{frequently write vague poli-
cies so as to garner the support of their colleagues in approving a particular policy solution.
Then program managers are left to implement the policy changes, which may take significant
resources from other programs and be learning-intensive under crisis conditions.
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I. NATURAL DISASTER AND THE URBAN ECONOMY

Natural hazards such as earthquakes, floods, and hurricanes present the modern city, the
setting of the urban economy, with the continual threat of serious and sometimes cataclys-
mic disaster. Alongside possible physical impact and destruction, employment and income
may be affected—the result of damage to economic infrastructure, individual firms, and
population displacement. In the aftermath of the disaster, recovery consists of three pri-
mary concerns—replacement of damaged infrastructure and housing, recovery of employ-
ment and income, and the recovery of economic structure. Local officials, planners, and
government authorities are generally able to address the first two issues more easily than
the last.

In a sense, location is the principal cause of urban vulnerability to a particular natural
hazard. That does not, however, imply that the problem could be solved by simply moving
or relocating the city. This solution fails to take into account the viewpoint or wishes of
the city’s inhabitants, especially if a sense of place or home is an important component
of individual utility. It also ignores the fact that geographic location may also be one of
the principle underlying factors responsible for urban growth.

Traditional urban analysis ascribes city location to factors such as natural resource
availability, ocean and river transportation, transhipping points, transportation costs, and
as a commercial center. Modern economic geographers and economists link urban growth
and development to external economies, economies of agglomeration, subcontracting ac-
tivities, the urban center’s role in information exchange, and intellectual spillovers
(Glaeser 1994; Storper 1995; Porter 1993; Scott 1993; Scott 1988). Briefly stated, growth
and development occurs as a result of these linkages and externalities. In turn, continued
growth depends upon the deepening and expansion of these linkages and externalities.
Additionally, one urban area may grow more rapidly than another region as a result of
these endogenous factors of growth.

69
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The modern city can continue to grow and expand even after the original reason
for the city’s location has become unimportant. New enterprise, though, is built within
and expands the bounds of the urban area. Many of the factors that make a particular
city or urban area an attractive location for the firm and the individual, however, are
geographically rooted.

Goods and services produced within the urban economy may be for local consump-
tion and produced primarily with local inputs (intraregional trade). The urban economy
though, sits within a broad framework of regional, national, and international trade. Thus,
the goods and services produced will also make use of extraregional inputs and are traded
outside of the region (interregional trade). Production and trade is located and carried out
in the geographic space of the city. Thus, the structure of the urban economy has an
important spatial component to it.

As aresult of the spatial structure of regional production and transactions, the urban
economy is vulnerable to tremendous upheaval and displacement arising from a major
disaster event. Vulnerability arises from three primary sources. The first source is direct
impact damage and losses. In this case, regional economic activity (or some portion of
it) may be temporally idled as a result of loss of infrastructure, capital loss, and displaced
population and labor. Second, temporary disruptions of economic activity may also result
in changes in the pattern of intraregional and interregional trade. And last, a large scale
disaster event may also cause breaks in the regional structure of production, and regional
economic linkages—in turn causing further changes in intraregional and interregional
trading patterns.

The focus of this paper is on the effects of natural disaster upon urban economic
structure. While a number of man-made and technological situations may have a signifi-
cant impact upon the community, the underlying basis of the disaster lies directly within
the control of the social, political, and institutional setting (Bogard 1989). With natural
disaster, the vulnerability of the urban area arises from two sources. One is the social,
political, and institutional setting. The other source of vulnerability, though, is the natural
disaster agent itself—i.e., hurricane, flood, drought, earthquake, etc.—outside of human
control (Vogel 1996; Bates and Peacock 1993).

There is no uniform or codifiable set of effects of natural disaster upon the urban
economy owing to the uniqueness of each disaster event as well as the generally unique
nature of the impacted regional economy. A natural disaster such as a hurricane may cause
severe physical damage or only slight wind damage. Additionally, this damage may be
widespread across the community or isolated to specific geographic locations, e.g., affect-
ing primarily residential areas or agricultural sites. Direct damage and impact, as well,
may be sectorally isolated, primarily affecting one sector of the urban economy but not
others owing to the geographic range of disaster impacts, the location of economic activity,
and spatial structure. The urban economy may feel a wider impact from the disaster due
to loss and disruption in sectoral linkages and intraregional and interregional trade relation-
ships.

From the above discussion, it becomes apparent that measuring economic recovery
following a disaster is not a simple and straightforward matter of evaluating regional
aggregates like unemployment, regional gross domestic product (GDP), or regional in-
come. The problem is that while regional aggregates may eventually reattain and push
above their previous levels, the underlying structure of the economy may be completely
different. These differences arise as a result of sectoral impacts and changes in sectoral
and trade linkage relationships. In the next section of this paper I discuss a generalized
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set of short- and long-run economic effects of a disaster on the urban economy. Section
III further develops the concept of growth in the urban economy and how natural disaster
may affect both the nature and rate of growth. In Sect. IV, several methods of evaluating
and measuring economic disaster’s effect on the urban economy and its structure are dis-
cussed and outlined. Section V is an application of this methodology as applied to the
particular case of Miami, Florida, following the impact of Hurricane Andrew in August,
1992. The basic conclusions and proposals from this study are presented in Sect. VI.

Il. ECONOMIC IMPACT OF NATURAL DISASTER
A. Natural Disaster Impact

A natural disaster can be thought of as an exogenous force that impacts the regional and
urban economy. In many cases inhabitants, including investors and businesses of the area,
may be aware of the potential risk they face from the particular hazards in the region
(tropical storm, hurricane or typhoon along many coastal areas, earthquake hazard, or
flood hazard in a flood plain) and may have some combination of structural and nonstruc-
tural mitigation programs in place. As such, these plans or programs influence economic
activity to some degree by defining and restricting available business locations through,
for example, zoning. Structural flood control reduces the hazardous conditions to more
tolerable levels and thus brings more area into human use and habitation. Urban vulnerabil-
ity, however, may increase as a result of the now partially protected flood plains being
put to more intensive use (White 1974).

Through structural and nonstructural mitigation, hazards are partially endogenized
into the economic growth process, but not the actual disaster event. While the attempt to
insulate the region from disaster does affect regional growth and structure, the occurrence
of an actual disaster event is, with very few exceptions, unexpected, unanticipated, and
unplanned for. Despite a number of good disaster simulations, such as Borkan and Kun-
reuther (1978), Ellson et al. (1984), or Gordon and Richardson (1992), actual loss and
damage from impact is almost impossible to predict a priori.

The disaster event gives rise to two general levels of economic impact—direct and
indirect. Direct impacts, as the name suggests, are simply damages directly attributable
to the disaster agent, such as loss of life, injury, capital losses, crop damage, and damage
to public and residential structures. Indirect impact takes the form of changes in flow
activity, business interruption, changes in employment due to structural and capital loss,
and changes in regional and interregional demand and supply relationships, to name but
a few (Vogel 1996; Albala-Bertrand 1993). Predisaster mitigation strategies are primarily
directed toward minimizing direct disaster losses, while the primary goal of postdisaster
recovery efforts are mainly restoration and replacement of lost infrastructure, residences,
and capital. In addition, the economic impact of disaster must be evaluated in terms of
its short- and long-run consequences.

B. Short-Run Impact

Short-run impacts have the most noticeable effects and are often of the greatest concern
to local officials. The principal economic effects of natural disaster are (1) changes in
employment levels (positive and negative), (2) changes in income (positive and negative),
and (3) inflationary pressures.
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1. Changes in Employment

In the short run, unemployment may increase or decrease. There are two forces at work
here. The disaster event may have heavily damaged or destroyed industrial sites or the
central business district. This would result in a loss of employment (temporary or perma-
nent, dependent on businesses rebuilding and remaining in the area). The increase in unem-
ployment may be counteracted by what has been termed disaster’s ‘‘silver lining,”” a
reconstruction boom (Denslow 1992; West and Lenze 1994; Guimares et al. 1993). Recon-
struction in the community can fuel additional economic activity through increased spend-
ing on construction supplies, furnishings, services, and a multiplier effect as employment
and consequently income in construction and ancillary sectors increase.

Disaster’s effects upon employment though are tenuous and are highly dependent
on the areal extent of damage and sectoral impact. Additionally, they depend on the imme-
diate predisaster conditions of the economy, economic trends within the region, and re-
source mobility within the economy. A postdisaster change in employment may be due
to factors other than the natural disaster, such as recession or expansion in the rest of the
country. Resource mobility and the availability of resources in the community are key
elements to a reconstruction boom. In some instances, and such is the case with Hurricane
Andrew and Miami, there was a high degree of resource availability and mobility. Recon-
struction surged, fueling further economic activity. There was a cost, though, to sur-
rounding communities as firms and additional construction labor resources flooded into
Dade County, delaying projects in other parts of the state and the Southeast for up to 1'/
years. The reconstruction effect was also felt more at the state level than the urban eco-
nomic region level because of the high mobility of the construction industry. In the lesser
developed nations, though, factor mobility and (un)availability is very often the root cause
of a further weakening of employment levels, choking off an already depressed economy.

2. Changes in Income

The disaster may also impact income in the short run. Income is affected through several
channels. Income in the first instance will directly reflect changes in employment and
unemployment. Firms, though, may not increase or decrease the number of individuals
employed, but instead simply adjust employee hours (cutbacks or increases in the number
of hours worked). Transfer payments into the community may increase, and disaster aid
may additionally affect income. Income from rents, capital, and proprietors income may
all be affected as well, owing in part to direct impact damages, and also to things such
as temporary population displacement and changed traffic patterns. As with employment
effects, income may move in either a positive or a negative direction and is highly depen-
dent upon sectoral and geographic damages.

While there is still considerable debate about employment and income effects, even
in the short run (Albala-Bertrand 1993; Guimaraes et al. 1993), disasters tend to cause a
short-run decrease in wealth. Insurance coverage, because of deductibles and exclusions,
is typically incomplete. Even with additional government disaster relief and assistance,
households may have to dip into savings and other holdings in order to completely rebuild
damaged homes or replace lost property. From a business perspective, disaster damage
represents an immediate amortization of the affected capital stock. For the firm and the
household, the disaster can cause unreimbursed losses to wealth and capital in the short
run.

3. Inflationary Pressures

Disaster impact may also cause inflationary pressures in the affected urban economy.
Again, the degree of pressure is highly dependent on the areal extent and level of damage
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and the predisaster state of the urban economy. If, for example, vacancy rates are low and
a large proportion of the housing stock is either destroyed outright or rendered temporarily
unusable, this would create greater upward pressure on rental rates and home prices than
a situation with higher vacancy rates. Upward price pressures can occur in other markets
as well. Goods such as chainsaws or portable generators may have a tendency to rise in
price following hurricanes. This tendency, especially in the developed world, is tempered
by the ease of mobility of the particular good or goods and whether or not the good is
in ready supply in the rest of the country. Additionally, sellers may not wish to antagonize
existing customers by raising the price (even with an increase in demand) of a particular
good and may thus face charges of price gouging, and losses in customer goodwill (Douty
1977). Thus, supermarkets and large chain stores may keep the price of bottled water or
batteries at predisaster prices, partially due to the issue of customer goodwill. Additionally,
though, they may not increase prices because of a ready supply at other locations within
the distribution network, mobility, and the ease of consumers to find alternate sources for
the goods. Other sectors, such as housing, with lesser degrees of the mobility, will exhibit
greater upward pressure in prices.

C. Long-Run Impact

A disaster may have further long-run impact on the urban economy. While certainly not
limited to these effects, the principal long-run consequences of natural disaster are (1) per-
manent changes in employment and income, (2) acceleration of preexisting economic
trends, and (3) changes in growth and development.

1. Permanent Changes in Employment and Income

As was the case with short-run consequences, the effect on the urban economy depends
in large part on the immediate pre-disaster state of the regional, national, and world econ-
omy, and the areal and sector specific level of disaster impact. These effects, as well, are
highly interrelated to one another, the major cause of these changes being rooted in
changes in the underlying sectoral and spatial structure of the urban economy. Sectoral
and spatial linkage disruptions can result in the alternation of structural relationships within
the urban economy. These changes will, in turn, affect employment, income, and the
underlying determinants of growth within the urban economy.

Long-run changes in sectoral and total level of employment outside of any preex-
isting trends within the urban economy is attributable to a number of factors. One cause
may be from incomplete sectoral or economic recovery. While it is rare for a community
not to be rebuilt, some individuals and firms may choose to leave the area or not rebuild.
Additionally, some intraregional sectoral and intersectoral linkages may have been dis-
rupted by the disaster. Surviving firms will find alternate sources of supply for these inputs.
This, in turn, places new competitive pressures on local firms in the supply chain at a
time when they are least able to respond. Sectoral linkages and intraregional trade may
be weakened in this case. If these new trade patterns remain in place, this can cause
further sectoral decline in employment and income (Gordon and Richardson 1993; Albala-
Bertrand 1993; Cochrane 1975).

2. Acceleration of Trends

The disaster may accelerate preexisting trends in the urban economy as well. In this cir-
cumstance, the disaster’s impact serves as the catalyst for accelerated sectoral expansion
or sectoral decline. Acceleration of trends can result as firms may take the opportunity to
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expand their more profitable operations as they reconstruct and rebuild. Trend acceleration
also may arise through price and valuation changes. In many urban areas, land-intensive
activities such as farming or mining continue to exist. While these activities may still be
profitable to operate, there may exist strong development pressures within the urban econ-
omy. Following the disaster, changes in price and land valuation may force the owners
and operators of these land-intensive activities to reevaluate their operations. What had
been a steady decline of these sectors now may be accelerated.

3. Effect on Long-Run Growth and Development

Disaster’s effect on long-run growth and development of the urban economy works primar-
ily through changes in the region’s underlying structure. These changes in growth and
development may not be readily apparent in the aggregate measures of economic activity.
Sectoral shifts in economic activity may affect the distribution of income but not total
income. Disaster-induced changes within the patterns of regional trade will affect the
nature of growth. The community may change from one with a high level of linkages
between sectors and firms within the area, to one with a reduced level of linkages. These
changes will affect not only the urban economy but the institutional, social, and political
relationships within the community.

lll. EVALUATION OF DISASTER’S IMPACT ON URBAN
ECONOMIC STRUCTURE

A. The Urban Economy

The urban economy reflects a spatially complex set of production and trade activities.
Households and firms within this urban landscape locate themselves through both a market
process allocating land on the basis of willingness to pay as well as through an institutional,
legal, and political framework, as exemplified by zoning and licensing requirements. Out
of this process evolves the resulting patchwork of residential, industrial, and mixed-use
neighborhoods; business, commercial, and shopping districts; government complexes; and
the like that we call a city.

Economic activity within the urban economy takes place through many different
channels. Firms within the region employ local labor, which generates wage income. Addi-
tionally, firms will employ capital, material inputs, and services (general and specialized,
i.e., accounting, engineering, machining, etc.) of both regional and nonregional (from out-
side the community) origin. Thus, additional income in the form of profits will be created
in the community through intraregional trade. Likewise, final goods and services will be
traded intraregionally and interregionally. Strong backward and forward linkages between
firms and sectors within the region imply that the success of one sector or firm (operating
in the region) will have additional positive multiplier effects on income and employment
within the region.

Linkages within and between sectors and firms arise from a number of sources.
Among them are labor and human capital resources in the region and transportation costs
of inputs. These are the classic explanations for firm location. Additionally, agglomeration
and external economies of scale may arise by firms being in close proximity to each other.
These effects may occur as a result of the fact that a number of similar types of firms within
one region allow for specialized inputs and facilities to become feasible or profitable. Scott
(1993) views these scale effects to be an important reason for the dominance of Los
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Angeles in the commercial film industry of the United States. He additionally found,
though, that if one link within the region weakens enough, it may have far-reaching effects
on the rest of the sector, or associated sectors. Illustrating this problem is the fact that
film animation, owing to cost pressures, moved out largely of Los Angeles, which had
been the center for film animation through the mid-sixties, the seventies, and the eighties.

While sectoral and firm linkages are one important aspect of the regional economy,
sector and firm location are another important aspect. Many firms will move to locations
in relation to client and customer base—retail establishments, restaurants, personal ser-
vices (i.e., beauty salons, barbershops, etc.). If, due to a disaster, a large part of the popula-
tion temporarily moves from the neighborhood or area, these firms could suffer a dramatic
loss of business. And if the neighborhood never recovers, then the area business may
either move or go out of business as well.

Firms location decisions will also take into consideration the proximity of related
businesses or infrastructure location (transportation, port facilities). Retail firms located
in shopping centers and malls exhibit this types of behavior. In manufacturing and service
industries, locating near related businesses can facilitate face-to-face communications and
subcontracting activity. Communications, subcontracting, and the ability of subcontractors
to respond quickly are key elements in a system of flexible production (Storper 1995;
Scott 1993; Porter 1993).

Disaster may negatively affect these interfirm relationships. If some of the firms
within the production process fail to recover, the competitive advantage of the region can
be lost. This is an especially important concern in a world of global competition. The
factors responsible for global firms locating in a particular city or region will be based
upon concerns such as transportation costs, labor costs, infrastructure, human capital, ex-
ternalities of informational linkages, as well as these region specific synergies that arise
from proximity, subcontracting, and the vertical and horizontal integration of production
processes within the region.

B. Growth in the Regional Economy

The classic conception of growth and development centers around the concepts of savings,
investment, capital, and technology (Chenery 1986). Obviously, a natural disaster event
may affect all of these variables. In the region, though, while savings may be affected as
individuals tap savings due to extraordinary expenditures, savings rates themselves are
not likely to change. The disaster’s effect on capital can be viewed as an acceleration of
the amortization schedule, capital which firms would have had to replace anyway. Individ-
uals and firms investment decisions are fundamentally related to the concepts of risk and
profit.

The occurrence of a major natural disaster event does not change the underlying
probability of an event occurring. Nor does it directly change the underlying profitability
of a particular activity. It can, however, indirectly affect profitability through its effect on
the synergistic structure of industry within the region. Additionally, while event probabil-
ity is unchanged, the disaster may have a temporary effect on expectations. Natural disas-
ters are normally not at the forefront of political and economic decision making (Rossi
et al. 1982). In essence, long-run investment will likely be unchanged, but the composition
(type of activities invested in) of investment may be different.

Technology, the last element of classic growth models, is also possibly affected by
a natural disaster. Technological change, or the adaptation of new technology in the af-
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fected region may occur. There were reports of new technologies and techniques being
adopted in Alaska, after the 1964 earthquake, and after Hurricane Hugo in Puerto Rico
(Kunreuther and Fiore 1966; Aguirre and Bush 1992). While technology transfer may
take place as a result of the recovery process, it is not the ‘‘norm.”” Capital replacement
that embodies new technologies, though, is the primary channel for technological change
and adaptation to take place. Thus, the disaster may speed up the adoption of new technol-
ogy and techniques. The overall effect then, depends largely on the level of capital loss,
and the amount of technological change embodied in new replacement.

Regional growth and development, though, is more than just a process of savings
and investment. The urban metropolis forms a set of functional and spatial complexes
through which expanding divisions of labor and increasing spatial and temporal linkages
can create spatial economic agglomerations and deepening external economies. This im-
plies that the regional economy and its industrial complexes are self-reinforcing (Scott
1988; Storper and Walker 1989; Porter 1993; Glaeser 1994). The synergy between local
economic actors and the arising economic complex may give rise to comparative advan-
tage even in the face of poor natural resource endowments.

Growth in the urban economy is additionally tied to national and international eco-
nomic growth, while, from the previous discussion, it is apparent that one city or urban
economy may vary from another city’s economy because of self-reinforcing regional inter-
nal factors. Consequently, urban economic activity will be driven by a combination of
international, national, and regional economic factors. National and international economic
conditions will affect the regional economy through interregional trade linkages, which
will, in turn, affect local employment, income, and consumption. The degree to which
the regional economy is driven by external economic activity depends largely upon the
strength of these interregional trade linkages. Thus, the urban economy is subject to the
same recessionary and expansionary forces as the national and international economy.
Recession or expansion, however, will be felt differently in different urban areas across
a country.

In the aftermath of a natural disaster, the community is forced to address a number
of important issues. Once critical emergency services and immediate life safety issues
have been addressed, the community can turn its attention to the problems of cleanup and
community and economic restoration. Any decisions made, though, may have unforeseen
consequences on future regional growth and development.

IV. EVALUATING DISASTER’S IMPACT
A. Simulating and Modeling Natural Disaster’s Impact

The regional economy can be simulated and modeled using a number of different tech-
niques. Which particular method the analyst chooses to use though depends largely upon
two main criteria: (1) what specific issues are being addressed and (2) what type of data
are available or obtainable. The second issue takes on additional meaning or power when
applied to the natural disaster situation.

The primary method of quantitative analysis used in the past to measure the eco-
nomic impact and effects of a natural disaster involved single-equation regression-models
techniques (e.g., Friesima et al. 1979). Single-equation regression models offer the analyst
a great deal of flexibility in situations where data are fairly limited or extremely difficult
to obtain. One of the serious drawbacks that arises with single-equation models, though,
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is specification biases due to their inability to capture the full level of simultaneity of both
the general level of economic activity as well as the situation created by a natural hazard
event (Ellson et al. 1984; Guimaraes et al. 1993).

To overcome these obstacles, a number of analysts turned to input-output (I/0)
models and their related extension, computer general equilibrium (CGE) modeling, to
analyze the disaster scenario (Albala-Bertand 1992; Gordon and Richardson 1992). I/0
analysis and CGE modeling give the analyst the ability to model the regional economy
with a very high degree of simultaneity and detail. They are also quite useful in a general
preevent simulation where specifically impacted areas can be readily identified. In applica-
tion, however, I/O and CGE models can be difficult to apply due to extensive data require-
ments and their rigid structure. The actual hazard event may result in the destruction of
entire sectors of an economy or the introduction of entirely new technologies. In such a
case, the use of I/0 and CGE approaches could require the construction of not one but
two input-output tables as well as extensive survey data and additional data requirements.

The other primary method of simulating the regional economy is with a regional
econometric forecasting model (REFM). A REFM extends regression analysis techniques
into a system of simultaneous equations. This method takes advantage of regression analy-
sis’ flexibility in the presence of limited data availability. It additionally allows the urban
economy to be examined in a fully simultaneous manner. The REFM can be sectorally
and spatially disaggregated, though not to as fine a level of detail as I/O and CGE models.
In an applied setting, though, forecasting models are much more readily adaptable than
are I/0 and CGE. Chang (1983, 1984), Guimares et al. (1993), and West and Lenze (1994)
all illustrate the use and capabilities of an REFM in assessing the impact of natural disaster.

Disaster simulations of all types—i.e., REFM models (Roberts et al. 1982; Ellson,
Millman, and Roberts 1984), input-output modeling (Cochrane 1975; Haas, Cochrane,
and Kates 1974; Albala-Bertrand 1993)—and CGE modeling (Brookshire and McKee
1992), while important in their own right, also highlight some of the fundamental difficul-
ties associated with applied hazards research. Within the framework of a simulation model,
analysis is based upon well-specified damage and impact scenarios as well as upon a
preestablished economic database. The analysis of an actual disaster event though is gener-
ally not as clear-cut, due to the lack of predisaster baseline, the difficulties associated with
impact and damage assessment, and uneven, unbalanced, or asymmetrical disaster impacts
as opposed to well-defined damage and impact (West and Lenze 1993).

Simulation has also brought to the fore the idea that economic analysis of the disaster
event should be undertaken in the vein of ‘‘with and without,”’ not ‘‘before and after.”’
Beginning with Ellson et al. (1982), the basis of economic analysis is a ‘‘with and without™’
form of analysis. In essence, and as demonstrated by Guimaraes et al. (1993), and West
and Lenze (1994), the economic analysis of the disaster situation and its attendant recovery
period must include not only ‘‘pre and post’” (before and after) event economic conditions
at the level of impacted region but also take into consideration general economic condi-
tions and trends outside of the affected area. Thus, the question of the impact or effect
of the disaster upon the local economy must be analyzed in light of general cyclical activity
in the economy as a whole.

B. Toward a Functional Econometric Model

An econometric forecasting model, while it lacks the complete level of detail /O and
CGE models contain, is better able to cope with the dynamic aspect of natural hazards.
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Depending upon data limitations, the framework of an econometric model allows for some
flexibility with regard to the level of spatial and sectoral disaggregation. This, though, is
the major difficulty with empirical analysis of an actual event.

Disaggregation is, conceptually, fairly easy to accomplish. The regional model is
divided into smaller submodels for spatial disaggregation, i.e., county and cities within
the county, which can then be estimated simultaneously. Sectoral disaggregation is accom-
plished by splitting sectoral employment and income within the model (or submodels)
from one-digit standard industrial classification (SIC) to two- or three-digit SIC, i.e., split
trade into wholesale and retail trade. The model (or submodels) can also be placed into
a block structure such as income, employment, labor force, housing market, and govern-
ment, allowing for greater level of analysis of interaction in the urban economy.

Within the framework of the regional econometric forecasting model, the urban
region is essentially treated as if it were a small, open, independent economy. Because
of this openness, economic activity in the model is driven by both regional and national
factors using an output-income approach. The precise block structure and level of aggrega-
tion (spatial and sectoral), from an empirical viewpoint, depends on the amount of data
available—the higher the degree of disaggregation, the greater the amount of statistical
data required.

The forecasting model outlined below, follows the suggestion of Taylor (1982; West
and Lenze 1994) and uses a relatively simple but simultaneous structure of the regional
economy. Following a natural disaster, estimation of a fully disaggregated model is im-
practical due to data availability and limitations and the possible lack of preexisting eco-
nomic baseline analysis.

The model is composed of five simultaneous blocks: employment, income, demo-
graphic and labor force, retail sales, and housing. Block interaction is shown in Figure 1.
Economic activity in the model is driven by national variables as well as regional variables.

The primary blocks of the system are employment, income, and labor force. In the
model, employment and income are disaggregated to the one-digit SIC level. Disaggrega-
tion at the one-digit SIC level captures the major trends within the regional economy,
while reducing data requirements (especially availability, and length of series) that a fully
disaggregated structure would pose.

Equations within the employment block are specified as functions of both national
and regional income variables, sectoral employment lagged one period, wage rate, sectoral
specific variables (e.g., mortgage rate, interest rates, number of visitors, etc.), and seasonal
quarterly dummy variables. Functionally, sectoral employment takes the form:

EMP,, = f(EMP,,_,, GDP,, RY,, Z,)

where EMP; , is employment in sector i at time t, GDP, is real U.S. gross domestic product
at time t, RY, is regional income at time t, and Z, represents sector-specific variables.
Sectoral employment is forecast for construction, FIRE (finance, insurance, and real es-
tate), manufacturing, services, trade, TCP (transportation, communications, and utilities),
farm, mining, and government.

The labor force block uses a simple structure to estimate the regional unemployment
rate. Total labor force is estimated as a function of the labor force participation rate, GDP,
national unemployment rate, and average earnings lagged one period. Total employment
is estimated as a function of total sectoral employment, population, GDP, and quarterly
seasonal dummy variables. The total number of unemployed is then calculated by sub-
tracting total employment from total labor force.
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Figure 1 Linkage schematic of the Dade County forecasting model.

In the income block, sectoral income from wages and salaries is calculated as a
function of sectoral employment and the wage rate. The national average sectoral wage
rate is used here as a proxy for the regional wage rate. Total regional income is estimated
as a function of total regional income from wages and salary, GDP, interest rates, and
the exchange rate.

The remaining two blocks of the model consist of one equation to estimate retail
sales, and a housing and construction sector block. Retail sales is taken to be a function
of regional income, GDP, tourism, CPI, the exchange rate index, and quarterly seasonal
dummy variables. The housing block consists of four equations estimating the change in
the housing stock, single- and multifamily housing starts, and the average price of single-
family housing. Housing starts are forecast as functions of population, mortgage rate,
GDP, and regional income. The price of housing is forecast as functions of housing prices
lagged one period, CPI, tourism, and the change in the housing stock.

The model outlined above uses a fairly straightforward and simple structure. It is
similar in form to ones used by Roberts et al. (1982), and Guimaraes et al. (1993). Regional
activity is the result of endogenous factors such as regional income and regional prices.
It additionally is the result of exogenous factors such as GDP, interest rates, and exchange
rates.

This particular model, called the Dade County Econometric Forecasting Model
(DCEFM), consists of 57 equations, in five blocks (see Vogel 1996). The model could
be further aggregated or disaggregated and additional blocks added, depending on the
complexity of the urban area under study and available data. The model can be estimated
using regression procedures. As applied to the case of Hurricane Andrew in the next
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section, the model was estimated using the 3SLS procedure over a 10-year period. Quar-
terly data for the 10-year period 1982—1992, prior to the hurricane, were used to estimate
the parameters of the model. A 2-year forecast, 1992, second quarter, through 1994, third
quarter, is presented with the ‘‘without’” Andrew estimates and compared against the
actual ‘‘with’> Andrew data.

V. APPLICATION TO DADE COUNTY, FLORIDA—
HURRICANE ANDREW

A. Preliminaries

Natural disaster’s effects on the urban economy arise from direct physical impact and
the consequent disruption of normal economic activity. Before its effects in a particular
community can be understood, prevent economic structure, growth, and activity must be
established. Economic analysis of the situation then is a three-step process—establish
predisaster baseline, survey and measure disaster damage, and evaluate ‘‘pre and post’’
disaster positions. Using the ‘‘with and without’” framework as well, the disaster’s effect
on the urban economy is evaluated in light of exogenous changes in economic activity
outside of the region, such as recession or recovery.

The DCEFM is estimated to its preevent baseline and then used to generate economic
postdisaster baseline ‘‘without’” the disaster, but it takes into account economic events
outside of the region. Structural linkages reveal themselves through the influence of endog-
enous variables such as regional income on sectoral employment. Economic activity,
though, is generated through the combination of endogenous and exogenous variables.

Changes in activity and structure within the urban/regional economy can be estab-
lished in several ways. Economic activity changes can be inferred by comparing actual
and forecast levels of sectoral and aggregate employment and income against one another.
Structural changes can be established by comparing the composition of actual and forecast
employment and income against one another. Additionally, postdisaster trend sectoral
growth or decline can be compared against baseline forecast trend.

B. The Miami-Dade Metropolitan Statistical Area

The following analysis of Hurricane Andrew’s economic impact is based on a functional
concept of a city/urban economy and not the political boundaries of the city proper. This
is the case with Miami-Dade County, Florida, a region composed of 27 different cities and
municipalities. The urban economy, though, cannot be separated or completely isolated to
any one geographic location or municipality with Miami as its focal point.

Miami-Dade County is a region with a population of 1.93 million people. It is a
triethnic, trilingual community, with 49.2% of its population Hispanic and 20.6% African
American. Total personal income before the hurricane was $34.7 billion, and per capita
income was $17,823. The county had a total labor force of 976,000 persons.

The Miami-Dade County economy is fairly diverse, with a gross regional output in
excess of $70 billion. While tourism is still the largest component of the local economy,
there are significant levels of activity in wholesale and retail trade, finance, insurance, and
real estate, manufacturing, and transportation, communications, and utilities (Carvajal and
Bueso 1989; Metro-Dade County 1992). In 1992, with a labor force of 976,000 people,
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the unemployment rate stood at 10%, with 878,000 persons unemployed. By sector, em-
ployment was composed of 30.4% in services, 26.6% in trade, 14.6% in government,
9.8% in transportation and utilities, 7.3% in FIRE (finance, insurance, and real estate),
and 3.6% in construction (Beacon Council 1993:55).

Southern and southwest Dade County has been dominated by three main compo-
nents. One is agriculture, primarily centered around the Homestead and Florida City. It
represents approximately $504 million in gross regional output, and 15,000 persons em-
ployed. The second component was Homestead Air Force Base (HAFB), accounting for
employment of 11,000 and links to the county accounting for an estimated $405 million
in local impact (Metro-Dade County 1992:16). Last, this part of the county has been facing
increasing residential development pressures from encroaching urban sprawl.

At the time that Andrew struck the county, unemployment was at 10%. Job growth
in the county had slowed, while population and labor force had continued to rise. A weak
construction sector, combined with local banking’s retrenchment from the real estate sec-
tor, further exacerbated the downward trend in local manufacturing. The failures of three
major employers in the area—Southeast Bank, Eastern Airlines, and Pan American Air-
lines—through their multiplier impact caused additional decline in retail and wholesale
trade (Denslow et al. 1992).

C. Hurricane Andrew’s Impact

Damage and impact to Dade County as a result of Hurricane Andrew was extensive.
While the death toll resulting from the storm was extremely low, with 15 deaths directly
attributable to it, it resulted in temporarily displacing approximately 353 thousand persons
(Smith and McCarthy 1994). The southern part of the county was the most deeply impacted
area, which includes a land area of approximately 1100 square miles. In this area, the
most deeply affected municipalities were Coral Gables, Homestead, and Florida City,
including the heart of Dade County’s agricultural complex.

In terms of loss and damage to structures, the most dramatic impact of the hurricane
was to housing. Metro-Dade County (1993:7-8) reports that 107,876 homes were dam-
aged, 90% of the mobile homes in South Dade were destroyed, and 47,000 housing units
were destroyed. In the months following the hurricane, the vacancy rate in the South Dade
area fell from 4.9% in August of 1992, when the storm struck, to 1.4% in May 1993.
Concurrent with the decreasing vacancy rate, apartment rental rates in the area rose an
average of 10% over this same period (Metro-Dade 1993:8).

West and Lenze (1993) estimate the total physical and structural damages to the
county as $22.571 billion. Almost two-thirds of the damages stem from loss to residential
structures and contents. Of the $10.4 billion in damage to residences and $5.3 billion in
residential contents loss, $8.253 billion and $3.308 billion respectively was rereimbursed
through insurance. Federal assistance into the area, exclusive of loans, amounted to $2.624
billion.

In the South Dade area, in terms of economic activity, of the approximately 8800
businesses in operation before the Hurricane, a year later, only 6324, had reopened in the
area (Beacon Council 1993b). Another 550 had moved their operations outside of the
hurricane impacted area. In terms of employment, this translates into a loss of 19%, from
pre-Andrew levels, with employment in the area from these reopened businesses at 75,000
persons.
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D. Andrew’s Impact on Employment

Direct employment impacts attributable to Hurricane Andrew should manifest themselves
as sharp deviations, either positive or negative, within the third and fourth quarters of
1992 when compared against forecasted employment figures. Medium- and long-term
effects will manifest themselves in a similar fashion. According to some analysts, full
recovery from a major natural disaster could take anywhere between 2 and 10 years (Kates
and Pijawka 1977). In the case of Hurricane Andrew, state forecasters and analysts sug-
gested that Dade County economic activity should return to its pre-Andrew forecast track
by late 1995 or early 1996 (Lenze and West 1993).

Dade County nonfarm employment during the quarter Andrew struck experienced
an overall and immediate decrease. Over the next three quarters, employment continued
to increase (Figure 2). After four quarters, the local economy, in terms of total nonfarm
employment, begins to converge with the ‘‘without’” Hurricane Andrew forecast. This
would suggest that the economic stimulus, resulting from the hurricane, was isolated to
only a few sectors of the economy, or that some geographic factors played an important
part in the question of economic stimuli.

Not surprisingly, the greatest impact and lingering effects of the Hurricane occurred
in the construction sector (Figure 3). Sectoral employment showed a sharp increase, with
strong expansion running through the fourth quarter of 1993, before beginning to taper
off. The forecasts for the region indicate a slow but steady rise in construction employ-
ment, while actual employment levels rose well beyond the baseline forecasts.

Transportation, communications, and public utilities (TCP) was also greatly affected
by Andrew. While, TCP employment in the first quarter of 1992 had bottomed out in
Dade County, by the second quarter it was beginning to rebound. Sectoral employment
in the quarters following Hurricane Andrew, through second-quarter 1994, rose well be-
yond the forecast level of employment for this sector.

The farm sector, with its heart in southern Dade County, the area most affected by
the hurricane, also suffered some of the greatest immediate and short-term employment
losses. However, employment levels rebounded to forecast levels by the first quarter of
1994.

i
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Figure 2 Total non-farm employment.
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Figure 3 Sectoral employment: Construction.

Finance, insurance, and real estate (FIRE) was the only other major sector of the
economy to suffer noticeable while not severe effects resulting from the hurricane. In the
quarters immediately following Hurricane Andrew, while forecast employment rose, ac-
tual employment continued on a downward trend, reaching its trough during the first quar-
ter of 1993. At that point, it begins to follow and eventually converge with the forecast
track of the economy. This course is consistent with the reconstruction period following
the disaster event. As cleanup and repair activities to affected structures and areas pro-
gressed and economic and social activity began to return to normal, this sector of the
economy rebounded as well.

Employment in manufacturing, service, and government sectors showed no signifi-
cant deviation from their baseline economic forecast. Outside of a small drop in service
employment from the second to the third quarters of 1992, Hurricane Andrew caused no
other measurable impact.

Overall, the baseline employment forecasts for Dade County for 1992, second quar-
ter, through 1994, third quarter indicate that there was a one-quarter negative impact upon
employment. This impact had the effect of reducing total county employment by approxi-
mately 15,000 individuals. However, with national economic recovery already in full
swing, it is difficult to attribute too much of the increase in employment levels over the
2 years following Andrew (with the exception of the construction sector) to the stimulus
resulting from reconstruction.

E. Miami-Dade and Structural Adjustment

Comparative analysis from baseline forecasts to actual event statistics points to four gen-
eral conclusions. Employment and income suffered a one-quarter negative impact as a
direct result of the hurricane. Sectoral employment in construction, TCP, and agriculture
were the most deeply affected sectors over the period of analysis. The overall path of
total employment though, through the forecast period, did not vary significantly from
baseline projections. General trend and the underlying patterns to the paths for total re-
gional income and sectoral wage income appears to show little change. However, wage
and regional income data did, in general, follow these existing paths, albeit at elevated
levels through the forecast period.
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Even though damage and impact losses were severe, Hurricane Andrew’s economic
impact on aggregate economic activity, based upon a DCEFM-generated baseline, was
surprisingly limited. In the 2-year period following the disaster, employment and income
in the construction sector was elevated by approximately 17% above baseline and agricul-
tural employment was 8% below baseline. While construction, agriculture, mining, and
TCP sectors showed the most dramatic changes following Andrew, they make up only
13.5% of total employment and 16% of total county wage income. Total employment
registered only a 0.38% increase over baseline, with total wage income registering an
increase of 2.36%.

The variations in employment reported in Table 1 illustrate the limited nature of the
impact and stimulus towards employment in the local economy from Hurricane Andrew.
Reported figures for mining are misleading, as they represent a sectoral decline due to
environmental and developmental pressures within the county. The hurricane’s impact
though, may have accelerated the conversion of land to other uses.

Income variation over the period illustrates similar results as those for employment,
although the results for income tend to show a slightly greater amount of variation (see
Table 2). Sectoral wage income shows an overall increase of 2.36% and sectoral gains
of 17% in construction, 8.15% in TCP, 3.42% in FIRE, and 3.15% in service. Total re-
gional income registered a 6.24% gain over baseline as well; however, overall existing
trend in the growth of income followed national activity, baseline trends, and preexisting
seasonal variation.

Impact upon and adjustment to economic activity as a result of the hurricane, espe-
cially major structural changes and shifts in the direction of growth, would also manifest
themselves in large alterations in the structure of production as measured through sectoral
employment and income as a percentage of total employment and income.

Minor variation in the percentage distribution of employment and income by sector
following Andrew are revealed by these figures (Table 3). In general though, these figures
are fairly representative of continuing trends in the composition of economic activity. The
construction sector, as expected, is elevated above baseline in both employment and in-

Table 1 Average Variation in Employment from
Baseline Forecasts, 1992—-1994

Average Percent
employment variation

Sector (actual) from baseline
Agriculture 11,813 —8.89
Construction 35,676 +17.54
FIRE 63,316 —1.46
Government 125,153 —2.15
Manufacturing 80,919 —0.78
Mining 487 —28.13
Service 255,173 +1.01
Trade 229,243 —0.82
TCP 70,888 +4.62
Total 872,668 +0.38

Key: FIRE, finance, insurance, and real estate; TCP, trans-
portation, communications, and utilities.
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Table 2 Percentage Variation in Sectoral Wage
Income, 1992-1994

Percent (size) Percent

of total wage variation
Sector income in income
Agriculture 0.78 —7.98
Construction 4.22 +17.09
FIRE 9.64 +3.42
Government 18.38 —1.25
Manufacturing 9.22 +0.01
Mining 0.08 —15.55
Service 31.22 +3.15
Trade 15.46 —1.94
TCP 11.00 +8.15
Total wage income +2.36
Total regional +6.24

income

Key: FIRE, finance, insurance, and real estate; TCP, trans-
portation, communications, and utilities.

come by approximately 0.6 percent. Initial impact quarters did show a slightly greater
variation from baseline measure. However, major sectoral shifts never materialized, sug-
gesting that county production structure did not undergo severe sectoral change or up-
heaval.

Structural change and alteration in the pattern and sectoral distribution of employ-
ment and income are all suggested as the possible consequences of a natural hazard (Guim-
araes et al. 1993; Albala-Bertrand, 1993; West et al. 1994). Simulation and theoretical
analysis of the disaster scenario, especially with the use of stylized impact damages, indi-
cate that from an economic perspective, while physical loss is of great concern, disruption

Table 3 Percentage of Employment by
Sector: 1992—-1994 (Average)

Forecast
Sector Actual baseline
Agriculture 1.35 1.51
Construction 4.09 3.43
FIRE 7.26 7.39
Government 14.34 14.73
Manufacturing 9.27 9.38
Mining 0.06 0.08
Service 29.24 29.06
Trade 26.27 26.65
TCP 8.12 7.75

Key: FIRE, finance, insurance, and real estate;
TCP, transportation, communications, and utili-
ties.
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to the economic sphere should have a larger and more deleterious effect (Cochrane 1975;
Ellson et al. 1982; Richardson 1992). With Hurricane Andrew and Dade County, the level
and direction of economic activity does not appear to have changed course.

VI. CONCLUSION

Many urban areas across the world face some degree of vulnerability due to the threat of
natural hazard. Economic development and population growth within an urban area raises
its vulnerability to physical loss and social dislocation. Actual levels of destruction and
damage are functions of an event’s speed, severity, and the specific zone of impact. Eco-
nomic impact depends not only on these same factors but also on the magnitude of disrup-
tion, dislocation, resource availability, and the level of built-in response mechanisms.

Linkage disruption represents the principal source of economic vulnerability from
natural disaster. The case of Hurricane Andrew discussed in Sect. V illustrates this situa-
tion well. Hurricane Andrew caused more than $20 billion in damages—one of the most
costly disasters in the United States in the twentieth century. Physical damages though,
were primarily restricted to residential and agricultural sectors. Additionally, the bulk of
direct hurricane impact was geographically limited to the southern portion of the county.
Generalized linkage disruption did not occur with Hurricane Andrew, as Dade County’s
economic infrastructure was virtually untouched.

Not all of the channels for disruption can be captured using a tool such as a regional
econometric forecasting model. The level of sectoral and spatial aggregation incorporated
into the model preclude direct measurement below the threshold of the simulation. While
it is possible to disaggregate an urban economy from its larger to underlying constituent
parts—i.e., county, to city, to specific census tract levels—the difficulty in obtaining the
requisite statistics often preclude complete disaggregation. Linkages within smaller com-
munities or neighborhoods are difficult to simulate.

Disaster impact can cause damages to firms, households, individuals, and infrastruc-
ture. Neighborhoods within the urban economy reflect the interrelationships between indi-
viduals, households, firms, and infrastructure. Although the movement of firms and indi-
viduals within the urban complex may constitute changes in spatial relationships, they do
not necessarily imply structural change or changes in growth. Over time, neighborhoods
within the urban area may undergo periods with varying degrees of growth and develop-
ment. The urban economy, though, is the result of an evolutionary process.

Natural disasters such as earthquakes and hurricanes have the propensity to cause
abrupt and sudden change. As a result of this abrupt change, disaster presents the greatest
challenge to neighborhoods. Neighborhood recovery, though, is related to more than just
impact damage. Individual access to resources, insurance coverage, and the nature of pre-
existing trends within neighborhoods and communities will also contribute to neighbor-
hood recovery. Abrupt change from a disaster then places peripheral neighborhoods and
communities in decline at risk of only partial recovery or accelerated decline.

Structural change within the urban economy attributable to natural disaster may arise
from a number of causes, among them direct physical impact and linkage disruption. As
both the level of sectoral impact and area of physical impact increases, the greater is the
possibility of structural change. In the short run, with major natural disaster, there is cer-
tainly some temporary alteration of economic activity within the urban area. At the neigh-
borhood level, natural disaster does affect the interrelationship of individuals, households,
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and firms. Disasters’ effects on spatial structure and long-run growth is an area that re-
quires further study.
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Crisis in the U.S. Administrative State

Ali Farazmand School of Public Administration, Florida Atlantic University, Fort
Lauderdale, Florida

l. PROLOGUE

These days, hardly anyone discusses the administrative state, much less the crisis that it
has gone through. This chapter is a reprint of an article published in Administration &
Society in 1989. The decades of 1980s was a period of globally designed structural changes
that affected public sectors around the world. Under two ultra-right-wing conservative
political leaders, Ronald Reagan in the United States and Margaret Thatcher in Britain,
a worldwide anti—public sector crusade was launched under the banner of antibureaucracy
and antigovernment. It shrank the realm of public spheres, public sector, and public admin-
istration not only in the United States and Britain but also around the world. Under the
directions and pressures of these two countries, the World Bank (WB) and International
Monetary Fund (IMF) instructed almost all developing and underdeveloped nations to
adopt ‘‘structural adjustments,”’ ‘‘deregulations,”” *‘privatization,”’ and commercializa-
tion of their public sectors, public enterprises, and public administration. Therefore, the
administrative state came under relentless attacks, causing severe diminution and crises
in its institutional and legitimacy foundations.

Interestingly, it was the same world organizations and same global governments
that pressured developing countries to nationalize industries and take leading role by the
state in running their economies and carry out national development projects. Key to this
earlier development was massive growth and expansion of the bureaucracy, administrative,
and welfare state. Public enterprise also grew dramatically, and public corporations ex-
panded. This was still in the so-called Cold War era, in which the two world-system
powers, America and the USSR, competed against and checked each other in international
arena. The late 1970s brought economic decline in world capitalism and, along with other
crises in political and social systems, institutional crises paralyzed corporate America as
well. With the acceleration of the globalization of capital at the turn of the 1980s, when
the two ultraconservative leaders of the western capitalism began their global crusade
against state capitalism and against the public sector, the crisis of the administrative state
intensified.

As will be seen later in this chapter, the administrative state had already come under
attack from a variety of sources, including some academics and corporate elites. The latter
wanted to structurally alter the power structure and the organization of society and econ-
omy with a monopolistic way in favor of corporate power structure. Therefore, privatiza-
tion was launched as a global strategy of globalization, and its aim has been to shrink the
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public sector, set it for failure so more public sector functions could be taken by corporate
elites, and to expand the chaotic corporate market sector, full of instability and disorder.
Bureaucracy was an antithesis of disorder for decades, and that is how the corporate capi-
talism grew and prospered in the twentieth century.

The administrative state became a major target of the corporate power structure led
by the elites whose interests dictated such massive structural adjustments in and outside
of the United States. With the fall of the USSR, there was no reasons for the continuity
of the welfare administrative state; it was time to totally dismantle it. This indeed hap-
pened, but there was a point that most scholars and researchers have either ignored or are
unaware of: the public bureaucracy and the administrative state was reshaped dramatically
by the conservative crusaders, their mission and purposes of serving broad public service/
public interests or common good were replaced by particularistic interests of the big busi-
ness corporate elites, whose dominance and control of most powerful organizations and
economy of the nation and of the world have frightened many observers. The service-
oriented side of the administrative state was slashed by massive programmatic and budget
cuts, while the functions of military, policing, social control, criminal justice, and court
systems were expanded. Today, there are more police forces, more budget allocations for
the policing functions, and a lot more that designed to control the citizen public and to
provide stability and order that are essential to the smooth function of the market sector.

Therefore, the bureaucracy and administrative state did not vanish; they were re-
formulated and reemerged as entrepreneurial leadership structure. With the fall of the
USSR, the name administrative state has become virtually extinct, and its place has been
supplanted by the coercive corporate welfare state. But what was the nature of crisis in
the administrative state? The rest of this chapter addresses this question.

This article argues that the U.S. administrative state is in a legitimacy and institu-
tional crisis, that this crisis can be understood in relation to the concurrent crises facing the
socioeconomic and political systems in America, that the current crisis is a result of the
inherently contradictory role of the administrative state in American society, and that
the politics-administration interface and the new political administration theory of the
1980s have had major consequences for the administrative state and for the society. Fi-
nally, the article briefly suggests an alternative solution to the problems of administrative
state in America.’

The administrative state in this study refers to the complex of institutions (depart-
ments, agencies, organizations) of the executive branch of the federal government, with
the exclusion of the Department of Defense. Strong evidence shows that the administrative

"' This article is an updated and expanded version of the original paper ‘‘Politics of the Federal
Bureaucracy and Administrative Theory under Reagan,”” presented at the 47th National Conference
of ASPA in Anaheim, California, March 13—-16, 1986. Information has been collected from several
sources. Interviews were conducted with 35 federal officials (former and present) at the MSPB,
Office of Special Counsel, senior staff members of the Congress, scholars in the field, and federal
employees’ union officials. Also government documents on the subject were carefully examined
at the OPM Library and the Library of Congress, scholarly works in the field were reviewed, and
other official and unofficial reports and secondary information were examined. Because of space
limitations, a detailed analysis of the historical context of the administrative state has been ne-
glected. I have done this elsewhere. See Farazmand, Crisis in the U.S. Administrative State: A
Political Economy Analysis (Praeger, forthcoming).
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state is facing another crisis of legitimacy. For example, Rosenbloom (1983: 225) argues
that ‘‘accumulation of legislative, executive, and judicial functions in administrative agen-
cies runs counter to the deeply ingrained desire within the political culture for a system of
checks and balances.”” Caiden (1983: 1) contends that public administration is defenseless
against accusations of being *‘parasitic, unproductive, inefficient, wasteful, incompetent,
corrupt, and above all unnecessary.”” B. Rosen (1986), Goodsell (1985), Rohr (1986), H.
Rosen (1985), and Schroeder (in ASPA, 1987a) discuss aspects of the current crisis and
defend a strong role of the administrative state in society because they recognize the threat.

The first step toward understanding the crisis is to explain the rise of the administra-
tive state and its legitimacy problem in an historical context.

Il. SYSTEM LEGITIMACY AND THE RISE OF THE
ADMINISTRATIVE STATE

A central characteristic of the American political system is its consistent inconsistency:
Policies and programs of one period dominated by one political party are often either
removed or drastically changed in another period dominated by another party. This incon-
sistency in the system and its policy process has affected the role of the state in general
and the administrative state in particular in American society since the creation of the
Republic. Therefore, the role of the administrative state has for two hundred years been
unclear, a problem that ‘‘again confronts the nation as it moves into a new international
economic and technological order’” (Carroll 1987:106). The consistent inconsistency of
the system has contributed to the second central characteristic: the ‘‘reactive’’ nature of
the policy process and policy politics (Greenberg 1986).

Public administration has existed in the United States since the colonial period be-
cause no government can govern without administrative organizations. But the real rise
of the administrative state is generally dated from the 1880s and particularly to the 1930s
(Nelson 1982; Rohr 1986; Skowronek 1982; Stillman 1987). What has caused this phe-
nomenon? Briefly stated, the socioeconomic conditions of American society in the post-
Civil War period were characterized by increasing inequality and a lack of real freedom,
compounded by the problems of corruption, the spoils system, recurring business cycles,
and the growing power of the national government through force and administrative gover-
nance (Rohr 1986; Stillman 1987). However, three major forces seem to have contributed
significantly to the rise of the administrative state since the late nineteenth century: the
farmers’ movement, the labor movement, and the Civil Service and Reform Movement.
As Stillman (1987:5) notes, ‘‘The administrative state began much less auspiciously . . .
with the aggressive agitation by aggrieved midwest farmers over what they viewed as
imposition of unfair, gouging rates by monopolistic railroads. It was a nasty fight, almost
a classic Marxian economic contest between classes.”” Also the Grange movement and
other lower-class demands made possible the passage of the Interstate Commerce Com-
mission (ICC) in 1887 to remedy these intense socioeconomic problems.

Similarly, the labor movement had a major contribution to the rise of the administra-
tive state. The rise of the industrial union, the Knights of Labor, in the late nineteenth
century, and its continuous demand for major socioeconomic changes in the society is a
good example. The economic panic of 1873 worsened the ‘‘insecurities’’ of the now al-
most ten million nonagricultural workers, who also were threatened by technological ad-
vancement in the system of mass production. Therefore, the activism of the labor move-
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ment, especially under the leadership of the Knights of Labor, challenged the status quo
since ‘it proposed workers cooperatives to replace capitalism and wanted to do away
with the wage system’’ (Rosenbloom and Shafritz, 1985:76). While the Knights of Labor
organization was dissolved in Chicago’s Haymarket Square, some of its ‘‘goals eventually
came to fruition; among them were the 8 hour day, the abolition of child labor, the creation
of a national bureau of labor statistics, and weekly payday’” (Rosenbloom and Shafritz
1985:76).

But the Civil Service and Reform Movement seems to have made the greatest contri-
bution to the rise of the administrative state. Space limitations here preclude adequate
analysis of the spoils system and the consequent reform movement that resulted in the
1883 Civil Service Reform (Pendleton Act). It is sufficient to say that this movement had
a tremendous impact on public administration.

Thus the reactive system and its government responded to the societal forces’ poten-
tial of challenging the system. This response was delivered through the growing intermedi-
ating administrative state. As Stillman (1987:6) notes, it *‘provided a much needed consti-
tutional corrective [emphasis added], offering enhanced individual freedom through the
positive enlargement of the public sphere to check and balance unrestrained private power
on individuals, groups, and society as a whole. It effectively supplemented, not supplanted,
the Constitution. . .,”” which, as an economic document, addressed ‘‘the interests of those
who wrote it”’ (Beard 1986:vi).

A central contradiction of the capitalist economy is that ‘‘wages, a cost of produc-
tion, must be kept down; wages, a source of consumer spending, must be kept up’’ (Dollars
and Sense [1976], quoted in Parenti 1983). This contradiction is a ‘‘source of great instabil-
ity, leading to chronic overproduction and underconsumption’’ (Parenti 1983:17). Without
the intervention of the federal government in the management of the business cycle, many
convincingly argue, the country ‘‘would continuously face collapse,”” undermining system
legitimacy. From the end of the Civil War to the Great Depression of 1929, *‘the American
economy suffered sixteen major recessions or depressions’” (Greenberg 1986:296).

The Great Depression of the 1930s was so severe that ‘‘none of the supposed ‘self-
correcting’ feature of the free market was sufficient to bring the nation out of the dol-
drums’’ (Greenberg 1986:296). The economic crisis of the 1930s was a potential threat
to the legitimacy of the economic system and the political authority, and the enlargement
of the administrative state was an inevitable and necessary consequence. The labor move-
ment again questioned the legitimacy of the laissez-faire economic system, and its socio-
political activism caused major threats to the political authority. The New Deal policies
of the 1930s were aimed not only at rescuing the collapsing business sector, but also at
preventing a massive social upheaval and buying legitimacy. For example, Rosenbloom
and Shafritz (1985:24) note that ‘‘the crash of 1929 and its aftermath seemed to many to
require a radical reorganization of the society. It appeared as though the capitalist system
had failed.”” Parenti (1983:85) reports that ‘‘actually the New Deal’s central dedication
was to business recovery rather than social reform. . . . Faced with massive unrest, the
federal government created a relief program that eased some of the hunger and starvation
and—more importantly from the perspective of business—Ilimited the instances of violent
protest and radicalization.”’

Similarly, Piven and Cloward (1971:46, 1985) argue that the policies of the New
Deal were a response to the political unrest of millions of Americans in misery. Once the
threat subsided as a result of government aid, they argue, ‘‘large numbers of people were
put off the rolls and burst into a labor market still glutted with unemployed. But with
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stability restored, the continued suffering of these millions had little political force.”” For
example, while the Wagner Law was a positive response to labor pressure in the 1930s,
the Taft-Hartley Act limited the rights of labor in the 1940s (Rosenbloom and Shafritz
1985). Greenberg (1986:315) argues that the Social Security Act was ‘‘Franklin Roose-
velt’s response to the threats represented by widespread factory takeovers, the ‘share the
wealth’ plan of Huey Long, and the popular Townsend movement.”” Witte (1962:v) reports
the very large movement led by Frances Townsend of California who advocated a broad-
based social reform and welfare plan. His petition was signed by 25 million people. Others
also argue that the relief measures of the 1930s and 1960s were instruments of social
control of the poor and disenchanted people whose potential threat to the system legitimacy
was recognized.

The growth of the administrative state, then, became a reality in response to prob-
lems of legitimacy and system crisis. The Keynesian revolutionary macroeconomic poli-
cies advanced ideas for solving the problems of unemployment, economic growth, and
distribution of income in society; and the government, through its now large administrative
state, became the coordinator of the system.

The administrative state further grew when the military and international role of the
United States grew at an unprecedented rate, putting the country on a ‘‘permanent war
footing since 1941. Well over one-half of all budget expenditures since that date have
been devoted to military activities”” (Greenberg 1986:297 [emphasis in the original]). The
Vietnam War and the domestic social upheavals made the enlargement of the administra-
tive state possible even further. The massive federal grants-in-aid flew from the federal
government and Lyndon Johnson’s War On Poverty and Great Society programs required
major administrative actions to provide relief services and meet the challenges of civil
rights and other movements of the urban poor.

The growth of the administrative state began to be seriously questioned in the 1970s.
The end of the Vietnam War in the 1970s that produced many losses, the Watergate
scandal and the political crisis of the Presidency, the energy crisis of 1973 through 1974,
the two victorious revolutions in Nicaragua and Iran, the hostage crisis, the budget and
trade deficits crisis, double-digit inflation, double-digit unemployment, and other problems
associated with the general performance of the government as the solver of all problems
and as the driving force of society had a tremendous negative impact on the public percep-
tion and attitude toward government, causing a major ‘‘confidence gap’’ and a “‘crisis’’ in
the system. This crisis was aggravated by the economic recessions and many international
political and economic challenges (Downs and Larkey 1986; Fainstein and Fainstein 1984;
Feinberg 1983; LaFaber 1984; Lipset 1987; Parenti 1983; Schott 1984). Thus the crisis
and confidence gap about government performance widened. But the main target of criti-
cism and attack became the administrative state and the government.

lll. REACTION TO AND THE CRISIS IN THE
ADMINISTRATIVE STATE

The rise and expansion of the administrative state has aroused significant reaction from
many directions, which, along with other factors, have contributed to the diminution of
its infant legitimacy. The following is a brief account of these reactions and sources of
the crisis.
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A. Reactions

Judicial reaction. The federal judicial response to the rise of the administrative state has
been characterized by an initial hostility and eventual ‘‘partnership’” in which the courts
have become more intrusive. The Roosevelt Court was the first to face the major adminis-
trative expansion created by the New Deal. Citing several cases like Wyman v. James,
Spady v. Mount Vernon, U.S. v. Richardson, Branti v. Finkel, and Schecter Poultry v.
U.S., Rosenbloom (1987, 1986:130) clearly shows the initial hostility of the judiciary
toward the administrative state. Rosenbloom (1983:225) notes that this strain on the sepa-
ration of powers has contributed to a ‘‘crisis of legitimacy in public administration.”’

Politicians’ reactions. Being primarily interested in getting elected and reelected
and enjoying the privileges of political power, the politicians—both conservative Republi-
cans and liberal Democrats—have attacked the administrative state and its bureaucracy
in general without making a distinction between the military-security bureaucracy and the
general, public service bureaucracy. This lack of distinction has often confused the prob-
lems of the large size and ‘‘pathological’’ behaviors of the bureaucracy. The politicians
(members of Congress, presidents, and their political appointees) have much to gain politi-
cally from attacking the administrative state and its bureaucracy by blaming it for their
policy failures (Greenberg 1986; Jones 1983).

The conservatives’ attack on bureaucracy has usually been based on the classical
economic theory of limited government and market supremacy. They argue that big gov-
ernment is a strain on the free market system, that government limits the freedom of
choice, that the bureaucracy is a major source of economic problems, and that it endangers
democracy. The general expression is ‘‘getting the government off our back™ (Boas and
Crane 1985; Butler et al. 1984; Salaman and Lund 1981; Stockman 1987). The conserva-
tive attacks, however, have been consistently paradoxical. Rather than questioning the
“‘outcome’’ of the administrative state activities ‘‘(who benefits?), conservatives examine
the inputs (who directs the process? how much does government regulation cost?) and
outputs (what is the total benefit?)”’ (Fainstein and Fainstein 1984:311); and their solution
to the problem of bureaucracy is privatization and deregulation. The Reagan presidency
seems to be the best representative of this ideological argument. As a group of contempo-
rary observers of American government state, in a document known as the ‘‘Blacksburg
Manifesto,”” in the 1980s: ‘‘we have also allowed public administration to be diminished
by the headlong rush to adopt a policy or program perspective excessively focused on
output without a balanced concern for the public interest. Output and the public interest
are often erroneously assumed to be synonymous’’ (Wamsley et al. 1987:302). Public
agencies can generate high outputs in the short run, but they may do so at the expense
of their own *‘infrastructure and capabilities’” (Wamsley et al. 1987:302), as well as long-
term public interests. Public agencies should not be compared with private corporations
that achieve output often at the expense of social equity, environment, and labor well-
being without being accountable to anyone for their harmful actions.

While the conservative politicians’ attacks on the ‘‘welfare state’” have had tremen-
dous negative impacts on the administrative state (as will be shown later), they have,
ironically, both contributed to and significantly benefited from bureaucratic growth. In
times of socioeconomic and political crises, they joined the liberal politicians to expand
the welfare state because the state was vital to the continuous accumulation of capital and
maintaining social control and political stability. As one of the top conservative politicians,
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former OMB Director David Stockman, put it: ‘“The conservative opposition helped build
the American welfare state brick by brick during the three decades prior to 1980.”” Regard-
ing the expansion of Medicare and Social Security, Stockman adds, ‘‘Over two decades
an average of 80 percent of House Republicans and 90 percent of Senate Republicans
voted for these expansions’ (Stockman 1987:442, 447). According to an observer of
American politics, the ‘‘mainstream’” Americans have always had a ‘‘consensus’’ on mat-
ters of politics and policy: ‘‘Republican opposition to the New Deal was simply a matter
of time-lag, . . . By the time the Republicans regained office—in order to regain office—
it was necessary for them to catch up with the consensus. Eisenhower came to administer
the welfare state, not dismantle it”” (Wills 1971:509). It was the ‘‘mainstream’’ consensus
that made the conservative Richard Nixon an ultimate liberal, who had to continue the
American tradition of ‘‘liberalism’ (Wills 1971:Chap. 6).

Thus the last three decades of state intervention in the economy both domestically
and internationally benefited the conservative as well as liberal politicians and their *‘big’’
interest groups. The recent crisis in the stock market crash of 1987, and the urgent call
for government intervention into the marketplace, is another good example.

The liberal reaction to the administrative state has been mainly based on a concern
for representative democracy. Liberals, unlike conservatives, recognize the need for the
administrative state, or welfare state, for political and socioeconomic reasons. Their accep-
tance of the interventionist state in society and economy reflects their concern for the
possible undesired consequences of the crisis-ridden, unchecked, inequality-generating
system of the marketplace. They object, however, to the exercise of power by the bureau-
cracy because of its unelected position. The liberal politicians reserve the right of govern-
ment policymaking for the elected members of the system. They too have contributed to
both the rise and diminution of the administrative state, as the bureaucracy has always
served them as an easy target for attacks during election campaigns. Almost every presi-
dential candidate has promised voters that he or she would *‘fix’’ the problem of uncon-
trolled bureaucracy, again making no distinction between the military-security bureau-
cracy and the general, public bureaucracy (Goodsell 1985; Greenberg 1986; H. Rosen
1985; Rourke 1986b).

Media reaction. The media and press have also contributed significantly to the crisis
of the administrative state. State agencies have often become the targets of attack for
government inefficiency, waste, corruption, red tape, and other stereotypes. Owned and
controlled by major corporate and influential business concerns, television and the press
usually induce a negative public image of the administrative state, and its performance.
On the other hand, little criticism is offered of corporate waste, fraud, crime, inefficiency,
and market failures. They distinguish between the public and private bureaucracies, and
promote a negative public perceptions of the welfare state (Downs and Larkey 1986;
Goodsell 1985; Parenti 1983).

Public reaction. The public response has been based on the general image of the
administrative state shaped primarily by politicians, business leaders, and the media, and
secondarily by contacts with the bureaucracy at different levels. The political values of
liberal democracy, limited government, liberty, and free enterprise have, as parts of Ameri-
can political culture, influenced the views of the public that government is bad, and this
is reinforced through the political socialization process (Greenberg 1986; Hartz 1986;
Rosenbloom 1986). As a result, the public has a distasteful, hostile reaction to the adminis-
trative state and the bureaucracy (without making any distinction between the two public
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bureaucracies). They do not seem to realize that the very survival and expansion of the
private, corporate sector requires a strong national administrative state (Macpherson,
1987).

Business reaction. While business, especially the corporate sector, has often reacted
negatively to the rise and expansion of the administrative state, its self-interest has some-
times pointed in the other direction. For example, business supported the policies of the
New Deal to rescue it from the collapse of the 1930s, ‘but as the New Deal moved toward
measures that threatened to compete with private enterprises and undermine low wage
structures, businessmen withdrew their support and became openly hostile’” (Parenti 1983:
85). Despite the continued protection of the state in domestic areas (subsidies, contracts,
protective regulations, tax credits, stability, and order) and the international sphere (mili-
tary interventions in countries threatening the interests of the transnational corporations,
concessionary gains secured through government negotiations, and so on), business has
remained hostile toward those parts of the administrative state that form the welfare state.
This same state rescued major corporations such as Chrysler, Exxon, Union Oil, and others
by ‘‘giving several billion dollars’’ to them since the 1970s (Stockman 1987:415). Another
example of state protection is Ronald Reagan signing a *‘bill paying dairy farmers $1,300
per head not to milk their cows’’ (Stockman 1987:418 [emphasis in the original]).

Academic reaction. Fascinated by the notion of representative democracy through
election, the academicians have also made their contribution to the legitimacy crisis of
the administrative state, some intentionally and others unintentionally. The main argument
of the academic critics has been that the center of power in the twentieth century has
shifted from the elected legislative branch to the administrative state. This, they argue,
has endangered democracy, representation, and accountability. They claim that the separa-
tion of power has ‘‘collapsed,’” and that the characteristics of the bureaucracy (as defined
by Max Weber) run counter to democratic values (Nackmias and Rosenbloom 1980; Ro-
senbloom 1983; Wilson 1986). Therefore, the ‘‘fourth branch’> (Meier 1987) of govern-
ment has become a giant force of political as well as organizational power that makes
policy, implements it, and adjudicates differences. As a result, a ‘‘bureaucratization’’
(Nackmias and Rosenbloom 1980) of the three branches of government along with the
other parts of society has taken place, and America has become the captive of a ‘‘profes-
sional state’” whose members are neither elected by nor accountable to the public. Perhaps
among the best representatives of this position are Frederick Mosher (1968), James Wilson
(19864, b), Francis Rourke (1986), and the conservative scholars in economics and public
administration associated with public choice theory, namely, William Niskanen (1971),
Vincent Ostrom (1973), and those of the Heritage Foundation think tank (Butler et al.,
1984; Salaman and Lund 1981). Others such as Ralph Hummel (1982) and Fred Thayer
(1981) have criticized the nature of corporate as well as public bureaucracy from psycho-
logical, political, and philosophical points of view. While the former groups have directly
contributed to the crisis in the administrative state, the latter group’s consistent criticism
has also had an indirect effect on the administrative state. Similar ‘‘corrosive influence’’
upon the administrative state came from humanistic psychology and a variety of cultural
dynamism during the 1960s (Wamsley et al. 1987:303).

Leftist intellectual reaction. The Marxist reaction rests on the argument that in ad-
vanced capitalist America, the administrative state is a strong instrument serving the ruling
class, and that the role of bureaucracy and state in society is determined by the economic
requirements of capital accumulation. They attack the bureaucracy for its lower-class op-
pression and parasitic nature (Miliband 1969; O’ Connor 1973; Offe 1985a, 1985b; Poulan-
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tzas 1978). From this perspective, the capitalist welfare state ‘(1) is largely devoted to
enhancing the process of capital accumulation rather than directly increasing the welfare
of the masses; (2) it provides social benefits only as they are necessary for capitalist
legitimation; (3) it is the servant rather than the master of the capitalist class’’ (Fainstein
and Fainstein 1984:310-311).

B. Other Sources of the Crisis

One source of the administrative crisis is the very ambiguous meaning of the administra-
tive state itself. For example, ‘‘welfare state’” has variably been defined as a ‘‘particular
state in the development of society,”” as a ‘‘way of life,”” as a ‘‘set of social and economic
policies,”” as ‘‘the mode and pattern of government, . . . and expansion of bureaucratic
system,”” and as ‘‘not only a product of government action but also a type of society
where families fulfill an important role’” (Shiratori 1986:193—197). Various types of wel-
fare states are identified by emphasizing freedom, autonomy, values, affluence, and frater-
nity. The concept is thus confusing. Is the military-security state part of the administrative-
welfare state? How is bureaucracy differentiated from the welfare state?

Another source of the crisis is the distinction between the public and private sectors.
Convincing arguments have been made for differentiating public from private sectors in
terms of organization, accountability, responsibility, constitutionality, legality, and so on
(Allison 1987; Perry and Kraemer 1983). Yet the boundary has been blurred and most of
what the public sector does is through the private corporate sector, and much of what the
private sector does is subsidized, assisted, and protected by the public sector (Goodsell
1985; Greenberg 1986). This has led some theorists to claim that ‘‘all organizations are
public’’ (Bozeman 1987). The public does not know that many of the problems of the
administrative state are actually caused by the private sector. The bureaucracy and the
administrative state are expected to do impossible things and to perform functions with
multiple and unclearly defined goals. It also takes social costs of the market mechanism.
Nevertheless, the public bureaucracy has been charged with inefficiency, corruption, red
tape, and lack of accountability and political responsiveness. These charges have come
from every direction.

Another source of the crisis is the Constitution itself. It does not even mention either
administration or bureaucracy; rather it emphasizes the separation of powers. Thus the
lack of constitutional legitimacy has always made the administrative state an easy target
for political criticism (Rohr 1986). Consequently, ‘‘the history of the modern administra-
tive process can be seen, then, as having been marked by an extended sense of crisis’’
(Freedman 1978:9). Further, as Wamsley et al. (1987:302) state, public administrators
themselves have also contributed to the diminution of the administrative state. ‘‘For their
part, public administrators have been entirely too timid in pressing their rightful claim to
legitimacy.”” They have also been ‘‘hesitant about extending the agency perspective in
pursuit of a broader definition of the public interest’” and in defending the legitimacy of
the administrative state through their administrative behavior that would lead to building
“‘trust among citizens’’ (Wamsley et al. 1987:302).

Still another source of administrative crisis is the nature of its role in modern capital-
ist society. To maintain its relative legitimacy, the modern state has to play two simultane-
ous but often contradictory roles: The economic role of providing the optimal conditions
for capital accumulation (even through coercive intervention at home and abroad) and the
sociopolitical role of maintaining order, stability, and social control. A balanced perfor-
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mance of these two roles would be ideal, but it is rarely achieved and seems almost impos-
sible because any such balanced administrative action will require an equal division and
exercise of power by the administrative state in society. It also requires an autonomy from
private business, especially the corporate sector, a constitutional legitimacy, and an ability
to take from capital and distribute it to those whose consent is necessary for system mainte-
nance.

None of these requirements can be satisfactorily met, because the modern state is
not and never has been neutral. The administrative state is dependent on and is mainly
controlled by capital; it does not have a recognized status of constitutional legitimacy;
and it is always subject to charges of limiting capital accumulation and liberty. This is
because taking from capital and giving to others for system maintenance decreases capital
accumulation and would enlarge the public sector that may seek autonomy and,in an alli-
ance with a massive clientele, attempt to challenge the corporate sector (Connolly 1984;
Habermas 1984; Held et al. 1983). This would be destructive to the reign of the corporate
sector. The business sector would not tolerate it, as it never has. However, reality shows
that the state usually takes over unprofitable but ‘‘necessary operations and/or is absorbing
the cost of looking after that part of the labor force which technological change has made
redundant’ (Macpherson 1987:67).

The ‘‘incoherent’ nature of the modern administrative welfare state has also been
explained by economist Kenneth Arrow (1963), who shows the problem of internal contra-
dictions in defining a democratic ‘‘social welfare function.”” The welfare state is also
called impossible, according to Heidenheimer et al. (1983:330), because ‘‘it fails to satisfy
socialist criteria for production organized around social needs rather than profit motives
... [and] the welfare state also fails to satisfy conservative criteria for maximizing individ-
ual liberty. It does not leave people, as Milton Freedman put it, ‘free to choose,” and it
neither fully accepts nor rejects market mechanisms.”” The result is a legitimacy crisis of
the state in general and the administrative state in particular.

The last source of crisis in the administrative state is the problems facing the eco-
nomic and sociopolitical systems. As discussed earlier, the international politico-economic
challenges facing the United States and the internal crises emanating from major economic
recessions and depressions and political crisis, and so on, of the 1970s and 1980s, have
resulted in a ‘‘confidence gap’’ on the part of the masses and, therefore, a general crisis
in the system. Evidence is abundant, Skolnick and Currie (1985) suggest, that the ‘‘crisis
in American Institutions’” covers the family, environment, workplace, health, education,
welfare, and national security. Schott (1984) shows the ‘persistence of economic prob-
lems in capitalist states.”” Greenberg (1986), Parenti (1983), Habermas (1984), Connolly
(1984), Thayer (1984), Macpherson (1987), and others also show how significant the legit-
imacy crisis in America is. Generally, this blame has been shifted to the government and
its administrative state.

IV. CONFIDENCE GAP AND POLITICS-ADMINISTRATION
INTERFACE IN THE 1980s

The confidence gap resulted in the *‘triumph’” of politics to restore system legitimacy in
the 1980s. The rise of the conservative-right to power under the leadership of Republican
““crusaders’’ (Stoessinger 1985) was made possible by two broad phenomena: the diver-
sion of public attention from internal crises to the external threat of the Soviet Union and
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the spread of communism and a constant attack on the administrative welfare state. Both
have been advanced in the names of democracy, liberty, and American supremacy as
the leader of the free world. The principles of limited government, market supremacy,
deregulation, supply-side economics, ideology, and global military might have been ac-
companied by a resumption of cultural and religious fundamentalism. This has been instru-
mental in rallying millions of uninstructed voters behind Ronald Reagan, who promised
to restore American military and economic dominance in the global sphere (Carroll et al.
1985; Levine 1986; Newland 1983, 1987).

The triumph of politics has been of four types: (1) interest group politics, which has
emphasized the maximization of the interests of the strongest supporters of the Republican
regime both financially and politically at home and abroad; (2) partisan politics, which
has emphasized traditional, conservative Republican values of politics, economics, and
culture; (3) policy politics, which has advanced to enhance both the special, big interest
group politics and partisan politics; and (4) bureaucratic politics, which has served as a
power instrument to enhance the above three types of politics (Cigler and Loomis 1986;
Dye and Zeigler 1987; Joe and Rogers 1985). The triumph of conservative politics over
administration has further aggravated the legitimacy crisis of the administrative state,
which over decades had gained a professional legitimacy for public administration as a
self-conscious enterprise.

A. BReagan’s Political Administration

The Reagan administration’s unprecedented attacks on the federal bureaucracy and admin-
istrative state have resulted in a theory and style that Chester Newland (1983) properly
calls ““political administration.”” The major tenets of this political administration, most of
which have been made bipartisan, include: ideological orientation of Reaganism; limited
government; personalized presidency; supply-side management; privatization of public
service; internationalized, warfare-security-oriented state; politics-administration dichot-
omy; overcentralization of policymaking led from the White House; high level of politici-
zation of the bureaucracy and civil service; excessive practice of patronage and spoils
system in the civil service; excessive and illegal use of partisan activities in the civil
service; emphasis on conservative regime-enhancement; ‘‘Government of Enemies’’; de-
regulation; corporate protectionism; antilabor and antiunionism; and attempts to reverse
many policies and Supreme Court rulings of the past that were aimed at reducing economic
injustice and serving the general public interest (ASPA 1986b; Goodsell 1985; Heclo,
1984; Levine 1986; Newland 1983, 1987; Parenti 1983; Perlmutter 1984; B. Rosen 1986;
Rubin 1985).

B. Tools of Regime Enhancement

The following have been used as major tools for politicizing the federal bureaucracy and
civil service, serving the ‘‘particular,”” big economic interests of the corporate sector, and
achieving regime-enhancement: (a) extensive use of budget and program cuts, im-
poundments, deferrals, and recisions to ‘‘shrink’’ the size of the federal nonmilitary agen-
cies while enlarging the military-security bureaucracy (Stockman 1987: epilogue), making
it, as Keller reports, ‘‘the world’s largest bureaucracy run out of control’” (Keller 1985);
(b) extensive use, and abuse, of the provisions of the Civil Service Reform Act of 1978,
especially the Performance Appraisal and the Senior Executive Service systems, to reward
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the ideological, political, and personal loyalists, to co-opt potential supporters, and to get
rid of unwanted personnel (Levine, 1986; Newland, 1983; H. Rosen, 1985); (c) extensive
use, and abuse, of RIFs (reduction-in-force) to cut the size of the federal work force,
which has resulted in the subsequent congressional and public employees’ union protests
(ASPA 1986¢, 1985; Rich, 1986a, 1986b; U.S. Government, MSPB-OPM, 1984). ““The
current administration has brought an ideological dimension to the process’” of RIFs.
Consequently, ‘‘the process has been upgraded to a policy level’” (Rich 1986b:3).

Other tools include (d) extensive use, and abuse, of reassignments of non-Republi-
can, career personnel to undesirable positions and geographical locations (‘‘described as
Siberia’’) as a mechanism for inducing resignation and co-optation (H. Rosen 1985:chaps.
4-8). A good example of this policy-level practice is the case of the reassignment for
resignation of Dr. Maxine Savitz, a Senior Executive Service (SES) career appointee in
the Department of Energy in 1982 (U.S. Congress 1983a, b). A congressional hearing
concludes that through ‘‘RIFs, reorganizations, and unprecedented attrition, those offices
and programs in disfavor with the Department of Energy management have been crippled
by inadequate staff, shifting managers, and poor productivity due to the removal of quali-
fied personnel and a severely demoralized work force’” (U.S. Congress 1983b:1).

Other tools of control include: (e) extensive ideological socializations and indoctri-
nation for political appointees and their key administrators; (f) attempts to dismantle cer-
tain agencies with weak clienteles, while increasing the budget of agencies with powerful
clienteles (e.g., Veterans Administration); (g) reorganization; (h) overcentralization of the
federal bureaucracy by eliminating the middle-level managerial positions and concentra-
tion of policy functions in the White House; and (i) separation of policy from administra-
tion (Carroll 1987; Newland 1983; B. Rosen 1986; H. Rosen 1985).

While the administration has systematically rejected pro-poor protection, it has pro-
vided protection to the big business and corporate giants—through deregulation, billions
of dollars in subsidies, guaranteed loans, tax credits, relaxation of labor laws, and attempts
to reverse past legislation and Supreme Court decisions intended to limit the abusive power
of the private sector in personnel actions (ASPA 1985; Stockman 1987:chap. 12, epilogue).
The recent EEOC decision to abandon hiring goals and timetables and the administration’s
attempt to nullify some of the provisions of the Civil Rights Act of 1964 are but two
examples (ASPA 1986b:1, 4). According to a member of the U.S. Civil Rights Commis-
sion, the agency has lost its credibility ‘‘and become a little Beirut in the Potomac . . .
[and] is no longer an important voice on behalf of national goals and ideals’’ (quoted in
ASPA 1986b:1, 4). Partisan politics have been highly promoted and the Hatch Acts of
1939 and 1940 have been extensively used to punish those public employees and their
union officials who participated in voting registration activities and/or endorsed Demo-
cratic candidates during the 1984 presidential election.

Whistle-blowing has become a most dangerous action in the federal bureaucracy,
leading to quick dismissal without protection. Even congressional members advise whis-
tle-blowers to make their disclosures anonymously, and the Reagan appointee in charge
of protecting whistle-blowers advised them in 1984: ‘‘Unless you’re in a position to retire
or are independently wealthy, don’t do it. Don’t put your head up, because it will get blown
off”” (H. Rosen 1985:93). This problem has recently caused Congress to pass another law
to ‘‘ensure that civilian employees of government contractors are afforded job protection,
and in some cases monetary rewards, for turning in unscrupulous contractors’’ (ASPA
1986a:1, 4). In short, the triumph of conservative particular interest politics under Reagan
has had dramatic impact on the administrative state.
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C. The Impacts and the Crisis

Some of the major impacts of Reagan’s policies on the administrative state are the fol-
lowing.

Loss of expertise and institutional memory. Strong evidence indicates that a large
number of well-trained, highly competent professional career personnel, whose commit-
ment to public service has served several presidents, are no longer in the civil service.
Many have been separated by reorganization and RIFs (especially at GS 5-13), 49%
of whom are minorities and women (U.S. Congress 1984:2—3). Many others have been
reassigned either to undesired locations and positions or demoted (e.g., people with Ph.D.s
to clerical jobs). More important, many others have left public service and have taken
higher-paying executive positions in large corporations. This is especially true in the case
of SES: by March 1983 40% of these invaluable public servants had left civil service,
22% were planning to leave, and 72% indicated that they would not recommend federal
government careers to their children. By mid-1984, 45% of the SES executives ‘‘had left
the government’” (Goodsell 1985:174—-175; Heclo 1984:12—14; Levine and Hansen 1985).
This is an historical phenomenon in the American political system.

While the institutional memory, the ‘‘leadership core,”” and the expertise of the
administrative state (nonmilitary-security) have been drastically reduced, the Reagan ad-
ministration has not been able to fill many key positions of the bureaucracy because ideo-
logically committed Reaganites have been reducing in number. The result has been a
crippling of organizational competence (Goodsell 1985; New York Times May 3, 1985:
A19; H. Rosen 1985). Thus the administration has achieved two objectives: (1) transferring
the institutional competence of the administrative state to the private, corporate sector,
and (2) advancing market efficiency as the slogan against the crippled bureaucracy (Faraz-
mand 1985; Pfiffner 1987).

Efficiency. With severe budget cuts, loss of expertise, job insecurity (many civil
servants have been replaced by temporary and unqualified persons), and dominance of
unqualified and inexperienced political appointees, the crippled bureaucracy has naturally
suffered efficiency problems, and thus become subject to further public and political criti-
cisms (Fainstein and Fainstein 1984; Farazmand 1985; H. Rosen 1985).

Morale and motivation. Devastating adverse impacts have been inflicted on the mo-
rale of career personnel and their motivation for initiative, creativity, and innovation in
public management. A highly hostile and suspicious environment created by the political
appointees has caused alienation, extremely low morale, and a feeling of degradation
among the career people (Denhardt 1987; Downs and Larkey 1986; Farazmand 1985).
As one postal employee put it, ‘“Working for the U.S. government today is like being a
Jew in Germany when Hitler came to power. You are defenseless, blamed for all the
problems of the country, and used politically as best suits the objectives of the Administra-
tion rather than the American people’” (quoted in Goodsell 1985: 171). But professionally
unqualified persons have been promoted in the bureaucracy in violation of civil service
laws. The bureaucracy and civil service have become more than ever an instrument of
Republican regime-enhancement headed by the ‘‘government of enemies’’ (Heclo 1984;
Stockman 1987: epilogue). As Charles Levine (personal interview, August 1985) put it,
“‘the time of neutral competence is over.”’

Minorities and women. Minorities, younger, nonveteran, and female personnel have
been affected most by the changes in the administrative state. According to a congressional
document, about one-half (49%) of all the RIFs have hit the minorities, 54.6% of these



104 Farazmand

minority women. Other groups follow the minorities (U.S. Congress 1984: executive sum-
mary and pp. 1-10). Charges of pervasive discrimination and prohibited personnel actions
have increasingly been documented in past years (ASPA 1987b; U.S. Congress 1983a,
1983b).

Corruption. Bureaucratic corruption by political appointees and their partisan ad-
ministrators in office has been pronounced. The almost daily disclosure of these corrup-
tions have ranged from favoritism to partisan preference, to patronage and ‘‘selling’’ the
privilege of seeing the president to business leaders for contributions to the contras, to
waste and billions of dollars of kickbacks, return of favors to corporate contractors, ‘‘con-
flict of interest,”” and bribery (Rep. Barry Anthony on ABC’s Nightline, April 29, 1987;
Farazmand 1985, 1986; Newland, 1987; Parenti 1983:96-97).

Quality of service. Overwhelming evidence suggests that the phenomena outlined
above have had, and will increasingly have, significant negative impacts on the quality
of public service. This is especially true with the privatization or contracting out (‘‘selling
out’’) of public service (Downs and Larkey 1986; Farazmand 1985, 1986; Goodsell 1985;
U.S. Congress 1983b:1-111). Evidence supports Howard Rosen’s (1985) argument that
private companies bid on public service contracts with lower cost first, then once granted
contracts and subsidy, they start raising prices, perform poorly, provide lower-quality ser-
vice, violate safety regulations, and fail to meet schedules, practice substandard compensa-
tion, are not accountable to the public, and the government loses control over companies’
output. The result is poor service and no accountability (Farazmand 1985, 1986; Kettl
1988; Perlmutter 1984; Stern 1984).

The famous report of the Peter Grace Commission, whose findings have been seri-
ously questioned by congressional investigations and by independent researchers, pro-
posed a comprehensive privatization of American government. As Goodsell (1985:174—
175) put it, its ideas ‘‘extend to items deeply imbedded in the citizens’ personal relation-
ship with government, such as readiness to save our lives, . . . its provision of the coin
of the realm, . . . its trust in our word, . . . and its own fiduciary promises. Should the
values inherent in such relationships be subject to cost comparisons and motivated by
profit-seeking?’’ Another expert, Chester Newland (1987:54), reports that ‘‘cost overruns,
excessive prices, performance failures, and corruption in space, defense, and other national
government contracts have become routine, increasing as deinstitutionalization and politi-
cization have advanced’’” under Reagan.

Deinstitutionalization of public service as a result of privatization and replacement
of the welfare state with the warfare state (with a budget increase of 40%) by the Reagan
administration have returned to the corporate sector some of the favors that the ‘‘BIG
money’’ and ‘‘particularistic interests’’ paid during the presidential and congressional
elections in the 1980s (Newland 1987:45, 53). Congressional criticism of the officials in
the Department of Commerce shows ‘‘the automatic approval of decisions already made
outside the Government in business and industry’’ (quoted in Parenti 1983:299). While
the ‘‘Nixon administration’” was a ‘‘business administration’” and its ‘‘mission’’ was to
“‘protect American business,”” (according to Nixon’s Secretary of State William Rogers;
quoted in Greenberg 1986:302), the Reagan administration has undoubtedly been BIG
business administration (Newland 1987:45-53; Stockman, 1987: Epilogue). Privatization
has reduced the American citizens down to ‘‘consumers’’ of the marketplace (Freder-
ickson and Hart 1985). While Peter Grace’s plan for privatization has been implemented
by Reagan, children of the Boston area have been dying of leukemia caused by Grace’s
chemical company’s contamination of water wells (CBS, February 3, 1986; Washington
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Post, June 1, 1988:A3). Other aspects of the loss of public service can be shown by
statistics: collapsing public bridges (57,000 in 1987 compared to 15,000 in 1983) (CBS,
June 4, 1987); massive unemployment (about 7%—14%, including hidden unemployment)
(Greenberg 1986:319); and massive growing poverty (according to James Carroll, in 1983,
“22.2 percent of all children in the United States were living in poverty. . . . These children
constitute 40 percent of all poor people, . . . and 22 percent of its [nation’s] youth’ (Carroll
1987:112). Crisis in education, health, environment, and so on should also be noted (Skol-
nick and Currie 1985; Thayer 1984).

V. CONCLUSION

The triumph of politics over administration in the 1980s under the Reagan presidency, a
response to the sociopolitical and economic crises, has resulted in a significant diminution
of an administrative state already facing a legitimacy crisis. This crisis has had and will
continue to have major political and socioeconomic consequences in the United States.
The important question today is: Will the administrative state survive the current crisis?
It is a conclusion of this article that despite the current crisis, the administrative state and
its bureaucracy will ultimately survive and rise again. The survival and revival of the
administrative state is inevitable and necessary because it is functional to system mainte-
nance and system legitimacy; and the pervasiveness of state is a global phenomenon (Ka-
zancigil 1986).

The corporatization and commercialization of American government in the 1980s
have had and will continue to have extensive social costs (market failures of externalities,
unemployment, and so on) in the inherent crisis-ridden nature (business cycles) of the
market system, requiring protective intervention from the state. In short, the highly central-
ized corporatization of America, including the agricultural sector, will enlarge the working
class and the poor by millions. This army of unemployed and unskilled will join the
millions of others already displaced by rapid technological advancement. Such a massive
pool of unemployed and underemployed will likely represent a ‘‘potentially disruptive
and explosive mixture, . . . and the principal instrument for treatment of this explosive
mixture under modern capitalism is the system of welfare’” (Greenberg 1986:320). Thus
the corporate sector will need the administrative system to absorb the social costs of the
marketplace, to cool the explosive mixture, and to provide system legitimacy through
relief programs. In the words of David Stockman (1987:413), the White House has also
recognized ‘‘the political necessities of the welfare state.”” The administrative state will
be needed, as it always has been, to provide stability, system enhancement, and system
legitimacy.

Contrary to the charges of the opponents of the administrative state, evidence sug-
gests that in fact the administrative state has been more productive, more efficient, more
equitable, more accountable to the public, and more responsible to political and policy
goals than has the private sector (Abrahamson 1987:360-363; Downs and Larkey, 1986;
Goodsell 1985; Perlmutter 1984; Rose and Shiratori, 1986; H. Rosen, 1985; Thayer, 1984).
According to the ASPA’s President Robert B. Denhardt, ‘‘Over the past 20 years govern-
mental productivity has increased 1.5% a year, almost double the national average’” (Den-
hardt, 1987:2). As John Logue (1979:85) points out, ‘“The welfare state is the victim of
its success, not of its failures.”’
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Calls for revival of public service have been made recently by a growing number
of academicians, practitioners, and legislators, and alternative approaches to administra-
tion have been suggested by some public administration scholars (Carroll 1987; Denhardt
1987; Goodsell 1985; Rep. Schroeder—ASPA, 1987a). This article suggests an Integrated
Model of Public Administration, which embraces politics as well as administration. For
two centuries, the relationship between politics and administration has been one of the
most controversial issues of American government. No government in modern society
can govern without an administrative system, and no administrative system is politically
neutral (Waldo 1984). A reassessment of the Constitution (prepared for its time) is needed
to grant the administrative state a legal legitimacy, and to make it an equal partner in the
institutional structure of the governance in America. Such an administrative state will
have to be representative of different social classes and of ethnic and racial segments of
the population. A politico-economically representative administrative state will be actively
involved in making as well as implementing policy. An integrated administrative system
will be professionally competent, politically more accountable, more responsive to public
need, and more sensitive to public interests. It will also be a powerful instrument of system
maintenance and system legitimacy. Elsewhere (Farazmand 1989) I have discussed in
detail the major aspects of a proposed Integrated Theory of Public Administration that
outlines the principal foundations for legitimizing the administrative state. For the purpose
of this article, the proposed Integrated Theory of Public Administration emphasizes the
‘‘guardianship,”” ‘‘trusteeship,”” and ‘‘agency’’ roles of the administrative state and public
administrators in serving the general public interests, not the particular partisan interests,
and in promoting constitutional principles of democracy and social justice. Some of these
aspects of the administrative state have already been suggested by others (Rohr 1986;
Waldo 1986a; Wamsley et al. 1987).

It seems appropriate to use Dwight Waldo’s (1986b:468) words that *‘public admin-
istration, seeking to solve problems in a very real world, is importantly involved in creating
the political theory of our time. I am confident that this will be the verdict of the history.”
Long-term damage to public service and administration has already been done. A joint
effort by public administrationists, a politically conscious public, and politicians is badly
needed now to change the current trend. Fortunately, there are signs of such effort. As
Scymour Lipset (1987:23) concludes, Americans remain ‘‘dissatisfied with the perfor-
mance of their leaders in powerful nongovernmental institutions, . . . [and] the continuing
confidence gap could easily give rise to an era of progressive policies aimed at reforming
the structure of private power in the United States.”
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